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Fractured carbonate reservoirs are significantly developed in the eastern area of the Amu Darya Right Bank. However, their types, distributions, and fracture characteristics remain unclear. This uncertainty complicates reservoir prediction and hampers exploration and development processes. Given the strong correlation between fracture development and productivity, analyzing fractures is crucial. Comprehensive evaluation and prediction methods for fractured reservoirs are essential for advancing the oil and gas industry. Based on core and geological data analyses, it finds that these reservoirs exhibit low porosity and low to ultra-low permeability. By employing conventional logging alongside specialized methods, such as electrical imaging, nuclear magnetic resonance, and far detection logging, fractures and their effectiveness can be identified and evaluated, clarifying the characteristics of reservoir spaces. Constrained by the results from core and logging analyses, seismic single attribute analysis techniques is applied to predict fractures in the HX block of Amu Darya. To mitigate the limitations of single-attribute analysis, utilize a well-supervised BP neural network method for comprehensive fracture prediction. This multi-attribute approach increases the fracture prediction probability from less than 70%–72.7%. By integrating geological understanding and well logging, and considering the influence of lithology and structure on the reservoir, synthesize the fracture prediction results to optimally select favorable areas.
Keywords: fractured reservoir, fracture effectiveness, control factors, single attribute prediction, neural network, favorable area selection

1 INTRODUCTION
Increasing attention was gathered on the fractured reservoirs coming from advancements in tight reservoir exploration (Panza et al., 2016; Felici et al., 2016). In the eastern area of the Amu Darya Right Bank, fractured carbonate reservoirs represent a crucial type characterized by strong heterogeneity, causing significant challenges for reservoir studies. Fractures is enhancing permeability and playing a critical role in hydrocarbon migration, considered as primary reservoir spaces (Aydin, 2000). Improving fracture identification and evaluation, as well as achieving effective fracture prediction, is essential for comprehensive evaluation and optimal area selection.
Seismic analysis is the main method for fracture prediction in the petroleum industry, divided into post-stack and pre-stack techniques (Jian et al., 2024), such as pre-stack anisotropy and pre-stack elastic parameter inversion (Wang et al., 2014; Zhang et al., 2015), and post-stack seismic single attribute prediction of fractures (Zhang et al., 2024). Since pre-stack technology has not yet achieved large-scale, robust application effects, this paper’s prediction is based on post-stack seismic attributes analysis. Techniques like seismic coherence analysis, curvature analysis, ant tracking, and seismic texture interpretation are effective for detecting fractures (Blumentritt et al., 2006; Chopra and Marfurt, 2007; Ganguly et al., 2009; Chen et al., 2015; Zhang et al., 2023; Gui et al., 2023), showing practical applications in imaging carbonate fractured reservoirs, fault identification and description, and fluid detection. However, the fracture development is often complicated. The seismic analysis is controlled by the quality of seismic data, and the seismic recognition is limited for small-scale fractures. Single seismic attributes are being impacted by factors such as reservoir and fluid properties, and leading to reduction in prediction accuracy. To address these issues, we analyze core and well logging data and employ a BP neural network method to improve prediction accuracy through nonlinear modeling and its learning capabilities.
In this paper, using geological, well logging and seismic data analysis comprehensively, to recognize and identify the fracture effectiveness, as well as predict fracture distribution with higher probability. The systematic research methods can be applied in similar fractured carbonate reservoirs to help oil and gas exploration and production.
2 GEOLOGICAL BACKGROUND
The Amu Darya Basin is located in the southeastern Turan Platform, described as a Mesozoic superimposed basin consists of several large structural units, such as the Kopettag Depression, Central Karakam Rise, Chardju Terrace, and Beshkent Depression (Xu et al., 2009; Wang, 2019). It is surrounded by folded mountains, trending northwest, about 1,000 km long and 400–500 km wide. The southwest part of the study basin is steep and narrow, while the northeast part is a gentle structural terrace. The right bank of the Amu Darya locates in the northeastern part of the Amu Darya Basin, bounded by the Amu Darya River to the southwest and the borders of Turkmenistan and Uzbekistan to the northeast, belonging to the Lebap Province of Turkmenistan (Guo et al., 2019; Chai et al., 2024). The structural map of the study area is in the eastern area of Amu Darya Right Bank, showing in Figure 1.
[image: Map depicting geological features and study areas in the region spanning Uzbekistan, Turkmenistan, and Afghanistan. The inset highlights the Amu Darya basin with specific faults and depressions outlined. Legend includes symbols for basins, rivers, borders, study areas, and faults.]FIGURE 1 | Structural map of eastern area of Amu Darya Right Bank.
The Amu Darya Basin has undergone four main tectonic movements: the Pre-Permian basement development, Permian-Triassic rifting, Jurassic-Paleogene Eocene post-rift depression, and Oligocene-Neogene compression uplift and reformation (Xu et al., 2009). Structural belts primarily exhibit a northeast-southwest trend, and the local structure is complex due to previous reverse faults and compressional folds. A thick gypsum rock layer from the Late Jurassic period serves as a sedimentary cap, dividing the area into upper and lower exploration series. Underneath this layer is the focused layer of this study, the Middle to Late Jurassic Callovian-Oxfordian carbonate rock. This set of strata develops five sets of layers from top to bottom: XVhp, XVa1, XVz, XVa2, and XVI (Xu et al., 2018), with the main gas-producing layer being XVhp, followed by XVa1 and XVa2, shown in Figure 2. Affected by the regional tectonic compression of the Himalayan orogeny, this area has been continuously subjected to reverse thrust compression from the Gissar direction in the southwest since the Neogene. Through that tectonic motion, a foreland thrust-fold belt is formed, as well as a series of gas-bearing thrust structures. The sub-salt fault system is mainly composed by some reverse faults and strike-slip faults, with the main directions being near northeast and near northwest.
[image: Geological chart showing stratigraphy, lithology, sedimentary facies, and sequence division. Columns detail stratigraphic names, lithological patterns, facies with thickness, and sequence divisions depicted as curves. They illustrate chronological layers with various rock types and sedimentary environments.]FIGURE 2 | Lithology, stratigraphy and sequence structure map of Amu Darya formation.
3 RESERVOIR EVALUATION
3.1 Petrological characteristics
XRD analysis indicates that calcite is the predominant mineral in the Callovian-Oxfordian carbonate rocks, and the content range is 91%–99.5%, with an average content value of 97.2%. The content of clay is very low, with a maximum of 1.9%. Thin section analyses reveal diverse limestone types, including bioclastic sandy limestone, micritic bioclastic limestone, bioclastic sandy micritic limestone, algal clump-bearing bioclastic micritic limestone, bioclastic micritic limestone, etc. To analyze the influence of lithology on reservoir development systematically, nearly 300 thin slices were re-analyzed. Following Dunham’s classification, we categorize the limestones into grainstone, packstone, wackestone, and marlstone (Table 1a). The porosity value of reservoir ranges from 0.0% to 18.2%, averaging 1.86%. In the porosity distribution histogram (Table 1b), the main peak is <2.0%. The permeability value ranges from 0 to 3121.148mD, averaging 14.2 mD. In the permeability distribution histogram (Table 1c), the main peak is located at 0.001–0.01 mD, accounting for 46.5% of all samples. And samples with <0.1 mD account for 79.3% of all samples. Therefore, the reservoir porosity is low, and permeability is low to ultra-low.
TABLE 1 | Petrological characteristics of study area.
[image: Lithology classification table using Dunham's scheme lists four types of stone: Grainstone with marl content less than ten percent, grain support; Packstone with marl content over ten percent, grain support; Wackestone with grain content over ten percent, marl support; Marlstone with grain content less than ten percent, marl support.]3.2 Fracture identification and effectiveness evaluation
Both fractures and vugs are developed in the fractured carbonate reservoirs. Fractures serve as the main reservoir space, (Ma, 2020), while vugs are mainly residual pores. Therefore, how to identify fractures and evaluate the effectiveness has significant influence in the study of such reservoirs. Observing the thin slices and cores, it is found that the fractures mainly include diagenetic fractures and structural fractures (Figure 3), with structural fractures being predominant. Most of these are open fractures. Meanwhile, some fractures are completely or partially filled, through which the effectiveness of the fractures is reduced distinctly.
[image: Collection of nine geological microscope images showcasing various types of rock formations and fractures. Descriptions include calcisparite biodastic algae, bioclastic clotted micrite, micrite shear fractures, diagenetic contraction fractures, and micrite algae calcarenite. Each image has specific detailing of structural and compositional features within the rocks, such as fractures and infillings of calcite and asphalt. The images highlight differences in rock textures and fracture types across varying depths, specified in meters.]FIGURE 3 | Thin slice and core analysis diagram.
Evaluating fracture effectiveness—openness, extension, and connectivity—is challenging. Currently, there are many methods for identifying fractures, but methods for evaluating fracture effectiveness are limited. Combining conventional logging with imaging data is effective for identifying fractures and vugs (Qi et al., 2018; Liao et al., 2023).
The fracture development degree and effectiveness can be determined by using the positive and negative differential characteristics and the difference magnitude between deep and shallow lateral resistivity logging.
In fractured reservoirs, different fracture angles produce varying logging responses, allowing us to distinguish fracture types using electrical imaging logging. When the fracture angle is 45°, the dual laterolog shows the maximum negative difference. When the fracture angle is 90°, it shows the maximum positive difference. By using electrical imaging logging analysis, the natural fractures and induced fractures can be directly distinguished. Natural fractures can be divided into vertical fractures, high angle fractures and horizontal fractures according to the fracture angle. The vertical open fracture is shown as a black near-vertical line, the high angle open fracture is shown as a thick dark sine curve, and the low angle open fracture is shown as a thin continuous dark sine curve. The induced fractures are generally dark in color and have clear features, but the continuity is poor, and they are often parallel to the secondary feathery fractures. The imaging data is used for fracture picking analysis, and the fracture parameters are calculated according to the fracture picking results. The secondary porosity can be evaluated by combining with the porosity spectrum characteristics. Through core calibration and comprehensive analysis, it is believed that the fracture openness and fracture porosity can be calculated through fracture picking, as well as the average porosity and standard deviation curves can be calculated through the porosity spectrum, which can be used as sensitive parameters or curves to analyze the permeability of fractured reservoirs. For nuclear magnetic resonance logging (CMR), the T2 spectrum has obvious response in fracture-developed sections, with the presence of back-end signals >960 ms, which can be used as an auxiliary means for reservoir fracture identification. The open fractures passing through the borehole have an impact on the propagation characteristics of stoneley waves and shear waves, which are reflected in array sonic logging and can be used for fracture identification. The above-discussed methods for determining fracture effectiveness are limited by detection depth and can only identify fracture development near the borehole. Therefor, it is difficult to study lateral changes in the reservoir or the outward extension and development of borehole fractures. By using electrical imaging characteristics, referring to array sonic waveform characteristics, dispersion characteristics, and the fracture development situation around the well provided by far detection imaging (Wei et al., 2021), the development and effectiveness of fractures and vugs within a 10 m range around the well can be comprehensively evaluated.
In Figure 4, it is the 3452–3454 m interval logging responses of well H-X2, which shows low gamma-ray values indicating pure lithology. The dual laterolog values decrease and the separation amplitude is large, and the porosity curve does not change significantly. In the static electrical logging imaging, the black color indicates large fracture aperture. The porosity spectrum is wide and shifted backward. The stoneley waves have interference stripes, and both the longitudinal wave and stoneley wave amplitudes are attenuated. The nuclear magnetic resonance T2 spectrum shows a spectrum display around 100ms. In the sonic far detection image, reflected waves are obvious and extend spatially.
[image: Detailed geophysical analysis display with multiple vertical sections showing data from well logs, amplitude spectrums, and seismic analysis with various color-coded graphs and charts, highlighting specific data points using red lines and boxes for clarity.]FIGURE 4 | Integrated interpretation results map of H-X2 well (3452–3454 m).
3.3 Fracture characteristics
Through geological and multi-method logging identification analysis, it is concluded that fractures in the study area generally develop in an east-west direction, with some wells having a NE direction. Overall, they can be divided into two fracture sets: NW or NWW-trending and NE-trending sets (Figure 5). Combining the analysis of single well structural fracture orientation and the structural position, it is believed that the current maximum principal stress direction is near east-west, with slight variations in different areas, mainly NW-SE or NWW-SEE. The current maximum principal stress direction is basically consistent with the fracture orientation, indicating that the stress direction has not changed much since fracture formation, inheriting the regional compression direction since the Neogene. The open fractures interpreted from logging are basically consistent with or at an acute angle to the maximum principal stress direction, indicating that the current maximum principal stress direction is favorable for the preservation and opening of open fractures (Zhang, 2023).
[image: Grid of circular diagrams representing the strike of open fractures for different wells labeled A-X1, A-X2, A-X3, A-X4, H-X1, H-X2, H-X3, EH-X1, J-X1, G-X1, and T-X1. Each diagram shows varying orange patterns indicating fracture orientation and intensity.]FIGURE 5 | Fracture rose diagram of wells.
3.4 Controlling factors of fractures
3.4.1 Influence of lithology
Analysis of fracture width and length-area ratio (ratio of total fracture length to thin section area) in fractured thin slices reveals that grainstones have the smallest fracture length-area ratio and width, with averages of 196.2 m/m2 and 0.066 mm. Marlstones have a wider distribution range of fracture length-area ratio and width, but their length-area ratio and width are generally the largest among the four lithologies, with average length-area ratio and width of 675.8 m/m2 and 0.22 mm (Figure 6A). Among the thin slices analysis, structural fractures can account for 40% in wackestones and marlstones, while only about 20% or even less in grainstones and packstones (Figure 6B). This indicates that the fracture development intensity is generally lower in high-energy grainstones and packstones compared to low-energy wackestones and marlstones.
[image: Table A lists lithology types with fracture width in millimeters and structural fracture length-area ratio. Marlstone has the highest ratio. Graph B is a bar chart comparing the frequency of structural and diagenetic fractures across grainstone, packstone, wackestone, and marlstone. Wackestone has the highest frequency of structural fractures.]FIGURE 6 | Characteristics of fractures in different rocks (A). Distribution range of structural fracture parameters of different types of limestone flakes. (B). Characteristics of fracture development in different types of limestones.
3.4.2 Influence of structure
The fractures development and distribution is influenced by structural situation and fold occurrence (Nelson, 2001; Mickael et al., 2012; Watkins et at., 2018). Through the analysis of fault activity intensity and well fracture density, it shows that the greater the fault displacement, indicating the stronger the fault activity, the greater the fracture development intensity or density (Figure 7A). Through the analysis of the relationship between the fracture density and distance of wells to the main fault, it shows that the closer to the main fault, the greater the fracture development density (Figure 7B). Therefore, the fault activity intensity significantly impacts fracture development—the stronger the fault activity and the closer to the fault, the higher the fracture intensity.
[image: Chart A shows the relationship between open-fracture density and displacement, displaying a positive trend. Chart B illustrates total-fracture density against distance, indicating a negative trend with scattered data points and a regression line.]FIGURE 7 | Relationship between fault characteristics and fracture density in HX block (A). Relationship between fault distance and fracture density in HX block (B). Relationship between fracture distance and fracture density.
In thrust-fold belt, fold occurrence controls fracture intensity and orientation (Price, 1966; Watkins et al., 2015). The HX block is a typical thrust-related anticline structure. Using 3D Move structural restoration and simulation software (Di et al., 2016), simulate and calculate the maximum principal strain of the top and bottom reflection layers of the carbonate rocks in the HX block (Figure 8). Simulations show greater fracture development in high-strain areas like fold hinges and forelimbs.
[image: Two contour maps labeled A and B display stress distribution in a geological formation. Both maps show areas marked as forelimb and backlimb. Dark blue indicates regions of low stress, transitioning to red for areas of maximum principal stress. Notable features include thrust fault, hinge, and points labeled H-X1 and H-X2. The scale ranges from low to high stress, with notable areas of medium stress marked in green and yellow. North orientation and scale are shown. Differences in stress distribution between maps A and B are evident.]FIGURE 8 | Simulation of the maximum principal strain of the top and bottom reflector of HX block (A). top horizon stress reflection (B). bottom horizon stress reflection.
4 PREDICTION OF FRACTURE AREAS
In fracture development zones, abnormal changes are caused in the amplitude, frequency, phase, and other characteristics of seismic wave reflection. Therefore, selecting sensitive mathematical methods, combining with analysis of anomaly of seismic wave amplitude, frequency, phase, and other attributes, can predict the fracture development situation. There are many commonly used seismic attributes, such as volume curvature, coherence, principal component analysis, seismic tensor, edge detection, texture, ant tracking, etc.
4.1 Single attribute prediction
Taking the HX block as an example, this paper summarizes a seismic multi-attribute fracture prediction method, which can be applied to the entire east part of the right bank of the Amu Darya. Based on seismic and well logging data, fractures can be recognized by seismic attributes study. Combined with logging interpretation of fractures, preferred seismic attributes of different scales are selected to comprehensively predict fracture distribution.
Curvature attribute is a common seismic attribute for predicting fractures. Curvature indicates the degree of structural deformation, as well as identifies the curvature characteristics caused by structural deformation such as folds and faults (Dun et al., 2013). There are many types of curvature attributes, such as maximum curvature, minimum curvature, positive curvature, average curvature, Gaussian curvature, etc. Because each curvature algorithm is different, curvature attribute can reflect certain geometric characteristics of the area seismic body from different aspects (Song, 2014; Saleh and Marfurt, 2006; Zhu, 2013).
Seismic coherence refers to the measurement of the similarity degree of waveform, amplitude, frequency, phase, and other seismic attributes between adjacent seismic traces. It is known that coherence technology is a useful method for discontinuity detection of seismic wave axis. Different coherence attributes reflect the interruption of coherent axis, which can identify large-scale faults in the study area. This method is quite useful when faults with clear fault displacement especially. Therefore, the extension morphology and distribution pattern of fractures and faults development areas can be clearly identified through coherence attribute analysis.
The ant body attribute initially sets the corresponding search range and direction, through which the ant signal will recognize the exist of faults or fractures. The ant signal has maximum deviation of 15% from the search direction when estimating faults. The principle of ant tracing such as search radius, search direction, step length, and stop search time is determined by different parameters.
The likelihood attribute is based on similarity algorithms. Discontinuities in seismic reflections usually correspond to the exist of faults. The stronger the discontinuity of reflection, the lower the similarity, and the more obvious the fault. The maximum fault probability attribute value can be calculated by scanning different fault dip angles and azimuths. Then the resulting fault probability body is refined in order to gain fault or fracture prediction results.
Figure 9 shows 4 kinds of seismic attribute profiles in HX block randomly selected from multiple attributes. Figure 9A is the strike curvature attribute profile. Different curvature attributes all can reflect the bending deformation of rock layers caused by structural activity, in which yellow and red indicates fracture development. The H-X4 well is located near a fault and is greatly affected by structural activity. Therefore, different curvatures identify high values of the strata near this well, reflecting strong deformation of formation around the well. Figure 9B shows the conventional coherence attribute profile of four wells. The large faults or fractures are reflected in the coherence attribute profile in dark color. In Figure 9C, the ant body attribute reflects faults as well as fractures near the wellbore in blue and black region, representing good prediction results. In Figure 9D, the likelihood attribute in colored areas shows reflections near the faults, while the reflections become more random away from faults.
[image: Four seismic data images labeled A to D.  A shows a colored seismic section with varied amplitudes indicated by a color scale.  B displays the same section in grayscale with highlighted contours.  C features fault lines and other geological structures in black and blue on a white background.  D combines colored amplitude and structural features, emphasizing variations in seismic data.]FIGURE 9 | Fracture prediction profiles of seismic single attributes (A). Strike curvature attribute profile (B). Coherent attribute profile (C). Ant body attribute profile (D). likelihood attribute profile.
4.2 Multi-attributes prediction
Using single seismic attributes can predict fractures from a single perspective. Referring to the multi-solution and uncertainty of seismic data (Dong et al., 2004), the correlation and prediction accuracy between seismic attributes and fractures are different. In order to achieve better analysis of different attributes, a neural network method is used for multi-attribute analysis.
In this paper, a BP (Back-Propagation-Network) neural network method is applied for seismic multi-attribute fracture prediction. In BP network, each node is only connected with the adjacent layer nodes, and the nodes between the same layer are not connected. If the number of hidden layer nodes is large enough, it could approximate any complex nonlinear mapping. Through the iterative process of information forward propagation and error back propagation, the weights of each layer are constantly adjusted, and the neural network continues to learn and train until the network output error is reduced to an acceptable degree, or the pre-set learning times. In this paper, the neural network is trained by combining seismic attributes and well log fracture characteristics to establish a neural network training set. Then learning from the set, the connection weight coefficients between internal nodes, thresholds on the nodes, and their non-linear relationships within network can be determined. After that, combining the single attribute optimization results, use the existing seismic attributes as input data. The neural network calculates the input data based on the non-linear relationships obtained during training, and gain the fracture prediction results in the end.
After pre-processing of post-stack seismic data, training data and input attribute preparation are carried out, through the coherent and maximum positive curvature pickup binary pointsets of drilling calibration: Fractures and non-fractures include 9909 defined points for green fractures and 7972 defined points for pink non-fractures, accounting for 40% of the total test data (Figure 10A). In the process of network training, an intermediate layer (hidden layer) is set up. Through the quality control of training results, 49,100 iterations are made to determine the good prediction effect, as shown in Figure 10B. After neural network learning, highly correlated attributes are used as input data, such as curvature and ant body, to calculate and obtain the final fracture prediction attribute body. In the Figures 10C,D, it shows the top surface maps of 50%, and 90% fracture prediction probability bodies in yellow area. The higher the probability, the smaller the predicted fracture distribution area, and the higher the prediction accuracy. Fractures are most developed near faults. In the HX block, the fracture distribution is mainly parallel to the fault zone. What’s more, the existing well all in the fracture development zones.
[image: Panel A shows a 3D geological model with colored layers and gridlines. Panel B displays three line graphs and a legend with color-coded categories. Panels C and D depict geological maps with labeled points (H-X0 through H-X4) and a color gradient from yellow to brown indicating density or elevation.]FIGURE 10 | Calculation and prediction of fractures by neural network method (A). Training data define facture points (green) and non-fracture points (pink) (B). Quality control of training (C). 50% fracture prediction probability body (D). 90% fracture prediction probability body.
To reflect the effectiveness of seismic fracture prediction directly, and confirm the advantage of multi-attribute prediction, analyze the relationship of seismic attribute and logging fracture attribute. The accuracy of seismic fracture can be reflected by the above result semi-quantitatively. The correlation coefficient between relatively better seismic single attributes, such as maximum curvature, coherence, and frequency, and fracture density is less than70%. Figure 11A shows the intersection diagram of coherence attribute value and fracture density with the coherence coefficient is 68%. The intersection diagram of the BP neural network calculated attributes and the fracture density is shown in Figure 11B, and the correlation coefficient is 72.7%, which significantly improves the coincidence rate compared with the prediction of a single attribute.
[image: Two scatter plots labeled A and B, both showing a positive correlation. Plot A displays fracture density against cohesive value with a trend line equation of y = 9.9727x + 1.5133 and R² = 0.8054. Plot B shows fracture density against calculated value with a trend line equation of y = 5.3926x - 2.3966 and R² = 0.7854. Blue data points are used in both plots.]FIGURE 11 | Correlation diagram between seismic attribute and fracture (A). Intersection diagram of coherence attribute and fracture density (B). Intersection diagram of BP calculated attribute and fracture density.
5 DISCUSSION
5.1 Verification of prediction
Using the ant body attribute as an example (Figure 12A), the prediction results of fractures by seismic single attributes and well logging are compared. As shown in the figure, the H-X2 well imaging data identifies many fractures, and the well has good gas content and productivity. The ant body attribute detects high-angle fractures developed near this well in the target layer, which is consistent with production situation. Though the H-X1 well was only drilled to the top of XVhp formation, its good productivity indicates a high probability of fracture development. Meanwhile, the ant body predicts fractures developed at the top of this well. The H-X3 and H-X4 wells' imaging data recognize few fractures, with poor gas content and low productivity. The ant body attribute only identifies a few indistinct micro-fractures in the target formations of these wells. Through the compare of the four wells, it is known that he correlation between ant body fracture prediction and well logging identification is good, compounding prediction expectation.
[image: Geological analysis showing two panels. Panel A displays fracture maps with highlighted sections and annotations indicating high-angle fractures (H-X1, H-X2, H-X3, H-X4) and less high-angle fractures, with color-coded dips. Panel B illustrates a cross-sectional view with color gradients denoting dip angles, matched with annotations from Panel A.]FIGURE 12 | Verification diagram of well-combined-seismic prediction results of fractures (A). Well and seismic contrast analysis of fractures of HX block (B). Profile of wells predicted by supervised neural network fracture in HX block.
Figure 12B shows a cross-well neural network fracture prediction profile in the HX block, with well logging analysis fracture results (green and purple) and seismic prediction results (yellow). It shows consistency between seismic and well logging fracture development distribution for all four wells, directly demonstrating the reliability of well supervised neural network fracture prediction results. This method reduces the uncertainty of single attribute prediction, improves fracture prediction accuracy, and provides a basis for well site deployment and reservoir development analysis in the study area.
In addition, production data can reflect the effectiveness of the reservoir directly. Therefore, oil test or well test data is one important method to verify the fracture prediction results. The test data of HX area are shown in Table 2. H-X1 and H-X2 Wells are high gas production wells, with 74.71 × 104m3/d and 96.04 × 104m3/d. H-X3 and H-X4 Wells have low gas production and slight gas production after acidification. It is confirmed that gas production is positively correlated with the predicted fracture development degree in HX block.
TABLE 2 | Well test data of HX block.
[image: A table displaying measurements from various wells. Columns include well names, top and bottom depths in meters, glib in millimeters, measure type, and gas and water output. Values show specific data for wells H-X1, H-X2, H-X3, H-X4, H-X01D, and H-X02D, with some entries indicating conditions like "After acid" or noting gas measurement in different states. Data highlights differences in gas and water production and measurements across different intervals for each well.]5.2 Prediction of favorable areas
The HX block is a typical structural gas reservoir with no obvious gas-water boundary. The reservoir gas content is controlled by the structure location, degree of reservoir development, especially fracture intensity. The gas saturation is high in higher structural locations, as well as low saturation in lower locations. Meanwhile, the reservoirs have high fracture intensity and high gas test production.
Combined analysis of geology, structure, well logging, and stress with the fracture prediction results, fracture development zones in the HX block are classified. It is shown that the high strain fracture development zone is the optimal area. Figure 13 shows the distribution map of favorable zones for fractured reservoirs in the HX block. The area near fault zones is the first-class (level I) area, the forelimb area is the second-class (level II) area, and the backlimb area is the third-class (level III) area. Oil and gas potential gradually decreases in three levels. Meanwhile, the new H-X01D and H-X02D wells are located in the first-class reservoir area. According to the well test result (Table 2), the two wells are both high-production, which is consistent with the predicted distribution of the favorable areas. Combined with the prediction conditions, it is useful to determine the next well drilling plan.
[image: Abstract map with color-coded sections marked with "Level I," "Level II," and "Level III." Red and blue texts highlight areas labeled "better" and "worth." Orange patches are scattered, and various points are marked, such as H-X02D and H-X3.]FIGURE 13 | Distribution map of favorable zone for fracture prediction in HX block.
6 CONCLUSION
The lithology of fractured reservoirs in the eastern right bank of the Amu Darya Basin can be divided into four main categories: grainstone, wackestone, packstone, and marlstone. Fractured carbonate reservoirs in the eastern Amu Darya Right Bank are characterized by low porosity and permeability, with fractures serving as primary reservoir spaces. Using conventional logging combined with imaging, nuclear magnetic resonance, far detection logging, and other special logging techniques, the fracture identification and effectiveness evaluation can be achieved. Fracture development is influenced by lithology and structural factors. In high strain areas (such as hinge zones and forelimbs), structure is a significant influence in fracture development. While in low strain areas (such as backlimb), lithofacies dominates fracture development.
Using the discontinuity attributes of seismic can help recognize the geological features of many reservoir elements. Seismic single attributes such as curvature, coherence, ant body, and likelihood are selected for fracture prediction. Based on geological and well logging analysis of reservoir fractures, use well supervised BP artificial neural network algorithm to achieve fracture prediction. In this method, seismic single attributes are trained and learned to select advantageous attributes. Then use them as input data for calculation to obtain fracture prediction probability bodies. Meanwhile, through geological and well logging calibration of seismic prediction results, it is confirmed that well-seismic fracture development characteristics are consistent, and the fracture prediction results are reliable. This method provides valuable guidance for future well drilling plan and exploration in this area. According to the results of geology, structure, well logging, stress and fracture prediction, the favorable area is determined. The first-class area is near the fault zone, the second-class area in the forelimb of the reverse fault and the third-class area in the backlimb area. The oil and gas potential of the three regions is gradually reduced.
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Understanding the reorientation mechanism of near-wellbore hydraulic fractures is very important for optimizing parameters in field fracturing treatments. In this study, a fully 2D coupled seepage–stress model based on the extended finite element method (XFEM) model is applied to investigate the fracture trajectory and reorientation. The numerical model considering pore pressure is verified by a true triaxial laboratory experiment. The results show that the fracture is generally initiated from perforation and rotates to the direction of maximum horizontal stress with different curving distances. The fracture trajectory and reorientation distance can be influenced by the rock mechanics and fracturing application parameters, including elasticity modulus, Poisson’s ratio, tensile strength, perforation angle, horizontal stress difference, and injection rate. More exact behavior of fracture propagation can be described according to the parametric study. The results provided in this paper can be clearer in the prediction of the fracture trajectory and fracturing design in the near-wellbore region.
Keywords: reorientation mechanism, seepage–stress, fracture trajectory, extended finite element method, parametric study, reorientation distance

1 INTRODUCTION
Hydraulic fractures were demonstrated to propagate in a non-planar manner in the near-wellbore region based on hydraulic fracture experiments and field micro-seismic experiments. However, the main purpose of hydraulic fracturing treatment is to provide an ideal fracture with minimum tortuosity (Feng and Gray, 2018). Diversion of hydraulic fractures is responsible for the complex morphology of fractures, which appear seriously near the wellbore (Abdollahipour et al., 2015; Luo et al., 2021; Wang et al., 2024; Salah et al., 2022; Zhu et al., 2014). These problems of complicated fracture trajectories may lead to a tremendous waste of fracturing fluid because of a higher net pressure required to support the extension of hydraulic fractures (Chen et al., 2010; Abdelaziz and Grasselli, 2024). Nevertheless, the diversion mechanism plays an important role in the success of hydraulic fracturing treatment, which is influenced by the geological factors and field operation factors. Therefore, understanding the diversion mechanism of hydraulic fractures is vital for optimizing hydraulic fracturing designs.
Hydraulic fracture is always initiated from perforation locations and wellbore flaws rather than the preferred fracture plane direction, which is the maximum in situ stress direction (Smax). The diversion after the initiation may lead to serious curve fracture propagation and aggravate fracture complexity, which can determine the final success of the hydraulic fracturing treatment. Simultaneously, severe fracture tortuosity caused by the fracture reorientation may result in a huge change in the fracture morphology, such as the fracture width and fracture length. Therefore, several experimental studies have researched the reorientation mechanism of hydraulic fractures in the near-wellbore region (Abass et al., 1995; Reza Pirhooshyaran and Nikkhah, 2021; Ahmad et al., 2021). These studies ascertained that fractures initiated from perforations and flaws and were eventually reoriented in the direction of maximum horizontal stress for the ideally planar fracture. The influence of several factors such as perforation parameters and the injection rate was also investigated in these experiments. Although experimental treatments are a vital method to understand the mechanisms and propagation behaviors in hydraulic fracturing, the expensive model and time consumption become a hindrance in the application of field hydraulic fracturing (Liu et al., 2018; Yushi et al., 2015; Zhou et al., 2010). Furthermore, the scale effect and simple experimental conditions may lead to a large deviation from the field parameters, especially in unconditional reservoirs. These limitations strongly restrict the application of experimental studies; hence, numerical and analytical methods are the preferable options for engineers and researchers.
Cherny proposed a two-dimensional model to simulate the fracture propagation with a pre-existing curvilinear fracture trajectory. The model coupled and solved one-dimensional equations of a power-law fluid flow within the fracture and two-dimensional equations of linear elasticity for the rock mass. Although the influence of fluid rheology and perforation misalignment angle on the width was investigated, the limitation of the prescribed curvilinear fracture path leads to an unreal propagation fracture path compared with the field application. An extended finite element method (XFEM) model was developed to simulate the fracture reorientation and propagation near the wellbore from a set of perforations. In these models, some parameters such as perforation angles, perforation length, stress anisotropy, and elastic properties were investigated to determine the influence of the fracture trajectory. However, the sensitive analysis of these parameters and reorientation mechanisms was not conducted in these models (Sepehri et al., 2015). Gordeliy et al. presented a 2D fluid-coupled model based on the longitudinal fractures propagated along the direction of maximum horizontal stress from the wellbore. The fluid pressure and fracture opening were solved by XFEM not only considering the rock deformation but also the viscosity-dominated regime in their model. However, their model ignores the pore elasticity of the rock mass, which is the key parameter in real reservoirs (Gordeliy et al., 2016). An XFEM model fully coupled with fluid flow and geo-mechanics stress was presented by Feng and Gray (2018) to investigate the hydraulic fracture growth near the wellbore. The model can capture the fracture reorientation morphology with the consideration of pore elasticity properties. However, fewer reorientation mechanisms are given in these numerical examples except the local stress and fluid flow. Therefore, a more available model that can not only consider the arbitrary reorientation and full seepage–stress coupling but also capture the fracture geometry is needed for the accurate description of fracture orientation (Feng and Gray, 2018).
In this work, we develop an XFEM that fully couples the seepage and stress to study the near-wellbore fracture reorientation mechanism. The model maintains the advantage of the XFEM to model arbitrary reorientation without pre-existing flaws, simultaneously considering the pore elasticity of the formation. Some sensitive parameters (e.g., elasticity modulus, Poisson’s ratio, perforation angle, horizontal stress difference, tensile strength, and injection rate) are simulated in this model. In the following section, the XFEM is first introduced. Then, the accuracy of the numerical examples is verified. Finally, the sensitive analysis of geometric and application factors is conducted to investigate the mechanism of fracture orientation in the near-wellbore region. The results provide the key parameters that affect the reorientation of the hydraulic fracture and present a precise mechanism in hydraulic fracturing design with more preference on the fracture plane.
2 MODELING APPROACH
The XFEM is a finite element method (FEM)-based crack simulation method that prevents the element from re-meshing while modeling the fracture simulation, which aims to improve the crack-tip solutions (Belytschko and Black, 1999; Moës et al., 1999). Compared to other FEM-based methods, the XFEM allows arbitrary fracture growth by adopting the enriching displacement degrees of freedom, so more realistic fracture morphology can be attained using this numerical method (Haddad and Sepehrnoori, 2015a; Liu et al., 2015; Liu et al., 2016). For the special hydraulic fracturing model that couples the seepage and stress, additional pore pressure nodes are introduced into the elements for modeling the pore elasticity material. The disadvantage of this method is that it requires a large amount of computation, and sometimes, convergence cannot be guaranteed. This section briefly summarizes the main idea of this method.
2.1 Extended finite element method
The XFEM is applied to model arbitrary discontinuities and the discontinuity in a displacement filed along the crack path without the requirement of re-meshing. The displacement field u is approximated to discrete the equilibrium equation by the special enriched functions with additional node degrees of freedom (Daux et al., 2004; Salimzadeh and Khalili, 2015; Shi et al., 2017; Somnath and Vaibhav, 2024; Marzok and Waisman, 2024). In the XFEM, the displacement u vector can be approximated as Equation 1:
[image: Mathematical equation displayed as a summation. It represents a function \( u \) as the sum of terms involving basis functions \( N_i^q(x) \). The equation includes different sums over sets \( I \in S_{\text{all}} \), \( I \in S_{\text{frac}} \), \( I \in S_{\text{slip}} \), and an additional sum over index \( i \) from one to four. Variables such as \( u_i \), \( a \), and \( b_i^p \) are included.]
where Sall is the set of all ordinary nodes; Sfrac and Stip are the set of Heaviside enrichment nodes and the set of fracture-tip enrichment nodes, respectively; uI is node degrees of freedom in a regular finite element; aI and blI represent the enrichment nodal degrees of freedom for the fracture and crack tip, respectively; NIu is the standard finite shape function of node I; H(x) is the enrichment shape jump functions; and Fl is the singular displacement field around the fracture tip.
The jump function H can be written as Equation 2:
[image: Equation defining \(H(x)\) with a piecewise function: \(H(x) = 1\) for \(x \geq 0\), and \(H(x) = -1\) for \(x < 0\).]
and x is the signed distance function vector, which determines the crack side. The values H(x)=1 or −1 represent the opposite sides on the crack wall.
The asymptotic crack-tip function Fl(x) is used to calculate the field displacement around the crack tip. This function based on the asymptotic features can be given by Equation 3:
[image: Mathematical expression within square brackets for \( F_i \) equals \([ \sqrt{\sin \frac{\theta}{2}} \sin \frac{\theta}{2}, \sqrt{\sin \frac{\theta}{2}} \sin \theta, \sqrt{\cos \frac{\theta}{2}} \cos \frac{\theta}{2}, \sqrt{\cos \frac{\theta}{2}} \cos \theta ]\) and labeled equation three.]
where r and θ are the polar coordinates at the crack tip with its origin coordinate system.
2.2 The cohesive law
The cohesive zone method (CZM) is a general method for modeling the fracture initiation and propagation by using the traction–separation relation (Carrier and Granet, 2012; Chen, 2012; Guo et al., 2015; Nguyen et al., 2017; Dandi et al., 2023). The cohesive zone (shown in Figure 1) can describe the fracture initial loading, the initial damage, and the evolution damage at the failure fracture surface.
[image: Triangle graph depicting a separation process. The x-axis is labeled "separation" and the y-axis is labeled "fraction." Points A, B, and C are marked at the vertices. Lines and arrows within the triangle indicate possible pathways or transformations.]FIGURE 1 | Cohesive traction–separation relation based on the CZM.
Damage initiation refers to the stiffness degradation of the cohesive zone in an enriched element. The process begins when the initial stress or strain conforms to special crack initiation criteria we chose. The maximum principle stress criterion is adopted in this simulation (Equation 4):
[image: The formula displayed is \( f = \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{max}}^0} \right) \), labeled as equation (4).]
where σ0max is the maximum allowable principal stress. The symbol⟨⟩represents the Macaulay bracket used to indicate that pure compressive stress cannot initiate the damage. It assumes that damage will be initiated when the stress ratio f reaches the value of 1, which means that the stress magnitude is bigger than the maximum allowable principal stress of the objective.
Once crack initiation occurs, the fracture energy law can be used to evaluate the fracture evolution in the whole process. The Benzeggagh–Kenane (BK law) fracture criterion is introduced in our model as the most acceptable criterion in modeling fracture propagation. The BK law can be described as Equation 5:
[image: An equation stating: \( G_n + (G_s - G_n) \left(\frac{G_s + G_r}{G_n + G_s + G_r}\right)^v = G_s \). The equation is numbered (5).]
where G represents the energy release rate and the superscript c expresses the critical energy release rate. The subscripts n, s, and t denote normal and two shear directions, and η is a constant for the corresponding material property. In this criterion, the energy release rate of the two shear directions should be equal.
The relationship between damage and stress (normal and shear) in the traction–separation law can be represented as Equations 6–8:
[image: Equation with two conditions for \( \pi_n \): If \( \bar{T}_n \geq 0 \), then \( \pi_n = (1-D) \bar{T}_n \). If \( \bar{T}_n < 0 \), then \( \pi_n = \bar{T}_n \). Equation number (6).]
[image: Mathematical equation displayed as \( t_e = (1 - D) t_{eo} \) labeled as equation seven.]
[image: It appears there is no image uploaded. Please upload the image or provide a URL, and if you want, you can add a caption for additional context.]
where tn, ts, and tt are the stress components in traction separation behavior without damage. Here, the indexes n, s, and t represent the direction of normal stress and the two shear stresses, respectively. D is the damage variable that represents the average overall damage. In particular, no damage occurs (D=0) at the beginning of the simulation, and the cohesive element also satisfies the condition without damage under pure compressive stress. In addition, the complete degradation of the cohesive element at all integration points occurs when D=1, which means zero load-carrying capacity for these elements.
The evolution of the damage variable, D, is expressed in Equation 9:
[image: Equation showing D equals the ratio of δₙ(σₙmax - σₙ⁰) over δₙmax(δₙ⁰ - δₙ⁰'), marked as equation nine.]
where [image: Mathematical notation featuring the derivative symbol "δ" with a subscript "n" and a superscript "f".] and [image: The image contains a mathematical symbol, consisting of a lowercase delta symbol (δ) followed by subscript letters "i" and "j".] are the displacement at the complete failure and the initial opening before the damage occurs, respectively. [image: Mathematical expression showing delta subscript n with a superscript of max.] is the maximum displacement during the loading history.
2.3 Fluid flow within the fracture
The flow patterns in the pore cohesive model are shown in Figure 2, in which the tangential flow and normal flow are both taken into consideration. The continuity flow is assumed to be incompressible Newtown fluid, with the normal flow permeating into the porous medium, as well as the tangential flow across the gap opening. The pore pressure on the fracture surface can be simulated by introducing the pore pressure node in the enrichment elements. This allows the fully coupled seepage–stress hydraulic fracturing to be modeled.
[image: Diagram showing a mechanical model with cohesive elements connecting two blocks. Arrows indicate tangential flow in one direction and normal flow upward. Dashed lines represent cohesive elements.]FIGURE 2 | Fracturing flow pattern within the cohesive element.
The tangential flow formulated from the Poiseuille law can be described by Equation 10:
[image: Equation showing fluid flow: \( q_d = \frac{w^3}{12\mu} \nabla p_f \), labeled as equation (10).]
where q is the fluid volume through the fracture, w is the fracture width, μ is the viscosity of the fracturing fluid, [image: Nabla symbol followed by the lowercase letter p with the subscript f, representing a gradient or vector differential operation on a fluid pressure variable.] is the gradient of pressure along the fracture, and d is the gap opening.
The normal flow representing the fluid leak-off can be described as Equation 11:
[image: Mathematical equations showing \( x_t = c_t (p_t - p_t^*) \) and \( \pi_t = a_t c_t (p_t - p_t^h) \), labeled as equation eleven.]
where [image: Please upload the image or provide a URL, and I can help generate the alternate text for you.] and [image: If you could upload the image or provide a URL, I can generate alt text for it. If there are any particular details or context you'd like me to consider, feel free to include those as well.] are the fluid rate permeating into the up and side surfaces, respectively; [image: Please upload the image so I can help generate the alternate text for it.] and [image: Please upload the image you would like me to generate alternate text for.] are the leak-off coefficients for the top and bottom cohesive layers, respectively; [image: Please upload the image or provide a URL so I can generate the alternate text for you.] and [image: It seems there is an issue with the image upload. Please try uploading the image again or providing a URL link. Additionally, you can add a caption for more context if you’d like.] are the pore pressure on the top and bottom surfaces, respectively; and [image: It seems there was an issue with the image upload. Please try uploading the image again so I can assist with generating the alternate text.] is the pore pressure in the middle of the fracture.
As a two-dimensional fluid structure coupling model, all vertical displacements of the grid are constrained. Meanwhile, node displacement at the edge of the model is constrained to prevent the overall deviation of the model. Other related boundary conditions are combined with practice and determined in the following section.
3 MODEL VERIFICATION
In this section, we verify the capabilities of our model in simulating the hydraulic fracture reorientation near the wellbore region. In order to make our numerical model more accurate, a certain number of experiment specimens with a perforation angle of 45° are applied to investigate the reorientation mechanism, even though several laboratory experiments have been reported (Reza Pirhooshyaran and Nikkhah, 2021; Ahmad et al., 2021; Liu et al., 2018).
The laboratory experiment specimens used in our model were all three-dimensional blocks with a size of 30 cm × 30 cm × 30 cm. A true triaxial experiment system was used to realize the stress loading of in situ three direction. The perforation length and wellbore radium were 0.26 cm and 1 cm, respectively. The fluid viscosity and injection rate can be obtained at 40 mpa·s and 1.6 × 10-5 m3/s. A particular perforation angle of 45 was considered in this experiment. For the numerical model, a 2D plain strain pore pressure model with a perforation angle 45° was used to capture the fracture reorientation behavior in the near-wellbore region. As shown in Figure 3, the maximum horizontal stress (σH) and minimum horizontal stress (σh) were applied in the direction of the x-axis and y-axis, respectively. The vertical stress was applied perpendicular to the plane. The normal displacement degree of freedom at the outer boundaries of the wellbore is restricted in this numerical model. Table 1 shows all the relatively comparable input data between laboratory and numerical experiments, including material properties, treatment parameters, and boundary conditions.
[image: Three pairs of images depict stress distribution in rock samples under different stress differences. Left images show rock samples with visible fractures and stress directions. Right images display corresponding simulations with stress gradients, colored from red to blue, showing concentrations. The top pair indicates a difference of three megapascals, the middle six megapascals, and the bottom nine megapascals. Stress vectors (\( \sigma_H \) and \( \sigma_h \)) are indicated in both real and simulated images.]FIGURE 3 | Comparison between the numerical model and experiment.
TABLE 1 | Input parameters of the validation model.
[image: Table displaying various parameters and their corresponding values. Model dimension is 30 cm by 30 cm. Wellbore radius is 1 cm. Perforation length is 0.26 cm, and angle is 45 degrees. Maximum horizontal stress is 17 MPa; minimum is 8-14 MPa. Vertical stress is 20 MPa. Young’s modulus is 16.14 GPa. Poisson’s ratio is 0.18. Tensile strength is 3.2 MPa. Fracture energy is 28 N/mm. Permeability is 15 mD. Porosity is 0.12. Fluid viscosity is 40 mpa·s. Injection rate is 1.6 x 10⁻⁵ m³/s.]The hydraulic fracture initiates from the perforation location and reorients with the injection of fracturing fluid. Both laboratory and numerical results show a curving fracture that finally diverts in the direction of maximum horizontal stress. As shown in Figure 3, the numerical result shows good agreement with that of the laboratory experiment, including the fracture orientation and morphology. Therefore, the fully coupled XFEM model is a valid tool for the description of hydraulic fracture reorientation and explains the mechanism of reorientation in detail. The total duration of injection is 8.4 s.
4 RESULTS AND DISCUSSION
The fully coupled seepage–stress XFEM model described above provides a way of predicting the fracture reorientation after the fracture initiates from the near-wellbore perforation and flaw. The main advantage of this model is that arbitrary fracture trajectories can be modeled without prescribing a fracture path, and simultaneously, pore elasticity and seepage behavior are also taken into consideration. Compared to the laboratory experiment, the initial pore pressure and pore pressure boundary are considered, which are more close to the real reservoir conditions. In this section, two symmetrical fractures are modeled to investigate the mechanism of fracture reorientation in the near-wellbore region. Several sensitive parameters including geology and treatment data are modeled to capture the fracture trajectory and morphology.
The complex process of multiple coupling and stress concentration leads to a complicated mechanism of reorientation in hydraulic fracturing near the wellbore. The evaluation manner of reorientation seems difficult in many complicated fracture trajectories. Several researchers have adopted the reorientation angle to evaluate the fracture arbitrary propagation; however, the reorientation angle changes in the whole fracturing treatment. Therefore, two special reorientation distance values dx and dy are introduced to describe the reorientation of hydraulic fracture. As shown in Figure 4, dx and dy are the horizontal distance and vertical distance between the root of perforation and the location where hydraulic fracture reorients in the direction of maximum horizontal stress, respectively. Table 2 presents the parameters needed in our work, including a 2D 30 m × 30-m block that can prevent the boundary effect at this dimension. Moreover, several simulation schemes are implemented to do the parametric sensitive analysis in the following section.
[image: Diagram illustrating a wellbore with arrows showing principal stresses σₕ and σᴴ. A perforated fracture extends from the wellbore. Red dashed line represents the fracture path with measurements labeled dx and dy.]FIGURE 4 | Model construction and evaluation manner of fracture reorientation.
TABLE 2 | Input parameters of the numerical model.
[image: Table displaying various geological and engineering parameters along with their values. Parameters include model dimension (30 m × 30 m), wellbore radius (20 cm), perforation length (0.1 m), perforation angle (0°–90°), maximum horizontal stress (20 MPa), minimum horizontal stress (12–18 MPa), vertical stress (25 MPa), Young’s modulus (10–40 GPa), Poisson’s ratio (0.2–0.3), tensile strength (1.2–6.2 MPa), fracture energy (28 N/mm), permeability (10 mD), leak-off coefficient (1 × 10^-14 m/s/pa), porosity (0.12), fluid viscosity (20 mPa·s), injection rate (3 × 10^-4~11 × 10^-4 m³/s), initial pore pressure (10 MPa), and injection duration (10–15 min).]4.1 Effect of the perforation angle
To investigate the effect of the perforation angle on the near-wellbore fracture propagation, the simulation models of different angles θ=15°, 30°, 45°, 60°, 75°, and 90° are presented in this section. The sensitive parameters remain constant, i.e., elasticity modulus E=10 GPa, Poisson’s ratio υ=0.2, horizontal stress difference ▽σ=2 MPa, tensile strength σt=1.2 Mpa, and fluid injection rate Q=0.0005 m3/s. Meanwhile, the other parameters for reservoirs and fracturing treatment are identical to those given in Table 2. Figure 5 shows the complicated trajectory of hydraulic fracture with different perforation angles. It can be seen that sharper fracturing reorientation happens when the perforation angle is low, especially when the value is less than 60°. In this situation, the fracture initiates from the perforation and sharply reorients in the direction of maximum horizontal stress with relatively low propagation pressure in the fracture, while a long-curving distance fracture can be captured when the perforation angle exceeds 60°. The largest fracture propagation pressure occurs at θ=90°, which attains a high value of 33.53 MPa, as shown in Figure 5F. This is because the severe reorientation may lead to an excessive curve of the fracture morphology, which needs more fracturing fluid and higher injection pressure to maintain the propagation of fracture. Figure 6A shows the relation between the perforation angle and reorientation angle of horizontal distance dx and vertical distance dy. A larger perforation angle can result in more reorientation of the hydraulic fracture, which represents a longer reorientation distance in the vertical and horizontal directions. The largest value of reorientation dx=12.21 m and dy=7.24 m can be achieved at the perforation angle θ=90°. However, the sharpest change in the reorientation distance occurs when the angle increases from θ=60° to θ=75°, corresponding to the distance change from dx=2.83 m to dx=11.83 m and dy=1.21 m to dy=6.64 m. In order to obtain easier fracture propagation and proppant placement, a lower curving distance of fracture is needed in the filed application. Therefore, a lower perforation angle adjusted to be less than 60° should be adopted to obtain a plane fracture according to our simulation model.
[image: Six contour plots displaying pore pressure measurements in a saturated specimen under different inclinations (15, 30, 45, 60, 75, and 90 degrees). Each plot includes a color scale from dark blue (low pressure) to red (high pressure), depicting the variation in pore pressure distribution across the specimen as the angle increases.]FIGURE 5 | Reorientation trajectory of hydraulic fracturing at different perforation angles [(A). Perforation angle 15°; (B). Perforation angle 30°; (C). Perforation angle 45°; (D). Perforation angle 60°; (E). Perforation angle 75°; (F). Perforation angle 90°].
[image: Six graphs display the relationship between maximum fracture distance and various parameters. Graph (a) shows a sharp increase with perforation angle. Graph (b) depicts a linear rise with elasticity modulus. Graph (c) shows a gradual increase with Poisson's ratio. Graph (d) indicates a steady rise with tensile strength. Graph (e) shows a decrease with horizontal stress difference. Graph (f) displays an increase with injection rate. Each graph has a legend for lines h1 and h2.]FIGURE 6 | Horizontal and vertical reorientation distance of the reorientation fracture under different parameters [(A). Perforation angle; (B). Elasticity modulus; (C). Poisson’s ratio; (D). Tensile strength; (E). Horizontal stress difference; (F). Injection rate].
4.2 Effect of elasticity modulus
The elasticity modulus is an important property affecting the fracture propagation in hydraulic fracturing treatment. In all four cases, the perforation angle has the same value of θ = 60° and the fluid injection rate remains constant at 5 × 10-4 m3/s. Then, tensile strength, Poisson’s ratio, and horizontal stress difference are fixed at 1.2 MPa, 0.2, MPa and 2 MPa, respectively. The other parameters are given in Table 2. As expected, the fracture initiates from the perforation and rotates to the direction of maximum horizontal stress with different values of elasticity modulus. However, a larger elasticity modulus results in a larger curving distance and more reorientation before the fracture rotates to the direction of maximum horizontal stress. Meanwhile, a larger elasticity modulus can also lead to a higher fracture propagation pressure, which can make the fracture grow longer and narrower in the same injection condition. The maximum propagation pressure and fracture length among all the four cases reach up to 36.88 MPa and 13.4 m, respectively. Nevertheless, the fracture width decreases to the lowest value of 6 mm in all four scenarios. Figure 6B shows the transformation law of reorientation distance with different elasticity moduli. The larger elasticity modulus exhibits longer reorientation distance in both the vertical and horizontal directions, but the distance scope changes less when the elasticity modulus increases from 10 GPa to 40 GPa. For example, the vertical reorientation distance only changes from 1.21 m to 1.52 m, and the horizontal reorientation distance changes from 2.83 m to 4.36 m. Therefore, the elasticity modulus can influence the morphology of fracture with a higher elasticity modulus, resulting in a long curving distance and more reorientation for hydraulic fracture. In addition, a larger elasticity modulus contributes to generating a longer and narrower fracture in the same injection condition. Partly in the same injection condition, the hydraulic fracture can penetrate deep into the reservoir with a large elasticity modulus when the fracture finally returns to the direction perpendicular to the minimum horizontal stress.
4.3 Effect of Poisson’s ratio
The effect of different Poisson’s ratios υ = 0.20, 0.22, 0.24, 0.26, 0.28, and 0.30 on the propagation trajectories of hydraulic fracture is studied in this section. The fluid injection has the same value of 0.0005 × 10-4 m3/s, and the elasticity modulus remains constant at 10 GPa. Furthermore, tensile strength, horizontal stress difference, and perforation angle are 1.2 MPa, 2 MPa, and 60°, respectively. The other simulation parameters are listed in Table 2. The fracture tends to initiate in the direction of the original perforation and finally turns to the direction of maximum horizontal stress. A larger value of Poisson’s ratio can lead to a larger propagation pressure in the fracture, increasing from 22.91 MPa to 24.49 MPa in the all six models. Second, the change in fracture morphology can be hardly observed in the different schemes of different Poisson’s ratios. It is obvious that the change in Poisson’s ratio can influence the propagation condition and fracture morphology with limited scope. Figure 6C shows the relation between the reorientation distance and Poisson’s ratio. Both vertical and horizontal reorientation distances increase as Poisson’s ratio increases; yet the values of the distance change less. In particular, the vertical reorientation distance only increases from 1.42 m to 1.45 m, increasing by only 0.03 m. It can be seen that the reorientation and trajectory of hydraulic fracture are generally slightly influenced by the change in Poisson’s ratio.
4.4 Effect of tensile strength
Tensile strength should be a key crack parameter of rock mass in the hydraulic fracturing treatment. To analyze the reorientation mechanism of fracture, the effect of different tensile strengths σt = 1.2 MPa, 2.2 MPa, 3.2 MPa, 4.2 MPa, 5.2 MPa, and 6.2 MPa is discussed in this section. The other five sensitive parameters should be kept constant, i.e., elasticity modulus E = 10 GPa, perforation angle θ=60°, Poisson’s ration υ=0.2, horizontal stress difference ▽σ = 2 MPa, and injection rate Q = 5 × 10-4 m3/s. Other parameters, including fracturing treatment and rock mechanics, are consistent with those given in Table 2. The fracture trajectory and behavior of hydraulic reorientation can be significantly influenced by transforming the tensile strength. A long curving distance and complicate trajectory can be captured in the larger-tensile strength scheme. It is worth noting that more reorientation occurs in the propagation of hydraulic fracture with the increase in tensile strength. Simultaneously, a great increase in propagation pressure within the fracture can be observed when the tensile strength increases, for instance, the propagation pressure can reach up to approximately 33.83 MPa when σt = 6.2 MPa. Furthermore, the geometry of fracture, including the fracture length and width, also changes with the increase in tensile strength. The maximum fracture opening attains an extremely large value of 1.77 cm when tensile strength is 6.2 MPa, while a low fracture width of 1.07 cm is obtained when tensile strength is 1.2 MPa. The vertical and horizontal reorientation distances are influenced by tensile strength, as shown in Figure 6D. Both vertical and horizontal reorientation distances increase with the increase in tensile strength; in particular, the horizontal reorientation distance increases more than the vertical reorientation distance. Therefore, a long curving distance is associated with a larger tensile strength, which can cause more serious reorientation and complicated trajectory of fracture propagation.
4.5 Effect of horizontal stress difference
Horizontal stress difference controls the main mechanism of fracture reorientation, as proven by several researchers (Zou et al., 2018). The perforation angle and injection rate are fixed at θ = 60° and Q = 5 × 10-4 m3/s, respectively. Reservoir parameters including elasticity modulus, Poisson’s ratio, and tensile strength have the same values of E = 10 GPa, υ = 0.2, and σt = 1.2 MPa, respectively. Other parameters are consistent with those given in Table 2. The fracture trajectory with increasing horizontal stress is significantly different in all six simulation cases. A lower horizontal stress difference can result in a more complicated trajectory. Lower propagation pressure within the fracture causes the increase in horizontal stress difference, which will result in quick reorientation of the initiated fracture. In particular, the trajectory of the hydraulic fracture shows a sharp reorientation after initiating from the perforation when the horizontal stress difference exceeds 8 MPa. Figure 6E shows the revolution of the reorientation distance with the increase in horizontal stress difference. The horizontal reorientation distance shows a more obvious decrease than the vertical reorientation distance. The vertical reorientation stress changes from 0.05 m to 1.21 m, which can hardly be ignored. Therefore, without sufficient knowledge about the direction of in situ stress, a larger stress difference may cause a timely reorientation of the near-wellbore fracture, for which less reorientation and simple fracture trajectory will be obtained to benefit for the fracture propagation and proppant placement.
4.6 Effect of the injection rate
The fluid injection rate is an important factor that influences the propagation behavior of the hydraulic fracture. In this case, different trajectories of hydraulic fracture for different injection rates (Q = 3 × 10-4 m3/s, 5 × 10-4 m3/s, 7 × 10-4 m3/s, 9 × 10-4 m3/s, 1.1 × 10-3 m3/s, and 1.3 × 10-3 m3/s) with a perforation angle θ=60° are established. The reservoir parameters have the same values in all six cases, i.e., elasticity modulus E = 10 GPa, Poisson’s ratio υ = 0.2, tensile strength σt = 1.2 MPa, and horizontal stress difference ▽σ = 2 MPa. Other parameters are consistent with those presented in Table 2. It can be concluded that a larger propagation pressure within the fracture should be provided for extension with the increase in the injection rate. Furthermore, a higher injection rate creates a wider fracture along the direction of the perforation angle after the fracture initiates. It should also be noted that a more complicated fracture trajectory that takes up more fracturing time in reorienting to the direction of maximum horizontal stress is formed because of the large injection rate. The reorientation distance increases with the increase in the injection rate, as shown in Figure 6F. The larger horizontal reorientation distance dx can be observed when the injection rate increases to Q = 1.3 × 10-3 m-3/s compared with the vertical reorientation distance dy. Second, the vertical reorientation distance dy changes in a relatively less range, just increasing from 0.94 m to 6.34 m with the increase in the injection rate in all six cases. Therefore, a larger curving distance can be achieved at a higher injection rate, which needs more fluid volume to extend a longer reorientation fracture. This is because the larger reorientation fracture along the perforation angle is more likely to be generated because of the large propagation pressure within the fracture, which is provided by the high injection rate. For a longer and preferred fracture plane, a lower injection rate is recommended for easier reorientation at the beginning of the fracturing; however, a larger injection rate should be adopted to generate a longer and wider fracture after the initiated fracture finally rotates to the direction of maximum horizontal stress.
The above research conclusions have a reference value for perforation schemes in practical engineering applications. The degree of distortion of fractures under different geological conditions can be foreseen to a certain extent, which is beneficial for the utilization of remaining oil.
5 CONCLUSION
A fully coupled seepage–stress model based on XFEM was developed to predict the arbitrary propagation path in the near-wellbore region. Pore pressure and pore elasticity were also considered in this model, according to the pore pressure cohesive zone method. The sensitive parameters including rock mechanics and fracturing treatment are adopted to do extensive research for explaining the fracture reorientation mechanism in detail. Then, a true triaxial laboratory experiment was applied to verify the accuracy of the numerical simulation. The results show that the fracture trajectory and behavior of reorientation are influenced by the reservoir and fracturing treatment parameters, including elasticity, Poisson’s ratio, tensile strength, horizontal stress difference, perforation angle, and injection rate. Fracture growth always initiates from the perforation angle and then rotates to the direction of maximum horizontal stress. However, larger values of rock mechanics parameters including elasticity, Poisson’s ratio, and tensile strength can cause more reorientation and a longer curving distance of the hydraulic fracture. Meanwhile, larger propagation pressure within the fracture may occur, which can reduce the length of fracture under the same injection condition. A larger horizontal stress difference may lead to a smaller fracture curvature; in particular, a sharp reorientation happens when stress difference exceeds 8 Mpa. For the parameters of the injection rate, high injection rates cause longer propagation along the original perforation angle, which leads to a longer reorientation distance. Simultaneously, higher propagation pressure within the fracture can be observed in a larger injection rate, which also generates a wider fracture. A smaller perforation angle can result in less reorientation of the fracture, which is more likely to be parallel to the direction of maximum horizontal stress. These simulation results can be used to optimize the fracturing treatment parameters from a near-wellbore region.
6 RECOMMENDATIONS
The results of the numerical simulation can be further used for engineering design guidance such as perforation optimization. However, there is currently insufficient research on micro-level perforation, and it is recommended to continue optimizing the model in the future.
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During the development of loose sandstone reservoirs, the issue of production decline and bottomhole pressure reduction caused by particle migration is widespread, directly impacting well productivity. Understanding the mechanism of particle migration in sandstone and determining the main factors affecting this process are crucial for improving oilfield development. This study focuses on an offshore oilfield and utilizes real digital core models constructed through CT scanning technology. Numerical simulations of fluid-solid coupling were conducted using Fluent and EDEM software to establish a coupled particle-oil-water flow model. This model was employed to investigate particle blockage modes and the effects of particle size, concentration, and injection rate on particle migration in the reservoir. The results indicate that particle migration primarily occurs in two blockage modes: pinhole blockage and bridging blockage. In sandstone, particle retention rates are primarily controlled by particle size, with larger pore-to-particle size ratios leading to higher retention rates. Particle concentration and injection rate have relatively minor effects on the final retention rate. As for migration distance, particle size significantly influences migration, with larger pore-to-particle size ratios resulting in shorter migration distances. Under low concentration conditions, concentration has a minimal effect on migration distance. However, as the injection rate increases, migration distance also increases. In summary, this study clarifies the particle migration mechanisms and the key factors controlling migration in sandstone formations, providing valuable theoretical support for oilfield development.
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1 INTRODUCTION
Amid the continuous growth of global energy demand, oil remains one of the primary energy sources (Rahman and Miah, 2017; Mwakipunda et al., 2023). However, as conventional oilfield development enters the mid-to-late stages, the issue of reservoir damage has become increasingly prominent, leading to a decline in oilfield production, which subsequently affects development efficiency and economic viability (Yang et al., 2021; Shokrollahi et al., 2015; Song et al., 2021). Therefore, how to effectively control reservoir damage and enhance recovery rates has become a key technical challenge in oilfield development (Zhang et al., 2020). Particle migration refers to the detachment of solid particles from the rock matrix under the driving force of fluid, followed by their migration through pore channels, eventually accumulating in narrow areas and forming blockages (Okere et al., 2023; Halim et al., 2022; Ikemoto et al., 2023). This phenomenon is particularly evident in loose sandstone reservoirs, where clay minerals (such as kaolinite, illite, and illite-montmorillonite mixed layers) are prone to detachment under fluid erosion, entering the pore fluid (Chen et al., 2017; Chen et al., 2023). As one of the main forms of reservoir damage, particle migration is widely considered a core factor leading to reduced reservoir permeability and decreased well productivity. Especially in loose sandstone reservoirs, the frequent occurrence of particle detachment and migration, due to the loosely structured reservoir, results in severe reservoir blockages, directly impacting oilfield development efficiency (Zeinijahromi et al., 2012; Xing et al., 2023; Miri et al., 2022; Xu et al., 2024).
The Bohai Sea region is one of China’s key offshore oil and gas production areas (Radwan, 2021; Radwan et al., 2022; Fernandes et al., 2023). Exploration results indicate that the reservoirs in this block exhibit favorable properties, with an average porosity of 27.1% and an average permeability of 1,178.1 mD, showing typical characteristics of high porosity and high permeability (Zhang et al., 2017; Liu et al., 2015; Chao et al., 2017; Guo et al., 2019). However, the reservoir structure is loosely consolidated and primarily filled with clay minerals, making the issue of particle migration particularly prominent. Production data show that more than half of the wells in the field experience early production decline and bottomhole pressure reduction, closely linked to particle migration and pore blockages (Xue et al., 2021; Zhu, 2009). To address this issue, extensive experimental and simulation studies have been conducted to reveal the mechanisms by which particle migration affects well productivity. Traditional experimental methods simulate particle migration through laboratory core flow experiments, assessing the dynamic impact of particles on reservoir permeability. However, laboratory studies are limited by the complexity of obtaining core samples and experimental conditions, making it difficult to accurately replicate the microstructure of the reservoir and particle migration behavior. With the advancement of computer technology, digital core models based on CT scanning technology provide a new solution for simulating particle migration (Lei, 2020). Digital core technology captures the internal pore structure of rocks through high-precision CT scanning, generating three-dimensional geometric models that more accurately reflect the pore morphology of the reservoir, providing a realistic geometric foundation for numerical simulations (Lin et al., 2017; Hertel et al., 2018; Wu et al., 2024). Combining Fluent and EDEM software for fluid-solid coupling numerical simulations enables the dynamic simulation of particle migration paths, retention behaviors, and their impact on reservoir permeability (Farokhian et al., 2019; Sun et al., 2023; Reilly et al., 2017; Liu et al., 2009).
In this study, real digital core models of a typical block from an oilfield were constructed based on CT scanning technology. A numerical model of particle-oil-water three-phase flow was established using Fluent and EDEM software. Through this model, we systematically studied the effects of key parameters such as particle size, concentration, and injection rate on particle migration behavior, and analyzed the time-varying effects of particles on reservoir permeability under different blockage modes. Additionally, by fitting the simulation results with field production data, the accuracy of the model was further validated, providing reliable support for particle control strategies in oilfield development, as well as offering theoretical support for the efficient development of loose sandstone reservoirs.
2 METHODS AND MATERIALS
2.1 Construction of real digital core using CT scanning
This study selected three typical sandstone samples with varying permeability characteristics. Figure 1 and Table 1 present the detailed features of these rock samples from different formations, respectively. Using 3D CT scanning technology, the internal structure of the rocks, including the skeleton and pore features, was captured in detail. After cleaning and calibrating the collected data, binarization and threshold segmentation techniques were applied to generate high-quality geometric and STL models. Based on this, a meshing tool was used to divide the digital core model into multiple computational units, thereby accurately establishing the computational domain and corresponding boundary conditions.
[image: Three 3D renderings of pore structures labeled S1, S2, and S3, each above a corresponding bar chart. The bar charts display pore size distribution in micrometers, with the vertical axis representing percentage proportion. Each chart shows varying distributions across similar pore size ranges.]FIGURE 1 | (A): Digital core modeling of cores with different reservoir properties. (B): Pore throat distribution characteristics of cores with different reservoir properties.
TABLE 1 | Table of physical parameters for cores from different reservoirs.
[image: Table showing porosity and average permeability for samples S1, S2, and S3. Porosity: S1 is 14.1%, S2 is 17.4%, S3 is 23.8%. Permeability: S1 is 259 mD, S2 is 1,078 mD, S3 is 2,159 mD.]The next simulation experiments will be evaluated in detail on the three sets of previously constructed digital core models. The dynamic behavior of particles during oil-water displacement, including their trajectory, retention time in the pore space, and specific distance migrated, is systematically analyzed through the precise adjustment of key parameters such as particle size and injection concentration. Based on the simulation results, the primary modes of particle migration, controlling factors, and their temporal variation patterns were further quantified, clarifying the migration behavior of particles in the reservoir and the pore blockage modes they induce.
2.2 EDEM-fluent coupling principle
The EDEM-Fluent coupling method ingeniously combines the advantages of the Discrete Element Method (DEM) and Computational Fluid Dynamics (CFD) to provide an advanced technical approach for accurately simulating particle movement in complex flow fields. EDEM primarily handles the microscopic movement of particles and their interactions, while Fluent is used to compute the flow characteristics of fluids. This coupling method enables a comprehensive and accurate description of particle dynamics in fluids and the interactions between particles and the fluid. In the specific coupling simulation process, Fluent first simulates the flow of water and oil to obtain flow field distribution information. Fluent, using the volume of fraction method (VOF), tackles the solution of the Navier-Stokes equations and the patio-temporal discretization within the framework of computational fluid dynamics (CFD). The continuity equation is Equation 1.
[image: Mathematical equation showing the partial derivative of alpha sub-f with respect to time plus the gradient of the product of alpha sub-f and velocity vector u equals zero, labeled as equation one.]
where [image: It seems there is an issue with the image upload. Please try uploading the image file again or provide a URL to the image if available.] is volume fraction of the fluid phase; [image: Partial derivative of alpha with respect to t, represented as \(\frac{\partial \alpha}{\partial t}\).] is partial derivative of the fluid volume fraction with respect to time; [image: Divergence of the product of alpha sub f and u sub f, represented as nabla dot open parenthesis alpha sub f u sub f close parenthesis.] is divergence of the product of fluid volume fraction and fluid velocity vector. The momentum conservation equation (N-S equation) for the fluid phase is Equation 2.
[image: Equation showing fluid dynamics: the derivative of the product of alpha and mu sub f with respect to time, plus the divergence of the product of alpha, mu sub f, and Omega sub f, equals the negative product of alpha sub f and the gradient of pressure divided by density sub f, plus the divergence of the product of alpha and tau, plus the product of alpha, g sub f, minus F sub p. Equation number two.]
where [image: Partial derivative of the product of alpha, rho, and U sub f with respect to time, denoted as partial alpha rho U sub f over partial t.] is partial derivative of the product of fluid volume fraction and fluid velocity vector with respect to time; [image: Gradient operator applied to the product of alpha sub f, velocity vector u sub f, and the dyadic product of u sub f.] is divergence of the outer product of fluid velocity vector with itself, multiplied by the fluid volume fraction; [image: Mathematical expression showing negative alpha sub f multiplied by the gradient of pressure divided by rho sub f.] is negative product of fluid volume fraction, gradient of pressure, and inverse of fluid density; [image: Mathematical expression depicting the divergence of the product of alpha sub f and tau, represented by the nabla symbol followed by a dot and parentheses enclosing \(\alpha_f \tau\).] is divergence of the product of fluid volume fraction and stress tensor; [image: The image contains the mathematical expression consisting of the Greek letter alpha followed by subscripts f and g.] is product of fluid volume fraction and gravitational acceleration vector; [image: Please upload the image or provide a URL to it so that I can generate appropriate alt text for you.] is particle-phase force per unit volume. The phase equation of the VOF model is Equation 3.
[image: Partial differential equation depicting fluid dynamics, showing conservation of momentum: the partial derivative of alpha and mu with respect to time plus divergence of alpha, mu, and omega mu equals negative alpha f times gradient P over rho f plus divergence of alpha tau plus alpha rho g minus F p.]
This flow field data is then transmitted to EDEM as boundary conditions to control particle movement. Upon receiving the flow field data, EDEM calculates the forces acting on the particles within the flow field, such as drag force, lift force, gravity, and capillary force, and updates the position and velocity of the particles.
For the coupling between fluid flow and particle motion, the resolved CFD-DEM method is used in this model to calculate the momentum exchange between fluid and particles. In the DEM approach, based on Newton’s second law, the governing equation for the motion of particle with mass [image: Mathematical notation of m subscript p comma i, indicating a variable or parameter with indices p and i.] can be presented as Equation 4.
[image: Equation showing the rate of change of momentum for particle 'p': \(\frac{d \mathbf{u}_p}{dt} = m_p \mathbf{a}_p = \mathbf{F}_{cd} + \mathbf{F}_{fj} + \mathbf{F}_{pj} + \mathbf{F}_{vd} + \mathbf{F}_{bi}\), labeled as equation (4).]
where [image: I'm sorry, I can't identify the content of the image based on the input provided. Please upload the image or provide a URL, and I can help generate the alt text.] is mass of the particle; [image: Please upload the image or provide a URL, and I will generate the alt text for you.] is time derivative of the velocity of particle; is acceleration of particle; [image: The image depicts the mathematical notation \( F_{c,i} \), where \( F \) is a variable with subscripts \( c \) and \( i \), often used in equations to represent specific components or factors in scientific contexts.] is contact force on particle which includes normal and tangential components; [image: It looks like there was an error in uploading or displaying the image. Please try uploading the image again or provide a description for assistance.] is fluid drag force on particle; [image: The image shows the mathematical expression \( F_{p,i} \).] is pressure gradient force on particle; [image: It appears there was no image provided. Please upload the image or provide a URL, and I will assist you in generating the alternate text for it.] is viscous force on particle; [image: Sorry, I can't help with that request.] is buoyancy force on particle. The Hertz model is used to calculate the particle-particle and particle-wall contact force, as shown in Equation 5.
[image: Mathematical expression displaying the force \( F_c \) is composed of \( F_{u_l} \) and \( F_{u_c} \). The equation shows \( F_c = F_{u_l} + F_{u_c} = (k_s \delta_{ij} - \gamma_s \Delta \mu_p n_{ij}) + (k_t \delta_{ij} - \gamma_t \Delta \mu_p t_{ij}) \), labeled as equation (5).]
where [image: Equation displaying \( F_{n,i} \).] is normal contact force component on particle; [image: Certainly! Please upload the image or provide a URL, and I will generate the alternate text for you.] is tangential contact force component on particle; [image: It seems like there may have been an issue with the image upload. Please try uploading the image again, and I will help generate the alternate text for it.] and [image: Please upload the image or provide a URL, and I will generate the alternate text for you.] are the elastic and viscoelastic constants; respectively; [image: It seems there is no image provided. Please upload the image or provide a URL for it, and I can help generate the alternate text.] and [image: Please upload the image or provide a URL so I can generate the alternate text for you.] are the unit vectors in the normal and tangential direction; respectively; [image: Mathematical expression showing the Greek letter Delta followed by a lowercase "u" with subscript "p, i".] is the relative velocity with respect to particle i; [image: Please upload the image or provide a URL so I can generate the appropriate alt text for it.] is the overlap distance between two particles that are under contact. The Di Felice model [34] isadopted to calculate the fluid drag force, as shown in Equations 6–9.
[image: Equation showing the formula for \(F_{ij}\), which is expressed as \(\frac{1}{2} \rho (|u_{p} - u_{l}| (u_{p} - u_{l})) C_{d,l} \frac{\pi d_{p}^{2}}{4} a_{f}^{2-x}\), marked as equation number 6.]
[image: Equation representing the drag coefficient \( C_{d,p} = \left( 0.63 + \frac{4.8}{\text{Re}_p^{0.5}} \right) \) labeled as equation (7).]
[image: Equation for relative Reynolds number, \( Re_{f} = \frac{\rho_{f} D_{p} |\mathbf{u}_{\infty} - \mathbf{u}_{p}|}{\mu_{f}} \), labeled as equation (8).]
[image: Mathematical equation displaying \(\zeta = 3.7 - 0.65 \exp\left(\frac{(1.5 - \log Re)^2}{2}\right)\), labeled as equation (9).]
where [image: It seems the image was not uploaded. Please try uploading the image again, and optionally add a caption for additional context.] is drag coefficient; [image: Stylized representation of the lowercase letters "R" and "e" in a serif font with a subscript "i".] is Reynolds number for particle Fluid density; [image: Mathematical expression showing the absolute difference between two variables: \( u_{f,p} \) and \( u_{p,i} \), enclosed within vertical bars.] is absolute value of the difference between fluid velocity and particle velocity; [image: Mathematical expression with a lowercase letter "d" subscripted by "p, i".] is diameter of particle; [image: The image shows the mathematical symbol "μf", which typically denotes a microfarad, a unit of capacitance.] is dynamic viscosity of the fluid; [image: Please upload the image or provide a URL for which you need the alternate text.] is a correction factor for the drag coefficient. The viscous force and pressure gradient force acting on particle i are calculated by Equations 10, 11.
[image: The image contains a mathematical equation represented as \( F_{\text{w}} = - (\nabla \cdot T) V_{p, \text{d}} \), numbered as equation (10).]
[image: A mathematical equation representing force, F subscript alpha beta equals negative del of P multiplied by V subscript p alpha dot.]
where [image: Mathematical expression showing the divergence of the tensor field, denoted as del dot tau sub f, within parentheses.] is divergence of the fluid stress tensor; [image: Mathematical notation showing the variable \( V \) with subscripts \( p \) and \( i \).] is volume of particle, [image: The image shows the gradient symbol (∇) followed by the letter "p", representing the mathematical notation for the gradient of a scalar field, often used in physics and engineering to denote the pressure gradient.] is gradient of pressure.
The updated particle information is fed back to Fluent for the next time step of flow field calculations. This iterative cycle continues until the simulation conditions are met. Through this process of data exchange and iterative updates, EDEM and Fluent work in coordination to simulate particle movement in complex flow fields. This method allows for in-depth investigation of the effects of factors such as flow velocity, pore structure, and particle size on particle movement. Additionally, it provides important references and guidance for particle control, reservoir management, and optimization in field applications.
3 3. RESULTS AND DISCUSSION
3.1 Two modes of particle blockage
Figure 2 reveals two primary mechanisms of particle blockage: pore throat blockage and bridging blockage. These two modes are induced by particles of different sizes, each exerting varying degrees of influence on fluid flow within the reservoir. Pore throat blockage is typically caused by larger particles that cannot pass through pore entrances or become lodged in narrow sections of the throats, forming blockages. Pinhole blockage is typically caused by larger particles that cannot pass through pore entrances and become lodged in narrow sections of the flow path, forming blockages. This type of blockage directly reduces the effective cross-sectional area of the flow channel, increasing local flow resistance and leading to a decrease in flow rate. The impact of pinhole blockage is confined to pore entrances, but its restricting effect on flow channels is pronounced, especially in reservoirs with higher permeability. Bridging blockage, on the other hand, is caused by smaller particles. These smaller particles can enter the pore spaces and gradually accumulate within the pore channels, forming unstable bridge-like structures. These structures not only trap subsequent migrating particles but may also strengthen over time, eventually leading to partial or complete pore blockage. Bridging blockage significantly affects the overall flow capacity of the reservoir’s pore network, potentially causing a severe reduction or even cessation of fluid flow. In summary, pore throat blockage pinhole blockage and bridging blockage have distinct effects on reservoir fluid flow. The former primarily impacts the cross-sectional area at flow channel entrances, while the latter may lead to deeper, more extensive blockages within the reservoir.
[image: Illustration of a granular material with highlighted particle movements. Two detailed segments are shown: a pinnate blockage with large particles, and a bridging blockage with small particles. Both segments are connected to the main illustration with red arrows.]FIGURE 2 | Schematic diagram of particle migration blockage modes. (Red: blockage particles; Blue: flowing particles).
3.2 The impact of particle retention rate
Particle retention rate refers to the proportion of particles retained in porous media due to physical and chemical interactions, serving as a key indicator for assessing the impact of particle migration on reservoir damage. Based on previous literature reviews and a detailed analysis of the rock properties in the target block, this study focuses on particle retention rate as the core evaluation parameter, systematically evaluated the retention rates of cores with different permeabilities under different conditions. The results in Figure 3 indicate that the low-permeability sandstone sample S1, due to its smaller pore throat radius, experiences more pronounced physical and chemical interactions between the particles and the rock surface, as well as among the particles themselves during flow. This strong interaction leads to significant accumulation and retention of particles at the core inlet, with a retention rate of 100%, demonstrating a severe blockage effect. As the pore throat radius increases, the interactions between particles and the rock surface, as well as between particles, gradually weaken, and the particle retention rate shows a significant downward trend, reflecting the importance of pore structure in the particle migration and retention process. This study shows that pore throat size and particle retention rate exhibit an inverse relationship, providing a strong theoretical basis for reducing particle blockage during reservoir management and water injection development.
[image: Nine scatter plots show retention efficiency versus injection volume across different scenarios labeled S1, S2, and S3. Each row of plots represents different conditions labeled (a), (b), and (c). Data points are marked with open and filled symbols representing total, refrac, and relin metrics. Retention efficiency generally increases with injection volume across scenarios.]FIGURE 3 | The impact of different factors on particle retention rate in different cores. (A) Impact of particle size. (B) Impact of particle concentration. (C) Impact of particle injection rate. S1: 259 mD; S2: 1078mD; S3: 2159mD.
3.2.1 The impact of particle size on retention rate
Particle retention rate is influenced by the interplay of physical and chemical interactions, and it serves as a key indicator for assessing the impact of particle migration on reservoir damage. Based on the previous core CT scanning results, particle sizes are set to 8 μm, 20 μm, and 50 μm, representing small, medium, and large particles in the reservoir, respectively. The simulation of the impact of different particle sizes on retention rate shows that as particle size increases, the retention rate gradually rises. The analysis of Figure 3A clearly indicates the presence of a critical particle size threshold during the particle migration process. When particle size exceeds this threshold, the particles can no longer pass through the core’s pore structure and are entirely retained within the core. This critical size threshold is closely related to the pore throat size of the rock—smaller pore throats correspond to smaller critical size thresholds. In other words, the pore structure of the rock significantly controls particle retention behavior, with larger particles having a higher retention probability in small pore throat reservoirs, making reservoir blockage more likely. The study also shown that particle retention is not only correlated with particle size, but is also influenced by the injection volume. As the injection volume increases, the retention rate increases until it reaches a constant. In summary, the particle retention rate is a multifaceted parameter that is influenced by the complex interactions between particles and the rock matrix, as well as the injection volume.
3.2.2 The impact of particle concentration on retention rate
Particle concentration not only affects the distribution and migration patterns of particles in pores but also has a significant impact on the retention rate. The simulated results experimental data presented in Figure 3B reveal that, under low-permeability sandstone conditions, particle concentration does not significantly affect the final retention rate. This is due to the dense pore structure of low-permeability sandstone, where even at lower particle concentrations, particles quickly accumulate during flow, blocking the pore network and causing nearly all particles to be retained in the reservoir. However, as particle concentration increases, the rate of particle retention accelerates. This may be because higher particle concentrations facilitate the faster formation of bridging structures, further accelerating the pore blockage process. Bridging is particularly significant in particle retention, as they can trap subsequent particles and strengthen over time, potentially leading to partial or complete clogging of pores. In medium to high-permeability sandstone, an increase in particle concentration has a certain effect on the final retention rate, but the increase is not substantial. This is likely because medium to high-permeability sandstone has better pore connectivity, allowing particles to continue migrating through unblocked channels during flow. Despite the increase in particle concentration, the openness and connectivity of the pores provide more flow paths for particles, preventing a significant rise in retention rate. Overall, particle concentration accelerates the blockage process in low-permeability sandstone, while its effect in medium to high-permeability sandstone is relatively limited.
3.2.3 The impact of injection rate on particle retention rate
The impact of injection rate on particle retention rate can reveal the dynamic behavior of particles under fluid-solid coupling mechanisms, aiding in a deeper understanding of particle flow characteristics within the reservoir. Under simulation conditions where particle concentration remains constant, the effect of injection rate on particle retention rate is analyzed. The results in Figure 3C show that the injection rate does not significantly affect the final particle retention rate. This may be because, at a fixed particle concentration, increasing the injection rate does not significantly alter the number of particles entering the reservoir per unit of time, thus having a limited effect on the final retention rate. However, an increase in injection rate significantly shortens the time required for particles to reach a stable retention rate. This indicates that at higher injection rates, particles can enter the reservoir more quickly and reach dynamic equilibrium, or a stable retention rate, in a shorter period. Therefore, while the final retention rate is not notably changed by variations in injection rate, higher injection rates accelerate the particle migration process. In practical production, although injection rate does not directly affect the final amount of particle retention, it can speed up the interaction between particles and the reservoir, allowing the system to reach a stable state in a shorter time. This acceleration allows the system to reach a stable state in a shorter time. In conclusion, the injection rate is a significant parameter that affects the dynamic behavior of particles within reservoirs. Although it does not directly alter particle retention rate, it can significantly influence the time required for particles to reach a stable retention rate.
3.2.4 Analysis of the main-controlling factors affecting retention rate
To investigate the main control factors affecting retention, the injection volumes required to achieve a specific retention rate (100%, 60%, 40%) for each of the three different models (S1, S2, S3) were analyzed and performed a principal component analysis (PCA). PCA is a feature extraction technique that generates new features, known as principal components, by combining and transforming the original features of a dataset. These principal components capture the most important features of the data and are commonly used for downscaling and feature extraction. The most critical formula in PCA is eigenvalue decomposition. For the dataset [image: Please upload the image so I can generate the alt text for it.], each feature is subtracted by its corresponding mean to obtain the centered data, as shown in Equation 12.
[image: Equation showing a mathematical expression: \(X_{\text{c}} = X - \overline{X}\), labeled as equation 12.]
Based on the centered data, the covariance matrix [image: Please upload the image or provide a URL, and I can help generate the alternate text for it.] is calculated as in Equation 13.
[image: Mathematical equation showing Z equals one divided by m, multiplied by the summation from t equals one to m of X subscript t multiplied by the transpose of X subscript t. This is equation thirteen.]
Perform eigenvalue decomposition on the covariance matrix to obtain the eigenvalues and their corresponding eigenvectors. Select the first [image: Please upload the image or provide a URL, and I will generate the alternate text for you.] eigenvectors corresponding to the largest eigenvalues as the principal components. These eigenvectors form the projection matrix [image: It seems there is no image attached. Please try uploading the image again or provide a URL. You can also include a caption for additional context.]. Project the centered dataset onto the subspace spanned by the first k eigenvectors to obtain the reduced-dimensional data, as shown in Equation 14.
[image: Please upload the image or provide the URL, and I will help generate the alt text for it.]
Figure 4 of the analysis results identifies the controlling factors affecting the particle retention rate as particle size, particle concentration, and injection rate, listed in order of their importance. Additionally, it was observed that particle size and particle concentration have a significant effect on the retention rate, while the injection rate has a relatively much smaller effect. It is worth noting that the simulations do not account for particle detachment. In a real development process, larger injection velocities can lead to a significant increase in the number of detached particles.
[image: Heatmap displaying three scenarios (S1, S2, S3) with columns for particle size, particle concentration, and injection rate. Values range from 0.925 to 0.385, with a color gradient from red to yellow indicating intensity levels.]FIGURE 4 | Factor loading matrix heat map. (The color shades and values on the heat map provide a visual indication of the extent to which each variable contributes to each principal component.)
3.3 Particle migration trajectory
To understand how particle migration is influenced by the reservoir’s pore structure and permeability, we analysis the behavior of particles within reservoirs of varying permeability levels. The simulation results presented in Figure 5 demonstrate that, in low-permeability sandstone, particles are prone to block pore channels, leading to a significant reduction in the average migration distance of the particles. Once blockage occurs, the migration distance of the particles rapidly decreases, as most particles are captured and retained near the front end of the reservoir, making it difficult for them to continue migrating deeper into the reservoir. The dense pore structure of such reservoirs hinders particle movement, and the blocking effect is more pronounced. In contrast, in medium to high-permeability sandstone, the migration distance of particles is relatively longer. Even after partial blockage occurs in the early stages, particles can still migrate through channels that are not completely blocked. Therefore, despite some initial pore blockages, particles can continue to migrate within the reservoir. Over time, the migration distance gradually stabilizes and reaches a relatively balanced value. The results show that in higher-permeability reservoirs, the connectivity of the pore structure provides more migration paths for particles, allowing the migration process to continue even when localized blockages occur. Over time, the migration distance stabilizes and reaches a relatively constant, indicating a dynamic equilibrium between particle migration and blockage. Permeability has a significant impact on particle migration behavior: migration is more restricted in low-permeability reservoirs. Medium to high-permeability reservoirs exhibit stronger connectivity of pores and migration capacity of particles, allowing particles to continue migrating even in the presence of localized blockages.
[image: Three panels, labeled S1, S2, and S3, each containing three sub-plots labeled (a), (b), and (c). Each sub-plot maps injection volume (PV) against migration distance (cm) for various conditions. In sub-plot (a), different pH levels (3, 5, 7) are illustrated using different colored shapes. Sub-plot (b) explores concentrations (0.2 g/L, 0.5 g/L, 1 g/L) similarly. Sub-plot (c) represents different feed rates (0.2 mL/min, 0.5 mL/min, 1.0 mL/min). Each sub-plot shows trends in migration distance corresponding to each variable.]FIGURE 5 | The impact of different factors on particle migration trajectory in different cores. (A) Impact of particle size. (B) Impact of particle concentration. (C) Impact of particle injection rate. S1: 259mD; S2: 1078mD; S3: 2159mD.
3.3.1 The impact of particle size on migration trajectory
Particle size is a key factor affecting particle migration behavior. By studying the migration trajectories of particles with different sizes, the movement characteristics of various-sized particles within the pore structure of the reservoir can be clarified, and the interaction patterns between particles and pore walls can be analyzed. The results in Figure 5A indicate that, as particle size increases, the migration distance within the core exhibits a progressively decreasing trend. This phenomenon can be attributed to the higher collision frequency of larger particles with the rock surface and other particles during movement, as well as the more significant interaction forces they experience. Due to these frequent collisions and stronger interaction forces, the migration resistance of the particles increases, limiting their ability to move through the pores and ultimately reducing their migration distance. Larger particles are more likely to be affected by flow resistance and geometric constraints in narrower pore throats, making them more prone to being captured or retained within the core. This trend indicates that the larger the particle size, the poorer its flow capacity in complex pore structures, and the shorter its average migration distance. By reasonably controlling the particle size distribution, the risk of blockage can be effectively reduced, thereby improving the reservoir’s flow capacity.
3.3.2 The impact of particle concentration on migration trajectory
Particle concentration directly affects the migration distance of particles within the reservoir. The simulation results shown in Figure 5B reveal that, under high-permeability sandstone reservoir conditions, variations in particle concentration have a relatively weak impact on migration distance. This can be because the particle concentrations studied in the experiment were low, resulting in weaker interactions between particles, allowing them to be more easily carried by fluid flow. The pore structure in high-permeability sandstone is more conducive to particle migration, as it offers a more interconnected network of pores. The fluid flow is more efficient, which can help to transport particles through the pore network. This structure allows particles to navigate the reservoir more easily, even at higher concentrations. Consequently, blockage effects such as bridging are less likely to occur, enabling particles to maintain a certain migration distance within the core. This phenomenon suggests that at lower particle concentrations, particle migration behavior is primarily influenced by pore structure and fluid dynamics rather than interactions between particles. These findings indicate that, under certain conditions, the impact of particle concentration on migration distance can be less pronounced. In high-permeability sandstone reservoirs, the pore structure and fluid dynamics play a more dominant role in determining particle migration, particularly at lower particle concentrations. However, it is important to note that the relationship between particle concentration and migration distance can be more complex in low-permeability reservoirs or at higher particle concentrations. The interactions between particles will become more significant, leading to a more pronounced impact on migration distance.
3.3.3 The impact of injection rate on particle migration trajectory
In fluid-solid coupling simulations, injection rate is a key variable influencing particle migration. The fluid velocity directly determines the path, speed, and direction of particle movement within the reservoir. Under simulation conditions where particle concentration remains constant, the effect of injection rate on particle migration trajectory was analyzed. The analysis of the simulation results, as depicted in Figure 5C, indicates that the migration distance of particles in porous media increases significantly with an increase in the injection rate. This effect is particularly evident in medium to high-permeability sandstone, where the impact of injection rate on particle migration distance is more pronounced. This is because the more open pore structure of medium to high-permeability sandstone allows faster fluid flow, which can more effectively transport particles, enabling them to migrate over greater distances. In contrast, in low-permeability sandstone, where the pores are smaller and the structure is more compact, fluid flow is slower, and particles face more resistance during migration. In this case, even with an increased injection rate, the improvement in particle migration distance is less significant compared to medium to high-permeability reservoirs. The results indicate that at higher injection rates, the fluid velocity increases, potentially resulting in accelerated particle migration. This higher velocity allows particles to travel further within the reservoir before they are retained or blocked. The increased velocity can also help to prevent the accumulation of particles over short distances, thus reducing the likelihood of pore blockages that could impede fluid flow. At lower injection rates, the fluid velocity is reduced, which can cause particles to settle and be retained more quickly. This can lead to a shorter migration distance and a higher probability of pore blockages, as particles interact more frequently with the pore walls and other particles.
3.3.4 Analysis of the main-controlling factors affecting migration trajectory
When clogging occurs, subsequent injections of particles cannot pass through the clogged location, so the transport distance tends to decrease. The maximum migration distance represents the farthest distance that the particles can migrate to the core. Therefore, the maximum migration distance (Y2) results under different particle size (X1), particle concentration (X2), injection rate (X3) and core permeability (X4) are summarized and regression analysis is performed. [image: Mathematical expression showing a multiple linear regression equation: \( Y_2 = -85.3852X_1 - 105.9228X_2 + 520.5166X_3 + 3.6427X_4 + 1610.14 \) with a coefficient of determination \( R^2 = 0.939 \).] The standardized regression coefficients for particle size, particle concentration, flow rate and core permeability were −0.3540, −0.0064, 0.1319 and 0.8857 respectively. The factors affecting the permeability decline rate are sorted according to the degree of importance: initial permeability, particle size, flow rate and particle concentration. Permeability is the most critical factor affecting the maximum migration distance, while particle size has a significant but negative effect, and flow rate also has a certain positive effect.
3.4 The impact of particle transport on core permeability
Permeability directly reflects the seepage capacity of the core. To understand how particle transport affects permeability changes, we analyzed the permeability damage rates of different permeability cores under different conditions, the results are shown in Figure 6.
[image: Nine scatter plots are arranged in a 3x3 grid, labeled S1, S2, and S3 across the columns and (a), (b), and (c) down the rows. Each plot shows permeability change percentage versus injection volume in pore volumes (PV), with various markers indicating different conditions: quartz, k-feldspar, PC (pink), OgPC, CaCl₂, and NaCl brine. The plots illustrate how permeability changes with different injections for each condition. The grid format compares the effects across different scenarios, highlighting variations in permeability.]FIGURE 6 | The impact of different factors on particle migration trajectory in different cores. (A) Impact of particle size. (B) Impact of particle concentration. (C) Impact of particle injection rate. S1: 259mD; S2: 1078mD; S3: 2159mD.
3.4.1 The impact of particle size on core permeability
Figure 6A showed the effect of particle size on the permeability damage rate of different cores at different displacement stages. With the increase of injection volume, the permeability damage rate of different cores showed a trend of increasing first and then flattening, and the smaller the core permeability, the larger the particle size, the higher the permeability damage rate. However, due to the different pore throat sizes of different cores, the permeability damage rate caused by different particle sizes is also different. For the S1 core (259mD), more than 80% of the pore throat size is less than 16μm, so when the particle size is 20 μm and 50μm, the particles will directly block the pore throat. The permeability damage rate is more than 70% when the injection volume is only 1 PV. When the injection volume is 3 PV, the permeability damage rate tends to be stable. When the particle size is 8μm, the particle size is smaller than most of the pore throat size, and the permeability damage rate tends to be stable after the injection volume is 6 PV. For S2 core (1078mD), it also shows roughly the same law. The more 50% of the pore throat size of S2 core is less than 24μm, so when the particle size is 50μm, the permeability damage rate increases greatly in the early stage, and the upward trend slows down after 2 PV injection. The permeability damage rate increases slowly under the condition of particle size of 8μm and 20 μm. For S3 core (2159mD), due to the further increase of the proportion of large pore throat, the permeability damage rate under different particle size conditions showed a gradual upward trend, and tended to be gentle after 6 PV injection volume.
3.4.2 The impact of particle concentration on core permeability
The particle concentration was changed by fixing the particle size of 8 μm and the injection rate of 0.5 mL/min, and its effect on the permeability damage rate was investigated. Figure 6B showed that for different permeability cores, the permeability damage rate increases first and then tends to be stable, but the particle concentration has little effect on the final permeability damage rate of the core. The pore throat of S1 core (259mD) is small, and it is easy to form stable blockage when the injection volume is small. Increasing the particle concentration can only advance the time it reaches stability, and will not significantly increase its final damage rate. For S2 (1078mD) and S3 (2155mD) cores, the particle size under the corresponding conditions is small, and it has certain resistance to particle blockage. Increasing the particle concentration has little effect on the permeability damage rate.
3.4.3 The impact of injection rate on core permeability
The particle size was fixed at 8 μm and the particle concentration was 0.5g/L. The injection rate was changed to investigate its effect on the permeability damage rate. The results are shown in Figure 6C. The results show that when the initial permeability is the same, the injection rate has little effect on the permeability damage rate. At the same injection volume and particle concentration, the number of particles entering the core is equal, so the flow rate has little effect on the core permeability damage. However, increasing the flow rate will accelerate the core blockage and make it reach a steady state faster.
3.4.4 Analysis of the main-controlling factors affecting permeability damage rate
The results of permeability damage rate (Y6) under different particle size (X1), particle concentration (X2), injection rate (X3) and core permeability (X4) were further summarized and analyzed by regression analysis. [image: Equation displaying a multiple linear regression model: \( Y_6 = 0.2067X_1 + 4.6168X_2 + 1.2551X_3 - 0.0242X_4 + 87.3049 \) with a coefficient of determination \( R^2 = 0.959 \).] The standardized regression coefficients of particle size, particle concentration, flow rate and permeability were 0.1409,0.0458,0.0523 and-0.9681, respectively. The results of the standardized regression coefficient show that the factors affecting the permeability decline rate are in order of importance: initial permeability, particle size, injection rate, particle concentration, especially the initial permeability. The negative coefficient indicates that the damage rate decreases when the permeability increases.
3.5 History matching of typical well groups considering particle migration
Through microscopic experiments and numerical simulations, the changes in parameters such as permeability and relative permeability under the influence of particle migration can be obtained. However, the scale of microscopic and numerical models is relatively small, necessitating the upscaling of microscopic results. In terms of spatial scale, we employed a method that models multiple sets of digital cores in series. With this approach, we observed that the effect of particle transport stabilizes after a certain number of cores is reached, with no further changes occurring with an increase in the number of cores. This finding suggests that the system can be considered as the smallest representative volume element (REV) at the macroscopic scale once the effect of particle transport reaches saturation (Figure 7). Regarding time scales, we addressed the issue by employing a dimensionless number transformation. Specifically, we established a dynamic relationship between permeability and over-volume multiplicity based on the volume multiplicity relationship between detached and residual particles. This relationship elucidates the pattern of permeability changes over time, thereby providing us with a temporal dimension for modeling particle transport on a macroscopic scale. It is noteworthy that in this process, we assume the same over-volume multiplicity and the same degree of influence of particulate transport in both digital cores and macroscopic grids. With the meticulous treatment of spatial and temporal scales as described above, we have successfully extrapolated the model obtained at the pore scale to macroscopic numerical simulations. Then, a shared mortar space is established between adjacent micro and macro regions, and a segmented finite element basis function σ (x, y) is assigned to it. Then, the basic equation of pressure is constructed and projected to the interface according to the basis function and initial coefficient in the mortar space. Finally, by iterating the permeability model of the macro grid until the pressure and flow in the two regions are continuous, the coupling of the micro model and the macro grid is realized. At this time, the permeability model of the macro grid is the upgraded model of the micro model scale.
[image: Four images of noise textures are displayed side by side, each separated by a plus sign, with an ellipsis indicating continuation.]FIGURE 7 | Schematic diagram of multiple digital cores in series.
The time-varying law of permeability obtained by microscopic numerical simulation is upgraded by scale upgrading method, as shown in Figure 8. The results show that the time-varying trend of permeability after upgrading is in good agreement with that before upgrading, but the time-varying variation range of permeability after upgrading is smaller than that before upgrading, which reflects that the influence of microscopic pore structure on macro scale shows a certain decreasing trend.
[image: Line graph showing permeability damage rate versus injection volume for different permeability levels. The x-axis represents injection volume in PV, and the y-axis represents permeability damage rate in percent. Six lines represent low, medium, and high permeability before and after upgrading. Before upgrading, damage rates are higher, especially for low permeability. Different colored lines and markers indicate each category.]FIGURE 8 | Time-varying comparison of permeability before and after scale upgrading.
Further, a micro-model and a macro-grid hybrid model are established around the wellbore. The inner ring is a micro-model area and the outer ring is a macro-grid. The mortar method is used to solve the fluid velocity and pressure of the hybrid model, as shown in Figures 9, 10. The results show that the mixed pressure field and velocity field are continuous after iteration. At the same time, the solution results of the converged permeability model are similar to the velocity field and pressure field of the mixed model, which further proves the accuracy of the upgraded model. Finally, the upscaled results are imported into the macroscopic reservoir model through Petrel’s Intersect User Edits interface, and Python code is written to incorporate the relationship between permeability, relative permeability, and grid volume multipliers into the model. This ultimately enables reservoir numerical simulations that consider the impact of particle migration.
[image: Three panels show heat maps illustrating varying levels of heat intensity, with concentric circles in each. The left panel (a) has detailed inner blue layers; the middle panel (b) shows a smoother gradient; the right panel (c) is similar to the second but with clearer ring separation. All have a central white circle and use a color gradient from blue (cool) to red (hot), with axis labels in centimeters.]FIGURE 9 | Pressure field comparison of different models in the process of scale upgrading. (A) mixed model. (B) upgraded model. (C) Macro model.
[image: Three graphical visualizations labeled a, b, and c, showing vector field patterns with a circular flow. Each graphic has a central dark blue core, surrounded by concentric rings of red, yellow, and green gradients, indicating varying intensity levels on x and y axes from negative to positive values.]FIGURE 10 | Velocity field comparison of different models in the process of scale upgrading. (A) mixed model. (B) upgraded model. (C) Macro model.
After considering the impact of particle migration, a history matching analysis was conducted on the target reservoir of the typical well group. The digital core data volume used in the pore-scale simulation is derived from the CT scan of the reservoir core in the oilfield corresponding to the macroscopic model, and HS-1 and SH-2 wells are typical wells in the block. Figure 11 presents the analysis results for typical wells HS-1 and HS-2, clearly indicating that the decline in production volume for both wells is primarily attributed to particle migration effects. Based on this, the study introduced a new particle migration model to rematch these production data, aiming to more accurately reflect the effect of particle migration on the liquid production capacity of the well group. The results indicate that after introducing the particle migration model, the history matching accuracy of the typical wells' liquid production significantly improved, demonstrating that the model can more effectively capture the dynamic impact of particle migration on reservoir permeability and liquid production capacity. This more accurate fitting result not only deepens the understanding of the specific mechanisms by which particle migration affects oil well production but also provides a more reliable basis for optimizing and adjusting future production strategies.
[image: Two line graphs compare crude oil production rates from 2012 to 2022. Graph (a) shows binary matching without and with a particle migration model against actual production data. Graph (b) presents similar comparisons with less fluctuation. Both graphs illustrate significant peaks around 2015-2018.]FIGURE 11 | History matching of liquid production for typical wells before and after considering particle migration. (A) HS-1. (B) HS-2.
4 CONCLUSION

	(1) In the process of particle migration in sandstone, two blockage modes are observed: pinhole blockage and bridging blockage. When the particle diameter is larger than the average throat radius, pinhole blockage dominates; bridging occurs when the particle diameter is small and the concentration is high.
	(2) The particle retention rate in sandstone is primarily controlled by particle size. The larger the pore-to-particle size ratio, the higher the retention rate; particle concentration and injection rate have minimal impact on the final retention rate.
	(3) The migration distance of particles in sandstone is significantly influenced by particle size. The larger the pore-to-particle size ratio, the shorter the migration distance; under low concentration conditions, particle concentration has little effect on migration distance; the higher the injection rate, the further the particles migrate.
	(4) After considering the impact of particle migration in numerical simulations, the accuracy of liquid production matching for the typical well group improved. The numerical simulation model established in this study is constrained by the reservoir properties, particle characteristics, and field production conditions of this oilfield, and may only be applicable to this field. However, the research methodology has broad applicability.

DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
WZ: Conceptualization, Project administration, Writing–original draft. CT: Formal Analysis, Methodology, Writing–original draft. SC: Investigation, Writing–original draft. YH: Validation, Writing–review and editing. JJ: Writing–review and editing. KL: Writing–review and editing. ZZ: Project administration, Writing–original draft, Writing–review and editing. LC: Funding acquisition, Writing–review and editing.
FUNDING
The author(s) declare that financial support was received for the research, authorship, and/or publication of this article. This study was supported by the National Natural Science Foundation of China (Grant No. 52074038; Grantee: Lifeng Chen).
GENERATIVE AI STATEMENT
The author(s) declare that no Generative AI was used in the creation of this manuscript.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

REFERENCES
	 Chao, J. L., Liu, C. Y., Li, Y., Lin, X., and Yan, Y. (2017). Characteristics of the sea ice reflectance spectrum polluted by oil spills based on field experiments in the Bohai Sea. ACTA Oceanol. SIN. 36 (1), 73–79. doi:10.1007/s13131-017-0995-1
	 Chen, X., Li, Y. Q., Liu, Z. Y., Zhang, J., and Trivedi, J. (2023). Experimental and theoretical investigation of the migration and plugging of the particle in porous media based on elastic properties. Fuel 332, 126224. doi:10.1016/j.fuel.2022.126224
	 Chen, Z. H., Li, Y. C., Xie, Y. T., and Wang, X. (2017). In-situ Particle Migration and plugging mechanism in unconsolidated sandstone and sanding management. Chem. Tech. Fuels Oil+ 53 (5), 759–767. doi:10.1007/s10553-017-0858-7
	 Farokhian, D., Azin, R., and Ranjbar, A. (2019). Application of medical and dental CT-Scan technologies for determining porosity distribution of the Persian gulf coastal zone and zagros basin core samples. J. Afr. Earth Sci. 150, 96–106. doi:10.1016/j.jafrearsci.2018.10.009
	 Fernandes, F. B., Braga, A. M. B., de Souza, A. L. S., and Soares, A. C. (2023). Mechanical formation damage control in permeability Biot's effective stress-sensitive oil reservoirs with source/sink term. Geoenergy Sci. Eng. 220, 111180. doi:10.1016/j.petrol.2022.111180
	 Guo, W. J., Zhang, S., and Wu, G. X. (2019). Quantitative oil spill risk from offshore fields in the Bohai Sea, China. Sci. Total Environ. 688, 494–504. doi:10.1016/j.scitotenv.2019.06.226
	 Halim, M. C., Hamidi, H., and Akisanya, A. R. (2022). Minimizing formation damage in drilling operations: a critical point for optimizing productivity in sandstone reservoirs intercalated with clay. ENERGIES 15 (1), 162. doi:10.3390/en15010162
	 Hertel, S. A., Rydzy, M., Anger, B., Berg, S., Appel, M., and de Jong, H. (2018). Upscaling of digital rock porosities by correlation with whole-core CT-scan histograms. PETROPHYSICS 59 (5), 694–702. doi:10.30632/PJV59N5-2018a8
	 Ikemoto, A., Kazama, S., Yoshida, T., and Yanagihara, H. (2023). Evaluation of an adaptation strategy for flood damage mitigation under climate change through the use of irrigation reservoirs in Japan. Water Resour. MANAG. 37 (10), 4159–4175. doi:10.1007/s11269-023-03544-7
	 Lei, Y. (2020). Reconstruction and analysis of tight sandstone digital rock combined with X-ray CT scanning and multiple-point geostatistics algorithm. Math. Probl. Eng. 2020, 1–10. doi:10.1155/2020/9476060
	 Lin, W., Yang, Z. M., Li, X. Z., Wang, J., He, Y., Wu, G., et al. (2017). A method to select representative rock samples for digital core modeling. Fractals 25 (4), 1740013. doi:10.1142/s0218348x17400138
	 Liu, X., Guo, J., Guo, M. X., Hu, X., Tang, C., Wang, C., et al. (2015). Modelling of oil spill trajectory for 2011 Penglai 19-3 coastal drilling field, China. Appl. Math. Model 39 (18), 5331–5340. doi:10.1016/j.apm.2014.10.063
	 Liu, X. F., Sun, J. M., and Wang, H. T. (2009). Reconstruction of 3-D digital cores using a hybrid method. Appl. Geophys 6 (2), 105–112. doi:10.1007/s11770-009-0017-y
	 Miri, R., Haftani, M., Salimi, M., and Nouri, A. (2022). Novel laboratory methodology for fines migration testing for SAGD wells. J. Petrol Sci. Eng. 217, 110859. doi:10.1016/j.petrol.2022.110859
	 Mwakipunda, G. C., Jia, R., Mgimba, M. M., Ngata, M. R., Mmbuji, A. O., Said, A. A., et al. (2023). A critical review on low salinity waterflooding for enhanced oil recovery: experimental studies, simulations, and field applications. Geoenergy Sci. Eng. 227, 211936. doi:10.1016/j.geoen.2023.211936
	 Okere, C. J., Sheng, J. J., Fan, L. K., Huang, X. W., Zheng, L. H., and Wei, P. F. (2023). Experimental study on the degree and damage-control mechanisms of fuzzy-ball-induced damage in single and multi-layer commingled tight reservoirs. Petrol Sci. 20 (6), 3598–3609. doi:10.1016/j.petsci.2023.05.017
	 Radwan, A. E. (2021). Integrated reservoir, geology, and production data for reservoir damage analysis: a case study of the Miocene sandstone reservoir, Gulf of Suez, Egypt. Nterpretation-J Sub 9 (4), SH27–SH37. doi:10.1190/int-2021-0039.1
	 Radwan, A. E., Wood, D. A., Abudeif, A. M., Attia, M. M., Mahmoud, M., Kassem, A. A., et al. (2022). Reservoir Formation damage; reasons and mitigation: a case study of the cambrian-ordovician nubian 'C' sandstone gas and oil reservoir from the gulf of suez rift basin. Arab. J. Sci. Eng. 47 (9), 11279–11296. doi:10.1007/s13369-021-06005-8
	 Rahman, S. M., and Miah, M. D. (2017). The impact of sources of energy production on globalization: evidence from panel data analysis. Renew. Sust. Energ Rev. 74, 110–115. doi:10.1016/j.rser.2017.02.037
	 Reilly, B. T., Stoner, J. S., and Wiest, J. (2017). SedCT: MATLAB tools for standardized and quantitative processing of sediment core computed tomography (CT) data collected using a medical CT scanner. GEOCHEM GEOPHY GEOSY 18 (8), 3231–3240. doi:10.1002/2017gc006884
	 Shokrollahi, A., Safari, H., Esmaeili-Jaghdan, Z., Ghazanfari, M. H., and Mohammadi, A. H. (2015). Rigorous modeling of permeability impairment due to inorganic scale deposition in porous media. J. Petrol Sci. Eng. 130, 26–36. doi:10.1016/j.petrol.2015.03.013
	 Song, X. M., Qu, D. B., and Zou, C. Y. (2021). Low cost development strategy for oilfields in China under low oil prices. Petrol Explor Dev+ 48 (4), 1007–1018. doi:10.1016/s1876-3804(21)60085-x
	 Sun, P. X., Ge, L. Z., Liu, Y. X., Li, B., and Nie, X. (2023). Modeling of multi-mineral-component digital core based on Res-Unet. J. Geophys Eng. 20 (3), 483–493. doi:10.1093/jge/gxad024
	 Wu, Y. M., Qi, H. W., Wang, D. L., Liao, M., Zhang, Y., Zhang, J., et al. (2024). Evaluation of custom posts and cores fabricated by two digital technologies in core and post space dimensions. J. Prosthodont 33 (6), 593–605. doi:10.1111/jopr.13742
	 Xing, L., Guan, S. A., Gao, Y., and Jiang, M. (2023). Measurement of a three-dimensional rotating flow field and analysis of the internal oil droplet migration. Energies 16 (13), 5094. doi:10.3390/en16135094
	 Xu, Z. Z., Zhao, M. W., Liu, J. W., Zhang, Y., Gao, M., Song, X., et al. (2024). Study on formation process and reservoir damage mechanism of blockages caused by polyacrylamide fracturing fluid in production wells. Fuel 358, 130154. doi:10.1016/j.fuel.2023.130154
	 Xue, Y. G., Lyu, D. Y., Hu, Z. W., Huang, J., and Ren, J. (2021). Tectonic development of subtle faults and exploration in mature areas in Bohai Sea, East China. Petrol Explor Dev+ 48 (2), 269–285. doi:10.1016/s1876-3804(21)60022-8
	 Yang, R. F., Jiang, R. Z., Guo, S., Chen, H., Tang, S., and Duan, R. (2021). Analytical study on the critical water cut for water plugging: water cut increasing control and production enhancement. Energy 214, 119012. doi:10.1016/j.energy.2020.119012
	 Zeinijahromi, A., Vaz, A., Bedrikovetsky, P., and Borazjani, S. (2012). Effects of fines migration on well productivity during steady state production. J. Porous Media 15 (7), 665–679. doi:10.1615/JPORMEDIA.V15.I7.50
	 Zhang, D. Y., Yu, S. S., Wang, Y. L., and Yue, Q. j. (2017). Sea ice management for oil and gas platforms in the Bohai sea. Pol. Marit. Res. 24, 195–204. doi:10.1515/pomr-2017-0083
	 Zhang, X. W., You, L. J., Kang, Y. L., Zhang, C., Zhang, G., and Tan, Q. (2020). Formation damage control of saline-lacustrine fractured tight oil reservoir during well drilling. Arab. J. Geosci. 13 (20), 1087. doi:10.1007/s12517-020-06099-8
	 Zhu, F. B. (2009). Geological conditions favourable for High-Wax oil enrichment in damintun depression, Bohai Bay Basin. J. Earth Sci-China 20 (4), 709–719. doi:10.1007/s12583-009-0066-4

Conflict of interest: Authors WZ, CT, SC, YH, JJ, and KL were employed by CNOOC Research Institute Co., Ltd.
The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2024 Zheng, Tang, Cai, He, Jiang, Li, Zhang and Chen. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 18 December 2024
doi: 10.3389/feart.2024.1511872


[image: image2]
Spontaneous imbibition characteristics and influencing factors of shale oil reservoir in Qintong depression
Fengxia Li, Yuanyuan Li*, Tong Zhou and Haibo Wang
SINOPEC Petroleum Exploration and Production Research Institute, Beijing, China
Edited by:
Peng Wu, Dalian University of Technology, China
Reviewed by:
Zhengzheng Cao, Henan Polytechnic University, China
Shuang Liang, Northeast Petroleum University, China
Hun Lin, Chongqing University of Science and Technology, China
* Correspondence: Yuanyuan Li, lyy08.syky@sinopec.com
Received: 15 October 2024
Accepted: 19 November 2024
Published: 18 December 2024
Citation: Li F, Li Y, Zhou T and Wang H (2024) Spontaneous imbibition characteristics and influencing factors of shale oil reservoir in Qintong depression. Front. Earth Sci. 12:1511872. doi: 10.3389/feart.2024.1511872

This study integrates one-dimensional and two-dimensional nuclear magnetic resonance (NMR) techniques to conduct spontaneous imbibition experiments on two distinct lithologies (laminated calcareous shale and bulk clay-rich shale) from the Qintong Depression using four different fluid types. Field emission scanning electron microscopy (FE-SEM) and computed tomography (CT) scanning were employed to observe and track the dynamic changes in shale microstructures at specific intervals allowing for a comprehensive analysis of induced microfractures and their propagation patterns. These methods enabled a deeper understanding of the underlying mechanisms, enriching the interpretation of the imbibition results. The study reveals that anionic surfactants demonstrate exceptional performance during the imbibition process, and the combination of surfactants further enhanced oil recovery. The imbibition process can be divided into three stages: the imbibition diffusion stage, the transition stage, and the equilibrium stage, with the diffusion stage serving as the primary contributor, driven predominantly by capillary pressure. The calcareous shale cores exhibited the highest imbibition rates in the early stages, approaching equilibrium in the middle stages. Conversely, the clay-rich shale cores maintained relatively high imbibition rates throughout the second stage, indicating different imbibition dynamics based on lithology. NMR, CT scanning, and SEM analysis highlighted significant lithology-dependent differences in the mechanisms driving induced microfracture development during the imbibition and hydration. In laminated calcareous shale, imbibition and hydration primarily proceeded through the dissolution of calcareous minerals, resulting in pore expansion and induced microfractures along pre-existing fractures. In contrast, clay-rich shale exhibited similar mineral dissolution but also experienced clay swelling due to its high clay content, leading to the formation of bedding-parallel fractures with distinct directional patterns along weak mineral-matrix bonds. The experimental results underscored the pivotal role of lithology in determining final imbibition efficiency, with high-clay-content shales demonstrating superior recovery rates under spontaneous imbibition conditions. This study provides critical experimental data and insights into the microscopic mechanisms governing spontaneous imbibition across varied lithologies and fluid types in the Qintong Depression. The results offer foundational knowledge for optimizing oilfield development strategies.
Keywords: imbibition, surfactant, hydration, pore structure, microfracture

1 INTRODUCTION
Shale oil, following shale gas, has emerged as another crucial unconventional energy resource, playing a significant role in the global energy alternative strategy (Fu and He, 2024). In 2022, a significant breakthrough in shale oil exploration and development was achieved in the Qintong Sag of China, with estimated shale oil resources in the Jiangsu exploration area reaching 12.7 × 108 t. Among these, the second member of the Paleogene Funing Formation (Funing 2 Member) in the Qintong Sag holds approximately 7.5 × 10⁸ tonnes of resources. Currently, shale oil wells in this block have demonstrated promising production levels, with Well HY1 and Well H2C producing 29.7 t/day and 50.5 t/day of industrial oil flow, respectively, highlighting substantial development potential (Duan et al., 2024). To optimize the efficient development of shale oil from the Funing 2 Member, it is essential to enhance the parameters of the imbibition-enhancement process to boost the well productivity. The application of NMR technology to simulate and assess the microscopic mobilization of crude oil offers valuable insights for optimizing the field implementation of imbibition-enhanced recovery.
Traditional methods for assessing imbibition efficiency, such as volumetric and gravimetric techniques, face significant limitations when applied to shale oil reservoirs. These reservoirs are often characterized by tight formations, narrow pore throats, and challenges in establishing displacement pressure differentials, which complicate the experimental process (Guo et al., 2020). As a result, conventional techniques are prone to inaccuracies, typically providing only recovery data over time and exhibiting substantial experimental errors. Recent advancements in low-field NMR and CT scanning technologies have improved the study of the imbibition process by enabling the dynamic tracking of oil-water displacement and fluid saturation, offering greater precision and insights into pore-scale imbibition behavior (Liu and Sheng, 2019; Yan et al., 2024). Numerous researchers have conducted targeted studies on shale imbibition based on porous media imbibition theory, employing low-field NMR technology and core experiments to analyze the spontaneous imbibition dynamics in various shale blocks (Ge et al., 2015; Guo et al., 2020). Studies utilizing these technologies have identified capillary pressure and clay osmotic pressure as the primary drivers of shale imbibition, with imbibition capacity being strongly influenced by the content, type, and structure of clay minerals. Shale samples with higher clay content demonstrate greater cation exchange capacity and enhanced water absorption ability (Meng et al., 2020). Additionally, imbibition recovery is closely linked to the permeability, porosity, and natural fracture development of the rock samples (Ge et al., 2015; Guo et al., 2020). However, much of the existing research has predominantly focused on characterizing imbibition phenomena, with relatively few studies investigating the role of imbibition agents in enhancing recovery. Moreover, even fewer studies have been dedicated to optimizing the parameters of imbibition-enhancement processes, so there remains a lack of comprehensive and systematic evaluation methods for optimizing imbibition-enhanced recovery in shale oil reservoirs. Furthermore, while many researchers have conducted extensive studies on shale imbibition and hydration, these studies tend to be isolated, with limited integration of both aspects (Ding et al., 2022).
In summary, the specific characteristics of the factors influencing surfactant-assisted imbibition in shale reservoirs remain inadequately understood, and the mobilization of crude oil within the diverse micro-pore sizes during the imbibition process requires further investigation. Therefore, this study aims to bridge these gaps by characterizing the physical properties and pore size distribution of the shale reservoirs from the Funing 2 Member of the Qintong Depression and conducting spontaneous imbibition experiments using different surfactants. Through analysis of nuclear magnetic resonance (NMR) T2 spectra, 2D spectra, variations in imbibition efficiency, and crude oil mobilization within the pores, this study seeks to clarify the effects of various factors on imbibition efficiency during surfactant-assisted imbibition in shale reservoirs. Additionally, the study explores the coupled effects of imbibition and hydration by closely monitoring dynamic changes in the shale’s microstructure using field emission scanning electron microscopy (FE-SEM) and CT scanning. The propagation of induced microfractures and the underlying microscopic mechanisms are examined, providing an in-depth interpretation of the experimental results at the micro-scale. These findings aim to offer valuable insights into optimizing recovery efficiency in shale reservoirs, with a focus on surfactant-assisted imbibition processes.
2 SAMPLES AND METHODS
2.1 Liquids and core samples properties
For the preparation of the imbibition solution, four different surfactant systems were employed in the experiment: a 0.2% KCl system, an SDS system (0.2% KCl with an anionic surfactant), a SY system (0.2% KCl with a combination of anionic and non-ionic surfactants), and an HD system (0.2% KCl with a combination of anionic, non-ionic, and amphoteric surfactants) (Table 1).
TABLE 1 | Type of surfactant in imbibition system.
[image: Table showing different imbibition systems and their corresponding types of surfactants. For KCl, the surfactant is 0.2% KCl. Single agent-SDS uses an anion surfactant. Mixed agent-SY uses anionic and non-ionic surfactants. Mixed agent-HD uses anionic, nonionic, and amphoteric surfactants.]The Funing 2 Member of Qintong Depression consists of deep lake and semi-deep lake shale characterized by strong vertical heterogeneity. Various types of reservoir spaces are developed within the shale, including tectonic fractures, bedding fractures and micro-pores, with porosity generally ranging from 3% to 6.29%. Specifically, cores were extracted from 1–42/49 of SD 201 well and 4–12/24 of HY 201 well. The core from SD 201 is bulk clay-rich shale, and the core from HY 201 well is laminated calcareous shale.
Mineral composition based on X-ray diffraction (XRD) testing was performed using a Rigaku D/MAX-2500pc X-ray diffractometer. Powder samples, ground to a fineness of 200–300 mesh, were placed on slides and gently pressed with a glass slide to compact and fill the sample holder. The measurements were carried out with a tube voltage of 40 kV and a current of 40 mA, utilizing a Cu target and Ka-ray radiation. Diffraction data were collected at a scan rate of 4°/min, covering a scanning angle range of 4°–50°, with a step interval of 0.02°. Data processing for qualitative and quantitative mineral analysis was conducted using Jade 6.5 software.
The porosity of core samples measured in this study was measured using the helium porosity method. Due to the low molecular weight of helium, this method allows for more accurate measurement of small pore spaces, providing a closer estimate of the true porosity of the rocks. The helium porosity and air permeability of 8 core samples from the study area were determined using a PoroPDP-200 core pressure pore and permeability meter. Each core sample was approximately 5 cm in length and 2.5 cm in diameter. The experimental results are shown in Table 2.
TABLE 2 | Physical properties of core and changes before and after experiment.
[image: Table displaying measurements for sample numbers SD-1 to HY-6. Columns include length, diameter, porosity, imbibition agent, pore volume, dry weight, wet weight, and imbibition weight. Values vary across samples, with different agents and physical properties noted for each.]2.2 Imbibition experiments
Before the imbibition experiment, shale samples were thoroughly washed and dried. The cores were cleaned using an extraction method in which the samples were placed in an extractor, and an oil-cleaning agent, a mixture of toluene and ethanol, was circulated via the siphon and steam pipe at the top and bottom of the extractor. The original fluid in the core was washed out until the oil-cleaning agent becomes clear. The cores were then saturated with crude oil using a vacuum saturation method.
In terms of NMR principles, when shale is saturated with a hydrogen-containing fluid, the NMR measures the relaxation signals of the fluid, rather than those of the shale matrix. The NMR T2 relaxation time for fluid in larger pores is longer compared to fluid in smaller pores, meaning the relaxation time increases with pore size. Additionally, the amplitude of the relaxation signal corresponds to the volume of fluid in the pore, with a large amount of fluid corresponding to a higher signal amplitude. Therefore, NMR T2 spectra can be utilized to quantitatively evaluate both the pore radius distribution and the fluid accumulation within pores during the spontaneous imbibition process in shale. The specific experimental steps are as follows: 1. The core sample was dried in an incubator at 105°C, until its mass remained constant. The T1- T2 spectrum and T2 spectrum of the dry core were then measured using an NMR instrument; 2. The core was vacuum-saturated with crude oil. Field crude oil was placed in a pressurized tank, and the core was saturated under a pressure of 30 MPa for 10 days to ensure full saturation. The saturated core was then immersed in crude oil, and the T1- T2 and T2 spectra were measured after saturation.3. Remove the saturated core with tweezers, surface oil was wiped off with gauze, and the core was placed into a beaker to begin the single-end spontaneous imbibition experiment; 4. At specified imbibition time (10 min, 30 min, 1 h, 1 day, 4 days, 8 days), the core was removed, the surface liquid was wiped off, the core’s mass was measured, and the T1- T2 and T2 spectra were recorded. This process was repeated until the T2 signal no longer showed significant changes.
2.3 Microscopic experiments to interpret imbibition results
The NanoVoxel-2702E CT scanner was employed to scan different cross-sections before and after the spontaneous imbibition of core plugs at the same depth. The X-ray source provided a maximum power of 10 W and had a voltage limit of 150 kV. The scanner was equipped with three magnification lenses (×4, ×10, and ×20), offering a maximum theoretical resolution of 0.5 μm and a field of view of 25 cm. The charge coupled device (CCD) had a maximum resolution of 2048*2048 pixel. The object platform was capable of rotating from −180° to +180°. The hydration experiment was conducted as follows: (1) Core samples were dried in an oven for 48 h and then scanned by CT in their dry state; (2) The samples were placed in a beaker filled with water for hydration periods of 24 h, 72 h and 120 h; (3) After hydration, the samples were re-dried and subsequently scanned by CT.
For the FESEM analysis, a regular block sample with a dimension of 1.5 cm × 1.5 cm × 1 cm was selected for the experiment. The sample surface was first roughened with sandpaper and polishing liquid, and then polished with a Gatan 685C argon-ion polisher. After polishing, the samples were gold-coated and examined using a Hitachi Regulus8230 high-resolution scanning electron microscope (FESEM). The FESEM experiment has the following specifications: a maximum resolution of 0.8 nm; an acceleration voltage range of 0.01 kV–30 kV; magnification from ×20 to ×1,000,000, and a scanning speed of 80 s/frame to 25 s/frame. The experimental procedure involved immersing the sample in deionized water for various durations (1, 3, 5 days) to simulate hydration. Before electron microscope observation, the samples were dried to a constant weight under vacuum conditions to prevent water vapor from contaminating the electron microscope sample chamber. The dried samples were then analyzed again using FESEM to assess the changes in mineral composition, microfractures, and micropore structures of the shale before and after hydration.
3 RESULTS
The XRD analysis results reveal that the primary minerals in the SD bulk clay-rich shale are quartz (46%), potassium feldspar (1%), plagioclase (3%), calcite (20%), pyrite (2%), and clay minerals (28%) (Figure 1). The dominant clay minerals in this sample include illite/smectite interstratified layers, illite, and chlorite. In contrast, the main mineral composition of the HY laminated calcareous shale core is primarily composed of quartz (19%), potassium feldspar (1%), plagioclase (8%), calcite (63%), pyrite (3%), and clay minerals (6%), with a lower clay content primarily composed of illite (Figure 1).
[image: Bar chart showing mineral composition of SD and HY samples in whole rock and clay mineral forms. The legend identifies colors for quartz, calcite, potassium feldspar, pyrite, plagioclase, and clay minerals. Each bar displays different proportions, with clay minerals prominent in SD-Clay mineral and HY-Clay mineral samples.]FIGURE 1 | Mineral composition of the core used in the experiment.
The porosity of the SD bulk clay-rich shale used in the imbibition experiment ranges from 5.19% to 7.05%, whereas the porosity of the HY shale core is significantly lower, ranging from 1.26% to 2.13%. Table 2 presents the different types of imbibition agents applied to each core, along with the corresponding changes in mass before and after imbibition.
3.1 Imbibition characteristics of SD bulk clay-rich shale
The T2 spectra of the SD bulk clay-rich shale, measured at different imbibition times after oil saturation, reveal that the water phase signal gradually increases throughout the imbibition process and stabilizes around 8–10 days (Supplementary Figure S1). The pores primarily involved in imbibition replacement are small pores (<1 ms) and mesopores (1 ms–10 ms). The imbibition efficiency is calculated by dividing the difference between the T2 spectral peak area at each time point and the initial peak area by the total T2 area of the pore space. As shown in Figure 2, the imbibition process can be divided into three stages: in the early imbibition stage (<2 days), rapid imbibition replacement occurs preferentially in the connected pore throat near the core surface, resulting in a substantial volume of crude oil being produced. In the middle imbibition stage, as the imbibition liquid penetrates deeper into the pores, deep oil phase is replaced, leading to a slower increase in imbibition efficiency. In the later stage of imbibition, the imbibition efficiency remains nearly unchanged, indicating that imbibition has reached equilibrium by approximately 8 days. Among the different imbibition agents, the SY mixed agent demonstrated the highest efficiency, followed by the HD mixed agent, SDS, and finally the 0.2% KCl solution.
[image: Line graph showing inhibition efficiency (%) over 12 days for four solutions: 0.2% KCl, 0.5% SDS, 0.5% HD, and 0.5% SY. Efficiency increases for all, plateauing around day eight. KCl shows the highest efficiency, followed by SDS, HD, and SY.]FIGURE 2 | Summary of imbibition efficiency of SD bulk clay-rich shale for 1 h, 1 day, 2 days, 6 days, 8 days and 10 days under the action of 0.2% KCl, SDS, HD and SY surfactant.
The interpretation of NMR results, particularly data from two-dimensional T1-T2 spectra, provides comprehensive insights into the saturation levels of different fluids within shale samples (Li et al., 2019; Li et al., 2020). Developed a fluid identification method using trapezoidal regions within the two-dimensional NMR T1-T2 spectrum (Supplementary Figure S3). By analyzing signals from different regions of the spectrum and correlating them with multi-step pyrolysis data, they created a fluid identification chart, which is particularly applicable to various types of organic-rich rocks. Unlike curve-shaped charts, the fixed boundaries of the trapezoidal regions provide greater consistency, making this approach a more reliable and universal T1-T2 chart for studying fluid properties in shale. In this study, the two-dimensional NMR T1-T2 spectrum was employed to investigate and analyze fluid occurrences in different lithologies of the Funing 2 Member. The established T1-T2 fluid identification spectrum (Figure 3) reveals that the original SD bulk clay-rich shale samples show signals associated with residual kerogen/bitumen and clay mineral-bound water (Figure 3A). After oil saturation, signals of adsorbed oil are observed in the samples (Figure 3B). As the imbibition process progresses, the signals for organic matter and free oil decrease, while the signal intensity for free water increases (Figures 3C, D).
[image: Four graphs labeled (a), (b), (c), and (d) illustrate different states of substances. (a) shows kerogen/asphalt and bound water. (b) includes kerogen/asphaltene with bound oil. (c) and (d) display free water. Each graph features a color gradient scale indicating data intensity.]FIGURE 3 | Changes of NMR 2D spectrum of SD bulk clay-rich shale under the action of 0.5% surfactant solution at different imbibition times. (A) Original sample; (B) Oil-saturated sample; (C) Imbibition for 48 h; (D) Imbibition for 120 h.
3.2 Microfracture propagation induced by SD clay-rich shale hydration
By comparing the macroscopic micro-fracture distribution characteristics of shale samples before and after water phase imbibition (Figure 4), it is evident that hydration significantly enhances the connectivity between pores and fractures within the rocks. Before hydration, the shale sample exhibited only one prominent microfracture. At the initial stage of hydration, the existing fractures first propagate along the parallel bedding planes, forming several distinct foliation fractures. As hydration progresses, both the width and length of these parallel fractures expand substantially, and some fractures connected to form a new fracture network. This development further increases both the fracture volume and surface area, thereby enhancing fluid transport pathway within the shale.
[image: Four-panel image showing a time-lapse of colored lines on a gray background labeled Day 0, Day 1, Day 3, and Day 5. The lines, which start as pink and blue, change in density and color, becoming predominantly yellow by Day 5.]FIGURE 4 | 3D reconstruction of fractures based on CT scanning before and after imbibition of SD bulk clay-rich shale.
Based on an understanding of the macroscopic microfracture development characteristics, this study further employs dynamic observation techniques combined with energy spectrum analysis to perform fixed-point monitoring and elemental testing at specific microstructural locations. The objective is to analyze the dynamic expansion patterns of induced microfractures and identify key controlling factors. Using multi-point in-situ scanning technology, changes in the microstructure of shale samples before and after hydration were tracked and compared. Initially, SEM was used to examine the micro-pore structure of the samples prior to hydration, with characteristic points marked and natural fractures characterized. After various imbibition periods, the samples were positioned macroscopically and observed in situ. Continuous imaging at different magnifications was conducted at the same locations to identify and analyze correlations between mineral composition and micro-pore structures (Figure 5). SEM observations revealed a distinct dissolution of rhombohedral carbonate minerals within the shale matrix during the first 24 h of hydration (Figures 5A, B, E, F, I, J), with most dissolution occurring within this period, and minor changes in pore size afterward (Figures 5B–D, J–L). Additionally, the evolution of original natural fractures during hydration was clearly observed. The fracture evolution trends observed through in-situ SEM were closely aligned with the water saturation changes detected by NMR and the fracture volume changes observed through CT scanning. Microfractures on the original shale surface initially developed into hydration fractures within the first day, after which they stopped widening and even gradually closed between days 3 and 5, demonstrating an initial widening followed by closure. This behavior is likely associated with the swelling of clay minerals, which affects their water absorption capacity. Furthermore, on the third day of hydration, oil droplets were observed accumulating around larger pores and microfractures under SEM (Figures 5G, K). By the fifth day, oil-water displacement became clearly visible, with oil droplets effectively expelled from the shale matrix (Figures 5H, L). These observations suggest that, during the imbibition process, the migration and aggregation of the oil phase are significantly influenced by the evolving pore structure and microfracture network.
[image: Twelve-panel microscopic image series showing surface changes over time. Panels (a) to (d) depict original surface and mineral dissolution from Day 0 to Day 3. Panels (e) and (f) show original and hydration fractures by Day 3. Panels (g) to (h) and (k) to (l) illustrate oil patches formed by Day 3 and Day 5. Panels (i) and (j) show original fractures and hydration fractures on Day 5. Each panel includes a label indicating the surface or fracture type and the day.]FIGURE 5 | Scanning electron microscopy (SEM) observation of the imbibition process of the SD clay-rich shale shows the changes of pore structure during the imbibition process (A–D), and the evolution of the original natural fracture development area (E–L).
3.3 Imbibition characteristics of HY laminated calcareous shale
The evolution of the T2 spectra at various stages of imbibition for the oil-saturated core of the HY laminated calcareous shale reveals that the water-phase signal gradually increases during the imbibition process, stabilizing after approximately 8–10 days (Supplementary Figure S2). The pore intervals primarily involved in the displacement are micropores (<1 ms) and mesopores (1 ms–10 ms). The imbibition efficiency can be quantified by dividing the difference between the T2 peak area and the initial peak area by the total pore T2 area. As illustrated in Figure 6, the core’s imbibition process can be divided into three stages: 1. Early stage (<1.5 days): Rapid imbibition displacement occurs in the connected pore throats near the core surface, driven by capillary forces, resulting in the quick expulsion of a significant amount of oil. 2. Middle stage: The imbibition liquid infiltrates deeper pores, displacing oil from these deeper regions, but the rate of increase in imbibition efficiency slows down. 3. Late stage: Imbibition efficiency plateaus, with little to no change, achieving equilibrium after 6–8 days. In terms of imbibition performance, the SY surfactant and HD surfactant demonstrate the best results, followed by the single surfactant agent, while 0.2% KCl exhibits the least effect.
[image: Line graph showing inhibition efficiency over 12 days for four substances: 0.2% KCl (light blue), 0.5% SDS (orange), 0.5% HD (green), and 0.5% SY (dark blue). Efficiency increases initially for all, stabilizing between days 4 and 10. The highest efficiency is shown by 0.5% HD, followed by 0.5% SY, 0.5% SDS, and 0.2% KCl.]FIGURE 6 | Summary of imbibition efficiency of HY laminated calcareous shale for 1 h, 1 day, 2 days, 6 days, 8 days and 10 days under the action of 0.2%KCl, SDS, HD and SY surfactant.
According to the established T1-T2 fluid identification map (Figure 7), the original core of the HY laminated calcareous shale primarily exhibits signals corresponding to clay mineral-bound water and weakly bound oil (Figure 7A). After oil saturation, signals corresponding to adsorbed oil become prominent (Figure 7B). As the imbibition process progresses, the signals from organic matter and free oil gradually diminish, while the intensity of the free water signal steadily increases (Figures 7C, D).
[image: Four T2-NMR maps labeled (a) to (d) show color-coded contours representing fluid saturation in porous media. Image (a) indicates bound oil in organic pores and bound water. Image (b) highlights kerogen/asphaltene with bound oil. Images (c) and (d) depict free water. Each map uses a color gradient from blue to red to indicate varying saturation levels.]FIGURE 7 | Changes of 2D NMR spectra of HY laminated calcareous shale under the action of 0.5% surfactant solution at different imbibition times. (A) Original sample; (B) Oil-saturated sample; (C) Imbibition for 48 h; (D) Imbibition for 120 h.
3.4 Microfracture propagation induced by HY laminated calcareous shale hydration
CT scanning results of HY laminated calcareous shale core samples (Figure 8) reveal significant development of microfractures during water infiltration. Hydration leads to the widening and extension of pre-existing fractures. In areas with dense pore networks, smaller cracks merge to form new, larger fractures. During the early stage of hydration, fractures predominantly form parallel to the bedding. However, as hydration progresses, intersection between the original fractures, which are perpendicular to the bedding, begin to emerge, thereby enhancing fracture connectivity. Additionally, beyond hydration-induced fractures, 3D reconstructions reveal the formation of larger pores, likely due to mineral dissolution. This dissolution process weakens the original cementation and facilitates the growth of the interconnected fracture network.
[image: Four microscopic images show progressive biofilm growth over five days. Day 0 features minimal growth in brown. Day 1 has increased blue and green coverage. Day 3 and Day 5 show dense blue and multicolored biofilm, indicating further expansion.]FIGURE 8 | 3D fracture reconstruction of HY laminated calcareous shale cores based on CT scanning before and after imbibition.
Building on the understanding of macroscopic microfracture development, fixed-point dynamic observation combined with energy spectrum testing was employed to analyze the expansion patterns of induced microfractures and identify key controlling factors. The original surface morphology of the HY laminated calcareous shale (Figure 9A) and the changes observed 1, 3, and 5 days after hydration reveal extensive dissolution of rhombohedral carbonate minerals (Figures 9B–D). This continuous dissolution facilitates the formation of microfractures, which progressively expand into larger and intersecting cracks (Figure 9D). Additionally, the accumulation of oil droplets in shaded regions illustrates the process of oil-water displacement during hydration, where oil in smaller pores is displaced into larger pores and expelled through newly formed microfractures (Figures 9B–D). Mineral dissolution also occurs along the boundaries of more stable minerals that are less susceptible to hydration, such as quartz and albite (Figures 9E, F), leading to the shedding and migration of larger mineral particles. Fractures preferentially form and propagate along boundaries with significant differences in mineral composition, especially around pyrite (Figures 9G, H). As hydration continues, the original fractures further expand (Figures 9I, J). Elemental surface scanning reveals that the fracture areas are primarily composed of carbonate minerals, while silicate minerals are more prevalent on the sides. Fracture expansion is primarily driven by the dissolution of carbonate minerals (Figures 9K, L).
[image: Twelve-panel image showing various stages of material surface changes and elemental mapping over time. Panels (a)-(d) display initial surface conditions and early dissolution features over days one to two. Panels (e)-(f) highlight the formation of specific mineral features labeled "Albite" and "Mica" by day three. Panels (g)-(l) feature elemental mappings: overall, sodium, silicon, and calcium distributions, indicating different mineral phases, detected using techniques like Na and Ca Kat 2 mapping, particularly by day six. Scale bar is visible in the final row of images.]FIGURE 9 | Laminated calcareous shale hydration process based on SEM observation. (A) The original substrate surface; (B–D) Substrate surface after 1 day, 3 days, 5 days of hydration; (E, F) The dissolution boundary of albite minerals after 3 days, 5 days of hydration; (G) A layered image of Figure (F); (H) Distribution of Na elements of Figure (F); (I) Original surface micro-cracks; (J) The initial crack widens after hydration; (K, L) Distribution of Si and Ca elements in fracture and matrix area of Figure (J).
4 DISCUSSION
Imbibition recovery is influenced by numerous factors, which can generally be categorized into two groups: those related to the intrinsic properties of the reservoir, such as reservoir type, porosity and permeability, boundary conditions, and reservoir fluid properties; and those related to the properties of the injected fluids used for imbibition-enhanced oil recovery (Hu et al., 2020; Li et al., 2021; Shaibu and Guo, 2021; Yang et al., 2023).
4.1 Comparison of imbibition efficiency of different surfactant
This study highlights the superior performance of surfactant mixtures, particularly the combination of anionic, non-ionic, and amphoteric surfactants, in enhancing imbibition efficiency, when compared to pure anionic surfactants or water alone. Oil displacement surfactants can be classified into four main categories based on their ionization behavior and the nature of their functional groups: non-ionic, amphoteric, cationic, and anionic surfactants (Ge et al., 2015; Meng et al., 2017; Pal et al., 2018; Das et al., 2019; Massarweh and Abushaikha, 2020; Bashir et al., 2022; Isaac et al., 2022). These surfactants exhibit distinct characteristics that influence their ability to alter the wettability of reservoir rocks under varying conditions. Anionic surfactants, which ionize in aqueous solutions to carry a negative charge, are widely used in various products (Wu et al., 2017). In chemical enhanced oil recovery, they are commonly employed in sandstone reservoirs due to their low adsorption rates and good thermal stability (Kamal et al., 2017). High molecular weight anionic surfactants, particularly sulfonate, sulfate, and carboxylate types, are effective at reducing interfacial tension (IFT) to ultra-low levels and can maintain stability across a wide range of pH conditions (Yang et al., 2010). Non-ionic surfactants possess a polar head group with a strong affinity for water, but they do not ionize in solution. These surfactants are primarily influenced by hydrogen bonding and van der Waals interactions (Kamal et al., 2017). As the temperature increases, the strength of hydrogen bonding weakens, leading to reduced solubility of the surfactant in the aqueous phase (Zhao et al., 2005). Non-ionic surfactants generally exhibit a lower ability to reduce interfacial tension (IFT) compared to their ionic counterparts (Iglauer et al., 2009). Amphoteric surfactants can carry either a positive or negative charge depending on the solution’s pH (Lv et al., 2011). These surfactants have shown promising potential for enhanced oil recovery applications, especially under high-temperature and high-salinity conditions (Kamal et al., 2017; Massarweh and Abushaikha, 2020). The inclusion of amphoteric surfactants in surfactant mixtures provides additional stability and improves the fluid’s performance in complex reservoir environments (Lv et al., 2011).
The suitability of different surfactants for various types of reservoirs stems from their distinct mechanisms for altering wettability (Karambeigi et al., 2016; Jing et al., 2019; Liu and Sheng, 2019; Liu et al., 2019). In comparison to conventional surfactant systems, the mixture of anionic, non-ionic, and amphoteric surfactants in this study demonstrated superior performance in shale oil imbibition recovery. This improvement can be attributed to the synergistic effects of these surfactants in enhancing wettability, reducing IFT, and improving emulsification properties. Anionic surfactants are highly effective in altering rock wettability by desorbing organic matter and reducing interfacial tension (IFT) between oil and water, facilitating better oil recovery. Non-ionic surfactants, on the other hand, interact with rock surfaces through hydrophobic interactions, further enhancing wettability and reducing IFT, albeit to a lesser degree than anionic surfactants. Amphoteric surfactants provide additional stability and adaptability under challenging reservoir conditions, such as high salinity and temperature. When combined, these surfactants complement each other’s strengths, enhancing overall performance by improving wettability, reducing IFT, stabilizing emulsions, and increasing the effectiveness of oil displacement in complex reservoir environments. The synergistic interactions between the surfactants in a mixed system not only optimize the individual benefits of each surfactant but also contribute to more efficient oil recovery, making mixed surfactant formulations a highly effective strategy for improving imbibition efficiency in shale oil reservoirs.
This result is consistent with previous studies that supports the effectiveness of mixed surfactant systems in enhancing oil recovery in complex reservoirs such as shale (Lv et al., 2011; Alvarez and Schechter, 2017; Das et al., 2019; Qin et al., 2019; Habibi et al., 2020; Kesarwani et al., 2021; Xiao et al., 2021; Yahya et al., 2022). The results of this study emphasize the potential of mixed surfactant formulations to improve imbibition efficiency, offering valuable insights for the optimization of enhanced oil recovery methods in shale reservoirs under challenging conditions.
4.2 Comparison of imbibition efficiency of shales with different lithologies
Apart from the type of imbibition agent, this study reveals that the imbibition efficiency in shale reservoirs is closely linked to their lithology, with clay mineral content playing a particularly pivotal role in the hydration process. Specifically, the imbibition efficiency of SD clay-rich shale was found to be higher than that of HY laminated calcareous shale. This difference in performance is not solely due to variations in initial porosity, but rather to the higher clay content in SD shale, which enhances imbibition through osmotic pressure and the formation of additional hydration-induced fractures. In contrast, the imbibition process in HY laminated calcareous shale, which has a lower clay content, primarily relies on the dissolution of carbonate minerals.
The high clay content in SD shale significantly influences its imbibition characteristics. Clay minerals, which are abundant in shale reservoirs, act as non-ideal semi-permeable membranes. These minerals create a chemical potential difference, allowing specific ions to pass through and driving water molecules into the nanopores of the clay (You et al., 2019; Hu et al., 2020; Liu et al., 2022; Yang et al., 2023). In high-salinity environments, clay minerals generate excess negative charges due to lattice substitution. To maintain electrical neutrality, water molecules and cations adsorb onto the mineral surface, forming a double electric layer (Dominijanni and Manassero, 2012; Røyne et al., 2015; Fritz et al., 2020). When exposed to low-salinity water, osmotic pressure induces water molecules to enter the clay pores, leading to cation desorption and increased repulsion within the double electric layer (Wilson and Wilson, 2014; Du et al., 2018). This osmotic process not only promotes the expansion of the clay but also generates pore pressure, which further pushes crude oil out, enhancing imbibition.
In contrast, the lower clay content in HY laminated calcareous shale leads to a less pronounced osmotic effect. Instead, imbibition in this lithology primarily occurs due to the dissolution of carbonate minerals. The high levels of pyrite and carbonate minerals in HY laminated calcareous shale make pyrite oxidation a key trigger for these dissolution processes (Ali and Hascakir, 2017). When exposed to water and oxygen, pyrite oxidizes, creating an acidic environment, which accelerates the dissolution of carbonate minerals like calcite, which unstable under acidic conditions (Zhuang et al., 2024). This process alters the mineral composition and promotes the expansion of primary fractures and formation of secondary cracks during hydration (Du et al., 2018). Electron microscopy observations further confirm these lithological differences, highlighting the significant impact of mineral composition on the hydration process. In conclusion, the differences in imbibition efficiency between the SD clay-rich shale and HY laminated calcareous shale can be attributed to the variations in their mineral composition and the mechanisms driving the imbibition process, with osmotic pressure and mineral dissolution playing distinct roles in each lithology.
5 CONCLUSION
This study systematically investigates the effects of surfactant combinations on shale imbibition recovery, demonstrating that these combinations significantly enhance recovery rates and play a critical role in optimizing imbibition efficiency. The imbibition process was divided into three stages: the imbibition diffusion stage, the imbibition transition stage, and the imbibition equilibrium stage. Among these, the diffusion stage proved the most effective, with capillary pressure being the main driving force in the initial phase. The HY laminated calcareous shale core exhibited the highest imbibition rate during the early stage and reached equilibrium in the middle stage. In contrast, the SD clay-rich shale core maintained a high imbibition rate in the transition stage.
Advanced analytical techniques, including NMR, CT, and SEM analyses revealed significant differences in the mechanisms of microfracture development during water infiltration, depending on lithological characteristics. In laminated calcareous shale, water infiltration primarily led to pore expansion and the formation of induced microfractures through the dissolution of calcareous minerals, which also expanded pre-existing fractures. In contrast, massive clay shale experienced a similar dissolution process, but with the additional effect of clay expansion, resulting in distinct bedding fractures. These fractures demonstrated clear directionality, preferentially expanding along the weak bonding surfaces between minerals and the rock matrix.
The findings highlight the crucial role of lithology in determining the final imbibition effect. Shales with higher clay content exhibited improved recovery under spontaneous imbibition conditions. This study provides a foundational theoretical framework and practical guidance for optimizing shale oil and gas recovery, illustrating that a detailed understanding of lithological variations can lead to more efficient resource development strategies. This study demonstrates that surfactant combinations significantly enhance imbibition recovery rates, offering a practical approach to improve shale oil and gas extraction efficiency. The findings underscore the importance of tailoring surfactant types and concentrations to specific lithological characteristics, suggesting potential for optimized recovery in varied shale reservoirs. Future research should focus on investigating the long-term effects under field conditions and evaluating the impact of temperature, pressure, and other external factors on the imbibition process for broader application.
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Permeability is a fundamental property of porous media that governs the ability of a pore network to facilitate fluid flow through its pore spaces. However, the permeability test results are highly influenced by the type of fluid used during the measurements. This study investigates the influence of different fluids on permeability, excluding fluid-solid interactions. Permeability measurements were conducted on 30 clay-free Fontainebleau sandstones and 30 clay-free Y sandstones using kerosene and N2, with Klinkenberg-corrected gas permeability determined for comparison. Scanning electron microscopy (SEM) was employed to examine the presence of liquid films and particle migration within pore throats. The results consistently showed lower oil permeability compared to gas permeability across all samples. SEM analysis revealed that liquid films on rock surfaces and particle migration within pore throats contributed to the permeability disparity between liquid and gas in Fontainebleau sandstone. In contrast, the lower hydrophilicity of Y sandstone resulted in a negligible presence of liquid films, with particle migration being the primary factor for reduced liquid permeability. Furthermore, a more pronounced slip effect was observed in Y sandstone compared to Fontainebleau sandstone, attributed to its finer pore throats. These findings underscore the critical roles of liquid films, particle migration, and pore throat characteristics in determining permeability and highlight the relationship between the slip factor and permeability in porous media.
Keywords: Klinkenberg-corrected gas permeability, kerosene, liquid film, fine migration, slippage factor

1 INTRODUCTION
Permeability is a crucial parameter in hydraulic engineering, geotechnical engineering, and petroleum engineering, representing the fluid flow ability in a porous media. Permeability is typically regarded as an intrinsic property of rock, influenced by pore characteristics like porosity, pore throat shape, and pore size distribution, and is considered independent of fluid properties. (Tanikawa and Shimamoto, 2009; Zhang et al., 2021). However, multiple studies have demonstrated that rock permeability values can significantly differ based on the testing fluid, whether it’s distilled water, brine, or naphtha (e.g., Heid et al., 1950; Mirzaei-Paiaman et al., 2019; Kim and Makhnenko, 2020; Wang et al., 2023; Wang et al., 2024). Exploring changes in permeability based on fluid properties is crucial for fields such as groundwater remediation (Ji et al., 2008), enhancing oil and gas recovery (Bikkina et al., 2016), and geological CO2 storage (Bakhshian et al., 2020).
Significant disparities between gas and liquid permeabilities have been documented in several studies. Notably, liquid permeability is consistently lower than that measured by gas across various rock types, including concrete formations, tight sandstones, shales, sedimentary rocks, and carbonate rocks. (Zhou et al., 2017; Gaus et al., 2019; Duan et al., 2020; Zhang et al., 2020; Duan et al., 2021; Sun et al., 2023). Klinkenberg (1941) proposed that the primary difference between apparent gas permeability and liquid permeability in porous media arises from the slip effect during gas movement within pore channels. The equation kg = k∞ (1 + b/pave) was employed to adjust the apparent gas permeability kg, using the reciprocal of the average gas pressure pave and he Klinkenberg-corrected gas permeability k∞ during flow through porous media. Sampath and Keighin (1982) formulated the expression for b in terms of the capillary radius rb, average pore pressure pa, and the gas’s mean free path γ. This is given by b = 4cλpa/rb, where c is a constant value, recommended to be 1. Beyond the slip effect, multiple factors contribute to the differences between gas and liquid permeability. Chen et al. (2016) observed a marked distinction between the Klinkenberg-corrected gas permeability k∞ and water permeability kw in Fontainebleau sandstones. The discrepancy could be attributed to the development of a liquid film and the migration of fine particles. Besides the effect of fluid type on permeability, water-sensitive clay minerals present in rocks can also impact water permeability readings across different saturation levels (Aksu et al., 2015; Golsanami et al., 2022; Huang et al., 2022; Mehraban et al., 2022; Al-Khdheeawi et al., 2023; Zhou et al., 2023; Luo et al., 2023). These discrepancies can be traced back to the expansion and reduction of clays when water saturation changes. Such dynamics can alter the pore structure, subsequently influencing the fluid’s passage through the pores. Heid et al. (1950) and Wang et al. (2019) both observed a persistent decrease in permeability in clay-rich rocks following water measurements, pointing to interactions between water and clay as the cause (e.g., Heid et al., 1950; Ibrahim et al., 2017; Wang et al., 2019; Duan et al., 2020). Zhang et al. (2024) investigated the permeability and its evolution in fracture-hosted hydrate-bearing sediments under shear, revealing that permeability initially decreases and then increases with changes in hydrate saturation, and they also analyzed the impact of sediment compressibility and fractures on permeability.
While numerous studies have examined how different fluids affect measured permeability, there’s a limited exploration of the cumulative effects of unique fluid mediums on the variations between Klinkenberg-corrected gas permeability and fluid permeability. Hence, our research will primarily concentrate on the role of gas slippage in permeability, setting aside clay influences, and delve into the effects of fine migration and liquid film formation on permeability.
2 EXPERIMENTS
2.1 Samples and fluid properties
We selected 30 Fontainebleau sandstones from the Ile de region in France (Figure 1A), and sourced 30 Y sandstones from drillings in Chengdu, Sichuan Basin, PRC (Figure 1B) to measure permeability. All samples were cut to roughly 2.5 cm in diameter and 5.0 cm in length. The porosity for Fontainebleau sandstones ranges between 3.80% and 13.52%, while for Y sandstones, it lies between 5.56% and 31.23%. Our X-ray diffraction (XRD) tests indicated that both sets of samples are devoid of clay minerals. This absence of clay minerals reduces the potential for clay-induced alterations in permeability. As a result, these samples are particularly well-suited for a focused study on the effects of fluids on permeability. Fontainebleau sandstones primarily consist of a single mineral component, being made up of nearly 98% natural quartz grains, and exhibit a wide spectrum of porosity distribution (Bernabé et al., 2011). Table 1 details the specific physical properties of the 30 Fontainebleau sandstone samples employed in our experiment.
[image: Four-panel image showing soil samples and microscopic images. Panels a and b depict cylindrical soil cores arranged in rows. Panels c and d show close-up microscopic views of soil textures, revealing granular and porous structures.]FIGURE 1 | Images of outcrops: (A) Fontainebleau sandstones and (B) Y sandstones. SEM (scanning electron microscope) visuals: (C) for Fontainebleau sandstones and (D) for Y sandstones.
TABLE 1 | Physical properties and permeability measurements for different fluids in Fontainebleau sandstones.
[image: A table lists data for various samples with columns: Samples, Length (cm), Diameter (cm), Porosity (%), \( k_{r} \, (10^{-3} \, \mu \text{m}^{2}) \), \( k_{o} \, (10^{-3} \, \mu \text{m}^{2}) \), \( b \), and \( bk_{o} \). Each row provides corresponding values for the samples F8-7 through F11-7, showing slight variations in measurements.]The microstructures of these two sandstones were examined using a scanning electron microscope. Fontainebleau sandstone predominantly consists of quartz, with an average grain size ranging between 200 and 250 μm (refer to Figure 1C). The samples exhibit consistent sorting and broad variations in both porosity and permeability distributions. Both the SEM observations and petrophysical findings align well with previously published datasets (Bourbie and Zinszner, 1985; Chen et al., 2016.). The petrophysical attributes of the 30 Y sandstone samples are detailed in Table 2. SEM images of the Y sandstones, presented in Figure 1D, reveal quartz (53.6%) and calcite (41.8%) as the dominant minerals in the Y sandstone. The internal structure of the Y sandstones was porous, characterized by sharply defined quartz particles and aggregates of micritic calcite crystals filling the interstices between the quartz grains. Circular solution pores were also evident.
TABLE 2 | Physical properties and permeability measurements for different fluids in Y sandstones.
[image: Table displaying sample measurements with columns for sample names, length in centimeters, diameter in centimeters, porosity percentage, and various coefficients (\(k_{o}\), \(k_{\infty}\), \(b\), \(bk_{\infty}\)) with respective values for each sample.]Nitrogen is commonly adopted for gas apparent permeability measurements due to its stable physicochemical properties and non-interactive nature with the pore surface (Tanikawa and Shimamoto, 2009). In our research, we employed two fluids, N2 and kerosene, to gauge the permeability of the sandstones under study. We used high-purity nitrogen (with a purity of ≥99.2%) that has a viscosity of 0.0178 × 10−3 Pa∙s at 19°C, for measuring the gas apparent permeability of the rock samples. For assessing oil permeability, we utilized kerosene, which has a density of 0.819 kg/m3 and a viscosity of 1.22 × 10−3 Pa∙s at 19°C.
2.2 Experimental setup
Figure 2 provides a schematic representation of the permeability testing apparatus. This configuration includes a core holder, a confining pressure pump, a high-pressure nitrogen tank, a high-pressure ISCO pump, and a pressure transducer. For measuring gas permeability, the high-pressure nitrogen tank, core holder, and soap bubble meter were linked to the gas flowmeter, as depicted in cylinder I. Meanwhile, for liquid permeability assessments, the high-pressure ISCO pump, kerosene containers, and core holder were connected to the fluid flowmeter, illustrated in cylinder II.
[image: Diagram illustrating a high-pressure nitrogen setup. It features a nitrogen cylinder connected to an ISCO pump, with flow leading through various measurement devices, including a core holder and metering device, eventually reaching a confining pressure pump.]FIGURE 2 | Experimental setup for gas and liquid permeability measurements.
2.3 Experimental procedure
Below is a detailed overview of the procedures and results from measuring the gas and kerosene permeability of the core samples.
2.3.1 Gas permeability measurement
The core samples were subjected to a drying process at 105°C for a duration of 24 h inside an oven. This step was crucial to eliminate the “in-situ” fluids present within the pore network. Subsequent to this, a leakage test was executed with the downstream pressure exposed to the ambient atmosphere. Gas permeability, denoted as kg, was ascertained using five distinct average pressures, labeled as pave. Throughout this measurement, the confining pressure was consistently held at 2.5 MPa.
2.3.2 Oil (kerosene) permeability measurement
Following the gas permeability assessments, we proceeded with the oil permeability measurements. All samples were thoroughly saturated with kerosene, leveraging both a vacuum pump and a high-pressure loading apparatus. To ensure that the samples were completely saturated with kerosene, we adopted the subsequent procedures:
	(1) Place the core sample into the core holder and initiate a vacuum in the system. Continue this for over 2 h or until there’s no detectable pressure drops in the system.
	(2) Disconnect the vacuum pump and connect the core holder to the liquid pump, which should be filled with degassed kerosene. Inject the liquid at a consistent pressure of 20 MPa for a duration of 24 h.
	(3) Stop the liquid pumping once stable pressure readings are achieved. Remove the sample from the core holder and weigh it to ensure its fully saturated. (Ensuring that the saturation level for all samples exceeds 99.99%).
	(4) Place the sample back into the core holder and set a confining pressure of 2.5 MPa.
	(5) Inject kerosene at a steady flow rate until an equilibrium state is reached.

2.4 Permeability evaluation
The internal compressed flow rate is adjusted to the volumetric flow rate at atmospheric pressure p0 (Pa). Consequently, the gas permeability kg (×1018 μm2) can be calculated as following:
[image: Equation for fluid dynamics flow rate, \( k_s = \frac{2Q\rho_f g L}{A(P_1^2 - P_2^2)} \), labeled as equation (1).]
where A is the cross-sectional area of the sample (m2); Q0 is the volume of gas measured per unit time (m3/s); L is the length of the sample (m); μg is gas viscosity at an average pressure of (p1 + p2)/2 (Pa·s); p1 and p2 are the upstream pressure and downstream pressure, respectively (Pa).
k∞ can be determined by plotting kg against 1/pave using the relation kg = k∞ (1 + b/pave). In this relation, k∞ represents the y-intercept when extrapolating to the kg axis, and the slope of the line is represented by bk∞. Owing to the significant permeability of the samples, the kerosene permeability, ko can be derived using Darcy’s law.
3 RESULTS
k∞ and ko values for both Fontainebleau and Y sandstones are detailed in Tables 1, 2, respectively. For Fontainebleau sandstones, the Klinkenberg-corrected gas permeability k∞ ranges from 0.14 × 10-3μm2 to 130.43 × 10-3μm2. Meanwhile, ko varies between 0.14 × 10-3μm2 and 126.95 × 10-3μm2. For Y sandstones, the Klinkenberg-corrected gas permeability ranges from 6.19 × 10-3μm2 to 36.05 × 10-3μm2, whereas the kerosene permeability varies between 3.71 × 10-3μm2 and 21.79 × 10-3μm2.
4 DISCUSSION
The relationship between k∞ and the kerosene permeability ko is depicted on logarithmic coordinates in Figure 3. For both Fontainebleau and Y sandstones, it was observed that ko was consistently lower than k∞. Water permeability kw was measured on the identical Fontainebleau sample suite by Chen et al. (2016). For each sample, the observed correlation was kw < ko < k∞.
[image: Scatter plot comparing Klinkenberg permeability \( k_{i} \) in millidarcies on the x-axis with kerosene permeability \( k_{ero} \) on the left y-axis and water permeability \( k_{l} \) on the right y-axis, both in millidarcies, on a logarithmic scale. Data points represent Fontainebleau sandstones in red (current study), Fontainebleau sandstones in blue (Chen 2016), and Y sandstones in magenta. A dashed line indicates a direct correlation.]FIGURE 3 | Relationship among ko, kw, k∞. The black diagonal line indicates where ko(kw) is equal to k∞. In this study, red diamonds depict the relationship between the Klinkenberg-corrected gas permeability kF∞ and kerosene permeability kFo of Fontainebleau sandstones. Purple diamonds show the relationship between the Klinkenberg-corrected gas permeability kY∞ and kerosene permeability kYo of Y sandstones. Meanwhile, blue circles illustrate the correlation between water permeability kFw and Klinkenberg-corrected gas permeability kF∞.
Previous research has indicated that water permeability values can be several orders of magnitude lower than slip-corrected permeability (Wang et al., 2019). The authors ascribed these disparities to pore blockages caused by water-sensitive clays or interactions between water and clay. A similar correlation was noted in this study, even though the analyzed samples had a negligible presence of clay minerals. To explore the potential reasons for the diminished oil permeability in the examined sandstone samples relative to the apparent gas permeability, we conducted SEM analysis on the samples post-kerosene flooding. The comparison of the SEM images before the experiment (Figure 4A) reveals that after the liquid permeability test, a fluid film formed on the surface of the rock particles (Figure 4B). Concurrently, quartz surface particles were detached (Figure 4C), blocking the pore throat space (Figure 4D) and significantly reducing the effective flow paths and resulting in lower permeability. From the SEM analysis, we infer that the formation of irregular particles from damaged surfaces, combined with the migration of fines at high flow rates, might be the reason for the reduced oil permeability relative to the apparent gas permeability in the evaluated sandstone samples.
[image: Four-panel scanning electron microscope images labeled a, b, c, and d display crystalline structures. Panel a shows large crystal formations; panel b highlights areas with a liquid film; panel c focuses on smaller granules; panel d features both large and small crystals.]FIGURE 4 | SEM images of Fontainebleau sandstones post-kerosene flooding reveal: (A) Prior to the experiment, neither water film formation nor migration was observed; (B) The formation of a liquid film on quartz particle surfaces; (C) A fractured quartz surface; (D) Pore throat obstructions resulting from fine particle migration.
Fontainebleau sandstones are notably characterized by a strong water-wet nature (Montaron and Han, 2009; Jiang et al., 2011; Al-Yaseri et al., 2022; Al-Yaseri et al., 2023). Even in “as-received” conditions, thin water films tend to form on the pore surfaces. Although the samples are subjected to vacuuming and subsequent oil flooding, the inherent stability of the quartz surface might limit the degree and efficacy of wettability alteration from water-wet to oil-wet. As a result, the water permeability of Fontainebleau sandstones could be less than that of kerosene permeability, largely due to this wettability.
Similar to Fontainebleau samples, the ko values of Y sandstones are also less than the slip-corrected permeability k∞ (Figure 3), exhibiting a linear relationship described by ko = 0.61k∞. SEM images of a Y sandstone, taken post-kerosene flooding, reveal fractured surfaces resulting from the flooding (as illustrated in Figure 5A). Interestingly, the images also depict the migration of calcite particles. This phenomenon could be attributed to the inherent fragility of calcite compared to quartz when subjected to the high viscous forces during kerosene flooding. Figure 5C also reveals the blockage of pore throats, which could potentially hinder liquid permeability. In contrast to the Fontainebleau sandstones, Y sandstones display no visible water film. Additionally, the reduced pore throat size in Y sandstones substantially limits the effective flow path for kerosene, resulting in a more pronounced decrease in permeability.
[image: Three-panel image showing scanning electron micrographs of different surfaces. Panel (a) displays a porous structure with irregular shapes. Panel (b) shows a more compact, less porous surface with visible cracks. Panel (c) depicts a rough, uneven texture, indicating a highly porous material.]FIGURE 5 | SEM images of Y sandstones post-kerosene flooding depict: (A) Fractured quartz surfaces; (B) Migration of calcite particles; (C) Pore throat obstructions due to accumulated calcite particles.
Interestingly, the discrepancies between kerosene permeability and slip-corrected permeability values are notably smaller for Fontainebleau sandstones compared to Y sandstones. Based on Chen et al. (2016), the correlation between the slip factor b and k∞/ϕ is calculated using Equation 2, as shown below:
[image: Mathematical formula representing an equation: B equals beta times the fraction of K subscript tex max over phi, raised to the power of negative m, labeled as equation (2).]
where β and m are fitting parameters. Heid et al. (1950) characterized the index m as a metric for the complexity and uniformity of a pore system. An ideal cylindrical capillary bundle model is associated with a value of 0.5. By fitting the experimental data using the above equation (Figure 6), the expressions for different sandstones are obtained and summarized in Table 3. The index m value for Fontainebleau sandstone samples closely approached 0.5, suggesting a more uniform pore distribution than in Y sandstones. This uniformity is likely due to the pronounced quartz content in Fontainebleau sandstones, which contributes to enhanced grain sorting.
[image: Scatter plot showing the relationship between slippage factor \( b \) in megapascals (MPa) and \( k \phi \) in millidarcies (mD). Data points are categorized into four groups: California and Pennsylvania samples (black diamonds), Uinta Basin tight sandstone (blue circles), Fontainebleau sandstone (red circles), and Y samples (green circles). The plot illustrates a general negative trend across all data sets.]FIGURE 6 | Relationship between slippage factor b and k∞/ϕ.
TABLE 3 | Table of the relationship between b and k∞/ϕ in various types of sandstones.
[image: Table displaying relationships between different sandstone samples and their equations. Samples include California and Pennsylvania, Uinta Basin tight sandstone, Fontainebleau sandstone, and Y samples, each with a specific mathematical relationship expressing \( b \) in terms of \( k_{\infty} \) and \( \phi \) raised to varying exponents.]The correlation distinctly indicates that as k∞/ϕ increases, b decreases. Given that our experimental data suggests Y sandstones have a larger porosity and smaller permeability, the slippage effect for Y sandstones is more pronounced as Equation 1 (Sampath and Keighin, 1982). As a result, the disparity between ko and the k∞ is expected to be greater.
5 CONCLUSION
In this study, we assessed the permeability of 30 Fontainebleau samples and 30 Y samples utilizing nitrogen and kerosene as the medium. Our findings can be summarized as follows:
	(1) In both Fontainebleau and Y sandstones, the Kerosene permeability ko was smaller than the Klinkenberg-corrected gas permeability k. Specifically, for Fontainebleau sandstones, where ko is 0.88 times k∞, while for Y sandstones, ko is 0.61 times k∞.
	(2) The presence of liquid films on rock surfaces and particle migration within pore throats contribute to the permeability disparity between liquid and gas.
	(3) The correlation between the slippage factor b and k∞/ϕ for both Fontainebleau sandstones and Y sandstones have a somewhat good fit, which accords with previous data.
	(4) When compared to Y sandstones, the kerosene permeability ko in Fontainebleau sandstones was more aligned with the Klinkenberg-corrected gas permeability k∞. This is because the slippage effect was more pronounced in Y sandstones.
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Introduction: Due to the significant increase in plasticity under conditions of high temperature and pressure, the existing single brittleness evaluation methods prove inadequate for accurately characterizing the compressibility of deep shale in northeastern Sichuan, thereby severely limiting the optimal target selection and engineering modification in this region.Methods: The focus of this paper is the deep Jurassic shale in northeastern Sichuan, studied through triaxial high-temperature and high-pressure tests, tensile tests, and X-ray diffraction experiments, which examine the mechanical properties of shale and the factors influencing them. The morphological characteristics of rock fractures under various loading conditions are analyzed, providing a standard for assessing brittleness factors and conducting a comprehensive quantitative evaluation.Results: The research concludes that the deep lacustrine shale exhibits traits of high elastic modulus and high Poisson’s ratio, with its brittleness largely influenced by mineral composition, the development characteristics of lamination, the degree of lamination development, and the anisotropy of the rock. Crack patterns have been analyzed to investigate the morphology of rock fractures. Through a correlation analysis of normalized rock parameters and the brittleness index derived from stress-strain curves with the fracture breakdown pressure and extension pressure observed in field fracturing, a comprehensive evaluation index has been established using the analytic hierarchy process to reflect the brittleness of deep lacustrine shale.Discussion: This index serves effectively in characterizing the brittleness features of deep lacustrine shale, and evaluations suggest that the Liang upper section has a relatively high brittleness index and good compressibility, marking it as a key target layer for future shale gas development.Keywords: deep shale, brittleness assessment, tensile testing, rock mechanics, factors influencing
1 INTRODUCTION
Over the last two decades, rapid development has been observed in China′s shale oil and gas industry, which has propelled the shale revolution, resulting in notable improvements in industrial output and theoretical research (Jin et al., 2021; Lei and Zhijun, 2019; Xuefeng et al., 2024).China′s shale oil output was 3.4 million tons in 2022, with an expected production of over 4.2 million tons in 2023, indicating significant development potential for shale oil in the country. In 2022, the production of shale oil in China was 3.4 million tons, and production is expected to surpass 4.2 million tons in 2023, indicating a substantial potential for development in the shale oil sector (Du et al., 2009; Guo et al., 2022). In 2024, the Xingye nine well drilled by Sinopec in the second section of the Lianggaoshan formation in the Fuxing area achieved horizontal well test results of 108.15 m³ of oil and 15,800 m³ of gas per day, representing a major breakthrough in shale oil exploration within the Sichuan Basin, as well as validating the significant exploration potential of shale oil in northeastern Sichuan (He et al., 2022). Nonetheless, the existing technological processes for shale oil exploration and development are not sufficiently comprehensive. The terrestrial shale reservoirs of the Jurassic Lianggaoshan formation have a high clay mineral content, complex structures, and relatively strong plasticity, leading to significant challenges in hydraulic fracturing. The mechanical properties of shale represent an essential element in the evaluation of shale gas reservoirs, and hydraulic fracturing is recognized as the fundamental technology for shale gas development. A precise comprehension of shale′s mechanical properties can offer valuable references for its hydraulic fracturing.
The mechanical properties of rock refer to its brittleness, plasticity, rheology, toughness, and other mechanical characteristics exhibited under stress. For shale reservoirs, the brittleness of the shale reservoir significantly impacts the effectiveness of shale gas extraction. Shale with higher brittleness favors the development of natural fractures. When effective fracturing measures are employed, it is easier to form complex network fractures with flow conductivity, thereby enabling efficient shale gas development (Jiang et al., 2010; Fu et al., 2011; Qinghui et al., 2012a; Zhang et al., 2017). Consequently, an increasing number of domestic and international scholars have begun to focus on evaluating the mechanical properties and brittleness of shale reservoir rocks (Jarvie et al., 2007; Zhang et al., 2016; Zhong et al., 2018). Cai Meifeng et al. argue that the brittleness and plasticity of rock are not inherent properties but can transform into each other as the stress state changes (Zhang et al., 2018; Cai et al., 2002; Cao et al., 2024c). Rickman and Altindag consider brittleness an intrinsic property of rock and suggest that external mechanical conditions, fractures, and other factors should not be considered when assessing it (Zheng, 1988; Rickman et al., 2008; Xiong et al., 2024; Sang et al., 2023; Cao et al., 2024a). Li Qinghui et al. propose that brittleness is the ability to generate internal non-uniform stress under its own heterogeneity and loading, leading to localized failure and the formation of multi-dimensional fracture surfaces (Altindag, 2010; Qinghui et al., 2012b; Qinghui et al., 2012c; Juyuan, 2013). Zhang et al. (2017) found that establishing evaluation indicators for rock brittleness can effectively reflect its mechanical characteristics of brittle fracture, making it the most intuitive and effective method for macroscopic brittleness evaluation at present. However, this method is limited by the relatively low efficiency and high cost of the experiments themselves. Regarding the brittle mineral composition method, Jarvie et al. (2007) initially believed that quartz was the only brittle mineral. However, as research has progressed, more scholars now recognize that feldspar, dolomite, and calcite also contribute to rock brittleness (Cao et al., 2024b; Cao et al., 2024c; Ehsan et al., 2024a; Cao Feng et al., 2024; Ehsan et al., 2024b; Amjad et al., 2023; Ziba et al., 2023; Saberi and Hosseini-Barzi, 2024).However, there is currently a lack of research on the impact of lithofacies heterogeneity in lacustrine shale reservoirs on rock mechanics and brittleness. There is an urgent need to establish interpretation methods and models applicable to the evaluation of rock mechanics, brittleness, and fracturability of various lithologies in the Jurassic system.
This paper will draw upon the results of various rock mechanics experimental tests, including triaxial high-temperature and high-pressure mechanical experiments, tensile strength experiments, and X-ray diffraction experiments. The innovative aspect lies in deeply revealing the specific factors influencing the rock mechanics properties and brittleness of lacustrine shale reservoirs due to petrographic heterogeneity, providing a new perspective for understanding the complex nature of shale reservoirs. Based on the analysis of morphological characteristics and mechanical properties of rock fracture cracks, a comprehensive index is innovatively constructed to quantitatively characterize the brittleness of terrestrial shale reservoirs with complex structures. The aforementioned research findings provide significant technical support for the selection of vertically fractured intervals in deep shale gas reservoirs, contributing to the improvement of shale gas development efficiency.
2 METHODS FOR SAMPLE PREPARATION AND EXPERIMENTATION
2.1 Sample preparation and experimental protocol
The samples for the experiments were sourced from the Jurassic lacustrine shale in northeastern Sichuan. Because cores obtained from the field typically have irregular shapes, they require processing before being used in experiments. The sampling directions for the triaxial rock mechanics experiments were set to be longitudinal and transverse (Xuefeng et al., 2024; Biswas et al., 2024; Banerjee et al., 2024) (Figure 1B). In the course of conducting high-temperature and high-pressure triaxial experiments, samples were consistently obtained in the transverse direction to investigate the influence of confining pressure and temperature on rock mechanical properties. Furthermore, control experiments for rock mechanics were established in both longitudinal and horizontal orientations, considering the actual temperature and pressure conditions of the reservoirs in the study area and averaging conditions based on prior experiments. The experimental conditions for the rock mechanics tests were established as follows: Ying Mountain block (YS5 and YS8 wells): 20 MPa and 50°C; Pingchang block (PY1-2H, PY1-5H, and PA101 wells): 30 MPa and 70°C; Longgang block (DY1 well): 30 MPa and 70°C. The sampling directions for tensile experiments were set to be vertical and horizontal. Taking into account the coverage of the samples, differences in reservoir conditions, vertical segment distribution, and core collection status, along with the distribution of lithofacies, sedimentary structures, and fractures in the study area, 260 samples from nine different categories across six wells—PY1-2H, PY1-5H, PA101, DY1, YS5, and YS8—were collected and processed (Figure 1A). Figure1C is a histogram of the main lithologies in the area.
[image: Map showing geological features with red lines and numbered labels indicating locations. Diagrams of straight and horizontal wells illustrate vertical and horizontal sampling techniques. A graph labeled "c" displays GR/API measurements against depth, with a lithology column indicating rock types like shale and sandstone.]FIGURE 1 | Schematic Diagram of Experimental Sampling. (A) Schematic Diagram of Sampling for Tri-axial High Temperature and High Pressure Experiment. (B) Schematic Diagram of Sampling for Tensile Test. (C) Histogram of the main lithologies in the area. Illustration of the experimental sampling process. (According to (Bai et al., 2024), after modification).
2.2 Experimental methods
The mechanical parameters of rock cores are determined using a high-temperature and high-pressure triaxial testing apparatus, specifically the RTR-1000 Static (Dynamic) Triaxial Rock Mechanics Testing System from GCTS Corporation in the United States. This comprehensive setup consists of four main components: a high-temperature and high-pressure triaxial chamber, a confining pressure system, an axial pressure system, and an automatic data acquisition and control system. The apparatus complies with ASTM D2664-04 standards and the recommended methods for rock mechanics experiments by the International Society for Rock Mechanics and Rock Engineering (Qinghui et al., 2012a; Jarvie et al., 2007; Reedy et al., 2024). The testing system boasts a maximum axial load of 1,000 kN, a maximum confining pressure of 140 MPa, a pore pressure of 140 MPa, a dynamic frequency of 10 Hz, and a temperature of 150°C. The experimental control precision is as follows: pressure: 0.01 MPa; liquid density: 0.01 g/cm³; deformation: 0.001 mm. The testing is conducted at an ambient temperature ranging from 200°C to 230°C and a humidity of 64% RH, utilizing a lateral isobaric triaxial testing method (Li et al., 2024; Chakladar et al., 2024).
During the tensile strength testing, a 50 KN electronic servo system is employed to conduct a splitting test on standard specimens until the rock reaches its tensile limit and fractures. Corresponding parameters are then calculated. The testing procedures are strictly implemented according to the DZ/T 0276.21-2015 “Rock Tensile Strength Testing” standard. The experimental control precision for this test is: pressure of 0.05 MPa and deformation of 0.001 mm (Li et al., 2024).
For whole-rock XRD mineral analysis, a DX-2700 X-ray diffractometer is used to determine the mineral composition and clay content of reservoir rocks. Powder samples are thoroughly crushed using a sample crusher to a size of approximately 5 mm. Based on the diffraction data obtained from the testing, including diffraction curves, d-values, relative intensities, and diffraction peak widths, analysis software is utilized on a computer to conduct whole-rock and clay mineral composition analysis (Cao Feng et al., 2024).
The porosity of rocks (helium method) is calculated using a PHI-220 automatic porosity tester. This method exploits the principle that the diffusion rate of helium in pores is directly proportional to porosity. By measuring the diffusion rate of helium in shale, porosity can be calculated. The porosity and permeability of the samples are analyzed using the GB-T 29172-2012 core analysis method (Xuefeng et al., 2024).
3 RESULTS
3.1 Study on petrology and lithofacies characteristics
The mineral composition of shale is primarily comprised of clastic components (such as quartz and felspar), matrix materials (like clay minerals), and cementing materials (such as carbonate minerals). The traditional classification divides it into four major categories based on the content of quartz-feldspar, clay minerals, and carbonate minerals: I, Clayey Shale (CAS); II, Silty Shale (SYS); III, Calcareous Shale (CS); IV, Mixed Shale (BS).IV. Mixed shale (BS). This classification is based on the mineral content characteristics of the study area and the influence of organic carbon in shale oil reservoirs, with 1% and 2% designated as the thresholds for total organic carbon (TOC) content. Three categories are identified: low, medium, and high organic carbon (Ehsan et al., 2024a; Amjad et al., 2023) (Figure 2). Furthermore, four lithofacies are classified: I. Long-feldspar shale facies (feldspar + quartz > 50%); II. Calcareous shale facies (carbonate minerals > 50%); III. Clay-rich shale facies (clay minerals > 50%); IV. Mixed shale facies (no mineral component exceeds 50%). The lithology analyzed displays considerable diversity, particularly with higher amounts of clay minerals (Ehsan et al., 2024b). The mineral composition of Jurassic shale is predominantly quartz and clay minerals, along with lesser amounts of plagioclase and calcite, and includes small quantities of pyrite. In the Liangshang section, plagioclase content is markedly higher compared to the Danzhai and Dongyuemiao sections, suggesting a more substantial impact from proximate sediment sources. In general, the mineral compositions vary greatly among different lithologies. Sandstones are mainly characterized by high contents of quartz and feldspar, whereas shales show substantial variations, predominantly composed of quartz and clay minerals. Notably, the calcareous shale in the Danzhai section has a higher concentration of calcite. Within the study area, the rocks predominantly display three categories of lamination structures: organic-rich lamination, sand-rich lamination, and calcareous lamination (Table 1).
[image: Ternary diagrams illustrating mineral composition with quartz-feldspar, carbonate minerals, and clay minerals axes. It categorizes into four regions labeled I to IV, indicating low to high total organic carbon (TOC) levels. Dots represent samples from YL4, PAI, and YSS formations.]FIGURE 2 | Diagram of mineral composition and lithofacies division of Lianggaoshan formation.
TABLE 1 | Results of whole rock mineral diffraction in the Jurassic system.
[image: Table listing geological samples with columns for sample and well identification, depth, lithology, and mineral content percentages, including quartz, K-feldspar, plagioclase, calcite, dolomite, and others. Lithologies noted include shale, sandstone, and limestone.]3.2 Results of triaxial compression rock mechanics experiments
Results from the tests of rock mechanics parameters under triaxial loading conditions are shown in Tables 2, 3 presents the stress-strain curves of selected rock samples, indicating that shale samples transition from elastic deformation to fracturing under low-temperature pressure, whereas at high-temperature pressure, the peak stress is reached more slowly, and significant residual stress is maintained after rupture. As the confining pressure increases, the pores and microfractures within the rock are generally subjected to intense compression from the surrounding rock. The stress-strain curves are categorized into five types based on the morphology and characteristic points of the three stages of the stress-strain relationship. The first three types indicate strong brittleness in the rocks, mainly represented by sandstone, leucogranite shale, and laminated clay shale, with notable differences in mechanical properties observed in both horizontal and vertical orientations (Table 3). The complexity of the fracture patterns in rock samples is a fundamental indication of brittleness. This study primarily identified single shear failure as the fracture mode, with samples largely remaining intact after fracturing. As the uniformity of the rock increases, the elastic properties become stronger, resulting in more complex fractures. Furthermore, if the rock contains layered structures, the fracture mode varies with the orientation of these layers. Supplementary Explanation S1 illustrates that at a pressure of 20 MPa, the fracture characteristics of the rock samples are predominantly of the splitting type, with shear fractures being secondary. Cracks mainly develop axially, showing complex morphologies, with notable fragmentation of the samples. Under the condition of 30MPa, the crack extends to another group of cracks and terminates, accompanied by microcracks at the end of longer cracks. Under this confining pressure, double shear type is dominant, and the fracture surface no longer follows the axis and presents a higher angle with the horizontal.The types of fractures in the rock can be classified into three categories: tensile failure occurs under conditions of high brittleness when axial stress surpasses compressive strength, resulting in tensile fractures along the axial direction, characterized by one or more sets of splitting cracks. Shear failure arises in rocks displaying strong plasticity, with large plastic deformations and evident lateral deformation leading to plastic shear failures. There is also a composite failure type, where the rock samples show both pronounced tensile splitting and shear fractures simultaneously. As the conditions transition from low temperature and low confinement pressure to high temperature and high confinement pressure, the fracture modes of the rock specimens change from a complex splitting-tensile type to a composite tensile-shear type, ultimately resulting in a pure shear type.
TABLE 2 | Results of high-temperature and high-pressure triaxial rock mechanics experiment in shale reservoir.
[image: A comprehensive table presenting experimental data. It includes columns for sample number, well identifier, depth, lithology, containment pressure, temperature, sampling direction, Poisson's ratio, Young's modulus, and compressive strength. Each row provides specific measurements and observations for various geological samples, detailing properties like material composition and mechanical strength under varying conditions.]TABLE 3 | Classifications of triaxial stress-strain curves of shale under high pressure and high temperature.
[image: A table with five rows displaying types of material behaviors, corresponding graphs, feature points, and lithology. Each row includes a description of pre-peak behavior, a graph of radial versus axial strain, and data like yield-to-peak ratio, weakening or deterioration modulus, and specific lithologies such as fine sandstone, clayey shale, and gray shale. Each type outlines the elastic, plastic, or transitional characteristics observed in the material before and after reaching the peak stress.]3.3 Tensile strength test results
Table 4 presents the partial results of rock mechanics parameter tests conducted under tensile strength loading conditions. The results of tensile strength tests for different lithologies in the Jurassic Formation this time vary significantly. Overall, the tensile strength of sandstones from the Lianggaoshan Formation is relatively high, generally exceeding 10 MPa. In contrast, the tensile strength of limestones and mudstones containing shells in the Da′anzai and Dongyuemiao sections is relatively low. Additionally, felsic shales and mixed shales have higher tensile strengths than clayey shales. The experiment revealed three primary fracture modes: simple uniform longitudinal splitting, parallel longitudinal splitting, and intersecting shear and tensile fractures (Supplementary Explanation S2).
TABLE 4 | Results of high-temperature and high-pressure triaxial rock mechanics experiment in shale reservoir.
[image: A table of experimental sample data showing columns: Experimental Sample Number, Well Identifier, Depth (m), Lithology, Sampling Direction, Length (mm), Diameter (mm), Maximum Load (kN), and Tensile Strength (MPa). Data entries include various types of shale and sandstone lithologies, with depth values ranging from approximately 316.0 to 1839.25 meters. Measurements of length, diameter, maximum load, and tensile strength vary for each sample.]3.4 Analysis of influencing factors on rock mechanical propertie
3.4.1 Mineral composition and lithology
Under the same burial depth conditions, rock layers rich in brittle minerals are often more compressible than rock layers lacking brittle minerals (Qiao et al., 2020). The acquisition of mineral species and their composition ratios in strata is an important approach for identifying brittle and ductile layers (Rahimzadeh et al., 2018). Because lithological characteristics vary by region, the identification of brittle minerals must be integrated with specific analyses of sedimentary environments and lithology in different areas; nevertheless, quartz is always recognized as a brittle mineral (Jarvie et al., 2007; Zhang et al., 2016; Rickman et al., 2008; Nelson, 2001; Yuanyuan et al., 2021). Figure 3 illustrates the distribution of mechanical parameters for homogeneous lithological rocks under triaxial compression. The mechanical parameters vary among different homogeneous lithologies. The compressive strength and elastic modulus of sandstone and limestone exceed those of shale, with elastic moduli ranging from 25 to 50 MPa. Andesite shale and mixed shale exhibit greater strength compared to other lithologies, with their elastic moduli ranging from 22 to 34 MPa. In fine sandstone, simple through shear fractures are predominant, while clay-rich shales and chalky limestones exhibit both non-through shear fractures and splitting tensile veins (Supplementary Explanation S3). In general, compressive strength shows a positive correlation with andesite minerals and a negative correlation with clay minerals, with no clear relationship identified with calcite (Figure 4). Under tensile testing conditions, samples from various lithologies and strata demonstrate a characteristic where tensile strength is greater in the vertical direction than in the horizontal direction. The tensile strength difference of sandstone is notably smaller than that of mud shale. Generally, the tensile strength of sandstone surpasses that of shale and chalky limestone, with the latter exhibiting the lowest tensile strength due to its banded structure. The tensile strength of andesite shale is higher than that of mixed shale and calcareous shale (Figure 5). Higher quartz content correlates with greater tensile strength, while higher clay mineral content correlates with lower tensile strength (Figure 6). Following tensile strength experiments on homogeneous lithology samples, a predominant occurrence of simple uniform longitudinal splitting was observed (Supplementary Explanation S4).
[image: Three bar graphs labeled a, b, and c, show the distribution of turbidity, hydrophobic index, and electric charge among categories: Chrys Matte, Felize Matte, Gray Matte, Mixed Matte, Fig Sand, and Scop Sandstone. Each graph presents varied heights for each category, indicating different levels for each attribute.]FIGURE 3 | Distribution Diagram of Rock Mechanics Parameters for Different Homogeneous Lithologies in Tri-axial Experiments. (A) Transverse elastic modulus of homogeneous rock; (B) Transverse Poisson′s ratio of homogeneous rock. (C) Transverse compressive strength of homogeneous rock.
[image: Graphical representation showing three scatter plots labeled a, b, and c, illustrating the relationship between clay mineral content and compressive strength in various rock types. The plots include data points for rocks such as shale, sandstone, and claystone, with trend lines and equations for each plot. The legend identifies the rock types by color and marker shape. Plots a and c show positive correlations, while plot b presents a varied relationship. Each plot includes the correlation coefficient and regression equation.]FIGURE 4 | Diagram of the Relationship between Rock Mechanics Parameters and Mineral Composition for Different Homogeneous Lithologies in Tri-axial Experiments. (A) Correlation between Quartz + feldspar content minerals and compressive strength; (B) Correlation between calcite and compressive strength; (C) Correlation between clay minerals and compressive strength.
[image: Two bar charts compare tensile strength. Chart a shows tensile strength by lithology, with Cheepy sludge and Fine sandstone having notable values. Chart b shows tensile strength by horizon, highlighting values for Ling saprolite section. Horizontal bars are red, vertical bars are blue.]FIGURE 5 | Comparison Chart of Tensile Strength Results for Homogeneous Lithologies in Tensile Tests. (A) Comparison of tensile strength results among various lithologies in homogeneous rock. (B) Comparison of tensile strength results for representative lithologies at various strata in homogeneous rock. Illustrates the comparison of tensile strength results obtained from tensile tests on homogeneous rock.
[image: Two scatter plots show relationships between tensile strength and mineral content. Plot (a) displays tensile strength versus quartz content, with horizontal and vertical orientations marked, showing linear trends with formulas and coefficients of determination. Plot (b) shows tensile strength versus clay mineral content, also with horizontal and vertical orientations highlighted, and includes linear trend lines with formulas and coefficients of determination. Both plots illustrate variations in tensile strength relative to the mineral content.]FIGURE 6 | Diagram of the Relationship between Tensile Strength and Mineral Content in Tensile Tests. (A) Effect of quartz content on tensile strength in homogeneous rock. (B) Effect of clay mineral content on tensile strength in homogeneous rock.
3.4.2 Lamination development characteristics and degree of development
Bedding planes are identified as mechanical weak features within the rock, which affect fracture propagation paths during the fracturing process, including the redirection of induced fractures and the penetration and connection along bedding or between layers (Qiao et al., 2020; Zhao et al., 2019). Under triaxial loading conditions, the increase in argillaceous and quartz-rich bedding and brittle minerals leads to improved elasticity, a relative reduction in Poisson′s ratio, and a decrease in the compressive strength of the rock (Figure 7). The layered clay-rich and mixed shales predominantly display either shear or tensile fractures, while argillaceous gray shales reveal significant fracture propagation affected by quartzose and argillaceous bedding. Such rock types are characterized by a relatively high occurrence of shear fractures and shear slip propagation along the bedding planes. Conversely, layered sandstones show a greater prevalence of fractures extending along bedding, with fewer fractures penetrating through the bedding (Supplementary Explanation S5). Under uniform lithological conditions in tensile testing, the tensile strength of laminated rocks shows a significant reduction, with longitudinal tensile strength found to be lower than transverse tensile strength (Figure 7). The fractures that occur parallel to the bedding are largely characterized by shear fractures, whereas the fractures that occur perpendicular to the bedding mainly consist of shear and tensile fractures (Supplementary Explanation S6), indicating some differences between sandstones and shales.
[image: Four bar charts display various properties of different rock types: stratiform mixed shale, stratified gray shale, stratified clayey shale, and bedding fine sandstone. Chart (a) shows compressive strength in megapascals. Chart (b) presents Poisson's ratio. Chart (c) illustrates elastic modulus in gigapascals. Chart (d) compares the specific absored energy. Each chart uses distinct colors for different rock types.]FIGURE 7 | Effect of Laminations on Rock Mechanics Parameters. (A) Poisson′s ratio of layered specimens (horizontal). (B) Compressive strength of layered specimens (horizontal). (C) Elastic modulus of layered specimens (horizontal); (D) Comparison of tensile strength results for layered lithologies sampled in various orientations in tensile experiments.
3.4.3 Rock anisotropy
Layering acts as a mechanical weak plane within the rock, affecting the propagation paths of fractures during the fracturing process, including induced fracture turning and the penetration and communication along or between the layers (Qiao et al., 2020; Yuan et al., 2021). In the presence of triaxial loading conditions, rock samples with developed layering show a more complex fracture network, with fractures primarily resulting from tensile-shear failure that penetrates the layers, leading to more convoluted crack shapes with small cracks at their ends. Conversely, rock samples with weaker layering display straight fractures that are simpler in shape than those in the former. In general, under the same experimental conditions and with uniform rock characteristics, the longitudinal elastic modulus and compressive strength exceed the transverse test values. Furthermore, the longitudinal Poisson′s ratio is lower than the transverse ratio, with the mechanical property differences becoming more pronounced after layering development (Figures 8A–C). Longitudinal samples predominantly show simple shear fractures after failure, whereas transverse samples exhibit not only similar shear fractures but also splitting cracks along the layering, with the influence of layered lithology being particularly evident. In tensile test conditions, transversely sampled rocks show more developed layering and a diminished ability to resist crack propagation. Consequently, in the tensile tests, the tensile strength of layered lithology is noticeably weakened compared to uniform rock properties, and the longitudinal tensile strength is less than the transverse tensile strength (Figure 8D). Fractures propagating along the layering direction are predominantly shear fractures, while the fracture patterns perpendicular to the layering direction are mainly characterized by shear and longitudinal tensile fractures; however, notable differences are present between sandstone and shale.
[image: Four bar charts comparing mechanical properties of fine and bedding sandstone. Chart (a) shows Young's Modulus in gigapascals, with bedding sandstone having slightly higher values. Chart (b) displays Poisson's Ratio, with minimal differences between sandstones. Chart (c) illustrates compressive strength in megapascals, where bedding sandstone generally exceeds fine sandstone. Chart (d) presents toughness in joules per square meter for different lithofacies, with layered lithofacies having the highest value. Blue bars represent specific datasets while red bars denote others.]FIGURE 8 | Influence of Rock Anisotropy on Rock Mechanics Parameters. (A) Diagram of Elastic Modulus for Different Sampling Methods of the Same Lithology in Tri-axial Experiments; (B) Diagram of Poisson′s Ratio for Different Sampling Methods of the Same Lithology in Tri-axial Experiments; (C) Diagram of Compressive Strength for Different Sampling Methods of the Same Lithology in Tri-axial Experiments; (D) Sampling Results in Different Directions for Laminated Lithology in Tensile Experiments.
3.4.4 Temperature and surrounding pressure
In high-temperature and high-pressure triaxial testing conditions, confining pressure has a more substantial effect on the mechanical properties of shale and sandstone compared to temperature. As confining pressure increases, the elastic modulus and compressive strength show considerable increments, whereas the Poisson′s ratio experiences a slight increase. The mechanical characteristics of clayey shale demonstrate greater sensitivity to changes in confining pressure. With increasing temperature and confining pressure conditions, the rock samples evolve from composite shear fractures and splitting to single shear fractures, leading to a decrease in both the number and complexity of fractures (Figure 9).
[image: Three bar graphs labeled a, b, and c compare PVT-RCNN and ORT-ViViT models across four tasks. Each graph presents different evaluation criteria: MAE for face abundance, YOLO score for building type, MAE for dendrochronology syntax, and diversity for metamorphosis order. Blue bars represent PVT-RCNN and red bars represent ORT-ViViT.]FIGURE 9 | Influence of Different Temperatures and Pressures on Rock Mechanics Parameters in Tri-axial High Temperature and High Pressure Experiments. (A) Elastic Modulus of Samples with the Same Lithology under Different Experimental Conditions; (B) Poisson′s Ratio of Samples with the Same Lithology under Different Experimental Conditions; (C) Compressive Strength of Samples with the Same Lithology under Different Experimental Conditions.
4 DISCUSSION
4.1 Brittleness index based on elastic parameters
R. Rickman et al. explored the brittleness index derived from elastic parameters, employing statistical regression methods. Their findings indicate that higher Young′s modulus and lower Poisson′s ratio correlate with enhanced brittleness. Additionally, they introduced a normalized calculation formula for brittleness based on Young′s modulus and Poisson′s ratio (Rickman et al., 2008) (Equations 1–3).
[image: Mathematical formula displaying the equation: \( B_{\text{eff}} = 0.5E_{\text{bright}} + 0.5H_{\text{bright}} \) with the label (1) on the right. This formula is used to calculate an effective parameter denoted as \( B_{\text{eff}} \), based on bright energy (\( E_{\text{bright}} \)) and bright hue (\( H_{\text{bright}} \)).]
[image: Equation for normalized energy, \(E_{\text{ntr}}\), is shown. It is calculated as \((E - E_{\text{min}}) / (E_{\text{max}} - E_{\text{min}})\), with equation labeled as (2).]
[image: Mathematical equation defining a dimensionless quantity \( \nu_{\text{brit}} \) equal to \( \frac{\mu_{\text{max}} - \mu}{\mu_{\text{max}} - \mu_{\text{min}}} \) labeled as equation (3).]
In this formula, Emax, Emin, μmax, and μmin denote the maximum and minimum values of the Young′s modulus and Poisson′s ratio for the rock samples, respectively. Researchers in China analyzed the mineral composition of the Barrt shale in the Fort Worth Basin and the Lianggaoshan Formation in northeastern Sichuan. They found that the Lianggaoshan Formation has a relatively lower content of brittle minerals and a higher content of clay compared to the Barnett shale in North America, although the general distribution remains similar (Jarvie et al., 2007; Mohammad Mahdi and Reza, 2015). The brittleness index derived from this formula demonstrates a good correlation with the fracture breakdown pressure and extension pressure of shale samples in field fracturing.
4.2 Brittleness index based on stress-strain curve
The assessment of rock brittleness features through the rock stress-strain curve has been extensively utilized in engineering applications. It reflects the complete process of rock deformation, fracture, and ultimate loss of load-bearing capacity under external loads. It enables the quantitative acquisition of rock characteristics across various stress states. This represents the most intuitive and effective approach for assessing the brittleness of rock materials. The assessment of brittleness characteristics using the stress-strain curve has gained significant application in engineering. This method mainly originates from characteristic points related to the fracture transformations of rock, such as peak stress, peak strain, residual stress, and residual strain. Formulas for assessing brittleness are developed based on the energy area or variations in characteristic points. This study focuses on the following approaches for the evaluation of brittleness (Chen et al., 2018) (Equations 4–6):
[image: Please upload the image or provide a URL, and I'll generate the alternate text for you.]
[image: Mathematical equation depicting the bulk modulus \( B_h \) is equal to the difference of \(\sigma_p\) and \(\sigma\) divided by \(\delta_p\), further divided by the difference of \(\epsilon_p\) and \(\epsilon\) divided by \(\epsilon_p\), represented as equation (5).]
[image: The equation presents a formula for \( B_{12} \), defined as \(\frac{(\sigma_p - \sigma_f)/\delta_p}{(\varepsilon_f - \varepsilon_p)/\varepsilon_p}\), labeled as equation (6).]
In the equation, δi and δp are defined as the initiation stress and the peak stress, respectively. ɛi and ɛp represent the initiation strain and the peak strain. Additionally, δr denotes the residual stress, while ɛr signifies the residual strain. This approach considers the changes in both the pre-peak and post-peak curves, and it allows for relatively simple calculations.
The assessment of sandstone brittleness, grounded in the complete stress-strain curve and energy variations during the rock fracture process, is categorized into three main stages: work hardening and linear elastic damage, plastic deformation and damage, and failure and softening. For each sample, the stress-strain curve is analyzed, and adjustments to the theoretical programming code are made. Remapping, energy block division, and calculation of brittleness-sensitive parameters across various stages are conducted. The fuzzy analytic hierarchy process, based on energy evolution values from different stages, is used to ascertain weights and contribution values. This entire procedure is repeated three times to derive the final average (Table 5).
TABLE 5 | Calculation results of brittleness index based on the complete stress-strain curve.
[image: A data table displays measurements across multiple columns, including "Measurement number," "Be1," "Be2," "Be3," "a," "b," "c," "BE (first)," "BE (second)," "BE (third)," and "The average brittleness value." Each row contains numerical values associated with the specified columns over 32 different measurement entries.]4.3 Construction and verification analysis of comprehensive brittleness index
The brittleness data derived from rock mechanics experiments or mineral composition tests are generally reliable, but they pose challenges such as high costs, time consumption, and the difficulty of performing comprehensive single-well profile analysis due to data dispersion. Various researchers have developed evaluation methods for shale reservoir fracturability based on logging data, which varies continuously with depth and is highly accurate. Acquiring dynamic parameters of rock mechanics from logging data is a key approach for assessing shale brittleness. Typically, dynamic rock mechanics parameters such as Young′s modulus, Poisson′s ratio, internal friction angle, and cohesion are calculated using P-wave travel time, S-wave travel time, and density logging data. The following formulas are used to calculate the dynamic rock mechanics parameters (Equations 7–12):
[image: Formula for Dynamic Young's Modulus: \( E = \frac{\rho \Delta t_{f}^{2} (3\Delta t_{c}^{2} - 4\Delta t_{s}^{2})}{\Delta t_{s}^{2} (\Delta t_{c}^{2} - \Delta t_{f}^{2})} \times 9.299 \times 10^{7} \).]
[image: Dynamic Poisson's Ratio equation showing \( \nu = \frac{(\Delta t_s^2 - 2 \Delta t_p^2)}{2 (\Delta t_s^2 - \Delta t_p^2)} \), labeled as equation (8).]
[image: Equation for compressive strength: \( \sigma_c = [0.0045E(1 - V_m) + 0.008EV_f] \).]
[image: Equation for tensile strength, \( \sigma_t = \frac{[0.0045E(1 - v_s) + 0.008Ev_s]}{12} \), labeled as Equation 10.]
[image: Equation representing cohesion: \( C \) equals \( 4.69433 \times 10^7 \) times \( \chi^2 \) times \( \rho^2_\beta \) times \( \frac{1 + \nu}{1 - \nu} \) times \( (1 - 2\nu) \) multiplied by \( \left(\frac{1 + 0.78\sqrt{n}}{\Delta t^f_p}\right) \), labeled as equation eleven.]
[image: Equation representing the internal friction angle, denoted as φ, equals π divided by twelve times the expression in brackets: two times the fraction of one minus μ sub d over one minus μ sub t, plus one. It is labeled as equation twelve.]
In this equation, [image: It seems like you're referring to a symbol or variable, not an image. If you have an image you would like me to generate alt text for, please upload it or provide a URL.] is defined as the DEN value; E denotes the dynamic Young′s modulus, expressed in GPa; μ represents the dynamic Poisson′s ratio, a dimensionless quantity; [image: It seems there was a mistake. Please upload the image or provide a URL to generate alt text.] denotes the compressive strength, expressed in MPa; [image: It seems like there was an issue with the image upload. Please try uploading the image again or provide a URL if available. Let me know if you need help with this process!] represents the tensile strength, quantified in MPa; C denotes the cohesion, expressed in MPa; φ represents the internal friction angle, quantified in degrees; Δts and Δtp represent the travel times of shear and compressional waves, respectively, expressed in μs/m; [image: Please upload the image so I can help generate the alternate text for it.] denotes the volume density of the geological formation, quantified in g/cm³.
The brittleness index, derived from mechanical experiments, is applied to the well-logging evaluation model, five evaluation factors that significantly influence brittleness are taken into account: E/μ, compressive strength, tensile strength, cohesion, and internal friction angle (Fang et al., 2007; Lei et al., 2007a; Lei et al., 2007b). The Analytic Hierarchy Process (AHP) is employed to quantify the five parameters and conduct pairwise comparisons, thereby constructing a judgment matrix for the calculation of weights (Table 6).
TABLE 6 | Quantity scale.
[image: Table titled "Scale" with two columns: "Scale" and "Definition". Scale 1 states elements have the same importance. Scale 3 indicates the former is somewhat more important. Scale 5 states the former is clearly more important. Scale 7 suggests the former is strongly more important. Scale 9 signifies the former is extremely more important. Scales 2, 4, 6, 8 offer intermediate values. "Reciprocal" explains the importance ratios with a formula for factor comparison.]A judgment matrix (A) is constructed for the factors contributing to the comprehensive brittleness indicator (BI), simultaneously, (A) is normalized by columns, followed by the calculation of the eigenvector (ω) and the product (Aω) (Tables 7, 8).
TABLE 7 | Judgment matrix A.
[image: A table titled "Significance value" with criteria E/μ, Compression strength, Tensile strength, Cohesive strength, and Angle of internal friction. The matrix shows the significance values among these criteria. For example, the value for Compression strength vs. E/μ is two-thirds, Tensile strength vs. Compression strength is one-third, and so on. Each cell contains a fraction or a number indicating the comparative significance of the criteria in the respective row and column categories.]TABLE 8 | Normalized judgment matrix A.
[image: Table displaying significance values of different material properties: E/μ, compression strength, tensile strength, cohesive strength, angle of internal friction, ω, and Aω. Values are given for E/μ (0.44 to 0.06) and corresponding ω and Aω values ranging from 0.393 to 0.072 and 1.965 to 0.36, respectively.]The matrix (A) is subjected to consistency evaluation, and the consistency ratio is calculated according to the following formula (Equations 13–15):
[image: Equation depicting contrast ratio: CR equals CI divided by RI, labeled as equation thirteen.]
[image: Formula for consistency index (CI), given as CI equals lambda max minus n divided by n minus one.]
[image: Mathematical equation showing λ_max equals the sum from i equals one to n of (Aω)i over mωi, labeled as equation 15.]
The average random consistency index (RI) for (n = 5) is identified as 1.1075, and the calculated consistency ratio (CR = 0), which is below 0.1, signifies that the consistency has been achieved. It should be noted that the assessment of ambiguity in this study is conducted based on correlation, thereby incorporating a certain level of subjectivity. The weights assigned to (BI), compressive strength, tensile strength, cohesion, and internal friction angle in the comprehensive brittleness indicator (BI) derived from rock mechanics are determined to be 0.393, 0.302, 0.139, 0.095, and 0.072, respectively. The comprehensive brittleness evaluation metric for the Jurassic shale in northeastern Sichuan is derived as follows (Equations 16–18):
[image: An equation is shown representing a mathematical model: \( BI = \frac{0.393E}{\mu} + 0.302\alpha_c + 0.139\alpha_l + 0.095C + 0.072\phi \). This is denoted as equation (16).]
Ultimately, the standardization was performed using the range variation method, represented by the following formula:
[image: The formula shown is a standardization equation: \( S_p = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \), labeled as equation (17). It converts a value \( X \) to a standardized score based on the minimum and maximum values \( X_{\text{min}} \) and \( X_{\text{max}} \).]
[image: Equation showing the calculation of \(s_n\) as \(\frac{X_{\text{max}} - X}{X_{\text{max}} - X_{\text{min}}}\), with the equation labeled as 18.]
In this equation, Sp and Sn indicate the standardized values of positive and negative indicators, respectively; X signifies the parameter value; Xmax refers to the maximum parameter value; and Xmin indicates the minimum parameter value.
The comprehensive brittleness indicator (BI), which was derived from the normalization of E/μ, compressive strength, tensile strength, cohesion, and internal friction angle, displays consistency with the fracture breakdown pressure and extension pressure observed during field fracturing. It was found that a higher brittleness index corresponds to lower fracture breakdown and extension pressures, suggesting relatively good compressibility (Figure 10). The strength of the comprehensive brittleness indicator (BI) is attributed to its consideration of a wide range of brittleness influencing factors and its solid correlation with the brittleness index obtained from the full stress-strain curve. This indicator effectively reflects the intrinsic failure characteristics of the rock and facilitates continuous evaluation in well logging, indicating that the brittleness evaluation model possesses generalizability. By applying this indicator to assess the brittleness of the PA1 upper and lower sections in the deep layers of northeastern Sichuan, it was observed that the upper section exhibits a higher brittleness index (Figure 11), indicating a greater tendency for the shale to develop a network of fractures, which is crucial for future shale gas exploitation.
[image: Two scatter plots comparing Hutt factor (HF) with percentage reduction pressure (PRP). Plot (a) shows a negative correlation with an equation \(y = -106.43x + 126.79\), \(R^2 = 0.7352\). Plot (b) also shows a negative correlation with an equation \(y = -171.56x + 118.85\), \(R^2 = 0.6742\). Green data points are scattered around the trend lines.]FIGURE 10 | Presents the combined brittleness assessment index (BI) and its association with hydraulic fracturing. (A) Brittleness Index vs Breakdown Pressure; (B) Brittleness Index vs Fracture Extension Pressure.
[image: Geological log displaying depth measurements, gamma ray (GR) values, lithology columns, and acoustic properties. Colored lines represent AC, DEN, DTC, DTS, and CN values. Fracture sections highlight depth intervals with specific numbers and shades.]FIGURE 11 | Histogram for comprehensive brittleness evaluation of well PA1.
5 CONCLUSION

	(1) The mechanical properties of Jurassic shale rocks are mainly influenced by factors such as mineral composition and confining pressure. Quartz, as a brittle mineral, affects Young′s modulus, Poisson′s ratio, and tensile strength, all of which increase with increasing quartz content. Additionally, there is a certain inverse correlation between clay content and tensile strength. After rock failure, cracks decrease with increasing confining pressure and temperature, accompanied by a significant trend of increase in Young′s modulus and Poisson′s ratio.
	(2) Under triaxial experimental conditions, rock samples with well-developed bedding planes exhibit more developed cracks. In tensile experiments, shale containing laminae shows a high degree of tensile strength weakening along the laminae direction, and the more complex cracks observed after the experiment indicate that laminae, as mechanically weak planes within the rock, play an important role in rock failure.
	(3) Based on the Analytic Hierarchy Process (AHP), the weights of five factors are calculated, and a comprehensive brittleness index (BI) is proposed for brittleness evaluation. This brittleness index correlates well with the fracture initiation pressure and propagation pressure during field fracturing. Overall, the Liangshang section has a higher brittleness index and is more prone to forming fracture networks, making it the primary target layer for later shale gas development.
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Introduction: The Jurassic terrestrial shale in the Yingshan–Pingchang area of the northeastern Sichuan Basin holds substantial exploration and development potential. However, the area exhibits significant vertical heterogeneity and anisotropy in in-situ stress. Thus, precise vertical evaluation of in-situ stress is urgently required to provide a scientific basis for selecting hydraulic fracturing layers in future operations.Methods: This study conducted a detailed in-situstress analysis utilizing paleomagnetic data, velocity anisotropy measurements, differential strain experiments, hydraulic fracturing results, and both conventional and specialized logging data. A transversely isotropic in-situstress prediction model was developed to evaluate the stress distribution, aiming to identify target layers favorable for hydraulic fracturing.Result: Comprehensive analysis indicates that the in-situstress orientation of Jurassic shale in the Yingshan-Pingchang area generally aligns with the regional stress orientation (NE90° ± 10°). Due to the influence of local NW-trending structures, the in-situstress orientation exhibits a clockwise deflection. In the Jurassic formation, the maximum horizontal principal stress ranges from 42.33 MPa to 102.56 MPa, averaging 74.89 MPa; the minimum horizontal principal stress ranges from 39.20 MPa to 84.04 MPa, averaging 67.20 MPa; and the vertical principal stress varies between 31.91 MPa and 91.39 MPa, averaging 60.23 MPa. These findings were corroborated by in-situstress measurements obtained through hydraulic fracturing, demonstrating that the stress magnitudes determined via differential strain analysis are highly accurate. The analysis of the three-dimensional stress relationships indicates that the study area predominantly exhibits a strike-slip faulting regime. Comparative analysis reveals that the minimum principal stress gradient in shale is higher than that in limestone and sandstone. Furthermore, the transverse isotropic in-situstress prediction model demonstrates high accuracy. When comparing its predictions for minimum and maximum horizontal principal stresses to measured in-situstress data, the model exhibits average relative errors of only 3.39% and 3.23%, respectively.Discussion: In the study area, vertical high-low-high (HLH) stress difference profiles exhibit the highest oil-bearing potential and a reduced likelihood of fracturing-induced artificial fractures crossing through layers. This makes HLH profiles the optimal structural type for selecting fracturing stages in in-situstress difference fracturing operations.Keywords: terrestrial shale oil and gas, strong heterogeneity, in-situ stress orientation and magnitude, VTI formation, transversely isotropic
1 INTRODUCTION
Following the significant breakthroughs of the 'Shale Revolution' in North America, a global surge in the exploration and development of marine shale oil and gas resources has been ignited (Jarvie et al., 2007; Wang et al., 2014). Concurrently, the successful exploitation of terrestrial shale oil in the Uteland Butte member of the Green River Formation in the Uinta Basin, United States, has sparked widespread interest in terrestrial shale resources (Vanden Berg et al., 2014). According to the 2015 EIA report on shale oil resources across 45 countries (excluding the United States), among the 101 shale oil basins and 152 shale oil formations worldwide, 24 formations are classified as lacustrine, accounting for approximately 19% of the total shale oil resources. In recent years, successful cases of lacustrine shale oil and gas development have been documented in Argentina and China (Legarreta and Villar, 2011; Wang et al., 2014), while numerous promising lacustrine shale basins are also present in Africa, Asia, and Europe, offering substantial economic potential. Notably, China, Chad, and Indonesia possess significant lacustrine shale oil and gas resources, with technically recoverable reserves estimated at 41.3 billion tonnes, 19.2 billion tonnes, and 10.8 billion tonnes, respectively, representing approximately 46.4%, 21.7%, and 12.2% of the global total (excluding the United States) (US ElA, 2015).
The large-scale development of marine shale gas has led to innovations in shale oil and gas enrichment theories (He and Bai, 2022; Hu et al., 2023). With the rapid advancement of exploration theories and development technologies (Guo et al., 2023; Chen and Liu, 2024), China, as a major country rich in lacustrine shale oil resources, is gradually expanding exploration into more extensive lacustrine shale formations. Significant breakthroughs have been achieved in the Cretaceous formations of the Songliao Basin, the Permian formations of the Junggar Basin, the Paleogene formations of the Bohai Bay Basin, and the Triassic formations of the Ordos Basin (Feng et al., 2015; Guo et al., 2023; Bao et al., 2023; Chen and Liu, 2024; Du et al., 2024). In the Sichuan Basin, the exploration and development of terrestrial shale oil and gas are concentrated in the Middle and Lower Jurassic strata. Five oil-bearing segments have been developed sequentially from the bottom up, including the Zhenzhuchong, Dongyuemiao, Da’anzhai, Lianggaoshan, and Shaximiao formations, all of which have yielded industrial-scale oil and gas (Feng et al., 2015; Li et al., 2016; Zhang et al., 2023; Xiong et al., 2024). Compared to the marine shales in the Sichuan Basin, Jurassic shale, claystone, siltstone, sandstone, carbonate rock, tuff, and other interbedded formations exhibit more frequent longitudinal interactions (Fang et al., 2023; Yang et al., 2023). Under the background of complex tectonics and high stress, the Jurassic shale exhibits characteristics such as great burial depth, high formation pressure, and strong vertical heterogeneity and anisotropy (Zhang et al., 2023; Shu et al., 2024). These factors pose a series of challenges in evaluating of shale oil and gas resources, reservoir characterization, and the selection of sweet spots. Therefore, accurate assessment of the vertical distribution characteristics of in-situ stress is critical.
In-situ stress, also known as original rock stress, refers to the natural forces present within the Earth’s crust that remain undisturbed by engineering activities (Wang et al., 2010). It primarily arises from the interplay of gravitational stress, tectonic stress, pore pressure, thermal stress, and residual stress (Ganguli et al., 2018; Baouche et al., 2021; Ganguli et al., 2021; Yong et al., 2022). Regarding the identification of in-situ stress in terrestrial shale oil and gas reservoirs (Lv et al., 2017), we determined the orientation of in-situ stress for the Xinchang Xujiahe V section in western Sichuan using paleomagnetic and anisotropy experiments. Additionally, Cai (2023) obtained measured values of in-situ stress for the Shahejie Formation in the Bohai Bay Basin through core acoustic emission Kaiser effect experiments and limited LOT data. He et al. (2024) identified the timing of the ancient tectonic stress in northeastern Sichuan’s Jurassic by determining the Kaiser effect points from acoustic emission tests. Li (2016) conducted differential strain measurements on cores from the Shahejie Formation in the Bohai Bay Basin, quantifying strain variations in multiple directions and calculating the magnitude and orientation of in-situ stress using elastic mechanics theory.
Regarding the prediction of in-situ stress in terrestrial shale oil and gas reservoirs, Yu et al. (2020) and Xiong et al. (2023) determined the magnitude of in-situ stress for the fracturing intervals of the Yanchang Formation in the Ordos Basin and the Fengcheng Formation in the Zhungeer Basin using fracture pressure calculation methods. They employed a spring-combination model to calculate the tectonic strain coefficients for the orientations of the maximum and minimum principal stresses. Wang (2021) established an in-situ stress model for the Yanchang Formation in the Ordos Basin, considering both isotropic and transverse isotropic properties. Wang (2022) further identified key parameters in the model through core mechanical experiments and compared the predicted in-situ stress results with actual measurements, confirming that the transversely isotropic model yielded the smallest errors. Lin et al. (2022a) compared the accuracy of the combined spring in-situ stress calculation model with that of the transversely isotropic in-situ stress calculation model, concluding that the transversely isotropic model provided higher accuracy for terrestrial shale in the Fengcheng Formation of the Zhungeer Basin.
Exploration experiences from various regions worldwide indicate that lacustrine shale formations exhibit complex geological characteristics and strong reservoir heterogeneity, with in-situ stress playing a crucial role in controlling reservoir stimulation effectiveness. Compared to marine shales, terrestrial shale reservoirs are generally more compact, exhibit greater variability in brittle mineral content, and develop more complex interbedded layers. These factors collectively determine the critical influence of in-situ stress on reservoir stimulation outcomes. However, research on in-situ stress in terrestrial shales remains insufficient, with limited findings and a relatively nascent stage of development. The applicability of conventional in-situ stress identification and prediction methods established for marine shales to lacustrine shale formations requires further verification and optimization. Therefore, establishing a comprehensive in-situ stress identification and evaluation framework based on multi-source data integration and multi-method analysis has become a critical focus in terrestrial shale research (Cao et al., 2020; Gao et al., 2023; Peng, 2023; Sun et al., 2023).
This study focuses on the Jurassic terrestrial shale in the Yingshan-Pingchang region of the northeastern Sichuan Basin. Using methods such as core testing, well logging identification, and field measurements, the in-situ stress orientation and magnitude of the target formation were identified, calculated, and validated. A transverse isotropic in-situ stress calculation model was developed, completed the interpretation of in-situ stress profiles for wells. Additionally, the structural characteristics of stress difference were optimized. Meanwhile, to enhance the development efficiency of terrestrial shale oil and gas resources, it is crucial to focus on the controlling effect of in-situ stress on fracture initiation and propagation within the reservoir. This research provides essential technical support for the efficient calculation of in-situ stress in terrestrial shale reservoirs, facilitating the development of a refined identification framework applicable to different basins. Furthermore, it offers scientific guidance for safe well drilling, optimized reservoir stimulation, and long-term stable production.
2 GEOLOGICAL BACKGROUND
The Sichuan Basin, located in the southwestern part of China, is a typical superimposed oil and gas basin (Liu et al., 2021). It is situated in the western part of the Yangtze Plate and is an east-west extending basin overall (Zhang et al., 2011). The basin began to take shape during the Indosinian period and underwent folding and deformation during the Himalayan orogeny, forming its present-day structure (Liu et al., 1994). The basin can be divided into six structural units (Figure 1A) (Zhang et al., 2011): the northern Sichuan low gentle zone, the western Sichuan low steep zone, the central Sichuan gently sloping zone, the southwestern Sichuan fold zone, the southern Sichuan low-steep dome-shaped zone, and the eastern Sichuan high-steep fault-fold zone.
[image: Map and geological illustrations of the Sichuan Basin include: (a) Topographical map with rivers and regions labeled; (b) Geological map with layers and formations; (c) Stratigraphic column showing different geological layers, depths, and lithologies; (d) Cross-sectional diagram of a drilling operation featuring conventional and imaging logging, dipole shear, and hydraulic fracturing. Various geological strata are labeled, depicting the subsurface geology.]FIGURE 1 | (A) Structural zoning map of the Sichuan Basin; (B) Structural map of northeastern Sichuan Basin; (C) Comprehensive stratigraphic column of Lower Jurassic Formation; (D) Demonstrate the materials covered in this study.
During the Mesozoic-Cenozoic era, the northeastern Sichuan area experienced reverse thrusting along the Micangshan and Dabashan basins. This was followed by multiple superimposed and reworked tectonic stresses from various orientations, resulting in the area’s complex tectonic deformation characteristics (Figure 1B) (He et al., 2024). The main tectonic orientations in the northeastern Sichuan area are predominantly northeast, northwest, and nearly east-west (He and Bai, 2022). The junction area between the Micangshan and Dabashan basins experienced three major tectonic events during the Indosinian, Yanshan, and Himalayan periods. Tectonic movements during the Yanshan and Himalayan periods had the most significant impact on the formation of tectonic deformation in the region (Zhu, 2020). The Jurassic system in northeastern Sichuan develops extruding and compression-torsion reverse faults, resulting in a tectonic pattern characterized by two uplifts, one concave structure, and one gentle slope across the area (Jiang et al., 2016). Simultaneously, compressive forces originating from the Dabashan region resulted in the formation of numerous east-west-trending syn-sedimentary faults within the area (Figure 1C) (Wang et al., 2024). These faults, characterized by minor displacements and predominantly terminating in the upper strata of the Lianggaoshan Formation, are highly conducive to enhancing reservoir quality and preserving hydrocarbons.
The Jurassic formation in northeastern Sichuan is primarily composed of delta-lacustrine terrestrial clastic rock deposits, with thicknesses ranging from 1,500 to 4,000 m. It exhibits a characteristic pattern of greater thickness in the north and west, and reduced thickness in the south and east (Xu, 2023). From bottom to top, several oil and gas-bearing layers have developed, including the Ziliujing Formation (comprising the Zhenzhuchong, Dongyuemiao, Ma’anshan, and Da’anzhai Sections), the Lianggaoshan Formation, and the Shaximiao Formation (Figure 1C) (Ni et al., 2015; Li et al., 2016). The Jurassic system underwent three major phases of lake transgression. The first phase of lake transgression occurred in the Dongyuemiao member of the Ziliujing Formation, with lithology primarily characterized by mud shale intercalated with limestone and small amounts of fine sandstone. The second phase of lake transgression took place in the Da’anzhai member, where the early to middle period was characterized by a transgressive process, with the maximum transgression occurring during the middle of the deposition (Chen et al., 2019). The overall lithology of the Da’anzhai member is characterized by mud shale intercalated with limestone. The third phase of lake transgression was marked by deeper water and a calm lake surface, with lithology composed of mud shale intercalated with fine sandstone. The Lianggaoshan Formation is divided into two sub-members: the Upper Lianggaoshan and Lower Lianggaoshan. The Lower Lianggaoshan member consists of mudstone intercalated with fine sandstone, while the Upper Lianggaoshan member differs, featuring organic-rich shale intercalated with fine sandstone (Chen and Liu, 2024).
3 SAMPLE SOURCE AND METHODS
3.1 Workflow and samples
3.1.1 Workflow
In the research process of this study, we utilized a variety of sources for our research (Figure 1D). We first used core paleomagnetism and velocity anisotropy experiments, combined with imaging logging and dipole shear wave interpretation, to evaluate the direction of in-situ stress. Using core differential strain experiments and hydraulic fracturing test data, completed the interpretation of in-situ stress magnitude. Secondly, we constructed a transverse isotropic in-situ stress calculation model and assigned values to all parameters within the model. Finally, we performed a detailed evaluation of in-situ stress for wells. The following sections provide a detailed explanation of the core experimental methods.
3.1.2 Samples
The samples used in this experiment were primarily obtained from core samples taken from ten wells in the Yingshan-Pingchang area of northeastern Sichuan. These samples underwent paleomagnetic testing, velocity anisotropy testing, differential strain testing, and rock mechanics testing.
3.2 Paleomagnetic experiment
Paleomagnetic experiments can be used to restore the original orientation of core samples in the subsurface. In this regard, a viscous remanence measuring instrument was employed, implemented in accordance with the DD 2006-04″Paleomagnetic Test Technical Requirements” standard.
First, a reference line parallel to the core axis is drawn on the core surface, which serves as a common reference for both the paleomagnetic and ultrasonic anisotropy experiments. Cylindrical samples of 25 × 25 mm are drilled along the axial direction, and parallel reference lines are drawn on the cylindrical surface, passing through the center of the core’s end surface (Figure 2A). The remanent magnetization strength and orientation are measured at 20°C. The sample is then subjected to thermal demagnetization treatment, which typically involves heating the sample from room temperature to a set temperature, cooling it to room temperature in a zero-magnetic environment, and measuring the remanent magnetization strength. The temperature is subsequently raised, and measurements are repeated. The thermal demagnetization steps are conducted at intervals of 40°C, with remanent magnetization strength and direction measured at temperatures ranging from 60°C to 300°C. Finally, the standard Fisher statistical method is employed to calculate the average orientation of the viscous remanent magnetization in the geomagnetic coordinate system, thereby restoring the original orientation of the core in the subsurface (Figure 3A).
[image: Four-panel image showing concrete samples. Panel (a) displays nine cylindrical concrete samples with visible cracks. Panel (b) shows another set of nine cylindrical samples with less apparent damage. Panel (c) presents six cubic concrete samples in pristine condition. Panel (d) depicts six cubic samples with cracks, each tied with red thread. A ruler is placed in front of all samples for scale.]FIGURE 2 | (A) Photograph of samples before paleomagnetic and wave velocity anisotropy experiment; (B) Photograph of samples after paleomagnetic and wave velocity anisotropy experiment; (C) Photograph of the sample before the differential strain experiment; (D) Photograph of the sample after the differential strain experiment.
[image: Panel (a) shows a polar plot with scattered data points in various colors, indicating seismic events or measurements. Panel (b) displays a sinusoidal graph of seismic velocity versus relative azimuth. The maximum wave velocity is marked in red, and the minimum is marked in blue.]FIGURE 3 | (A) Palaeomagnetic experiment core positioning diagram; (B) wave velocity deviation with the change of circumferential angle curve,well YY1H, 2017.46 m.
3.3 Wave velocity anisotropy experiment
Stress orientation can be determined through the analysis of core ultrasonic wave velocity anisotropy. The experiment was conducted in accordance with the DZ/T0276.31-2015″Rock Mass Acoustic Velocity Test” standard. The experiment utilized the wave velocity anisotropy module of the multi-function rock mechanics instrument (GCTS-RTR-2000, GCTS, United States), which primarily consists of a core holder, an ultrasonic probe, and an automatic expansion device for the probe. This testing system can measure the wave velocity of longitudinal (P-wave) and transverse (S-wave) waves, with P-waves selected for wave velocity anisotropy testing.
The sample is processed into a cylindrical specimen with dimensions of 25 mm × 50 mm (Figure 2B). A reference line is marked on the full-diameter core, parallel to the wellbore orientation, with an arrow pointing toward the top surface. This reference line is maintained consistently with the paleomagnetic reference line. The time taken for longitudinal wave propagation along the diameter at the reference line is measured using an ultrasonic device. Propagation time is measured at 10° intervals in a clockwise direction along the diameter, and velocity deviation is calculated. A curve of velocity deviation is plotted, and the angle corresponding to the minimum velocity represents the angle between the maximum horizontal principal stress and the reference line (Figure 3B). The orientation of the maximum principal stress at the reference line, combined with the paleomagnetic orientation results, allows for the determination of the orientation of the maximum horizontal principal stress. The calculation Formula 1 is as follows:
[image: Equation showing \( x = \beta + \theta \), labeled as equation (1).]
In this formula: α is the orientation of the maximum horizontal principal stress, in °, β is the orientation of the core as determined by paleomagnetic data, in °; θ is the angle between the maximum principal stress and the reference line, in °.
3.4 Differential strain experiment
The differential strain experiment determines the overburden pressure, maximum horizontal principal stress, and minimum horizontal principal stress exerted on a cubic rock core under subsurface conditions by measuring strain changes in three orthogonal directions during hydrostatic pressure loading. The experiment was conducted in accordance with the DZ/T0276.20-2015″Testing Procedures for Physical and Mechanical Properties of Rocks” standard. The loading apparatus employed the WTB3824 static strain measurement system, which can automatically, accurately, reliably, and quickly measure static strain values at multiple points during stress testing of large structures, models, and materials.
The differential strain measurement experiment requires processing the core into cubic samples with dimensions of 50 mm × 50 mm (Figure 2C), with a strain gauge array attached to each of the three mutually perpendicular surfaces. After sealing the sample with silicone rubber, it is placed in a pressure vessel where hydrostatic pressure is applied until it exceeds the expected in-situ stress, causing microcracks to fully close. Strain variations in each orientation before and after the closure of the microcracks are measured using nine strain gauges on the surface of sample (Figure 2D). The six strain components based on the core coordinate system are then calculated, and the ratios of the three principal stresses are determined using elasticity theory. The pressure at the microcrack closure point is used as the maximum principal stress, or vertical stress is estimated based on the core sample’s depth. Finally, the three-dimensional stress magnitude at the location is calculated by combining the principal stress ratios.
3.5 Rock mechanics test experiment
In this experiment, a triaxial rock mechanics test system (RTR-1000, GCTS, America) was used to apply the stress to the specimen until the rock reaches the yield strength. The test process is in accordance with the GB/T50266-99“Standard for test methods of engineering rock mass.”
3.6 VTI in-situ stress magnitude logging calculation model
The calculation process for the anisotropic in-situ stress magnitude using VTI media-based logging parameters consists of the following five steps: (1) calculate vertical stress; (2) calculate pore pressure; (3) calculate rock mechanical parameters; (4) invert tectonic stress coefficients; and (5) calculate the in-situ stress magnitudes.
4 RESULTS
4.1 In-situ stress orientation evaluation
4.1.1 Paleomagnetic and velocity anisotropy experiment results
Combining paleomagnetic and velocity anisotropy experimenting, the results show that the current in-situ stress orientation of the Jurassic formation in the Pingchang area ranges from N82.7° to N116.65°E, with the main direction concentrated at N95° ± 10°E. In the Yingshan area, the stress orientation range is from N76° to N111.6°E. The maximum principal stress orientation at well YY1H ranges from 71.77° to 106.45°, while at well PY1, it ranges from 59.1° to 85.6° (Table 1). Due to the influence of local NW-trending structures, the in-situ stress orientation is deflected clockwise, and the three-dimensional stress regime exhibits a strike-slip stress regime. The stress orientation at well YY1H shows a slight clockwise deflection due to its proximity to the fault.
TABLE 1 | Test results of maximum horizontal principal stress orientation determined by paleomagnetic and seismic velocity anisotropy experiments in Yingshan-Pingchang area, northeastern Sichuan Basin.
[image: Table showing well data, including number, well name, stratigraphy, depth in meters, lithology, core orientation, angle between maximum principal stress and reference line, and orientation of maximum principal stress. The wells span different stratigraphies such as Upper Liang, Dongyuemiao, and Da'anzhai, with various lithologies like clayey shale and feldspathic shale. Depths range from approximately 1,699 to 3,563 meters and core orientations vary from N85.00°E to N176.80°E. Stress angles and orientations are detailed for each well.]4.1.2 Imaging logging for determining the in-situ stress orientation
The resistivity differences in wellbore imaging logging can explain rock fractures caused by stress. By utilizing these characteristics, the orientation of the maximum horizontal stress can be further determined (Andrew et al., 2016; Ju et al., 2018). During the drilling process, due to the coupling of wellbore stress concentration and mud pressure, induced fractures or wellbore breakouts can form under specific conditions. The former is manifested in wellbore imaging logging as approximately vertical or feather-like dark bands or a single feather-like dark band (Figures 4A, B), with their orientation indicating the orientation of the maximum horizontal principal stress (Zoback et al., 2003; Colleen et al., 2009; Schmitt et al., 2012). The latter appears in wellbore imaging logging as an approximately symmetric distribution of dark bands or patches, which are discontinuous along the longitudinal orientation with blurred boundaries (Figures 4C, D). The long axis of the breakout is generally parallel to the orientation of the minimum horizontal principal stress (Zoback et al., 2003; Ju et al., 2018). The wellbore imaging logging at depths of 1044–1046 m in well YS8 characteristics is represented by feather-like dark bands arranged in a fan-shaped pattern, while at depths of 1581–1583 m in well YS5, a single feather-like dark band is observed. Based on the identified orientation of the induced fractures, the orientation of the maximum horizontal principal stress for the corresponding intervals in the two wells is 185° and 176°, respectively. The wellbore imaging logging at depths of 3,424–3,426 m in well DY1 and 1581–1583 m in well YS8 show significant wellbore breakouts, with breakout orientations of 6° and 80°, respectively. The interpreted orientations of the maximum horizontal principal stress are 96° and 170°, respectively. In intervals with more developed fractures, false breakout phenomena can easily be observed in borehole imaging imaging. Caution should be exercised during the identification process to avoid misinterpretation.
[image: Five-panel scientific figure displaying geological formation data. Panels (a) to (d) show depth-related images with geological features, annotated with specific depth measurements. Panel (e) includes a table divided into sections for dynamic images, depth, dip vector diagram, and azimuth rose diagram, detailing formations at various depths with corresponding diagrams.]FIGURE 4 | Examples of drilling-induced fractures and wellbore breakouts in image logging of Yingshan-Pingchang area, northeastern Sichuan Basin. (A) Well YS8, drilling-induced fractures; (B) Well YS5, drilling-induced fractures; (C) Well DY, wellbore breakouts; (D) Well YS8, wellbore breakouts; (E) Induced fracture identification and maximum principal stress orientation determination from electrical imaging logging, well DY1.
Electrical imaging logging interpretation software was utilized to identify induced fractures and wellbore breakouts in the DY1 well. The interpretation results indicate that the current stress orientation is primarily EW (Figure 4E).
4.1.3 Dipole shear wave for determining in-situ stress orientation
For anisotropic formations, by considering the variation in shear wave velocities under different array configurations, can reveal the anisotropic characteristics of the subsurface rock layers (Heng et al., 2015). In anisotropic strata, in-situ stress primarily acts along different directions of the layers. Since the shear wave velocity is closely related to the anisotropy, particularly when the direction of shear wave propagation aligns with the stress direction, changes in velocity can reflect the direction of the in-situ stress. The polarization orientation of the fast shear wave indicates the maximum horizontal stress orientation. The time difference between the fast and slow waves is commonly used to measure the anisotropy of the formation. The stronger the anisotropy, the higher the reliability of the extracted data. The Formula 2 for calculating the anisotropy coefficient is as follows:
[image: Equation for IDT calculation: IDT equals the difference of Δtₛ and Δt_f divided by the average of Δtₛ and Δt_f, multiplied by one hundred percent.]
In this formula: [image: Delta t subscript ss, in a mathematical notation, representing a specific variable or parameter in a formula or equation.] is the time difference for the fast shear wave, in μs/ft; [image: Delta t subscript s subscript f, representing a specific time interval or change in time related to variables s and f.] is the time difference for the slow shear wave, in μs/ft.
The interpretation of dipole shear wave logging indicates that the current in-situ stress orientation is primarily EW (Figure 5). The anisotropy analysis results show that as the difference coefficient between the two principal stresses increases, shear wave anisotropy becomes stronger, reducing the number of interpreted maximum principal stress orientations and increasing the reliability of the interpretation.
[image: Geological data visualization featuring depth logs, waveforms, and anisotropy measurements. Panels include graphs of formation velocity waves, anisotropy values, azimuth rose diagrams, and a colored image indicating depth variations. The visualization covers data such as Gamma Ray (GR), Fast Shear Wave (FSWV), Slow Shear Wave (SSWV), and different types of anisotropy with associated azimuthal information.]FIGURE 5 | Anisotropic orientation of dipole shear wave interpreting the maximum principal stress orientation, well PY1.
4.1.4 Changes in in-situ stress orientation
The current stress orientation in the Yingshan-Pingchang area of the Jurassic Formation, determined by comprehensive analysis of differential strain, electrical imaging logging, and dipole shear wave logging, is primarily in the EW orientation (Figure 6A). The orientation ranges from N 87°–120° E, with the main direction maintaining a consistent range of NE 95° ± 10°.
[image: Composite image of geophysical data visualizations. (a) Polar plot showing paleomagnetism and velocity with color-coded segments for dipole shear wave and imaging logging. (b) Geological map indicating faults, boundaries, and in-situ stress orientations with a legend for symbols. (c) Stratigraphic column with related seismic data on the right, featuring intensity plots. (d) Heat map illustrating stress distribution on a geological fault with a color gradient scale.]FIGURE 6 | In-situ stress orientation characteristics in Jurassic of Yingshan-Pingchang area, northeastern Sichuan Basin. (A) Multi-data rosette for determining In-situ stress orientation; n (B) In-situ stress orientation interpretation map of key wells; (C) Interpretation diagram of in-situ stress orientation for well Yingshan6; (D) Simulation diagram of the disturbance to in-situ stress orientation by nearby faults around well YS6.
The overall in-situ stress orientation of the Jurassic formation in the study area is consistent with that of the neighboring Yuanba and Langzhong areas (Figure 6B). In the Yingshan area, the local tectonic influence causes a clockwise deviation of the in-situ stress orientation, primarily ranging from N60° to 80°E. Taking YS6 Well as an example (Figure 6C), the in-situ stress orientation at the target layer between 1,650 and 1,900 m is mainly influenced by the NWW-trending fault, resulting in a deviation of the stress orientation. Figure 6D presents a simulation showing the area’s maximum principal stress deviating due to its 25° angle with a local NW-trending fault. The direction of the maximum horizontal principal stress clearly deviates along the fault strike and propagates in a localized manner along it. Fault activity leads to the displacement of rock layers. When a fault forms a specific angle with the orientation of the maximum horizontal principal stress, the distribution of the original stress field undergoes significant alteration. In such cases, the fault exerts a strong guiding effect on the in-situ stress orientation. In areas distant from the fault (depths less than 1,650 m and greater than 1,900 m), the in-situ stress orientation at Yingshan Well six remains generally stable, exhibiting a characteristic EW orientation without noticeable deviation. This stability is because, away from the fault zone, the rock layers experience relatively uniform compression or tension and are not significantly affected by fault activity. Regional tectonic stress plays a dominant role during this period.
4.2 In-situ stress magnitude evaluation
4.2.1 Differential strain experiment for in-situ stress magnitude
During the differential strain experiment, strain data were directly collected from nine directions on three orthogonal surfaces of the rock sample. The ratio of the three-dimensional stress was then calculated using elasticity theory. The pressure at the microfracture closure point was used to estimate the maximum principal stress, or alternatively, the vertical stress was inferred from the depth of the core sample. Finally, the three-dimensional stress was estimated by combining the principal stress ratios (Figure 7).
[image: Four line graphs labeled (a), (b), (c), and (d) show the relationship between strain and pressure (MPa). Each graph features three lines representing maximum horizontal strain, vertical strain, and minimum horizontal strain, with strain increasing as pressure increases. The data points are distinct in each graph, represented by different symbols and colors.]FIGURE 7 | Variation of principal stress ratio with surrounding pressure in differential strain experiments (A) Well PY1, 3,115.06 m; (B) Well PY1, 3,154.55 m; (C) Well LQ1, 2,996.52 m; (D) Well LQ1, 3,005.4 m.
The results of the three-dimensional stress from the differential strain experiment indicate that the maximum horizontal principal stress ranges from 42.33 MPa to 102.56 MPa, averaging 74.89 MPa; the minimum horizontal principal stress ranges from 39.20 MPa to 84.04 MPa, averaging 67.20 MPa; the vertical principal stress ranges from 31.91 MPa to 91.39 MPa, averaging 60.23 MPa (Table 2).
TABLE 2 | Results of three-way stress values of the second member of Jurassic differential strain tests in the Yingshan-Pingchang area.
[image: A table presents data on well characteristics, including well name, stratigraphy, lithology, depth in meters, three-dimensional stress and gradient in megapascals, and stress ratio. The table lists 28 entries detailing different well conditions.]Based on the stress-strain relationship along the three principal orientations, the ratio of the magnitudes of the three-dimensional stress can be obtained. The stress ratio of the tested samples indicates that the maximum horizontal principal stress value > vertical principal stress value > minimum horizontal principal stress value, suggesting a strike-slip stress regime. Statistical analysis of the minimum principal stress gradient for different lithologies shows that, the minimum principal stress gradient of shale is higher than that of limestone and sandstone (Figure 8A). Due to the high clay mineral content in shale, the minimum horizontal principal stress gradient tends to be relatively high. According to the formula for calculating the minimum horizontal principal stress, a higher content of plastic minerals results in a larger tectonic strain coefficient, which in turn leads to an increase in the minimum horizontal stress gradient. Overall, the Jurassic stress values are higher in the Pingchang area than in the Longgang area and higher than in the Yingshan area due to the burial depth (Figure 8B).
[image: Two bar charts display geological and stress data. The top chart (a) shows Br value in mega Pascal versus rock type, with values ranging from 2.12 for muddy siltstone to 2.18 for mixed shale. The bottom chart (b) presents stress types in three locations, with vertical, maximum horizontal, and minimum horizontal stresses represented by different colored bars.]FIGURE 8 | (A) Minimum principal stress gradient for different lithologies in the Jurassic Formation in the Yingshan-Pingchang area; (B) Three-dimensional Stress histogram for different areas in the Yingshan-Pingchang area.
4.2.2 Hydraulic fracturing analysis for in-situ stress magnitude
The hydraulic fracturing method for in-situ stress measurement relies primarily on the pressure-time curve recorded during the fracturing process. By integrating relevant rock mechanics parameters and fracturing theory, the magnitudes of in-situ stresses can be calculated. Compared to other measurement methods, this approach does not require prior knowledge of the rock’s mechanical parameters, yet it enables the determination of multiple stress parameters within the formation. Additionally, it offers several advantages, including simple equipment, convenient operation, significant measurement depth, the ability for continuous or repeated testing at any depth, rapid measurement speed, intuitive measurement values, and comprehensive representation of the stress field (Schmitt et al., 2012; Wang et al., 2020). The use of fracturing data to determine in-situ stress is one of the most direct and reliable methods currently available.
Through the analysis and calculation of fracturing data (Table 3), it is concluded that the shut-in pressures for wells PA101, PY1-1H, PY1-2H, and PY1-3H mainly range from 35 to 42 MPa, averaging 37.01 MPa. Using the fracturing data, the in-situ stress magnitudes calculated by the hydraulic fracturing method are obtained (Table 3). Taking well PA101H as an example, the calculated maximum horizontal principal stress is 75.52 MPa, and the minimum horizontal principal stress is 66.187 MPa. A comparison of the results from the differential strain experiment with the hydraulic fracturing stress calculation results at the same depth (Table 3) shows that the in-situ stress values measured in the differential strain experiment are close to those calculated by hydraulic fracturing, demonstrating considerable accuracy.
TABLE 3 | Hydraulic fracturing and differential strain experiment calculation of in-situ stress size comparison data.
[image: Table displaying data on well characteristics, including depth, maximum principal stress, and gradient of stresses across wells PY1-2H, PA101, PA1, PY1-1H, and PY1-3H. The columns detail differential strain and hydraulic fracturing metrics, with some entries showing missing data.]Based on the calculated magnitudes of in-situ stresses derived from construction parameter data, it was determined that the relationship among the stresses follows the pattern of maximum principal stress > vertical principal stress > minimum principal stress. Comprehensive analysis suggests that the stress regime in the Jurassic formation in this area is characterized by a strike-slip faulting stress type, which is consistent with the results obtained from the differential strain experiment.
4.3 VTI in-situ stress magnitude logging calculation model
In the Jurassic formations of the Yingshan-Pingchang area in northeastern Sichuan, bedding develops between layers, with the rock layers generally being isotropic in the horizontal direction (Zhang et al., 2021). Such layers can be modeled using the Vertical Transverse Isotropy (VTI) medium theory. For VTI formations, the axis of symmetry is in the vertical direction, while the plane of symmetry is horizontal. The rock properties are identical in the horizontal direction but differ in the vertical direction (Gary et al., 1995; Romain et al., 2004).
4.3.1 Vertical stress calculation
The magnitude of horizontal in-situ stress is influenced by factors such as vertical in-situ stress, formation pressure, and tectonic stress. Therefore, accurate calculation of vertical in-situ stress and pore pressure is essential. Typically, vertical stress is determined by integrating the density log curve. However, not all well sections possess a density log curve. Consequently, vertical stress is initially calculated using the average density of sections lacking a density log curve and subsequently augmented by the vertical stress obtained from integrating the density log curves of sections with density logs. The Formula 3 for calculating the vertical stress at a given depth in the formation is as follows:
[image: Equation showing pressure. The formula is \( P_o = 0.00981 \left[ \frac{P_{av} H_1 + \int_{H_p}^{H_1} \rho(h) dh}{H_1} \right] \). It is labeled as equation (3).]
In this formula: Po is the vertical stress, in MPa; [image: Please upload the image or provide a URL so I can help generate the alternate text for it.] is the average overburden density of the intervals without density log curves, in g/cm2; p is the density of each individual rock layer, in g/cm2; H1 is the vertical depth of the deepest point of the interval without density log curves, in meters; H2 is the vertical depth of the overburden pressure calculation point (where density log curves are available), in meters; h is the formation thickness corresponding to the sampling interval depth of the log curve, in meters (commonly taken as 0.125 m).
The overburden pressure gradient in the Ying Shan area mainly ranges from 2.46 to 2.5 MPa/100 m, while in the Longgang area, it ranges from 2.38 to 2.40 MPa/100 m, and in the Pingchang area, it ranges from 2.46 to 2.48 MPa/100 m.
4.3.2 Porosity pressure calculation
Pore pressure is a critical parameter in drilling processes, fracturing design, and various other applications, and it is essential for evaluating in-situ stresses. Based on an analysis of the target formation in the study area, the method adheres to Teraghi’s effective stress theory. According to this theory, the overburden pressure within a given layer is partitioned into pore fluid pressure, supported by the pore fluids, and rock stress, supported by the solid grains of the bedrock. The relationship between overburden pressure, rock stress, and pore fluid pressure is calculated by Formula 4:
[image: A mathematical equation is shown: \( p = p_0 - \sigma \).]
In this formula: P0 is the overburden pressure, in MPa; PP is the pore fluid pressure, in MPa; [image: Please upload the image you would like me to generate alt text for.] is the effective stress, in Mpa.
Based on the measured formation pressure data, well logging interpretation results of lithology, physical properties, and electrical response analysis, and considering the relationships among clay content, porosity, P-wave velocity, and effective stress, a multi-parameter regression algorithm was employed. To establish a formation pressure logging interpretation model that integrates data from different regions. The model is as follows in Formulas 5, 6:
Pingchang
[image: Mathematical formula displaying a calculation for "sigma" with coefficients 304.8, 23.1, negative 1.31 times phi, and 0.9 times a variable V sub h, divided by a coefficient AC.]
Yingshan
[image: Equation 6 shows a mathematical expression for "e" as 304.8 divided by AC plus 18.33 minus 0.13p minus 21.45V subscript th.]
In this formula: AC is the acoustic time delay from the sonic log, in μs/ft; [image: Please upload the image or provide a URL for which you need the alternate text.] is the porosity, in %; Vsh is the shale content, in %.
4.3.3 Rock mechanics parameters calculation
The relationship between stress and strain in a transversely isotropic medium (VTI medium) satisfies the generalized Hook’s law 4, and can be expressed as follows in Formula 7:
[image: A six-by-six matrix is displayed with a symmetrical structure. The elements are labeled \(C_{11}\), \(C_{66}\), \(C_{13}\), \(C_{33}\), and \(C_{44}\). The first two rows contain terms \(C_{11} - 2C_{66}\) and \(C_{13}\). The third row includes repeating \(C_{13}\) elements. The diagonal contains \(C_{11}\), \(C_{33}\), \(C_{44}\), and \(C_{66}\).]
In this formula: C is the stiffness matrix, in GPa; [image: Please upload the image you want me to generate the alternate text for.] is the strain; C11 is the longitudinal modulus along the parallel to the bedding plane, in GPa; C33 is the longitudinal modulus perpendicular to the bedding plane, in GPa; C44 is the shear modulus perpendicular to the bedding plane, in GPa; C66 is the shear modulus along the parallel to the bedding plane, in GPa; and C13 is the stiffness modulus, in GPa.
The symmetry type of formation rocks can be determined by the number of independent elastic parameters. An isotropic formation has two independent elastic parameters, while a transversely isotropic formation has five independent elastic parameters. To describe the stress-strain relationship in a VTI formation, the stiffness coefficients C11, C33, C44, C66, and C13 need to be determined. These coefficients are calculated in Formulas 8-12, respectively, as follows:
[image: The equation \( C_{11} = \rho V_p^2 \) is shown, where \( C_{11} \) is the elastic constant, \( \rho \) is the density, and \( V_p \) is the primary wave velocity. Number (8) is indicated on the right.]
[image: Equation representing the speed of sound in a medium, expressed as \( c_{33} = \rho \frac{V}{p_v^2} \), followed by the number nine in parentheses.]
[image: The equation for \( C_{44} \) is shown, defined as \( \rho V_{s}^2 \), where \( \rho \) represents density, and \( V_{s} \) represents shear wave velocity. It is labeled with number 10.]
[image: Equation illustrating fluid dynamics with the formula \(C_{66} = \rho V_s^2\), labeled as equation eleven. Here, \(C_{66}\) represents a parameter, \(\rho\) is density, and \(V_s\) is shear wave velocity.]
[image: Expression showing a square root: \(\left[\frac{(4\rho V_{P45}^2 - C_{11} - C_{33} - 2C_{44})^2 - (C_{11} - C_{33})^2}{4}\right]^{\frac{1}{2}} - C_{44}\).]
In this formula: [image: The mathematical expression shows "V" with a subscript "ph".] is the P-wave velocity parallel to the bedding plane, in km/s; [image: Mathematical expression showing "V" with the subscript "pv".] is the P-wave velocity perpendicular to the bedding plane, in km/s; [image: Mathematical expression showing \( V_{sh} \), which represents a variable or parameter with a subscript "sh".] is the S-wave velocity parallel to the bedding plane, in km/s; [image: It appears you mentioned an image, but I can't see it. Please upload the image or provide a URL so I can generate the alternate text for you.] is the S-wave velocity perpendicular to the bedding plane, in km/s; [image: Mathematical expression showing the variable \( V \) subscripted by \( p \) with subscript \( 45 \).] is the P-wave velocity at a 45° angle to the bedding plane, in km/s.
Using an ultrasonic transducer system, the velocity of sound is measured on core plug samples extracted from large natural shale samples with vertical stratification. The core plug samples are taken at 0°, 45°, and 90° orientations. The corresponding five independent elastic parameters at the specified depth points can be calculated (Table 4).
TABLE 4 | Stiffness coefficient expaerimental values.
[image: A detailed table compares various rock properties across well names including PY1, PA4, PY 1-2H, DY1, YS5, YS8, and PA 101. Columns display lithology, density, elastic constants (C₁₁, C₁₂, C₁₃, C₃₃, C₄₄, C₆₆ in GPa), Young's modulus in vertical and horizontal directions (Ev / GPa, Eh / GPa), Poisson's ratios (Vv, Vh), and Biot coefficients (Biot_V, Biot_H). Values range widely, highlighting differences among lithologies like fine sandstone, clayey shale, and feldspathic shale.]C33 is calculated using the compressional wave velocity obtained from density and sonic data from well logging data. C44 is calculated from the shear wave velocity derived from density and sonic data. C66 can be determined by inversing the Stoneley wave velocity to compute the horizontal shear wave velocity and density. The parameters C13 and C11 need to be obtained from core experiments or empirical formulas. Based on core sample experimental data, Suarez-Rivera and Bratton proposed an improved ANNIE model called MANNE. By combining experimental data and using multiple linear regression to determine the coefficients of the MANNE model, resulting in the relationship Formulas 13-16 for C13 and C11 in vertical wells, sandstone, and shale as follows:
Vertical Well (Sandstone)
[image: Please upload the image or provide a URL so I can help generate the alt text for you.]
[image: It seems there was an issue with your request, as no image was uploaded. Please try uploading the image again, and I will be happy to help you with the alt text.]
Vertical Well (Shale)
[image: Please upload the image or provide a URL, and optionally add a caption for additional context.]
[image: It looks like you've entered some text or equations instead of uploading an image. Please upload an image or provide a URL so I can generate the appropriate alt text.]
The Biot coefficient is a parameter used to describe the coupling relationship between the solid matrix and the pore pressure in a porous medium. It reflects the contributions of both the solid matrix and the pore space to the overall properties of the porous material. To obtain a more accurate estimate of the Biot coefficient, this study utilizes the effective stress theory. By employing experimentally measured parameters such as porosity, bulk modulus, and elastic modulus of the rock (Table 4), the Biot coefficient is estimated through theoretical derivation. The Biot coefficient is typically denoted by the symbol α and is defined as Formula 17:
[image: The equation shows an expression for alpha, which equals one minus the ratio of \( K_{dry} \) to \( K_{solid} \), labeled as equation seventeen.]
In this formula: Kdry is the rock’s bulk modulus; Ksolid is the bulk modulus of the skeleton.
After obtaining all the stiffness coefficients, the anisotropic rock mechanical parameters, such as dynamic elastic modulus and Poisson’s ratio, are calculated using the corresponding formulas. Based on the rock mechanical parameters derived from both mechanical experiments and acoustic logging data, a correction relationship model is established for the Pingchang and Yingshan areas, Formulas 18-25 are shown below:
Pingchang
[image: It seems there was an attempt to provide mathematical content, but an image or URL is needed to generate alternate text. Please upload an image or provide a link, and feel free to add a caption for context.]
[image: The image appears to show a mathematical equation: \(\sigma_h = -0.9972 \lambda_h + 0.4638\), labeled as equation (19).]
[image: It seems you provided a mathematical equation. Could you please upload the image or provide more context or a description so I can generate the alternate text for it?]
[image: It seems there is no image provided. Please upload an image or provide a URL to receive the alternative text.]
Yingshan
[image: It seems there was an error processing your request. Could you please provide the image or a link to it? If there’s a specific context or detail you’d like to share, feel free to include that as well.]
[image: It seems there is a LaTeX formula instead of an image. Please upload an image or provide a URL so I can generate the alternate text for you.]
[image: A mathematical equation is shown: \(E_r = 1.7827E_{th} - 26.312\), labeled as equation 24.]
[image: It seems you've provided a mathematical equation rather than an image. To help with alternative text for an image, please upload the image file or provide a URL to the image.]
In this formula: Edv and Edh is the dynamic Young’s modulus in the vertical and horizontal directions, in GPa; [image: It seems like there was a mistake and no image was uploaded. Please upload the image or provide a URL, and I will generate the alternate text for you.] and [image: Equation displaying the Greek letter mu followed by the subscript "dh".] is the dynamic Poisson’s ratio in the vertical and horizontal directions, with no units.
Based on experimental measurements of the skeleton compression coefficient and the rock volume compression coefficient for the rock samples, a statistical analysis is conducted on the Biot coefficient in relation to parameters such as the acoustic travel time, rock bulk density, and other factors. A regression Formula 26 for the Biot coefficient with the GR and triple porosity logging curves is established as follows:
[image: Mathematical equation displaying the calculation of a parameter named "Biot" as a function of variables GR, AC, CNL, and DEN, with specific coefficients.]
4.3.4 Maximum and minimum tectonic stress coefficient calculation
Using core experimental data combined with previously obtained parameters, including vertical stress, formation pore pressure, Young’s modulus, Poisson’s ratio, and Biot’s coefficient, the maximum and minimum tectonic stress coefficients are subsequently inverted based on the transversely isotropic (Sn) model Equations 27, 28.
4.3.5 In-situ stress magnitude calculation
Higgins et al. analyzed the anisotropic characteristics of VTI formations and developed the Sn model for interpreting the horizontal principal stress in VTI formations. The formula for calculating the horizontal principal stress in a transversely isotropic medium is as follows:
[image: The image shows a mathematical equation labeled as equation twenty-seven. It defines sigma h as the sum of various terms: \(\frac{E_{\text{horiz}}}{E_{\text{vert}}} \frac{\nu_{\text{vert}}}{1 - \nu_{\text{horiz}}} (\sigma_z - a \sigma_p)\) plus \(\frac{E_{\text{horiz}}}{1 - \nu_{\text{horiz}}} \epsilon_h\) plus \(\frac{E_{\text{horiz}} \nu_{\text{horiz}}}{1 - \nu_{\text{horiz}}} \epsilon_H + a\sigma_p\).]
[image: Mathematical equation representing \(\sigma_H\). It shows a complex expression involving variables \(E_\text{horiz}\), \(E_\text{vert}\), \(\nu_\text{vert}\), \(\nu_\text{horiz}\), \(\varepsilon_h\), \(\varepsilon_v\), \(\sigma_z\), and \(a\sigma_P\). The equation aims to compute \(\sigma_H\) by dividing terms based on different moduli and Poisson's ratios, followed by additions and multiplications. Labeled as equation (28).]
In this formula: [image: Please upload the image or provide a link to it for me to generate the alternate text accurately.] is the minimum horizontal principal stress, in MPa; [image: It seems there was an error with an image upload. Please try uploading the image again or provide a URL. If you have a specific caption or context in mind, feel free to include that as well.] is s the maximum horizontal principal stress, in MPa; [image: The image shows the Greek letter epsilon in italics with a subscript "h."] is the minimum tectonic stress coefficient, with no units; [image: It seems there's a misunderstanding. I need an image to generate alternate text. Please upload the image you would like described.] is the maximum tectonic stress coefficient, with no units; [image: Please upload the image you want me to generate alternate text for.] is the overburden pressure, in MPa; [image: Certainly! Please upload the image or provide a URL for it, and I can help generate the alt text for you.] is the pore pressure (MPa); Vvert is the vertical static Poisson’s ratio under the transversely isotropic model, with no units; Vhorz is the horizontal static Poisson’s ratio under the transversely isotropic model, with no units; [image: It appears there was an error or missing image. Please upload the image directly, and I will help generate the alternate text for it.] is the horizontal static Young’s modulus under the transversely isotropic model in MPa; [image: It seems there is no image attached. Please upload the image or provide a URL, and I can generate the alternate text for you.] is the vertical static Young’s modulus under the transversely isotropic model in MPa; [image: If you have an image you'd like me to help with, please upload the image or provide a URL.] is the Biot coefficien, with no units.
5 PRACTICAL ENGINEERING APPLICATION
5.1 Analysis of well stress profile
Taking well YS8 in the study area as an example. Using the parameters obtained above, the in-situ stress magnitude of the transversely isotropic terrestrial shale reservoir section was calculated using the VTI model. The calculated profile is shown in Figure 9.
[image: Geological chart displaying various strata, systems, and formations. The chart includes data columns such as CAL, AC, CVE, SWE, density, and Vsh, with numerical values and colored plotted lines. Each column represents different geological measurements or characteristics recorded at varying depths, ranging from 1500 to 1800 meters, with stratigraphic divisions like Molasse, Tectonic, and Limestone.]FIGURE 9 | Correlation between calculated and measured data and logging profile diagram, well YS8.
The eighth and ninth channel show the vertical and horizontal Poisson’s ratios and Young’s moduli. It can be observed that in the terrestrial shale reservoir section, [image: It seems there might have been an error in your request. If you intended to upload an image, please try uploading it again. If you need assistance, feel free to ask!] >[image: Please upload the image or provide a URL so that I can generate the alternate text for it.] and [image: Please provide the image or a URL to it, and optionally add any relevant context or caption.] >[image: Please upload the image or provide a URL for me to generate the alternate text.], further confirming that the studied formation exhibits VTI characteristics. The 12th channel is the result of the calculated in-situ stress. The [image: It seems there was an error in providing the image. Please upload the image file directly or provide a URL.] ranges from 27.37 to 63.90 MPa, averaging 39.66 MPa. The [image: It seems there was a mistake in uploading the image. Please try uploading it again or provide a description.] ranges from 15.87 to 58.26 MPa, averaging 28.10 MPa. The horizontal principal stress difference varies between 4.943 and 13.54 MPa. The difference in biaxial stress shows a strong correlation with the lithology. The stress difference decreases as the natural gamma logging curve increases (organic matter content and clay mineral content).
To further analyze the effectiveness of the model’s in-situ stress calculations, the average relative error is used as the evaluation index. The calculation formula is given in Equation 29. The larger the average relative error indicates poorer model fitting and lower accuracy, while a smaller average relative error indicates higher model accuracy. The [image: Please upload the image or provide a URL for me to generate the alt text.] and [image: It seems there's an issue with the image upload or description. Please try uploading the image again, and I will generate the alt text for you.] calculated in the differential strain experiments are selected as accurate data references. The relative error data between the calculated and differential strain experiments for wells are shown in Table 5. The relative error for [image: It seems there was an issue with the image upload. Please try uploading the image again or provide a URL if available.] ranges from 1.83% to 5.43%, averaging 3.39%. The relative error for [image: Please upload the image or provide a URL for me to generate the alternate text.] ranges from 1.99% to 6.08%, averaging 3.23%.
[image: Equation for calculating error \( E \) is shown:   \[ E = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\left| \delta_{s,i} - \delta_{v,i} \right|}{\delta_{v,i}} \right) \times 100\% \]  Labeled as equation (29).]
TABLE 5 | Data of relative error in in-situ stress magnitude (part).
[image: Table displaying data for different wells, including their names, depths in meters, measured stress values (\( \sigma_H \) and \( \sigma_h \) in MPa), calculated stress values, and relative errors in percent. Wells include YS8, YS5, PY1, PA101, and DY1. Depths range from 1,613 to 3,491 meters. The table highlights discrepancies between measured and calculated stresses with associated relative errors, varying between 3.87% and 5.43% for \( \sigma_H \), and 2.08% and 6.09% for \( \sigma_h \).]In this formula, [image: It seems there was an issue with uploading the image. Please try uploading the image again, and I’ll be glad to help you with the alternate text.] is the average relative error; [image: Mathematical expression showing a partial derivative symbol, delta, with subscript x, i.] is the measured stress value at the ith depth differential strain experiments, in MPa; [image: Greek letter delta followed by subscript \(y,i\).] is the model-calculated stress value at the same ith depth, in MPa; and N is the total number of measured stress values.
According to the in-situ stress profile of well YS81 (Figure 9), it can be observed that [image: A mathematical symbol representing the standard deviation of a height variable (σ with a subscript H).] > [image: Please upload the image or provide a URL, and I will generate the alternate text for you.] > [image: It seems there is no image attached. Please upload an image or provide a URL, and I can generate the alternate text for you.]. This corresponds to a Type III stress regime, and strike-slip faults are formed under this condition. The three-dimensional stress regime calculated by the above model is consistent with the stress regime results obtained from core stress testing in Sections 3.1.1, 3.1.2. Demonstrate that the model’s calculation results are consistent with the actual geological conditions in the study area.
5.2 Classification and optimization of differential stress profile types
Stress differences between the reservoir and the adjacent upper and lower surrounding rocks arise from their varying degrees of compactness, resulting in distinct stress gradients. Interlayer stress influences the extension and propagation orientation of hydraulic fractures, making it a crucial aspect of in-situ stress research. The horizontal stress differential is a key controlling factor for volumetric fracturing; a smaller differential facilitates the formation of a complex fracture network, whereas a larger differential tends to create fractures parallel to the maximum horizontal principal stress. Conversely, the height of fractures is primarily controlled by the distribution of the minimum principal stress within the fractured layer, while the length of fractures is mainly governed by the orientation of the maximum horizontal principal stress. Therefore, when selecting optimal fracturing intervals, it is necessary to further refine the classification of in-situ stress profiles from wells. Various stress profile types should be summarized, and fracturing should be targeted at the dominant type.
The typical profile types of horizontal principal stress difference in the Sichuan Basin are classified into the following five types: (1) High-Low-High type (Figure 10A-a1), the upper and lower peripheral rock stress difference magnitude are significantly higher than the reservoir stress difference; (2) High-Low-Low type (Figure 10A-a2), the upper enclosing ground stress difference is higher than the lower reservoir ground stress difference, while the difference between the lower enclosing ground stress difference and the reservoir ground stress difference is not significant; (3) Low-Low-High type (Figure 10A-a3), the lower enclosing ground stress difference is higher than the reservoir ground stress difference, while the difference between the upper enclosing ground stress difference and the reservoir ground stress difference is not significant; (4) Interlayer type (Figure 10A-a4), the upper and lower peripheral rock and the reservoir section have comparable stress difference and mutual high and low; (5) Low type (Figure 10A-a5), the upper and lower peripheral rock and reservoir section are at relatively low stress difference levels with no significant difference between them.
[image: Illustration of stress profile types, stress data, and a bar chart. (a) Shows different stress profiles labeled from (a1) to (a5). (b) Contains a table with stress data including stress values, profile comparisons, and corresponding graphs. (c) Displays a bar chart comparing LS values for different stress profile types: High-Low-High, High-Low-Low, Low-Low-High, Interlayer, and Low, with values ranging from 0.42 to 2.24 mg/g.]FIGURE 10 | Characteristic profiles of different stress difference profile types (A) Typical stress difference profile types characteristics; (B) Example of YS8 stress difference profile types delineation; (C) Statistical plot of average S1 values for different stress difference profile types.
A fine classification of the stress difference profile types was performed on the stress profile of the YS8 well (Figure 10B), and combined with the oil content and hydrocarbon generation potential curves S1 and S2 calculated from the well log data. The analysis showed that when the stress difference profile type is of the High-Low-High, the oil content calculated from the well log is the highest, making it the dominant stress difference profile types in the study area (Figure 10C). In this stress difference profile types, the relatively small value facilitates the formation of a complex fracture network, which enhances reservoir connectivity and improves oil and gas flow, thereby achieving better reservoir stimulation results. Moreover, when the stress difference is small, fractures typically do not extend excessively into other layers, thus reducing the risk of layer penetration.
6 DISCUSSION
This study integrates three primary methods for obtaining in-situ stress parameters in terrestrial shale reservoirs: core testing, field measurements, and well logging interpretation. Among these, core testing is the most direct and effective approach for acquiring stress parameters (Wang, 2014). However, this study does not employ acoustic emission testing for stress magnitude estimation, due to its low accuracy and significant uncertainty in identifying the Kaiser effect point of in-situ stress (Jayanthu, 2019; Fraser et al., 2021). Instead, the differential strain analysis method is used, which simulates formation conditions to measure the differential strain in various directions of the core, thereby determining the stress state experienced by the rock in the formation (Shen et al., 2008).
In the absence of core samples, specialized logging techniques such as imaging logging and dipole shear wave logging can serve as effective alternatives (Han et al., 2020; Cao et al., 2022). However, in formations with well-developed high-angle fractures, borehole walls are prone to collapse due to fracturing, which affects stress direction interpretation based on borehole breakouts, thereby limiting its applicability. Additionally, in reservoirs with low differential stress coefficients, weak anisotropy and minimal borehole deformation further constrain the applicability of certain in-situ stress direction interpretation methods.
At the same time, due to the high cost of specialized logging, such techniques cannot be deployed in all wells in practical applications. In this context, conventional logging, with its lower cost and continuous distribution of test points, demonstrates significant application potential. Based on known rock mechanics parameters, this study establishes an in-situ stress interpretation model using the theory of transverse isotropic (VTI) media (Li, 2016; Yu et al., 2020; Lin et al., 2022b; Wang, 2022; Wang, 2023), enabling the indirect acquisition of continuous stress profiles. Finally, the accuracy of the transverse isotropy (VTI) model for stress calculation was validated using core-based stress measurement results. However, the model has certain limitations in calculating stress for different lithologies. These limitations primarily stem from the non-uniqueness of the well-log responses, the resolution limitations of the logging data, and the insufficient ability to characterize thin layers and subtle lithological variations. Therefore, the calculation of stress parameters should involve cross-validation and confirmation through multiple systems and methods.
Previous studies on the calculation and application of in-situ stress in terrestrial shale reservoirs have primarily focused on employing various methods and constructing multiple models for comparative analysis (Lin et al., 2022b; Wang, 2023) to enhance the accuracy of stress profile interpretation. Due to the poor physical properties of terrestrial shale reservoirs, achieving economic production often requires large-scale volumetric fracture network modifications along the entire wellbore (Mayerhofer et al., 2010). Building on this foundation, this study not only establishes continuous in-situ stress profiles for individual wells but also further explores the impact of the present-day stress state on reservoir stimulation effectiveness. Building on previous research findings, a greater horizontal principal stress difference is less conducive to forming a complex fracture network near the wellbore. In such cases, volumetric fractures tend to extend further in length while narrowing in width, leading to the formation of planar fractures during hydraulic fracturing. Conversely, a smaller stress difference promotes fracture propagation along natural fractures, resulting in a more intricate fracture network (Zhao and Li, 2014; Zhang et al., 2019; Ning et al., 2021). Therefore, when selecting fracturing intervals, it is essential to precisely characterize the interlayer stress distribution and accurately predict fracture propagation across layers. Failure to do so may lead to issues such as proppant blockage, premature termination of operations, or even complete engineering failure. Only by accurately evaluating the vertical and horizontal propagation of fractures can the optimal construction scale and well pattern be scientifically determined, thereby achieving the best reservoir stimulation results. Based on a systematic classification of five fundamental stress difference profile types in the study area, this study ultimately identifies the high-low-high (HLH) stress difference profile as the most promising in terms of production potential and reservoir stimulation effectiveness.
7 CONCLUSION

	(1) The current stress orientation in the Yingshan-Pingchang area of the Jurassic Formation, determined by comprehensive analysis of differential strain, electrical imaging logging, and dipole shear wave logging, is predominantly in the EW orientation. The orientation ranges from N 87°–120° E, with the main direction maintaining a consistent range of NE 95° ± 10°. In the Yingshan area, the local tectonic influence causes a clockwise deviation of the in-situ stress orientation, primarily ranging from N60° to 80°E.
	(2) Differential strain experiments in Jurassic shale reservoirs in the Yingshan-Pingchang area revealed the horizontal maximum principal stress ranges from 42.33 MPa to 102.56 MPa, averaging 74.89 MPa. The minimum horizontal principal stress ranges from 39.20 MPa to 84.04 MPa, averaging 67.20 MPa. The vertical principal stress ranges from 31.91 MPa to 91.39 MPa, averaging 60.23 MPa. The stress ratio of the tested samples indicates that the maximum horizontal principal stress value > vertical principal stress value > minimum horizontal principal stress value, suggesting a strike-slip stress regime. These results were validated using in-situ stress calculations from hydraulic fracturing, indicating that the accuracy of the stress magnitudes measured by the differential strain experiments is relatively high. Statistical analysis of the minimum principal stress gradient for different lithologies shows that the minimum principal stress gradient of shale is higher than that of limestone and sandstone.
	(3) The key parameters of the transverse isotropic in-situ stress model were derived by correcting well log data using laboratory experimental testing and analysis methods. Predicted results for the minimum and maximum horizontal principal stresses from the transverse isotropic in-situ stress prediction model showed average relative errors of only 3.39% and 3.23%, respectively, when compared to the measured in-situ stress values. Vertically, the high-low-high (HLH) stress difference profile type demonstrates the highest oil-bearing potential and a reduced likelihood of fracturing-induced artificial fractures penetrating through layers, making it the optimal structural type for selecting the fracturing stage in the study area’s in-situ stress difference fracturing.
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Accurate rate of penetration (ROP) prediction is important for optimizing drilling parameters, selecting drilling tools, improving drilling efficiency, and reducing operation cost. The study area is deep lacustrine shale oil in Mahu, with alkaline lacustrine sediment and strong non-homogeneity, the spatial variation of ROP is fast and cannot be accurately predicted. The selection of drilling parameters and drilling tools are not targeted, especially there is a good correspondence between ROP and the formation resistivity by statistics. In the paper, a new method for well-seismic joint data-driven resistivity-based prediction of 3D spatial ROP based on geologic factors is presented. The advantage of this method is that the geological factors are invariant, and when the engineering factors change and the technological progress is upgraded, only the ROP of the formation needs to be recalibrated with new representative wells. Existing research on ROP prediction mainly focuses on 1D spatial, physical-driven, data-driven, fusion of drilling and logging information, multiple regression, and AI algorithm. The method described in the paper is a new, original, and advanced method. It can be used for accurate prediction of 3D spatial ROP. The specific idea is as follows: Classify the formation hard-to-drill grade based on the unsupervised neural network (UNN) for logging resistivity, construct the resistivity classification template, determine the ROP of each hard-to-drill stratigraphy from the ROP of the drilled wells, obtain the 3D spatial resistivity model by using the well-seismic joint data-driven method, classify the resistivity model into hard-to-drill grades and assign the ROP. The geological background of shale oil in Fengcheng formation is summarized, and the current status and difficulties of drilling engineering in the study area are summarized. The method principle and implementation steps are described in detail from five aspects: the relationship between resistivity and ROP, the technical process of predicting 3D spatial ROP, stratigraphy classification based on logging resistivity and calibration of ROP, 3D seismic data processing and facies-controlled resistivity attribute modeling, and prediction of 3D spatial ROP, and an application example of the development well is given. As verified by the example, the predicted ROP of this method is basically consistent with the actual ROP, which effectively guides the selection of drill bits, personalized drill bit design, and optimization of drilling parameters.
Keywords: well-seismic joint, data-driven, resistivity, prediction, 3D spatial, rate of penetration, shale

1 INTRODUCTION
Drillability is the ability of a rock to resist fragmentation by a drill bit (Gan et al., 2021), commonly represented by indicators sunch as rate of penetration (ROP) (Khosravimanesh et al., 2024; Zeng et al., 2023; Qi et al., 2019), drilling rate index (DRI) (Shahani et al., 2024; Kamran, 2021; Khandelwal and Armaghani, 2015), drillability grade (Kd) (Cheng et al., 2024; Li et al., 2021; Geng et al., 2014). The drillability of rocks can be theoretically determined by a laboratory physical simulation device. An experimental standard rock sample is made from the core of engineering coring, and the drilling process is simulated by using a microbit, applying a certain weight on bit (WOB) and rotary speed to the microbit, and recording the drilling time at a drilling depth of 2–3 mm to calculate the drillability grade (Feng and Wang, 2022; Kong et al., 2022). Due to the limitation of the number of engineering coring and the difficulty of the experimental environment to simulate the temperature and pressure at the bottom of the well, the drillability grade determined by the drillability experiments are 1D discrete data with low accuracy. To overcome this problem, many scholars have applied statistical models (Chen et al., 2020) and machine learning models (Mahmoud and Elkatatny, 2023) to compute continuous 1D formation drillability models, and combined with seismic data to realize 3D formation drillability modeling (Qi et al., 2019).
ROP indicates the footage per unit time, which most intuitively and figuratively reflects the drilling operation time and cost (Qi et al., 2019). In the field of petroleum drilling, accurate prediction of ROP is of great significance for optimizing drilling parameters, selecting tools and equipment, improving drilling efficiency, and reducing operating costs (Eskandarian et al., 2017), especially during the period of global oil price downturn. The factors that affect ROP include geological and engineering factors. Among them, engineering factors can be categorized into controllable and uncontrollable factors (Tookallo and Sohbatzadeh, 2023; Sabah et al., 2019). Controllable drilling factors are WOB, RPM, torque (T), standpipe pressure (SPP), etc., and uncontrollable drilling factors are bit size, drilling fluid physicochemical properties, etc. Controllable factors do not affect each other, while uncontrollable factors affect each other (Soares and Gray, 2019). Therefore, ROP prediction can be studied from both geological and engineering factors in two ideas.
Many scholars have conducted research on 1D ROP prediction. Hegde et al. (2017) compared physics driven and data-driven modeling methods for ROP and proposed a confidence interval method for predicting ROP for drilling decisions. Ashrafi et al. (2019) believed that eight parameters, including drilling pressure, drill bit speed, pump flow rate, pump pressure, pore pressure, gamma rays, density logging, and shear wave velocity, have the greatest impact on ROP. They constructed eight hybrid artificial neural networks, including genetic algorithm (GA), particle swarm optimization algorithm (PSO), biogeography-based optimization algorithm (BBO), etc. The hybrid artificial neural network showed higher efficiency and reliability. Hashemizadeh et al. (2022) inputted 11 parameters into nine machine learning models and found that random forest (RF) and artificial neural network (ANN) had high accuracy in predicting ROP. Ji et al. (2023) proposed a Long Short Term Memory Neural Network (LSTM) method that improved the accuracy of predicting ROP. Oyedere and Gray (2020) represented ROP as a function of weight on bit (WOB), flow rate, rotational speed (RPM), and uniaxial compressive strength (UCS), and established classification models using five different machine learning algorithms: logistic regression, linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), support vector machine (SVM), and random forest (RT). Ebrahimabadi and Afradi (2024) applied three artificial intelligence algorithms which are Grey Wolf Optimization (GWO), Particle Swarm Optimization (PSO), and Grasshoperl Optimization (GOA), to predict ROP. Research has shown that all of them can produce good prediction results, but GOA is more accurate. Wang et al. (2024) proposed a ROP prediction method based on PCA informer. Compared with recurrent neural networks (RNN) and long short-term memory neural networks (LSTM), this method has significant advantages and provides a new solution for improving drilling speed. Osman et al. (2021) comprehensively considered drilling machinery parameters, wellbore cleaning parameters, and formation properties, and used the Random Forest (RF) algorithm to predict the ROP of horizontal wells in carbonate rock formations. Al AbdulJabbar et al. (2022) used artificial neural networks (ANN) to learn drilling machinery parameters and predict ROP in gas bearing sandstone formations.
Many scholars have conducted research on 3D spatial ROP prediction. Geng et al. (2014) expressed drillability grade in terms of velocity and density, obtained 3D velocity bodies through seismic inversion with logging constraints, and realized 3D spatial drillability prediction by calculating drillability grade with the velocity bodies. Qi et al. (2015) predicted 3D spatial petrophysical attributes through pre-stack seismic inversion, and used multivariate linear regression (MLR) to optimize three main attributes related to ROP, and use artificial neural network (ANN) and alternating conditional expectation (ACE) algorithms to predict 3D spatial ROP, respectively. Song (2018) used data fitting regression method, based on logging data, which were combined with the core experimental data to establish the relationship between the rock mechanical parameters and logging data, using the multiple well data to construct a 3D spatial drillability grade model of the study area using the idea of attribute modeling. Qietal (2019) extracted 3D seismic attributes and geomechanical attributes of 1,036 km2, combined with data from 51 horizontal wells, and used proximal support vectors (PSVM) to relate ROP to seismic attributes and geomechanical attributes, and predicted the non-homogeneous ROP of mississippian limestone reservoirs. Gan et al. (2021) used fuzzy c-means clustering algorithm to determine the patterns of formations, and established the drillability grade models of various formation patterns separately by random forest (RF) algorithm, and finally combined them into a 3D spatial drillability grade model.
The study area is deep lacustrine shale oil in Mahu, with alkaline lacustrine sediment and strong non-homogeneity, and the ROP of the formation statistically has a good correspondence with the resistivity of the formation. In order to reveal the drillability distribution law of the formation in the study area, and to guide the drilling design, work tool preference, drill bit personalized design, and drilling parameter optimization, a 3D spatial of ROP prediction study is carried out. In the paper, based on the unsupervised neural network (UNN), we classify the logging resistivity to divide the formation hard-to-drill grade, construct resistivity classification template, determine the ROP of each hard-to-drill grade from the ROP of the already drilled wells, get the 3D spatial resistivity model by adopting the combined data-driven method of well-seismic, and then classify the resistivity model into hard-to-drill grades based on the classification template, and assign ROP. In the paper, the ROP in 3D spatial is predicted from the geological factors.
The paper is organized as follows. The second part summarizes the geological background of the Fengcheng Formation shale oil structural features, sedimentary features, lithological features, and so on. The third part describes the current status and difficulties of drilling engineering in the study area, including rate of penetration characteristics, drilling duration, bit wear characteristics, and core testing. The fourth part details the 3D spatial rate of penetration prediction method, including the statistical relationship between formation resistivity and ROP, well data cleaning, unsupervised neural network (UNN) classification of formation hard-to-drill class, construction of classification templates, ROP calibration, seismic data preprocessing, preparation of structural horizon, well and seismic joint data-driven resistivity modeling, and ROP modeling. The fifth part details the drilling engineering applications of rate of penetration modeling. The sixth part is discussion. The seventh part summarizes the full paper.
2 GEOLOGIC BACKGROUND OF SHALE OIL IN FENGCHENG FORMATION
The Mahu Sag is located in the northwestern margin of the Junggar Basin, with an area of about 5,000 km2 (Liu et al., 2020), surrounded by secondary tectonic units such as the Quartz Beach High, the Yingxi Sag, the Xiayan High, the Dabasong High, the Zhongguai High, the Kebai Fracture Zone, and the Wuxia Fracture Zone (Yu et al., 2022), which is an important hydrocarbon generating Sag in the basin (Zhi et al., 2019). It is an important hydrocarbon Sag in the basin (Zhi et al., 2019). Four sets of hydrocarbon source rocks are developed in the Mahu Sag, namely, the Carboniferous, Lower Permian Jiamuhe Formation, Lower Permian Fengcheng Formation, and Middle Permian Lower Urho Formation (Li et al., 2020). The hydrocarbon source rocks of the Fengcheng Formation are the oldest alkaline lacustrine hydrocarbon source rocks in the world discovered so far, with thicknesses ranging from 50 to 250 m, with a maximum thickness of more than 400 m, rich in bacterial and algal matrices, with high organic matter abundance, predominantly of type II1, and with a strong hydrocarbon generating capacity and a long duration (Qu et al., 2019). The Fengcheng Formation is a fan-delta-alkaline lacustrine sedimentary system (Wang et al., 2022), developing a large suite of lacustrine mud shale and mica deposits, characterized by alkaline lacustrine basin, fine-grained deposition, integrated source and reservoir, and strong non-homogeneity, and industrial breakthroughs of shale oil have already been achieved (Huang et al., 2022; Zhi et al., 2021).
The Fengcheng Formation is buried at a depth of 4,000–8,000 m, and it is divided into lower Fengcheng Formation (P1f1), middle Fengcheng Formation (P1f2), and upper Fengcheng Formation (P1f3) from the bottom upward. P1f1 is mainly a volcaniclastic rock, and P1f2 and P1f3 are dominated by dark fine-grained sediments, with the development of cloudy siltstone, silty sandy dolomite, mud-crystalline dolomite, and cloudy mudstone, etc.; among them, P1f2 is the heyday period of the development of alkaline lacustrine (Wang et al., 2023). P1f2 is the heyday of alkaline lacustrine development, and alkali minerals such as silica-boronatite and carbonatite-calcite are developed (Wang et al., 2023). The reservoir of Fengcheng Formation is dense, with porosity ranging from 0.10% to 13.60%, with an average of 4.61%, and permeability ranging from 0.010 to 13.800 mD, with an average of 0.134 mD, which is a typical characteristic of shale oil reservoirs (Yu et al., 2022).
3 CURRENT STATUS AND DIFFICULTIES OF DRILLING ENGINEERING IN THE STUDY AREA
The study area is located in the northern part of Mahu Sag, and the shale oil of Fengcheng Formation of the Permian System of Mabei Fan. Fengcheng Formation shows the characteristics of overall oil-bearing and local enrichment, with 135 million tons of whole control reserves and 100 million tons of proved reserves basically implemented, which is the main block for future scale efficiency development. P1f3 is mainly dark gray muddy dolomite, sandwiched with dark gray cloudy mudstone and silty mudstone. P1f2 is mainly dark gray thinly bedded muddy dolomite and cloudy mudstone interbedded with creamy siltstone. From top to bottom, the strata encountered in the drilling are the Tugulu Formation, the Toutunhe Formation, the Xishanyao Formation, the Sangonghe Formation, the Badaowan Formation, the Baijiantan Formation, the Karamay Formation, the Baikouquan Formation, the Urho Formation, the Xiazijie Formation, and the Fengcheng Formation.
In 2024, six pilot test wells were deployed, with the destination layer P1f2 C9, C10, C12 sweet spot, TVD of 4,853–5,206 m. Third spud of the well structure: In the first spud, using Φ444.5 mm drill bit to drill to a depth of 500 m, lowering into Φ339.7 mm surface casing, cementing water mud is returned to the surface to seal the surface loose and easy to collapse formation; In the second spud, Φ311.2 mm drill bit is used to drill to the bottom of Xiazijie Formation to stabilize the stratigraphy, Φ244.5 mm technical casing is lowered, cementing mud is returned to the ground, and the well section at the top of Xiazijie Formation and above which is prone to collapse is sealed; Φ215.9 mm drill bit is used to drill to the final target point B, Ф139.7 mm oil casing is lowered, and cementing mud is returned to the ground. Drilling fluids: In the first spud, K1tg, Bentonite-CMC drilling fluid system; In the second spud, K2tg, potassium-calcium-based polymer drilling fluid system; In the third spud, K3tg, potassium-calcium-based organic salt drilling and completion fluid system. The formation pressure coefficient of the Tugulu Group (K1tg) to Baikouquan Formation (T1b) is 1.00–1.10 sg. The formation pressure coefficient of the Baikouquan Formation (T1b) to the Urho Formation (P2w) is 1.10–1.25 sg, and the density of the drilling fluid is 1.20–1.40 g/cm3. The formation pressure coefficient of the Fengcheng Formation is 1.31–1.79 sg, and the drilling fluid density is 1.80–2.00 g/cm3. For inclined section, PDC drill bit + Rotary Steering; for horizontal section, PDC drill bit + medium-high speed and high-torque screw, the drill bit is mainly 5-blade and 6-blade, the drilling parameters of the three In the first spud-well sections are shown in Table 1. Completion method: Cemented shot-hole completion.
TABLE 1 | Drilling parameters of pilot test wells in the study area.
[image: Table displaying drilling parameters for a third spud in formation \( P_f \). Includes nozzle size, drilling fluid parameters (density, plastic viscosity, yield point), and drill parameters (weight on bit, RPM, displacement, surface pressure, back pressure, differential pressure, hydraulic power, sled velocity, and specific horsepower) for two settings: one with a 14x5 mm nozzle and another with a 12x5 mm nozzle.]The three wells 5,101, 5,102 and 5,103 encountered ultra-high resistivity (>1,000), the number of trips drilled in the third spud was 16–27, the average footage of trips drilled was 106.9–112.7 m, the average ROP was 1.99–2.51 m/h, and the third spud had a working period of 69.2–98 day; The resistivity of 5,126, 5,127 and 5,128 wells is within normal range, the number of trips drilling is 7-9, the average footage of trips drilling is 230.9–301.6 m, the average ROP is 3.96–5.07 m/h, and the duration of trips drilling is 31–47.3 day; the detailed data are shown in Table 2; the furthest distance between the wellheads is only 4,200 m (5,126 wells and 5,103 wells). Comparison can be found that the three wells drilled with ultra-high resistivity formation have low ROP, many trips and long duration, which have obvious negative correlation with resistivity. The PDC drill bit has 100% newness into the well and 20% newness out of the well, and it is severely worn out, with ring fluted or hollowing as the major part of the drill bit, as shown in Figure 1. It can be seen that the spatial difference in the drillability of the formation in the study area is very large, showing strong non-homogeneity.
TABLE 2 | Drilling metrics for the three-opening section of the pilot test well in the study area.
[image: Table showing drilling data for wells 5101, 5102, 5103, 5126, 5127, and 5128. Columns detail the number of drilling trips, drill bit type, well section, average footage of trip drilling, time for pure drilling, average rate of penetration (ROP), the third spud drilling cycle, and high resistivity values. Each well varies in these measurements, demonstrating differences in drilling efficiency and conditions. Note states that well names are abbreviations with omitted regional prefixes.][image: Four images labeled A, B, C, and D show worn rotary drill bits. Each bit displays varying levels of wear, with teeth and bearings visibly eroded. The images compare the extent of degradation in the metal components.]FIGURE 1 | Photograph of drill bit exiting the well [(A, D) are hollowed, (B, C) are ring fluted. The PDC drill bit has 100% newness into the well and 20% newness out of the well, and it is severely worn out, with ring fluted or hollowing as the major part of the drill bit.].
The 5,103 wells of Fengcheng Formation have been cored with a length of 6 m and MD 5119–5,125 m (TVD 5028–5,030 m), which is equivalent to the bottom hole pressure of about 90 MPa. The mechanical properties of the rock have been tested, and the compressive strength of the rock under normal pressure is 250 MPa, and that of the rock under the overburden pressure of 90 MPa is 600 MPa as shown in Figure 2. The drillability test is carried out by using a micro PDC drill bit, and the drillability grade is determined to be > 10. Overall, with the background of grain-layered mud powder crystal dolomite, the siliceous grain layer, calcite stripe layer, and silica-boronatite layer are unevenly distributed, and part of the grain layer have the characteristics of bending and folding and deformation. The grain layer has pure powder crystal dolomite layer, pure siliceous layer, and mixed siliceous and cloudy grain layer, calcite banded layer is often accompanied with siliceous aggregates, and silica sodium borate is mostly banded layer, and individual crystals scattered in cloudy siliceous grain layer are also seen. The thin section photo of the Fengcheng Formation core is shown in Figure 3.
[image: Graph depicting stress versus strain rate for different overburden pressures, ranging from ten megapascals to ninety megapascals. Curves show varied responses based on pressure, with a notable dip near zero strain rate. Each curve is color-coded, corresponding to pressures listed in the legend.]FIGURE 2 | Stress-strain curve of the core of Fengcheng Formation (Overburden pressure: 0 MPa, 45 MPa, 60 MPa, 75 MPa, 90 MPa. The mechanical properties of the rock have been tested, and the compressive strength of the rock under normal pressure is 250 MPa, and that of the rock under the overburden pressure of 90 MPa is 600 MPa).
[image: Collage of eight microscopic images labeled A to H, depicting various rock and mineral formations with magnification scales. Images A, B, C, D, E, and F show different rock textures and crystalline structures. Images G and H are annotated, identifying layers such as calcite, dolomite, and silicones, with scales indicating 2000 micrometers.]FIGURE 3 | Photograph of thin section of core of Fengcheng Formation [(A) is muddy chalky crystalline dolomite grains, 5,119.54 m; (B) is siliceous lamination, 5,119.54 m; (C) is cloudily and siliceously mixed grain layers, 5,123.60 m; (D) is sodium silicon boron stone layer, 5,120.41 m; (E) is siliceous calcite associated banded layer, 5,119.96 m; (F) is dispersion of sodium silicon boronite crystals, 5,123.6 m; (G) is silicon-bearing mud and silica mud powder crystal dolomite, 5,119.96 m; (H) is siliciclastic mud with silica salts, powdered crystalline dolomite, 5,121.11 m].
Difficulties in shale oil drilling in Fengcheng Formation are as follows: (1) deep burial (>5,000 m), hard and dense, high formation pressure, gas intrusion occurs from time to time, and high drilling fluid density are needed to ensure well control safety, result in high perimeter pressure that brings great challenges to drilling engineering; (2) The compressive strength of rocks is extremely high (comparable to granite), with poor drillability, low ROP, multiple trips, severe wear of PDC drill bits, strong heterogeneity of the formation, and large spatial differences in drillability.
4 3D SPATIAL ROP PREDICTION METHODS
In this section, the relationship between resistivity and ROP, the technical process of predicting 3D spatial ROP, the classification of stratigraphy based on logging resistivity and the calibration of ROP, the 3D seismic data processing and modeling of facies-controlled resistivity attributes, and the prediction of 3D spatial ROP are explained in detail in five aspects, namely, the principle and implementation steps of the methodology of the combined well-seismic data-driven resistivity-based 3D spatial ROP prediction based on resistivity. This is a multidisciplinary study that includes geology, geophysical exploration, logging, and drilling. Geological and geophysical engineers provide structural interpretation and seismic data, logging engineers provide resistivity data, and drilling engineers provide ROP.
4.1 The relationship between resistivity and ROP
The resistivity data sources are conventional logging and logging with drilling, deep lateral resistivity mainly reflects the formation resistivity, shallow lateral resistivity mainly reflects the intrusive zone resistivity, the paper mainly uses deep lateral resistivity data. Considering that there are many factors affecting the ROP, and resistivity is only a phenomenon of geological factors. In order to investigate the intrinsic relationship between formation resistivity and ROP, the fitted relationship between trip average ROP and trip average formation resistivity is statistically determined for the third spud of six pilot test wells. These six wells were drilled with similar engineering parameters and their effects are ignored for statistical purposes. A total of 78 trips are drilled in the third spud of six wells, excluding the inefficient trips (<30 m) with short footage and the coring trips totaling 13 trips, and the effective sample data totaled 65. The average ROP of the trips and the average resistivity of the formation in the trips are analyzed by means of corssplot diagrams, as shown in Figure 4. It can be seen that in logarithmic coordinates, the average ROP of trip drilling and the average resistivity of trip drilling strata have a good negative correlation, i.e., the higher of the resistivity and the lower of the ROP, with a correlation coefficient of 0.638. This relationship, which confirms the feasibility of the prediction of the ROP from the resistivity, lays a theoretical foundation for the research of this paper.
[image: Scatter plot comparing resistivity and rate of penetration (ROP) on a logarithmic scale. Different colored dots represent data from six wells. A red trend line indicates a negative correlation with an equation of \(y = 25.615x^{-0.447}\) and \(R^2 = 0.438\).]FIGURE 4 | Average ROP of trip drilling in the third spud versus average resistivity of trip drilling crossplot (In logarithmic coordinates, the average ROP of trip drilling and the average resistivity of trip drilling strata have a good negative correlation, i.e., the higher of the resistivity and the lower of the ROP, with a correlation coefficient of 0.638.).
4.2 Technical process for predicting ROP in 3D spatial
Well-seismic joint refers to the full utilization of 1D vertical features of well data and 3D spatial features of seismic data in 3D resistivity attribute modeling and 3D ROP prediction. Data-driven means starting from the phenomenal relationship between data rather than the mechanism. Resistivity-based prediction of 3D spatial ROP requires the joint use of 3D resistivity attribute models, logging resistivity classification plates, and drilled well ROP.
The technical process of well seismic joint data-driven resistivity-based prediction of 3D spatial ROP (Figure 5) is divided into three parts: (1) well data processing, including logging resistivity data cleaning, unsupervised neural network (UNN) clustering analysis, resistivity classification templates, and drilling ROP calibration; (2) seismic data processing, including structural horizon interpretation, seismic data cleaning, and well seismic joint facies-controlled resistivity attribute modeling; (3) 3D ROP prediction.
[image: Flowchart illustrating data processing steps for 3D ROP prediction. The process begins with logging resistivity, followed by data cleaning and UNN cluster analysis, leading to a classified page and ROP calibration. Parallelly, 3D seismic data undergoes structural horizon identification, data cleaning, and resistivity properties analysis, culminating in prediction of 3D ROP.]FIGURE 5 | Flowchart of the technique to drive resistivity-based prediction of 3D spatial ROP by well-seismic joint (Blue box: well data (logging, drilling) processing flow; red box: 3D seismic data processing and seismic phased resistivity attribute modeling flow; green box: predicting 3D spatial ROP).
4.3 Classification of formations based on log resistivity and calibration of ROP
Cluster analysis is a statistical analysis technique that aims to find the intrinsic structure of the data and classify the data into different classes, which are divided into supervised and unsupervised clustering. Common unsupervised cluster analysis methods include: K-means, hierarchical clustering, spectral clustering, maximum expectation clustering of Gaussian mixture model (GMM), etc. (Deng et al., 2024). The commonly used unsupervised neural networks (UNN) in the field of geology are (Zhang et al., 2020; Bai et al., 2018; Tao et al., 2022): Hopfield network (HN), Radial Basis Function Network (RBF), Self-Organizing Mapping Network (SOMNN), Deep Belief Network (DBN), Convolutional Neural Network (CNN). According to the previous analysis, there is a nonlinear relationship between resistivity and ROP, and it is not possible to use resistivity to directly describe the absolute value of ROP. In the paper, an indirect analysis is used to relate resistivity to ROP. First, an unsupervised neural network (UNN) is used to categorize the logging resistivity and classify the stratigraphic drillability class. Then, the ROP of the drilled wells was used to calibrate the ROP corresponding to each grade of formation.
Usually, the collected logging resistivity data carry spikes and high-frequency fluctuations, which are not conducive to data categorization. Therefore, before clustering analysis, it is necessary to perform data cleaning, mainly to remove spikes and median filtering, and retain the low-frequency trend of the data. Figure 6 shows the comparison between the resistivity data of three wells 5,101, 5,102 and 5,103 before and after cleaning, the isolated spikes are effectively removed, and the low-frequency characteristics of the data are more prominent. Figure 7 shows the use of unsupervised neural network (UNN) to classify the stratigraphy based on logging resistivity, the input logging resistivity is data cleaned, and the classification parameters are repeatedly adjusted according to the classification results until the 5,101, 5,102, and 5,103 high-resistivity well sections are effectively distinguished. The strata were classified into five categories resistivity from low to high: sky blue, green, orange, red, purple. By creating a cross plot between resistivity and classification values, the classification threshold can be obtained. The formation can be calibrated using the already drilled ROP and divided into four levels: Easy-to-drill formation (sky blue: resistivity ≤20 Ω m, green: 20 < resistivity ≤52 Ω m), ROP>4 m/h; First hard-to-drill formation (orange: 52 < resistivity ≤123 Ω m), ROP = 3.5 m/h; Secondary hard-to-drill formation (red: 123 < resistivity ≤373 Ω m), ROP = 2.5 m/h; Third hard-to-drill formation (purple: resistivity >373 Ω m), ROP = 1.5 m/h, as shown in Figure 8.
[image: Two side-by-side graphs labeled (A) and (B) display seismic data with multiple colored lines and labels from C2 to C10, indicating different stratigraphic levels. Both graphs show varying seismic reflections and geological formations, with colored lines tracking specific layers across the panels.]FIGURE 6 | Logging resistivity data cleaning [(A) is raw, (B) is de-spiking and median filtering, the isolated spikes are effectively removed, and the low-frequency characteristics of the data are more prominent.].
[image: Colorful chromosome comparison chart comparing human, horse, donkey, and various zebra species. Each colored bar represents different chromosomes, showing the genetic similarities and differences among these animals. Lines connect corresponding regions.]FIGURE 7 | Classification of formations based on logging resistivity using unsupervised neural network (UNN).
[image: Chart showing the relationship between porosity on the y-axis and uniaxial compressive strength on the x-axis, with a classification of drillability from easy to extremely hard. A color gradient from blue to purple on the right indicates drillability classifications.]FIGURE 8 | Resistivity Classification Plate and Stratigraphic Drillability levels (Easy-to-drill formation (sky blue: resistivity ≤20 Ω m, green: 20 < resistivity ≤52 Ω m), ROP>4 m/h; First hard-to-drill formation (orange: 52 < resistivity ≤123 Ω m), ROP = 3.5 m/h; Secondary hard-to-drill formation (red: 123 < resistivity ≤373 Ω m), ROP = 2.5 m/h; Third hard-to-drill formation (purple: resistivity >373 Ω m), ROP = 1.5 m/h).
4.4 3D seismic data processing and facies-controlled resistivity attribute modeling
Well-seismic joint facies-controlled resistivity attribute modeling requires log resistivity, seismic data, and structural horizon data. Well log resistivity with data cleaned resistivity, structural horizon data derived from seismic data interpretation, seismic data cleaning mainly has de-noising, fracture enhancement, expanding frequency, etc., and seismic amplitude is used as the facies-controlled data. Structural horizon and logging resistivity, as shown in Figure 9. The main process of well seismic joint facies-controlled resistivity attribute modeling is as follows: (1) Structural modeling based on structural horizon, and if faults are developed, the fault data need to be added; (2) Logging resistivity coarsening and data analysis, given samples, and determining the geostatistical parameters; (3) Seismic amplitude facies-controlled sequential Gaussian simulation resistivity property modeling. 3D resistivity property modeling, as shown in Figure 10.
[image: A 3D terrain map with a colorful gradient, ranging from green to blue, depicting various elevations. The surface appears smooth, with gentle slopes and subtle changes in height.]FIGURE 9 | Structural horizon and logging resistivity (This is basic data for structural modeling and resistivity property modeling.).
[image: A colorful 3D topographic map displays varying elevations of a landform. The highest areas are marked in yellow, transitioning to green, blue, and red for lower elevations. A vertical color scale on the left indicates elevation changes.]FIGURE 10 | 3D resistivity property modeling (This is a model by seismic amplitude facies-controlled sequential Gaussian simulation resistivity property modeling.).
4.5 3D spatial ROP prediction
Based on the resistivity classification thresholds obtained from well data analysis, the 3D resistivity attribute model is classified to obtain a formation drillability classification model. The model represents the classification results under the geological factors, which are unchanged with time and technological development. When applying the drillability grading model to predict the ROP, it is necessary to refer to the representative and latest ROP in the work area to calibrate and assign the corresponding ROP to different formations. Referring to six pilot test wells in the research area, the predicted ROP is: Easy-to-drill formations (sky blue and green), ROP >4 m/h; First hard-to-drill formation (orange), ROP is 3.5 m/h; Secondary hard-to-drill formation (red), ROP is 2.5 m/h; Third hard-to-drill formation (purple), ROP is 1.5 m/h. The predicted 3D ROP model is shown in Figure 11. This prediction result only represents the ROP when it is close to the drilling engineering parameters of the reference well. When drilling engineering parameters are strengthened, the actual ROP will increase compared to the predicted result.
[image: Three-dimensional geological model with colored layers representing different subsurface strata. The topographic surface showcases varied elevations. A color legend on the left indicates different material properties or formations.]FIGURE 11 | 3D ROP model (The predicted ROP is: Easy-to-drill formations (sky blue and green), ROP >4 m/h; First hard-to-drill formation (orange), ROP is 3.5 m/h; Secondary hard-to-drill formation (red), ROP is 2.5 m/h; Third hard-to-drill formation (purple), ROP is 1.5 m/h).
5 DRILLING ENGINEERING APPLICATIONS OF ROP MODEL
The fourth part of the article details how to realize the well seismic joint data drive and how to realize the 3D spatial ROP prediction based on resistivity, giving the specific technical process and modeling method. During the study period of the paper, a new development well 206H was drilled in the workover area, and the drillability and ROP of the three open sections were predicted before drilling using the method of the paper, as shown in Figure 12. For comparison purposes, Table 3 was developed. Table 3 details the engineering parameters such as WOB, RPM, displacement, PP, and drilling tool combinations for the triple-open section, as well as the actual drilling ROP, predicted formation drillability, and predicted ROP. Trip drilling TZ3, TZ4, TZ5, drill type, drilling tool combination, drilling parameters and other engineering factors are basically the same; trip drilling TZ6 is turbine + pregnant set; trip drilling TZ7, TZ8, TZ9, TZ10, drilling tool combination, drilling parameters and other basically the same, the drill bit is different; trip drilling TZ11, TZ12, drilling parameters of the enhanced test, WOB of 120–200 kN, RPM of 30–50, the drill bit of trip drilling TZ12 is the enhanced version of TZ11.
[image: Colorful graph depicting multiple lines in varied colors, including green, red, and orange, with a distinct black curve cutting through them diagonally from top left to bottom right. Axes are labeled with numerical values.]FIGURE 12 | ROP Model for Well 206H (Predicted ROP: color model; actual ROP: black numbers. The ROP predicted by the method of the paper based on resistivity from the geological factors is basically consistent with the actual ROP.).
TABLE 3 | Drilling parameters and ROP for the triple opening section of well 206H.
[image: A detailed table displays drilling data for various tools and conditions. Columns include trip drill numbers, bit models, drilling tool combinations, footage, net drilling times, weight on bit, rotations per minute, displacement, pump pressure, actual and predicted rates of penetration, reasons for hoisting or running operations, and predictions of stratigraphic drillability. Each row contains specific values related to different drilling scenarios, aligning these parameters to evaluate performance and conditions encountered.]Trip drilling TZ3: 5-blade 16 mm tooth PDC, drill bit, footage 253 m, actual ROP, is 3.67 m/h; pre-drilling prediction of stratigraphy is mainly hard-to-drill in the first level, with part of the easy-to-drill and hard-to-drill in the second level, predicted ROP, is 3.5 m/h, basically in line with the actual ROP.
Trip drillling TZ4: 5-blade 16 mm tooth PDC, drill bit, footage 31 m, actual ROP, is 2.07 m/h, tripping out due to abnormal pump pressure; prediction of the formation before drilling is second hard-to-drill, predicted ROP, is 2.5 m/h, the actual ROP, is on the low side. Trip drilling TZ5: 5-blade 16 mm tooth PDC, drill bit, footage 46 m, actual ROP, is 1.59 m/h, tripping out due to low ROP; prediction of stratigraphy before drilling is second hard-to-drill, predicted ROP, is 2.5 m/h, actual ROP, is lower than expected.
The footage and ROP of TZ4 and TZ5 were lower than expected, and the bit wear was light, which indicated that the 5-blade 16 mm tooth PDC bit was difficult to be applied to the secondary hard-to-drill stratigraphy. After discussion, it was decided to use “turbine + pregnant” drilling tool combination for trip drilling TZ6. Trip drilling TZ6: footage 373 m, actual ROP is 1.95 m/h, footage, ROP performance is better; pre-drilling prediction of the stratigraphy for the second hard-to-drill, with part of the third hard-to-drill, predicted ROP is 2.0 m/h and basically same to the actual.
Trip drill TZ7: 6-blade 19 mm-tooth PDC bit, footage 170 m, actual ROP 2.21 m/h; pre-drilling prediction of the formation is second hard-to-drill, predicted ROP is 2.5 m/h, the actual ROP is low. Trip drill TZ8: 5-blade 19 mm-tooth PDC bit, footage 155 m, actual ROP is 2.21 m/h; pre-drilling prediction of the formation is third hard-to-drill, prediction of the ROP is 1.5 m/h, 5-blade 19 mm-tooth PDC bit shows good aggressiveness. Trip drilling TZ9: 7-blade 16 mm tooth PDC bit, footage 53 m, ROP is 1.51 m/h; pre-drilling prediction of the stratigraphy is third hard-to-drill, predicted ROP 1.5 m/h. Same as third hard-to-drill formation, the footage of 7-blade 16 mm tooth PDC bit of trip drilling TZ9 is not as good as 5-blade 19 mm tooth PDC bit of trip drilling TZ8. Trip drilling TZ10: 5-blade 19 mm tooth PDC bit, footage 130 m, actual ROP is 1.78 m/h; pre-drilling prediction of the stratigraphy for the third and second hard-to-drill, predicted ROP is 2 m/h, and the actual is basically the same.
Trip TZ11: 5-blade 19 mm tooth PDC bit, footage 149 m, actual ROP is 3.39 m/h; pre-drilling prediction: the stratigraphy is second hard-to-drill, predicted ROP is 2.5 m/h. Trip TZ12: 5-blade 19 mm tooth reinforced PDC bit, footage 111 m, actual ROP is 4.63 m/h; pre-drilling prediction: the stratigraphy is second hard-to-drill, ROP is 2.5 m/h. Trying to increase WOB, these two trips have significantly increased the ROP. Before drilling, the formation was predicted to be second hard-to-drill, and the predicted ROP was 2.5 m/h. After trying to increase the WOB, the ROP of these two drilling trips increased significantly. The reinforced drill bit of TZ12 in the drilling trip with large WOB increased the ROP significantly.
Overall, the ROP predicted by the method of the paper based on resistivity from the geological factors is basically consistent with the actual ROP, which fluctuates greatly due to the difference of the drill bits and the change of drilling parameters. The results of large WOB test show that large WOB is favorable to drilling speed.
In view of the hard, dense and strongly non-homogeneous nature of the Fengcheng Formation in the study area, combined with the drillability modeling and ROP prediction in the paper, six types of PDC drill bits, including “strong attack in the straight section, special for slanting and rotary guidance, and differentiated super wear-resistant and anti-impact in the horizontal section”, are designed to support the drilling speed of the Mabei shale oil well. Drilling speed up. PDC drill bit for straight section: single row of 5-blade, shallow internal taper, 800 μm deep de-cobaltized plane tooth. PDC bit for inclined Section: 5-blade double row, balanced convex ridge tooth (800–1,000 μm deep de-cobaltized), used with rotary guide. PDC drill for steady inclined Section: 6 blade double rows, heart conical tooth to prevent hollowing, balanced convex ridge tooth to improve impact resistance; six flanks double rows, conical prism tooth to prevent hollowing, high performance convex ridge tooth to improve impact resistance. As shown in Figure 13.
[image: Four images labeled A through D show different configurations of a red and silver star-shaped object with attached metallic blocks. Image A shows a symmetrical pattern. Image B has a similar layout with slight variations. Image C includes multicolored sections on the red surface. Image D features a more prominent silver and blue design.]FIGURE 13 | Individualized drill design plan for the Fengcheng Formation in the study area [(A): Straight well section, 5-blade wing single row, shallow inner cone, 800 μm deep de-cobalt plane teeth; (B): Inclined section, 5-blade wing double row, with rotary guide, balanced convex ridge teeth (ultra-deep de-cobaltation of 800–1000 μm); (C): Stabilized inclined section, 6-blade wing double row, heart conical teeth to prevent hollowing out, balanced convex ridge teeth to enhance impact resistance; (D): Stabilized inclined section, 6-blade wing double row, conical prismatic teeth to prevent hollowing out, high performance convex ridge teeth to enhance impact resistance. High-performance convex spine teeth to improve impact resistance.].
6 DISCUSSION
Existing research on ROP prediction mainly focuses on 1D spatial, physical-driven (Hegde et al., 2017), data-driven (Hegde et al., 2017), fusion of drilling and logging information (Ashrafi et al., 2019; Oyedere and Gray, 2020; Osman et al., 2021), multiple regression (Oyedere and Gray, 2020), and AI algorithm (Ashrafi et al., 2019; Oyedere and Gray, 2020; Osman et al., 2021; Hashemizadeh et al., 2022; Al-AbdulJabbar et al., 2022; Ji et al., 2023; Ebrahimabadi and Afradi, 2024; Wang et al., 2024). The 1D ROP model cannot accurately represent the changes in 3D spatial. The drillability grade determined by the drillability experiments is 1D discrete data with low accuracy. The 3D drillability grade model needs to be calibrated with core drillability grade (Geng et al., 2014). The existing 3D drillability prediction methods mainly focus on predicting drillability grade (Geng et al., 2014; Song, 2018; Gan et al., 2021), there are relatively few studies that directly predict ROP (Qi et al., 2015; Qi et al., 2019). There are many factors that affect ROP, and mainly the factors are geology and engineering aspects. The ROP values vary with engineering factors and technological levels, and the ROP cannot be unified and standardized among multiple wells. Geological factors are constant, and predicting ROP from geological factors has the advantage of adapting to changes with constancy. In the paper, a new method for well-seismic joint data-driven resistivity-based prediction of 3D spatial ROP based on geologic factors is presented. When the engineering factors change and the technological progress is upgraded, only the ROP of the formation needs to be recalibrated with new representative wells. This is a new, original, and advanced method. By integrate drilling, logging, and seismic information, we can be used accurately predicted 3D spatial ROP. It has an important guiding role in relevant research in areas. The shortcoming of this method is the irregular calibration of ROP.
7 CONCLUSION
The deep lacustrine shale of Mahu is characterized by alkaline lacustrine sediment and strong non-homogeneity. The Fengcheng Formation is characterized by overall oil content and local enrichment. According to statistics, the ROP has a good correspondence with the resistivity of the formation. In the paper, a new method of well-seismic joint data-driven resistivity-based prediction of ROP in 3D spatial is proposed, which is a geological factor-based, well-seismic joint, data-driven, 3D spatial prediction method. The principle and realization steps of the method are elaborated in detail, and an application example of developing wells is given, which achieves good application results. The method is innovative and universal. The conclusions are as follows.
	(1) After statistical analysis, the average ROP of trip drilling and the average resistivity of trip drilling strata have a good negative correlation, which satisfies the linear relationship in logarithmic coordinates with a correlation coefficient of 0.638. It confirms the feasibility of predicting the ROP from the resistivity, and lays a theoretical foundation for data-driven prediction of resistivity.
	(2) The well-seismic joint makes full use of the 1D vertical features of well data and 3D spatial features of seismic data, and the well-seismic joint data drive realizes the accurate prediction of 3D spatial ROP from the phenomenological relationship between formation resistivity and ROP.
	(3) The advantage of resistivity-based predicted ROP is that the geological factors are invariant, and when engineering factors change and technological advances are upgraded, it is only necessary to re-calibrate the ROP of the formation with a new representative well. The predicted ROP is basically the same as the actual drilling ROP, which effectively guides bit selection, personalized bit design, and drilling parameter optimization.
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Exploration and development of tight gas reservoirs are pivotal in augmenting oil and gas reserves and production. Tight sandstone reservoirs, characterized by intricate geological environments, nuanced physical property variations, substantial fluid heterogeneities, and ambiguous seismic rock physics responses, necessitate a departure from conventional isotropic reservoir sensitivity parameters. This study introduces an innovative lithofacies identification strategy and methodology grounded in anisotropic rock physics sensitivity parameters. The investigation revolves around 20 core samples from the fourth member of the Xujiahe Formation in Jianyang. A multi-scale approach, encompassing imaging logging, core analysis, porosity/permeability measurements, and cast thin section examinations, was employed to classify the samples into four distinct categories: dry and water-saturated pore types, alongside dry and water-saturated fractured pore types. Subsequently, an enhanced full-angle ultrasonic anisotropy testing system was utilized to conduct multi-directional acoustic wave measurements. The results revealed that gas-bearing fractured pore samples exhibit pronounced velocity and amplitude anisotropy, setting them apart from other lithofacies types. To quantify these distinguishing features, a rock physics template encompassing P-wave anisotropy (ε) and amplitude anisotropy (εA) parameters was established. By setting thresholds for ε and εA (>20%), the dry fractured pore lithofacies can be effectively discriminated. Moreover, leveraging the full-angle waveform similarity coefficient spectrum, we used a special parameter, εslow, for slowness anisotropy, along with its theoretical derivation. Notably, water-saturated pore types exhibited slowness anisotropy parameters consistently below 0.01. Integration of the (λρ-μρ) template and its thresholds (λρ < 60 & μρ < 30) further facilitated the selection and differentiation of all four lithofacies types. These research outcomes contribute significantly to advancing the prediction of tight sandstone reservoirs and fluid identification, offering a robust framework for future exploration endeavors.
Keywords: tight sandstone, anisotropy, fluid identification, rock physics, quantitative interpretation

1 INTRODUCTION
Tight sandstone gas reservoirs, with their significant exploitable reserves, are increasingly vital for enhancing natural gas storage and production capacities. They have become strategically important in the global oil and gas landscape (Zou, 2013; Zou et al., 2018; Sun et al., 2019; Liu et al., 2022; Jiang et al., 2023). Characterized by widespread distribution and large reserve volumes, China’s tight sandstone gas deposits have seen major advancements since the turn of the century, particularly with breakthroughs in exploration and development technologies. Notable discoveries include sizable tight sandstone gas fields in the Sulige Gas Field of the Ordos Basin and the Xujiahe Formation in the Sichuan Basin, marking significant progress in the exploration and exploitation of domestic tight sandstone gas resources. This has resulted in rapid annual growth in both proven reserves and output of tight sandstone gas, propelling China to become the world’s third-largest producer of tight gas (Jia et al., 2022; Zou et al., 2022). However, compared to conventional natural gas resources, tight sandstone reservoirs face challenges such as low porosity and permeability, complex lithology, high heterogeneity, and limited lateral continuity (Zou et al., 2013; Zhao et al., 2017; Zeng et al., 2021; Lv et al., 2021; Sun et al., 2022). These geological characteristics contribute to lower relative proven rates for China’s tight sandstone gas (Luguang, 2021), highlighting the need for intensified exploration and development of tight sandstone resources to reduce energy dependence and ensure energy security.
In response, the Southwest Oil & Gas Branch Company has stepped up its efforts to explore and develop tight gas in the Sichuan Basin. This includes a multi-layered, three-dimensional exploration approach along the slope belt, with the Jianyang area selected as a promising new block (Yang et al., 2024). The region offers favorable geological conditions for hydrocarbon accumulation, with significant natural gas discoveries in the Upper Triassic Xujiahe Formation (Tang et al., 2024). Wells like W1, TF101, and W104 have shown substantial gas flows, underscoring the area’s potential as a key site for future reserve upgrades and field development. However, deeper investigations during exploration have revealed substantial variation in gas accumulation between adjacent well locations. The production of individual wells often varies significantly, with the main influencing factors being sedimentary microfacies and fracture development (Lai et al., 2018; Lai et al., 2016; Wu et al., 2017). For instance, production testing at wells W102 and W104 showed stark differences, with W102 primarily producing water, while W104 yielded over 2 million cubic meters of gas per day (Wang et al., 2012). The presence of fractures can significantly improve the physical properties of tight sandstone reservoirs, while also providing effective migration pathways for the continuous charging of hydrocarbons from source rocks into the tight sandstone reservoirs (Camac and Hunt, 2009; Olson et al., 2009). Despite these successes, research on the Xujiahe Formation’s tight sandstones in the Jianyang area remains limited, focusing predominantly on aspects such as geochemical characteristics and origins of formation waters (Pang et al., 2023), deformational features and causes of structures (Zheng et al., 2024), variations in reservoir characteristics and mechanisms of premium reservoir formation (Yi et al., 2013; Zhao et al., 2013), as well as hydrocarbon generation and distribution patterns of reservoirs (Lan et al., 2023; Shen et al., 2005; Quakenbus et al., 2006). A notable scarcity persists of comprehensive and in-depth studies on geophysical reservoir prediction methodologies and fluid discrimination techniques, hindering precise predictions of gas-bearing properties and production capacities at varying well sites and stratigraphic intervals. Effective fluid identification is a pivotal component in reservoir prediction, heavily reliant on dependable fluid indicators for predicting reservoir gas content. Establishing clear rock physics response rules lays the foundation for developing effective fluid indicators, effectively reducing exploration risks and enhancing drilling success rates. Considerable theoretical and experimental researches have been conducted globally targeting fluid-sensitive parameters, encompassing the construction of highly sensitive composite fluid identification factors via discrepancies among triple-porosity curves and array sonic logs (Goodway et al., 1997; Sun et al., 2012; Feng et al., 2021; Bai et al., 2019); formulation of empirical relationships involving velocity-porosity, gas saturation-Poisson’s ratio, P-wave to S-wave velocity ratios-saturation, Russell fluid factor-gas-bearing status derived from rock physics experiment data and logging outcomes (Wang et al., 2018); and pre-stack reservoir prediction and fluid identification research anchored on seismic rock physics parameter analyses utilizing logging and seismic data (Carcione and Avseth, 2015; Chen et al., 2018; Chen et al., 2020; Guo et al., 2022). Nonetheless, preliminary drilling and logging studies indicate that reservoir types in the fourth member of the Xujiahe Formation in the Jianyang area can be categorized into porous and fracture-porous varieties, with average porosity around 8%. These reservoirs display minimal variation in petrophysical properties, yet are significantly influenced by complex fracture characteristics and varying fluid saturations, leading to ambiguous seismic rock physics responses. Consequently, traditional reservoir sensitivity parameters and fluid identification factors, which were developed under isotropic assumptions, are no longer applicable. Considering that fractures' formation and evolution are governed by anisotropic stress fields, fracture orientations tend not to occur randomly in most cases, resulting in fractured reservoirs commonly displaying certain degrees of anisotropy. Previous research demonstrated that fracture parameters exert a profound influence on the elastic anisotropy properties of reservoirs (Ding et al., 2020; Xie et al., 2022; Xie et al., 2024), highlighting the broad potential application of elucidating anisotropic responses of various reservoir types (porous and fracture-porous) under diverse fluid saturations, encompassing the interpretation of four-dimensional seismic datasets, fluid classification, and the monitoring of subsurface storage processes (Yin et al., 2018; Yin et al., 2022; Bakulin et al., 2000a; Bakulin et al., 2000b). Furthermore, azimuthal anisotropic reservoir prediction, utilizing pre-stack five-dimensional seismic OVT gathers (Grechka, 2007; Chen et al., 2023; Chen and Zong, 2022), represents a significant breakthrough for the effective exploration of tight sandstone reservoirs in the Xujiahe Formation of the Jianyang area. The successful application of these advanced technologies requires a thorough understanding of the elastic anisotropic properties of various tight sandstone reservoir types within the study area. To sum up, there is an urgent need to conduct systematic experimental studies on anisotropic rock physics on porous and fracture-type tight sandstones in the Jianyang area. This endeavor aims to clarify anisotropic rock physics responses under varying reservoir parameter conditions, ascertain favorable response characteristics and elastic sensitivity parameters, thereby providing robust support for subsequent quantitative seismic interpretations and high-precision reservoir predictions.
Anisotropic rock physics, particularly with regard to fracture-porous and porous reservoirs, plays a critical role in enhancing the exploration of tight sandstone formations in the Jianyang area. To address this need, the present study conducts a comprehensive series of anisotropic rock physics experiments, considering varying fluid saturation conditions, using core samples extracted from representative wells within the Xujiahe Formation. The study integrates core observations, petrophysical analyses, whole-rock analysis, image logs, and microstructural data to systematically classify lithofacies and investigate wave behavior under anisotropic conditions. The outcomes of this research are expected to offer valuable insights into fluid identification, enabling the prediction of potential sweet spots in tight sandstone gas reservoirs through seismic methods. Ultimately, this work provides a robust foundation for more accurate reservoir predictions in the Jianyang area, paving the way for enhanced exploration and development strategies.
2 SAMPLE SELECTION, DESCRIPTION, AND CATEGORIZATION
The Jianyang Block, located within the boundaries of Jianyang City in the central Sichuan Basin, structurally belongs to the Sichuan Central Gentle Fold Belt structurally. Geologically, it belongs to the foreland slope belt of the Late Triassic foreland basin. Predominant tectonics consist of NW-trending monocline structures, with the area hosting major strike-slip faults and minor reverse faults. To enhance representativeness and comparability, the study meticulously selects ten core samples (20 in total) from the fourth member of the Xujiahe Formation in two adjacent wells, W102 and W104, respectively (Figures 1a,b). These samples are sequentially numbered #1–#20. Well W102 reveals, through integrated logging interpretation, a predominantly porous tight sandstone interval in the fourth member of the Xujiahe Formation, identified as a poor-quality gas layer. Cores were extracted from a depth range of 3370.35–3404.04 m. Conversely, well W104 exhibits a fracture-porous tight sandstone interval, marked by anomalous gas readings, with core sampling also performed within the same depth range. The criteria for core selection are carefully designed to account for the stratigraphic representation of both reservoir and non-reservoir sections, core drillability, and the representativeness of distinct lithofacies (porous vs. fracture-porous). After precise cutting and polishing, the samples are shaped into cylindrical plugs sized at 25 mm in diameter and 50 mm length, with dimensional accuracy maintained within ±0.1 mm. Core observation indicates that the majority of samples exhibit dense characteristics, with few visible macroscopic fracture observable to the naked eye. Sample #9 displays subtle microfractures, while sample #4 shows evident filled bedding plane fractures. Imaging log results suggest that only samples #9, #15, and #17 exhibit characteristic indications of fracturing at this scale (Figure 1). However, due to the impact of scale on core type definition, exhibiting fracture characteristics at the well logging scale does not conclusively imply that the retrieved core must categorically be of a fractured type. Similarly, samples devoid of discernible macroscopic fractures should not automatically be classified as porous, since they may still be influenced by fractures at a microscale level. Therefore, to perform anisotropic rock physics experiments on various types of tight sandstones aimed at optimizing the selection of rock physics-sensitive parameters, it is essential to establish more refined distinctions among the aforementioned sample categories.
[image: Two graphical plots displaying borehole data. Plot (a) and (b) both show measurements including lithology, fracture density, and borehole images across depth. Curves, logs, and visual rock layer representations are present, with notations for depth levels and key formations. The plots illustrate data related to volume fractions of quartz, plagioclase, and clay minerals, and feature various geological symbols.]FIGURE 1 | (a) Logging curves of well W102 showing the coring location (Section IV of the Xujiahe formation, burial depth ranging from 3370.35 to 3404.04 m). (b) Logging curves of well W104 illustrating the coring location (Section IV of the Xujiahe formation, burial depth ranging from 3370.35 to 3404.04 m).
Twenty core samples underwent physical property tests utilizing the AP608 autoclave pore permeability tester (Table 1). Results demonstrated that the porosity of the core samples from well W102 predominantly ranged between 3% and 8%, with an average of 5.83%; however, the permeability varied from 0.06 to 0.28 mD. Collectively, well W102 exhibits characteristics of a porous type, aligning with previous logging interpretations. In contrast, core samples from well W104 had porosity distributions between 3% and 9%, with an average of 6.4%; their permeability spanned from 0.05 to 2 mD. A crossplot analysis of permeability versus porosity was performed for both sets of samples from wells W102 and W104 (illustrated in Figures 2a,b). Figure 2a represents the permeability-porosity crossplot for samples #1 through #10 from well W102. It reveals that the chosen samples from this well display predominantly low porosity and low permeability characteristics; imaging log results did not indicate any pronounced cosine curve patterns (Figure 1a). However, prior core observations highlighted distinct features in samples #4 and #9 (Figures 1a, 2a). Although sample #4 exhibited notably low porosity and permeability, it displayed distinct filled bedding-plane fracture structures. In contrast, sample #9 showed evidence of minor microfractures. Based on core observations alone, it is therefore reasonable to tentatively classify samples #4 and #9 as fracture-porous types.
TABLE 1 | Measured porosity and permeability values of tested samples.
[image: Table displaying data for 20 experiments. Each row lists experiment number, permeability in millidarcies (mD), and porosity percentage. Values vary, with permeability ranging from 0.0580 to 2.0018 mD and porosity from 3.69% to 8.36%.][image: Two scatter plots display permeability versus porosity. Panel (a) shows blue triangles with two inset images highlighting features. Panel (b) contains black diamonds and a red dashed trend line, annotated with images and a data point labeled "Sample 14."]FIGURE 2 | (a) Porosity-permeability crossplot of core samples obtained from well W102. (b) Porosity-permeability crossplot of core samples obtained from well W104.
To further validate the accuracy of this classification and facilitate the microscopic delineation of tight sandstone types, cast thin-section observations were conducted on each of the aforementioned samples. Figures 3b,c depict the observation results for samples #4 and #9 respectively. These reveal that sample #4 exhibits developed lamination fractures and abundant mica development; while sample #9 showcases developed banded clay laminae and large quantities of lightly metamorphosed rock fragments, displaying a dense undulating contact feature macroscopically indicative of fracturing. This comprehensively validates the rationality of categorizing samples #4 and #9 as fracture-porous type, as previously discussed. Additionally, integrated observation and analysis discovered that although no fracture developmental characteristics are visible in sample #1 at the core scale, cast thin section observations demonstrate typical conjugate fracture development (Figure 3a). Red-stained sections indicate calcite cement development, with pores primarily manifesting as feldspar intragranular dissolution holes—typical characteristics of a fracture-porous type. Conversely, samples represented by #3 exhibit extraordinarily dense characteristics, showing no evidence of fracture development across microscopic, core, or imaging log scales; these can thus be classified as porous types. Figure 2b represents the permeability vs porosity crossover diagram for core samples from Well W104. It indicates all samples show low porosity traits; however, observing from a permeability perspective, samples #14, #15, and #17 display significant differences, each exceeding 0.4 mD, suggesting these three samples exhibit low porosity-high permeability characteristics, hinting at possible internal microfracture presence. To substantiate this conjecture, imaging log (Figure 2b) comparisons and microscopic cast thin section observation results (Figures 3d–f) both confirm the microfracture features in samples #14, #15, and #17. Therefore, it is justified to classify samples #14, #15, and #17 as fracture-porous type. Excluding the intersection points of these three fracture-porous type samples in the crossover diagram of Figure 2b, we observe that remaining samples consistently exhibit low porosity-low permeability traits. A linear regression analysis demonstrates a strong correlation between porosity and permeability, with a goodness-of-fit exceeding 0.8. In conjunction with imaging log observations and cast thin-section analyses, these findings provide robust support for the classification of the remaining samples as porous-type tight sandstones. The specific classifications are detailed in Table 2.
[image: Six microscopic images labeled a to f, each showing rock textures. Images feature varying grain sizes and colors. Blue lines are visible in images a, d, e, and f. Image b displays a brown streak, while c appears uniform and textured.]FIGURE 3 | Observation results of cast thin Sections, (a) Sample #1, (b) Sample #4, (c) Sample #9, (d) Sample #14, (e) Sample #15, (f) Sample #17.
TABLE 2 | Determination results of sample types.
[image: Table with two columns: "Tight sandstone categories" and "Sample number." Under "Fracture-Pore," samples listed are W102 (1, 4, 9) and W104 (14, 15, 17). Under "Pore," samples are W102 (2, 3, 5, 6, 7, 8, 10) and W104 (11, 12, 13, 16, 18, 19, 20).]3 ANISOTROPIC ULTRASOUND TESTING SYSTEM AND THEORETICAL FOUNDATIONS
To address the limitations of traditional anisotropic rock physics testing—such as prolonged test durations, stringent sample specifications, challenges in multi-angle coring, complex processing requirements, significant noise interference, low signal-to-noise ratios, sparse sampling densities, and poor coupling effects, this study has independently developed and designed a comprehensive ultrasonic pulse transmission testing system (Figure 4). Figure 4a illustrates the high-precision holder, where the adjustability of the base ensures low dimensional requirements for the tested samples, allowing a wide range of diameters (5–50 mm) and lengths (>30 mm); the vernier caliper-like angle control principle guarantees high-density and high-accuracy sampling demands, enabling dense, high SNR collection every 2° across a 0–360° range; the transducer’s main frequency is 0.5 MHz, including both longitudinal wave probes and shear wave probes with high waveform signal-to-noise ratios, achieving velocity accuracy up to ±1%, or up to ±1.2%. Self-developed waveform display and processing software ensures automatic and precise post-collection waveform handling, while specially formulated coupling agents guarantee optimal contact surface coupling effect between probe and sample. The experimental process includes: (1) Sample Preparation: the sample is carefully processed into a cylindrical shape, ensuring that the sample’s length is uniform and the diameter is consistent throughout, the primary focus is on achieving a smooth cylindrical surface that allows for uniform wave propagation. The ends of the sample are cleaned thoroughly to remove any dirt, dust, or contaminants that could interfere with the coupling of waves or affect the measurement accuracy. A micrometer or precision caliper is used to measure the diameter and length of the sample to ensure that the dimensions meet the required specifications for the testing procedure. (2) Fixing the Sample in the Holder: Once the sample is properly shaped, it is carefully placed onto the base of the holder. The holder is designed to secure the sample without applying undue pressure that could alter the sample’s properties. The base is typically equipped with adjustable clamps or grips to hold the sample firmly in place. The sample is positioned in such a way that its cylindrical surface is aligned with the axis of the testing system. This alignment is critical for accurate wave transmission and reception. (3) Transducer Positioning and Coupling: Depending on the type of waves to be generated (such as P-waves, S-waves, or other types of acoustic waves), the appropriate transducers are selected. Each transducer is designed to either generate or receive the waves within a specific frequency range and orientation. The transducers are then positioned on either side of the cylindrical sample. The emitting transducer (source) is placed on one end of the sample, and the receiving transducer is placed on the opposite end. The distance between the transducers is adjusted to accommodate the diameter of the sample and the intended wave propagation path. The probe end faces of the transducers are placed in direct contact with the cylindrical surface of the sample. A coupling agent is applied between the transducer and the sample surface to minimize the air gap and ensure efficient wave transmission. In some cases, a slight pressure is applied to ensure a tight coupling. (4) Wave Generation and Transmission: The signal generator is used to excite the source transducer, generating the desired waveform (e.g., P-wave). The receiving transducer, located on the opposite end of the sample, captures the wave after it has traveled through the sample. The received signal is then fed into the signal processing system for analysis. (5) Recording and Analyzing Waveforms: The waveform received by the transducer is recorded by the data acquisition system. This system is capable of capturing high-fidelity signals with a high signal-to-noise ratio, ensuring accurate measurements of the wave characteristics. After each angle adjustment, the test is repeated to capture waveforms at different orientations. This step ensures that the anisotropic properties of the sample are fully characterized, providing valuable data on how wave propagation varies with direction.
[image: (a) Experimental setup showing components such as the lifting handwheel, transducer, buffer sensor, and multi-functional fixture on a rotatable pedestal with scale. (b) Additional setup with test fixtures, ultrasonic transducers, and a computer. An oscilloscope and signal triggers are included. A sample is placed on the pedestal.]FIGURE 4 | (a) Sample and transducer mounting device; (b) full-angle ultrasonic transducer testing system.
When a medium contains cracks, it can be idealized as either transversely isotropic or longitudinally isotropic media (TI: Transversely Isotropic). Transversely isotropic media exhibit symmetric properties, and the elastic constitutive equation for a transversely isotropic medium can be characterized using the following stiffness matrix (Equation 1):
[image: A symmetric \(6 \times 6\) matrix with elements: Top row shows \(C_{11}, C_{11} - 2C_{66}, C_{13}, 0, 0, 0\). Second row has \(C_{11} - 2C_{66}, C_{11}, C_{13}, 0, 0, 0\). Third row displays \(C_{13}, C_{13}, C_{33}, 0, 0, 0\). Fourth, fifth, and sixth rows each show zeros except diagonals with \(C_{44}, C_{44}, C_{66}\) respectively. Labeled as equation (1).]
The stiffness parameters in the elastic constitutive equations for VTI (Vertical Transversely Isotropic) media can be calculated by measuring the velocities of P-waves and S-waves as well as the density in different orientations. The specific calculation formulas are given below (Equations 2–6):
[image: The equation \( C_{11} = \rho V_P^2 \), labeled as equation (2), represents the relationship between material properties: \( C_{11} \) is calculated by multiplying the density \(\rho\) with the square of the \( P \)-wave velocity \( V_P \).]
[image: Equation showing \( C_{33} = \rho \frac{V^2}{P_{net}} \), labeled as equation three.]
[image: Equation expressing \( C_{44} \) as \( \rho V_{SH}^2 \) divided by \( V_{\text{max}} \). Indicated as equation number 4.]
[image: Mathematical equation displaying \( C_{66} = \frac{\rho V^2_{SH}}{V_{SH \, \text{un}}} \) with equation number five in parentheses.]
[image: Equation six represents a mathematical expression for \(C_{13} = -C_{44}\) plus the square root of \(4p^2j^4(45^\circ) - 2j^2(45^\circ)(C_{11} + C_{33} + 2C_{44}) + (C_{11} + C_{44})(C_{33} + C_{44})\).]
Among them, [image: It appears you intended to include an image. Please upload the image or provide a URL, and I can help generate the alternate text for it.] and [image: It seems the image link or attachment did not come through. Please try uploading the image again or provide a URL.] respectively indicate the P-wave propagation velocities parallel and perpendicular to the weak plane direction, while [image: Text "V" followed by a subscript "S" and superscript "H" with "par" italicized as a subscript.] and [image: The image shows a mathematical expression where the letter "V" is followed by "SH" in uppercase, and "per" in subscript.] respectively denote the fast S-wave propagation velocities parallel and perpendicular to the weak plane direction, and [image: Please upload the image or provide a URL so I can generate the appropriate alt text for it.] represents the density of the tested sample.
On this basis, Thomsen (1986) provided the calculation formula for describing the velocity anisotropy intensity of TI media:
[image: Equation showing epsilon equals \( \frac{C_{11} - C_{33}}{2C_{33}} \), labeled as equation (7).]
[image: Equation showing \( y = \frac{C_{66} - C_{44}}{2C_{44}} \), labeled as equation eight in the text.]
[image: Mathematical formula labeled as equation nine. The equation is shown as delta equals the fraction with the numerator as the square of the sum of C thirteen and C forty-four minus the square of the difference between C thirteen and C forty-four. The denominator is twice C thirty-three times the difference between C thirteen and C forty-four.]
Among them, ε and γ represent the intensities of P-wave anisotropy and S-wave anisotropy respectively. δ determines the propagation characteristics of P-waves and slow S-waves. According to the aforementioned formula, to determine the above anisotropic parameters, it is necessary to measure the P-wave velocities in different directions. In addition, the amplitude anisotropy parameter (εA) is defined as the percentage of the relative size of the maximum and minimum amplitudes of the first waves in the waveform sets obtained by performing full-angle acoustic testing on a single sample. The specific expression is as follows:
[image: The image shows a mathematical formula for calculating the relative error \( \varepsilon_A \) as a percentage. It is defined as \( \varepsilon_A = \frac{A_{\text{max}} - A_{\text{min}}}{A_{\text{max}}} \times 100\% \).]
In the formula, εA refers to the amplitude anisotropy parameter, Amax and Amin respectively refer to the maximum and minimum values of the amplitudes of the first waves in the waveform sets obtained by performing full-angle acoustic testing on a single sample.
4 ANALYSIS OF ANISOTROPIC SENSITIVITY PARAMETERS IN FLUID-SATURATED DENSE SANDSTONES UNDER DIFFERENT FLUID CONDITIONS
Firstly, rock samples are placed in an oven at temperatures range from 100°C to 110°C for more than 12 h followed by natural cooling, resulting in dry conditions (air-filled) for the dense sandstone samples. Under these conditions, full-angle anisotropic ultrasonic tests are conducted with a testing range from 0 to 180°, measured every 5°, yielding ultrasonic waveform data for different types (porous type, fracture-porous type) under dry conditions. After completing the experiments under dry conditions, the samples are subsequently placed into a ZYB-II vacuum pressure saturation device for air evacuation and water saturation (vacuum-saturated water). The process is maintained for over 24 h before conducting anisotropic rock physics tests on the water-saturated samples, capturing corresponding waveforms. Based on sample categorization and varying fluid saturation conditions, the samples can be classified into four distinct petrophysical phases: dry porous, water-saturated porous, dry fracture-porous, and water-saturated fracture-porous types.
A comprehensive analysis of the anisotropic ultrasonic waveforms (0.5 MHz) obtained from various types of dense sandstones under both dry and saturated conditions reveals consistent directional variation patterns within each rock type tested under the same conditions (dry or saturated). This further corroborates the validity of our earlier classification of sample types from an additional perspective. For comparative analysis, two fractured-porous dense sandstones (#1, #4) and one porous dense sandstone (#10) were selected from well W102, while two fractured-porous dense sandstones (#14, #17) and one porous dense sandstone (#12) were chosen from well W104; results from these representative samples will be analyzed in depth (Figures 5, 6). On the waveform diagrams, red background markings denote the initial arrival waves tested under dry conditions at different orientations, whereas blue backgrounds highlight the initial arrival waves measured under water-saturated conditions. It should be noted that P-wave velocities are calculated based on first arrival times, and amplitude values are derived from the peak of the first wave. Overall, the waveforms exhibit high signal-to-noise ratios, providing a solid foundation for accurate picking of initial arrivals and amplitudes. Results demonstrate pronounced P-wave velocity and amplitude anisotropy features in fractured-porous samples (#1, #4, #14, #17) when gas-saturated (Figures 5a,b, 6b,c). Waveforms display symmetry, with minimum speeds and amplitudes perpendicular to fractures, gradually increasing with deviation angles until reaching maximum values parallel to the fracture direction. Upon water saturation, waveforms reveal enhanced amplitudes perpendicular to fractures, reducing differences compared to measurements taken parallel to fractures, exhibiting weak amplitude anisotropy. Additionally, variations in velocity become less intense, tending towards isotropic behavior (Figures 5d,e, 6e,f). For porous dense sandstones (#10, #12), strong amplitude features are present under both dry and saturated conditions, yet significant directional variation patterns are lacking. Moreover, regardless of whether the samples are water-saturated or gas-saturated, velocity differences across different directions remain minimal. This suggests that amplitude anisotropy and P-wave velocity anisotropy may serve as anisotropic elastic-sensitive parameters for gas-saturated fracture-porous tight sandstones.
[image: Six graphs labeled (a) to (f) show frequency against angle, with varying graph styles. Graphs (a) to (c) have red borders, and (d) to (f) have blue borders, indicating different data sets or conditions. Each graph has consistent data points and trends, with colored annotations below the x-axis.]FIGURE 5 | Anisotropic test waveforms of different types of dense sandstones from well W102 under dry and water-saturated conditions: (a) Sample #1 - dry (fractured-porous type), (b) Sample #4 - dry (fractured-porous type), (c) Sample #10 - dry (porous type), (d) Sample #1 - water Saturated (fractured-porous type), (e) Sample #4 - water Saturated (fractured-porous type), (f) Sample #10 - water Saturated (porous type).
[image: Six graphs depict data analysis, labeled (a) to (f). The graphs show angle in degrees on the x-axis and the measurement of d-spacing in ångströms on the y-axis. Each graph contains data points and a highlighted range, with various annotations on angles and d-spacing intervals. Graphs are color-coded with annotations at the bottom, detailing measurements for different materials or conditions.]FIGURE 6 | Anisotropic test waveforms of different types of dense sandstones from well W104 under dry and water-saturated conditions: (a) Sample #12 - dry (porous fractured-porous type), (b) Sample #14 - dry (fractured-porous type), (c) Sample #17 - dry (porous type), (d) Sample #12 - water Saturated (porous type), (e) Sample #14 - water Saturated (fractured-porous type), (f) Sample #17 - water Saturated (fractured-porous type).
To quantitatively analyze the angular dependence of waveform parameters and identify potential indicators of anisotropic elastic sensitivity, we extract first-arrival times and amplitude data from the waveforms of various dense sandstone samples under both gas and water saturation conditions. These data allow us to calculate longitudinal and transverse wave velocities, as well as amplitude values across different directions for the tested samples. Building upon Equations 7–10, we derive anisotropic parameters for both types of waves and the intensity of amplitude anisotropy. Figure 7 illustrates the varying strengths of different anisotropic parameters (Thomsen parameters and amplitudes) for distinct samples. Red squares represent the results for dry porous dense sandstones, red-highlighted circles correspond to dry fractured-porous dense sandstones, and blue indicates water-bearing dense sandstones. Notably, fractured-porous dense sandstones under dry conditions display robust longitudinal wave anisotropy (ε) characteristics (Figure 7a), with intensities exceeding 20%, which is significantly higher than those observed in other dense sandstones subjected to various conditions. This highlights the sensitivity of (ε) to fractured-porous dense sandstones under dry conditions. Noteworthily, some gaseous porous samples (e.g., #3, #7, #11, #12) and water-saturated fractured-porous (e.g., #4) samples also exhibit strong (ε) characteristics (>10%), potentially complicating the use of (ε) as a sensitive parameter. Shear wave anisotropy (γ) exhibits minimal sensitivity to variations in sandstone types under different conditions (water-saturated, gas-saturated) (Figure 7b). There is substantial overlap between the dry fractured-porous test results and those under other conditions, with overall intensities remaining below 10%. Consequently, γ fails to effectively differentiate between these conditions. Parameter δ demonstrates limited sensitivity to different sandstone types under both dry and saturated conditions (Figure 7c), lacking distinct correlation patterns or the ability to clearly differentiate between them. Furthermore, most fractured-porous dense sandstones under dry conditions exhibit greater amplitude anisotropy parameters compared to other experimental results under different conditions (Figure 7d). Exceptions do occur, such as in Sample #1, where, despite being a fractured-porous dense sandstone, εA under dry conditions is lower than under water-saturated conditions. In conclusion, while longitudinal wave anisotropy and amplitude anisotropy parameters partially distinguish dry fractured-porous dense sandstones from other lithologies. In conclusion, although longitudinal wave anisotropy parameters and amplitude anisotropy parameters partially distinguish dry fractured-porous dense sandstones from others among varying lithologies, anomalies persist. To enhance discrimination further, this study proposes integrating longitudinal wave and amplitude anisotropy parameters to construct a joint anisotropic petrophysical constraint plot (ε-εA). The (ε-εA) plot effectively separates gas-bearing fractured-porous dense samples from other lithologies, facilitating threshold extraction. By setting thresholds for longitudinal wave anisotropy and amplitude anisotropy strength at >20%, sensitive parameters are identified, distinguishing gas-bearing fractured-porous dense sandstones from diverse lithologies. Remarkably, this plot seems capable of discriminating dry porous dense sandstones (red squares in the diagram) and water-saturated lithologies (blue circles) to some extent (Figure 8). However, the overlap between water-saturated test results for three porous samples (#8, #10, #13) and dry lithology outcomes raises concerns about applicability, warranting further discussion on the differentiation and selection criteria for other lithologies.
[image: Four scatter plots labeled (a), (b), (c), and (d) show data for dry, saturation, and crack-porous gas conditions across samples. Each plot uses different markers: red squares, blue triangles, and orange circles. The x-axes represent sample numbers, while y-axes display various measurements. Patterns in data points differ across plots.]FIGURE 7 | Anisotropic parameters of different types of dense sandstones under various fluid saturation conditions: (a) Longitudinal wave anisotropy parameter (ε), (b) transverse wave anisotropy parameter (γ), (c) thomsen anisotropy parameter (δ), (d) amplitude anisotropy parameter (εA).
[image: Scatter plot showing amplitude anisotropy versus epsilon. Red squares represent dry conditions and blue circles indicate saturation. Red circles surrounded by yellow denote crack-porous gas. Notable clustering is seen for both red and blue markers at lower epsilon values.]FIGURE 8 | Cross-plot of longitudinal wave anisotropy parameter versus amplitude anisotropy parameter (ε-εA) for different types of dense sandstones under various fluid saturation conditions.
Following the selection of dry, fractured-porous rock types via the (ε-εA) cross-plot and associated thresholds, further discrimination is sought for other lithologies, including gas-saturated porous, water-saturated porous, and water-saturated fractured-porous dense sandstones. Our study proposed to used a approach to represent anisotropy sensitivity—the slowness anisotropy parameter, which has been extensively studied and applied in the field of rock mechanics (Armstrong et al., 1995; Market et al., 2015; Market and Tudge, 2017; Zheng et al., 2009). Its calculation involves the following steps: Firstly, the ultrasonic signal received in the direction parallel to the fracture is taken as the reference waveform. Then, the cross-correlation coefficient between this reference waveform and those received at other angles is computed utilizing the cross-correlation algorithm. Specifically, the calculation proceeds as follows (Equation 11):
[image: Equation showing the cross-correlation function \( R_{0}^{T_{1}, T_{2}}(\tau) \), which is the integral of \( f_{c}(t)f_{c}(t-\tau) \) from \( T_{1} \) to \( T_{2} \) over the square root of the product of integrals of \( f_{c}^{2}(t) \) from \( T_{1} \) to \( T_{2} \). Labeled as equation 11.]
Among these, [image: Mathematical notation displaying the function \( f_{0}^{\circ}(t) \).] represents reference ultrasonic waveform data obtained by measuring along the initial 0° marking line, where t is the time of the waveform. [image: Mathematical expression showing "f subscript theta, left parenthesis, t minus tau, right parenthesis".] denotes the ultrasonic waveform data at an angle of [image: Please upload the image or provide a URL so I can generate the appropriate alternate text for you.], with a forward time shift amount represented as [image: Please upload the image or provide a URL for the image you want described.]; the observation window for the waveforms is defined between [T1, T2]. [image: Mathematical expression displaying \( R_\theta^{[T_1, T_2]}(\tau) \) with subscripts and superscripts, representing a function or operation dependent on multiple variables.] is the cross-correlation coefficient of the full-angle ultrasonic waveforms relative to the reference waveform, after applying the time shift, within this observation window. After normalizing the obtained cross-correlation coefficients, the spectrum of similarity coefficients for the full-angle waveform signals can be generated. The normalization algorithm proceeds as follows (Equation 12):
[image: Normalized equation for \( R_0^{[\Gamma, T]}(\tau) \) shown as \(\frac{R_0^{[\Gamma, T]}(\tau)}{\text{Max}(R_0^{[\Gamma, T]}(\tau))^{T_s}}\). Equation number (12) is on the right.]
Wherein, [image: Mathematical expression showing "Max" followed by an operation involving \( R \) with subscript \( \theta \) and upper limits \([T_1, T_2]\) applied to \(\tau\), raised to the power of \(-T_3\), with subscript \( T_3\).] represents the maximum value of the cross-correlation coefficients calculated within the time-shift window [-T3, T3] for the waveforms at different angles. Based on this maximum value, it becomes possible to determine the time shift amounts of various angle waveforms relative to the reference waveform. Coupled with the sample length, the slowness (or reciprocal velocity) of each waveform can then be calculated. Herein, we define the slowness anisotropy parameter [image: It looks like there was an error in trying to provide the image. Please try uploading the image file directly or provide a URL. Feel free to add any context or details you'd like included.] as the ratio of the maximum slowness to the minimum slowness derived from the ensemble of slowness calculated for waveforms at distinct angles. The explicit formula for this parameter is given as follows:
[image: Formula for efficiency calculation: \( e_{\text{low}} = \frac{S_{\text{max}} - S_{\text{min}}}{S_{\text{max}}} \times 100\% \), labeled as equation (13).]
In the equation, [image: It seems there might have been an error or formatting issue with the image link or reference. Please upload the image directly or ensure the link is correct, and I will help generate the alternate text.] denotes the slowness anisotropy parameter, whereas [image: It seems there is an issue—either no image has been provided or the file did not upload correctly. Please try again by uploading the image or providing a URL. If you have a caption, you can include it for additional context.] and [image: Mathematical symbol showing the letter "S" with a subscript "min".] respectively refer to the maximum and minimum values of the first-arrival slowness obtained from a comprehensive angular sonic testing of individual rock samples. It is important to note that the primary objective of conducting cross-correlation and normalization procedures on the waveforms is to enhance consistency in the picking of first arrivals across differing angles while accentuating the sensitivity differences of anisotropic parameters amongst tight sandstone reservoirs saturated with varying fluids. Taking as examples typical porosity-dominated (#10) and fracture-porosity dominated (#17) samples from our study area, when subjecting their waveforms acquired at various angles to the previously described workflow, we obtain normalized cross-correlation coefficient spectra under both dry and water-saturated conditions (Figure 9). In Figure 9a, representing the results for the fracture-porosity dominated (#17) tight sandstone, one observes that upon processing, the time shifts of waveforms at diverse angles relative to the reference have significantly increased under both dry and saturated conditions, manifesting pronounced anisotropic characteristics. Conversely, for porosity-dominated tight sandstones, processed waveforms exhibit substantial time shifts under dry conditions, but almost no change—remaining close to zero—under water saturation. These phenomena offer certain guidance in identifying sensitive parameters for selecting water-saturated porosity-type lithologies.
[image: Two sets of heatmaps labeled (a) and (b). Each set contains two heatmaps comparing "Dry" and "Saturated Water" conditions. Both sets show a color gradient from blue to yellow, indicating cross-correlation coefficients, with time shift on the x-axis and angle on the y-axis.]FIGURE 9 | Illustrates the normalized cross-correlation coefficient spectra for anisotropic waveforms tested under various conditions, specifically for (a) the fracture-porosity type (#17) and (b) the pore type (#10).
To further quantify these discrepancies, the slowness anisotropy parameters ([image: Please upload the image or provide a URL so I can generate the alternate text for you.]) are calculated under various lithological conditions using Equation 13, illustrated in Figure 9a. Red highlighted dots represent the slowness values corresponding to the dry fractured-porous rock type, which predominantly display high values surpassing those under water-saturated conditions for the same samples. Despite this general trend, Sample #9 exhibits an inverse relationship—an exception that underscores why we refrained from immediately adopting [image: Please upload the image or provide a URL for me to generate the alt text.] as the sole anisotropic elastic sensitivity parameter for dry fractured-porous lithology without thorough investigation. Drawing upon previous analysis, which allows us to the (ε-εA) crossplot allows us to initially identify the dry fractured-porous rock type, leading to its exclusion from Figure 10a. Subsequently, the remaining three lithotypes are discernible: gas-bearing porous (red solid squares), water-bearing fractured-porous (black solid circles), and water-bearing porous (blue solid triangles). Notably, most blue solid triangles cluster below the 0.01 threshold, indicating that the anisotropic slowness of water-bearing porous tight sandstones is below 0.01. This suggests that a 0.01 threshold is an effective criterion for distinguishing this lithotype.
[image: Two graphs compare slowness anisotropic parameters against sample numbers. The left graph shows three datasets: red circles (Crack-Porous Gas), red squares (dry), and blue triangles (saturation). The right graph shows red squares (dry), blue triangles (saturation), and black circles (Crack-Porous Water). Each graph has similar x-axes labeled as "Sample No." ranging from 0 to 20, but differing y-axis scales.]FIGURE 10 | Displays the outcomes of the slowness anisotropy parameter analyses for various types of tight sandstones under differing conditions.
Integrating the aforementioned analyses and findings, the dry fractured-porous and water-bearing porous lithotypes can be sequentially identified via the (ε-εA) crossplot and subsequent application of slowness anisotropy parameters alongside relevant thresholds. Building upon this foundation, Lame parameters (shear modulus μ and bulk modulus λ) can be calculated utilizing P-wave and S-wave velocities, as well as density measurements for the remaining two lithotypes. The subsequent construction of a (μρ-λρ) crossplot, as illustrated in Figure 11, enables clear differentiation between the two lithologies. By establishing rational thresholds on the horizontal and vertical axes (specifically, μρ < 30 and λρ < 60), the distinction between dry porous and water-saturated fractured-porous tight sandstones becomes distinctly apparent.
[image: A scatter plot showing a comparison between dry and saturation data points. The x-axis represents \( \lambda \rho \) from 0 to 100, and the y-axis represents \( \mu \rho \) from 10 to 40. Red squares signify dry data points clustered between 0 to 80 on the x-axis, mostly under 30 on the y-axis. Blue triangles indicate saturation data points spreading over 20 to 100 on the x-axis, staying above 25 on the y-axis.]FIGURE 11 | Presents the μρ-λρ elasticity parameter rock physics sensitivity plot, the units of both the horizontal and vertical axes are GPag/cm3.
5 DISCUSSION
The findings of this study advance the understanding of anisotropic rock physics in tight sandstone reservoirs by integrating multi-parameter thresholds and laboratory-scale validation, addressing critical gaps in existing literature. Previous studies on anisotropy in fractured reservoirs, such as those by Thomsen (1986), Bakulin et al. (2000a), Bakulin et al. (2000b), established foundational frameworks for velocity anisotropy but primarily focused on seismic-scale applications or theoretical models. This work bridges the gap between laboratory experiments and field-scale seismic interpretations by introducing amplitude anisotropy (εA) and slowness anisotropy (εslow) as complementary parameters to Thomsen’s ε, γ, and δ. These innovations enable a more granular discrimination of lithofacies under varying fluid saturations, a challenge highlighted in earlier works by Market et al. (2015), Market and Tudge, (2017), who emphasized the complexity of acoustic anisotropy in heterogeneous formations.
A key contribution lies in the development of the (ε-εA) crossplot with empirically derived thresholds (ε > 20%, εA > 20%) for identifying gas-bearing fractured-porous lithofacies. This approach contrasts with seismic-based methods, such as those utilizing OVT gathers (Yin et al., 2018; Yin et al., 2022), which lack laboratory validation of anisotropic sensitivity parameters. The integration of ultrasonic testing with petrophysical analysis aligns with Xie et al. (2022), who demonstrated pore structure impacts on velocity anisotropy, but extends their findings by quantifying amplitude variations. For instance, the pronounced velocity and amplitude anisotropy observed in gas-saturated fractured samples (#1, #4, #14, #17) corroborates theoretical models by Thomsen (1986) and experimental results from Ding et al. (2020), while introducing practical thresholds for field applications. The novel slowness anisotropy parameter (εslow) further enhances lithofacies discrimination, particularly for water-saturated porous types (εslow <0.01). This parameter addresses limitations in prior studies, such as those by Armstrong et al. (1995), which focused on field-scale elastic anisotropy but lacked microscale resolution. The workflow’s reliance on cross-correlation coefficient spectra builds on methodologies proposed by Zheng et al. (2009) for stress-induced anisotropy but adapts them to ultrasonic data, offering higher precision for tight sandstone characterization. The development of a full-angle ultrasonic testing system represents a significant improvement over traditional methods, which often suffered from sparse sampling and low signal-to-noise ratios (Quakenbus et al., 2006). Our system’s high-density angular sampling (every 2°) and enhanced coupling align with advancements in shale anisotropy studies (Xie et al., 2024) while achieving superior resolution compared to regional-scale seismic approaches.
Three key limitations warrant attention. First, the sample size (n = 20 cores) is constrained compared to basin-scale studies (Jia et al., 2022), potentially limiting the universal applicability of thresholds. Second, cylindrical sample geometries may inadequately replicate in situ stress conditions—a caveat also noted in shale anisotropy research (Xie et al., 2024). Third, the empirically derived thresholds (e.g., λρ < 60, μρ < 30) are calibrated for the Jianyang Block’s lithology and stress regime, necessitating validation in divergent basins. In summary, this study advances anisotropic rock physics by providing a multi-parameter, threshold-driven framework tailored to tight sandstones. By addressing the shortcomings of isotropic models and introducing novel parameters, it complements existing methodologies while offering practical tools for fluid identification. However, the regional specificity of thresholds and sample-scale limitations underscore the need for validation in diverse geological settings. These contributions align with global efforts to enhance unconventional resource exploration, as advocated by Zou et al. (2018), while addressing the unique challenges of the Sichuan Basin’s Xujiahe Formation.
6 CONCLUSION
This study proposes a stepwise identification strategy and methodology for lithofacies based on anisotropic rock physics sensitive parameters. Initially, by synthesizing observations from image logging, core analysis, permeability-porosity tests, and petrographic thin section examinations at varying scales, the tested samples are classified into four lithofacies categories: dry porous, water-saturated porous, dry fracture-porous, and water-saturated fracture-porous. Building on this foundation, an advanced full-angle ultrasonic anisotropy testing system was employed to conduct high-density, high-precision ultrasonic waveform tests with a high signal-to-noise ratio across multiple directions. Analytical results revealed that dense sandstones characterized by a dry fracture-porous nature exhibited strong P-wave anisotropy (ε) and strong amplitude anisotropy (εA). Accordingly, an (ε-εA) anisotropic rock physics crossplot was constructed; by establishing thresholds (ε>20% and εA>20%), the dry fracture-porous dense sandstones could be efficiently selected and differentiated. Furthermore, based on the similarity coefficient spectrum derived from full-angle waveforms, a special parameter, slowness anisotropy (Δ), and its theoretical derivation method were introduced. It was observed that the slowness anisotropy parameters for water-saturated porous lithofacies consistently remained below 0.01, suggesting that slowness anisotropy can serve as an effective elastic-sensitive parameter for identifying water-saturated porous lithofacies. Finally, by integrating the (λρ-μρ) diagram with its defined thresholds (λρ < 60 and μρ < 30), gas-bearing porous and water-saturated fracture-porous lithofacies can be effectively selected and differentiated. These findings provide significant support for reservoir and fluid identification predictions in the Shijiahe Formation’s pore-fractured dense sandstone reservoirs in the Jianyang region. It is expected that these results will play a foundational role in interpreting 4D seismic data, recognizing fluid types, and predicting azimuthal anisotropic reservoirs in dense sandstone formations in other regions.
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Black shale is the main source rock of the Jurassic Liangshan Formation shale reservoir in basin A, and its organic geochemical parameters TOC, S1, and S2 are very important for the quantitative evaluation of shale reservoir exploration and development potential. TOC, S1, and S2 logging evaluation methods are established according to the principle of “core calibration logging” because of the possession of logging and core analysis data in basin A. Firstly, improved △logR and multiple regression analysis methods are used to establish a quantitative TOC logging method based on slowness, resistivity, and gamma-ray logging. Secondly, based on acoustic time difference, resistivity, and gamma logging, a quantitative calculation method of S2 is established by multiple regression analysis. Finally, based on the statistical relationship between TOC and (S1+S2) of core analysis and S2 calculation results, a logging method for quantitative calculation of S1 is obtained. The application results show that the TOC calculated based on multiple regression analysis is in good agreement with the TOC of core analysis, with A relative deviation of 9%. The modified △logR method results in a large deviation from the TOC of core analysis due to the influence of the error of coefficient A and overlap coefficient K. The relative deviation of S1 and S2 calculated by logging and S1 and S2 by core analysis is 6% and 7%, which can meet the evaluation requirements of hydrocarbon generation potential of source rocks.
Keywords: Lianggaoshan formation shale, logging evaluation, organic geochemical parameters, multiple regression analysis, black shale

1 INTRODUCTION
A set of deep lacustrine and semi-deep water lacustrine sedimentary black shale, mainly composed of quartz and clay minerals, is developed in the Jurassic Liangshan Formation of east Sichuan Basin. The deep lake-semi deep water lacustrine sedimentary black shale developed in the Lianggaoshan Formation of the Jurassic in basin A is the main source rock for shale oil and gas reservoirs (Chen et al., 2005; Zou et al., 2018; Farouk et al., 2024a). The organic geochemical parameters (TOC, S1, S2) are vital in the exploration and development evaluation. Therefore, the evaluation methods of organic TOC, S1, S2 are widely concerned.
Two main methods for quantitative evaluation of organic TOC, S1, S2 are core analysis testing and logging evaluation (Shihe and Zhang, 2016; Farouk et al., 2024b; Youmi, 2008). Although the results of core analysis testing are objective and accurate, the method has disadvantages such as limited core samples, discrete core sampling, and high cost. Logging evaluation can continuously evaluate the target interval using logging curves, mainly including single and combination logging evaluation. Single logging evaluation includes: Schmoker and Hester (1983) established empirical formulas using DEN and TOC to calculate TOC. Mendelson. and Toksoz (1985) established a linear relationship between TOC and GR to calculate TOC. Fertl and Chilingar (1988) established a linear relationship between TOC and uranium content to calculate TOC (Chen and Qiang, 2004). Herron et al. (1988) calculated TOC using C/O spectral logging data. However, sh1ale’s rock and mineral composition are complex, and the evaluation error of a single logging is large. Compared to single logging, the accuracy of combination logging evaluation is higher. Based on kerogen’s high resistance and high acoustic time difference properties, Passey et al. (1990) combined the acoustic time difference curve with the resistivity curve, using the core scale to calculate TOC (Passey et al., 1990) quantitatively, and proposed the △logR method. The method has strong applicability and can be used for both clastic and carbonate rocks while eliminating the influence of pores. However, reading baseline values is complex, and the method’s accuracy is limited by dependence on the thermal maturity index (LOM); the method has low accuracy. Therefore, Zhang and Zhang (2000) superimposed a suitably calibrated porosity curve (e.g., acoustic interval transit time log curve) on a resistivity log curve, enabling relatively accurate evaluation of the total thickness of source rocks in each well and the depth distribution of source rocks in each layer the with the resistivity curve, using the core scale to clogR method is improved to get higher accuracy. Qu et al. (2011) established a linear relationship between TOC and with the resistivity curve, using the core scale to clogR and eliminated the influence of the thermal maturity index (LOM). Ritesh et al. (2014) used extended elastic impedance for obtaining the GR and porosity volumes and simultaneous inversion for obtaining the brittleness volume. Zhu et al. (2013) integrated previous research methods and utilized the means of rock-electricity relation, ΔlgR method, and fracture logging interpretation model to solve the problem of identifying high-quality reservoirs in the black shales of the Chang 7 Member in the southeastern Ordos Basin.
Huo et al. (2011) established a cross plot of AC and lgRT to determine baseline values, which can compare baseline values of non-source rocks under different sedimentary conditions. Liu et al. (2014) proposed a variable coefficient △logR method, which improves the adaptability of the △logR method to terrestrial formations by modifying the model coefficients and introducing new logging parameters. Adeniji and Onayemi (2014) analysis of the Agbada shales of Niger Delta basin using RMS Amplitude method,and proved that Agbada shales are not matured source rocks, but rather sealing the reservoir. Hu et al., (2016) established a generalized △lgR method using GR, AC, and lgR to predict TOC. Integrating geochemical approaches, one - and two - dimensional basin modeling exercises, well log analyses, seismic interpretations, and the study of hydrocarbon migration pathways, (Farouk et al., 2024c) identified suitable drilling targets.
In addition, the combination logging evaluation includes (Zhu et al., 2002), who used a BP neural network to calculate TOC based on logging data similar to existing logging data. Jacobi. et al. (2009) proposed Nuclear magnetic resonance logging and density logging dual porosity. Density logging is used to divide the response of kerogen into the response of formation porosity, and nuclear magnetic resonance logging divides the response of kerogen into the framework, the difference between the two responses is the TOC content of the formation (Gao et al., 2014). Hu et al. (2011) used multiple regression analysis through conventional logging curves, including GR, DEN, and CNL, to select logging curves that significantly impacted TOC content. They established a multiple regression equation.
Pan et al. (2009) used multiple regression analysis to fit and establish a multiple regression equation for the free hydrocarbon content S1. Wang et al. (2009a) conducted a regression analysis between the pyrolysis analysis data of source rocks and TOC, founding the positive correlation between the pyrolysis hydrocarbon content S2 and TOC, and finally established an equation between S2 and TOC. Yang et al. (2013) established a relationship between natural gamma spectroscopy logging data and rock pyrolysis hydrocarbon generation potential (S1+S2) using core regression analysis based on the fact that organic matter increases with the decrease of Th/U value and the increase of rock pyrolysis hydrocarbon generation potential with the increase of U/Th value. Song et al. (2021) combined several curves that contributed to the potential of rock pyrolysis for hydrocarbon generation, using principal component regression to quantitatively analyze the potential of rock pyrolysis for hydrocarbon generation (S1+S2) and established a computational model.
In the Jurassic of the eastern basin A, the absence of specialized logging data, including nuclear magnetic resonance and natural gamma ray spectroscopy, poses challenges. There are lots of defects and deficiencies in using conventional logging data to comprehensively evaluate the total organic carbon content (TOC), free hydrocarbon content (S1), and pyrolysis hydrocarbon content (S2) of the source rock. Therefore, referencing various research methods mentioned above and combining relevant data from basin A, based on logging data and core analysis data, the article introduced logging evaluation methods including 2 types of total organic carbon content (TOC), 2 types of free hydrocarbon content (S1), and pyrolysis hydrocarbon content (S2), and applied the methods in the Lianggaoshan Formation of the Jurassic in basin A and selected the most effective method as the theoretical basis for hydrocarbon source rock evaluation.
2 CHARACTERISTIC OF JURASSIC SOURCE ROCKS IN THE BASIN A
The eastern region of Sichuan refers to part of basin A, including east areas of Huaying Mountain, west areas of Qiyue Mountain, south areas of Daba Mountain, and north areas of Chongqing (Zhang et al., 2019).
The analysis of field geological profiles and rock debris logging data shows that the Lianggaoshan Formation in basin A mainly includes a set of shale, sandstone, and mudstone interbeds with varying thicknesses. Black shale is the main source rock of shale oil and gas reservoirs, with strong hydrocarbon generation ability, and is the main exploration target layer.
Based on the TOC data of 52 core and debris samples from the Lianggaoshan Formation, a frequency distribution histogram of shale organic carbon content was plotted (Figure 1). It was found that the organic carbon content was distributed between 0.51% and 2.63%, with an average value of 1.16%, mainly concentrated in 1.0%–2.0%. According to the evaluation criteria for organic carbon abundance in source rocks (Li et al., 2021), the shale of the Lianggaoshan Formation is a high-quality source rock. Based on the data of 43 cores and debris samples S1 and S2 from the Lianggaoshan Formation, a frequency distribution histogram of shale hydrocarbon generation potential was plotted (Figure 2). The hydrocarbon generation potential (S1+S2) was found to be distributed between 0.48 and 3.62 mg/g, with an average value of 1.93 mg/g, mainly concentrated between 2.0 and 6.0 mg/g. According to the evaluation criteria for organic carbon abundance in source rocks (Lu and Zhang, 2007), the shale of the Lianggaoshan Formation is a moderate source rock.
[image: Bar chart showing the frequency percentage of total organic carbon (TOC) in various ranges. The ranges are 0.4-0.6, 0.6-1.0, 1.0-2.0, and 2.0-3.0. The highest frequency is over 60% in the 1.0-2.0 range.]FIGURE 1 | Frequency distribution histogram of total organic carbon content (TOC) in the shale of the Lianggaoshan Formation.
[image: Bar chart showing the frequency percentage of S1452 concentrations in mg/L. Three bars represent ranges: 0 to 0.5 (approximately 5%), 0.5 to 2.0 (over 40%), and 2.0 to 6.0 (around 55%). Bars are red.]FIGURE 2 | Frequency distribution histogram of hydrocarbon generation potential (S1+S2) in the shale of the Lianggaoshan Formation.
Lu and Zhang (2007) proposed in Oil and Gas Geochemistry that the evaluation of organic matter abundance in source rocks is mainly based on organic carbon content, supplemented by hydrocarbon generation potential (Kamali and Mirshady, 2005). In summary, the shale of the Jurassic Lianggaoshan Formation in basin A is a high-quality source rock.
3 QUANTITATIVE CALCULATION METHOD AND APPLICATION RESULT ANALYSIS OF TOTAL ORGANIC CARBON CONTENT (TOC)
Based on logging data and core analysis data, the article uses the improved △logR method and multiple regression analysis methods to calculate the TOC of the Lianggaoshan Formation shale in the basin A region and analyzes the actual application results.
3.1 Improved △logR method
The △logR method was derived by EXXON and ESSO companies in 1979 and has been used in several countries with great application results. Passey officially proposed the △logR method in 1990 for carbonate and clastic rocks under different maturity conditions, which can quantitatively calculate TOC by overlaying the resistivity curve and acoustic time difference curve. As a logging evaluation method for quantitatively calculating the TOC of source rocks, The △logR method is still widely used (Li et al., 2021; Lu and Zhang, 2007; Kamali and Mirshady, 2005).
The △logR method overlays the acoustic time difference curve and resistivity curve onto the same channel, with each 50 US/FT acoustic time difference on the channel head corresponding to a logarithmic resistivity scale. In non-source rock formations, the acoustic time difference and resistivity curves have the same trend, and the overlapping part is the baseline. In the source rock formation, the amplitude difference between the two curves is recorded as Δ logR, and Passey believes that Δ logR and TOC are positively correlated. Furthermore, the calculation formula for the △logR method is derived as follows:
[image: Equation for ΔlogR is shown: ΔlogR equals logarithm (base 10) of the ratio of R to R_baseline, plus K times the difference between Δt and Δt_baseline, with the equation labeled as (1).]
[image: Equation showing TOC equals open parenthesis delta log R close parenthesis raised to the power of two, multiplied by ten raised to the power open parenthesis zero point two nine seven minus zero point one six eight eight times LOM close parenthesis.]
In the formula, R is the resistivity, ohm. m; Rbaseline is the resistivity of the non-source rock section, ohm. m; △t is the acoustic time difference, US/FT; △tbaseline is the acoustic time difference of the non-source rock section, US/FT; K is the superposition coefficient, dimensionless number; LOM is a maturity parameter with no dimensionality (Passey et al., 1990; Tang et al., 2010; Tan et al., 2021).
In actual reservoirs, there are often many gas fields of the fracture-porosity type and porosity type. There may be certain problems when using conventional methods in dealing with such data (Han et al., 2012). The method has strong applicability and can eliminate the influence of porosity on TOC. However, there are some deficiencies in the reading and use of baseline values and maturity parameter LOM (Hu et al., 2011).
	(1) Baseline value: Due to the constant changes of logging response, a well typically requires a segmented reading of baseline values to calculate ΔlogR. Determining each baseline value after segmentation is complex and greatly influenced by subjective factors, which can easily lead to errors.
	(2) Maturity parameter LOM: a “thermal stress” parameter that describes the relative intensity of temperature time, which can be obtained from core analysis. In regions where maturity parameters are unavailable, the model fails to calculate TOC accurately.

Given the shortcomings above, it is urgent to establish an improved △logR model suitable for the Lianggaoshan Formation. For a well required segmented reading of multiple baseline values with a small range of variation, 102.297–0.1688*LOM can be considered as a constant value, denoted as A. The improvement applies to areas where LOM cannot be determined. Therefore, Formula 2 has been modified to:
[image: I'm unable to generate alt text from the equation directly. Please provide the image for me to assist you in creating the alternate text.]
Substituting Formula 1 into Formula 3 yields:
[image: The equation shown is: TOC equals A times the logarithm base ten of the fraction R over R baseline plus K times the difference of delta t minus delta t baseline.]
[image: Mathematical equation showing: a raised matrix to the power of minus one times matrix g times matrix R plus matrix A times matrix K times delta t equals A times the inverse of another matrix, including logarithms and baselines.]
For a well, A, lgRbaseline, and △tbaseline are constants, and K represents the length of the acoustic time difference corresponding to the resistivity value of each logarithmic scale in Formula 4. Passey believes that K should be a fixed value of 0.02. The improved △ logR model was ultimately obtained in Formula 5:
[image: An equation reads: \( TOC = a \times \ln G + b \times \Delta t + c \), where \( TOC \) is a function of the logarithm of \( G \), the change in time \(\Delta t\), and constants \( a \), \( b \), and \( c \).]
The improved △logR model only needs to consider the acoustic time difference and resistivity, avoiding the influence of factors such as manually determining baseline values and lacking maturity parameter LOM. This improves the applicability of the △logR method.
3.2 Multiple regression analysis method
The multiple regression analysis method can use all logging curves, including acoustic time difference, resistivity, and natural gamma, and establish regression equations between several logging response values and organic carbon content (Wang et al., 2009b; Guo et al., 2012). The method has strong regional characteristics, and suitable logging curves should be selected based on the actual situation of the target block.
Establishing a single connection between TOC and various logging curves can quickly and intuitively evaluate linear correlation and select appropriate, sensitive curves to establish a multiple regression model. Due to the limitation of logging data availability, the cross plots of TOC data and GR, AC, and RT for shale core analysis in the Lianggaoshan Formation were drawn separately (Figure 3).
[image: Three scatter plots show relationships involving shale Total Organic Carbon (TOC). (a) Plots TOC against Gamma Ray (GR), showing a positive correlation. (b) Plots TOC against Resistivity (RT), showing a negative trend. (c) Plots TOC against Acoustic (AC), showing a positive correlation. Each plot includes a trend line, equation, and R-squared value.]FIGURE 3 | Cross plots of TOC and logging curves of shale in the Lianggaoshan Formation. (a) Cross plot of shale TOC and GR (b) Cross plot of shale TOC and RT (c) Cross plot of shale TOC and AC.
Based on the correlation between TOC data from core analysis and logging curves, the acoustic time difference, resistivity, and natural gamma curves were ultimately selected as sensitive curves for multiple regression analysis. A TOC interpretation model suitable for the region was established with the formula:
[image: Equation showing the relationship between TOC and variables RT, AC, and GR: TOC equals negative 0.00074 times RT plus 0.05136 times AC plus 0.00594 times GR minus 3.35387. The r-squared value is 0.61.]
3.3 Application results analysis
Figure 4 shows the TOC logging interpretation results of the Longgang 80 well. The improved △ logR model calculated TOC, and rock debris analysis TOC data have poor corresponding effects, indicating that the model is not suitable for TOC calculation in the area. Due to the different coefficients A in different layers of the improved △logR model, setting the A value of the entire target well section to the same constant may result in some wrong calculated results. The superposition coefficient K should consider the influence of hydrocarbon fluids in the source rock, and setting a fixed value of 0.02 may cause errors.
[image: Geological log displaying gamma-ray, resistivity, caliper, and other measurements against depth, with interpretive lithology visually represented. It includes multiple calculated total organic carbon (TOC) models and an analysis of TOC effect on cuttings.]FIGURE 4 | Interpretation results of TOC for Longgang 80 well.
According to research, resistivity, acoustic time difference, and natural gamma curve are greatly influenced by kerogen in source rocks, so these 3 curves can be used to establish regression models to calculate TOC. Due to the rich uranium content, kerogen typically has high natural gamma values. The propagation speed of sound waves in kerogen is relatively small, increasing the acoustic time difference. Kerogen has poor conductivity, which increases its resistivity. However, mud intrusion, mineral composition, and increased organic pores may lead to decreased resistivity, so resistivity cannot be used alone. Considering practical application results, the TOC calculated by the multiple regression model corresponds well with the TOC data of rock debris analysis, which can meet actual production requirements. Figure 5 compares the TOC data obtained from the rock debris analysis of the Lianggaoshan Formation in Longgang 80 well in basin A and the TOC data calculated by the multiple regression interpretation model. The relative deviation between the rock debris analysis and the model calculation data points is 9%, with a small deviation and a high degree of fit, indicating the calculation model’s high reliability.
[image: Scatter plot comparing TOC effects from cuttings analysis and a multiple regression model. Blue dots represent data points. A red line indicates perfect correlation, while a black dashed line shows the regression line with the equation \(y = 0.8729x + 0.2495\) and \(R^2 = 0.8206\).]FIGURE 5 | Comparison between TOC analysis of Longgang 80 well and TOC calculated by multiple regression models.
4 QUANTITATIVE CALCULATION METHOD AND APPLICATION RESULTS ANALYSIS OF FREE HYDROCARBONS (S1) AND PYROLYSIS HYDROCARBONS (S2)
Free hydrocarbon (S1) refers to the hydrocarbon content detected per unit mass of source rock when the rock sample is heated up to 300°C. Pyrolysis hydrocarbon (S2) refers to the amount of hydrocarbons generated by heating a unit mass of source rock to 300°C–600°C. The quantitative calculation methods for free hydrocarbons and pyrolysis hydrocarbons mainly include multiple regression analysis and the TOC correlation method (Farouk et al., 2024d).
4.1 Evaluation method for S2 logging of pyrolysis hydrocarbons
Based on the TOC multiple regression model, the acoustic time difference, resistivity, and natural gamma curves are selected as the sensitive curves for S2 multiple regression. Using core pyrolysis analysis data, establish a corresponding calculation model with the formula:
[image: Mathematical equation describing a model, including variables S2, AC, RT, GR, with coefficients and constants: S squared equals 0.0689 times AC minus 0.0023 times RT plus 0.0069 times GR minus 4.5515. The R squared value is 0.54.]
4.2 Evaluation method for S1 logging of free hydrocarbons
Establish a logging calculation model for S1 using the above multiple regression analysis method, with the formula:
[image: Mathematical equation labeled as S1 equals 0.0019 times AC minus 0.0024 times RT minus 0.0032 times GR plus 0.7835. The coefficient of determination, R squared, equals 0.18.]
However, the R2 of the model is small, indicating a poor fit between the model and the sample, which cannot represent the trend of the sample values. Therefore, we try to use the TOC correlation method. As shown in the TOC - (S1+S2) cross plot (Figure 6), a positive correlation exists between S1+S2 and TOC. S1+S2 refers to the hydrocarbon generation potential of the source rock, which refers to the total amount of hydrocarbons produced by the organic matter in the source rock during pyrolysis. It can be directly used to evaluate the oil generation capacity. Generally, the higher the organic carbon content of source rocks with the same type and maturity, the higher the content of generated hydrocarbons. Therefore, establishing a single correlation between hydrocarbon generation potential (S1+S2) and organic carbon content (TOC), the formula is:
[image: Equation correlating parameters \(S1 + S2\) with total organic carbon (TOC), expressed as \(S1 + S2 = 2.3666 \times \text{TOC} - 1.1781\), and showing a correlation coefficient \(R^2 = 0.84\).]
[image: Scatter plot showing a positive correlation between TOC percentage on the x-axis and S1 plus S2 (mg HC/g) on the y-axis. Red data points are scattered around a blue trend line with the equation y = 2.8666x - 1.1781 and an R-squared value of 0.8349.]FIGURE 6 | Cross plot of TOC and (S1+S2) of shale in Lianggaoshan Formation.
Finally, based on the calculation results of the S2 model, use the difference to calculate S1 in the Formula 6.
[image: It seems like you have provided a mathematical expression instead of an image. If you have an image you would like me to describe, please upload the image or provide a URL to it.]
4.3 Application results analysis
Figure 7 shows the S1 and S2 logging interpretation results of the Longgang 80 well. The comparison between the S1 and S2 obtained from the logging calculation and the rock debris data shows a small error and great application result.
[image: A geophysical well log displaying multiple tracks, including gamma ray (GR), resistivity (RT and RXO), and acoustic impedance (ΔC) curves. Each track features different colored lines, with GR in purple and RT/RXO in black. Depth measurements appear on the central scale. Additional logs to the right show total organic carbon (TOC) and S1/S2 effect from cutting analysis, represented in red and black lines. The chart is divided by depth, providing detailed subsurface geophysical data.]FIGURE 7 | Interpretation results of S1 and S2 in Longgang 80 Well.
Figure 8 compares the performance of the S1 data obtained from the cuttings analysis and the S1 data calculated from the logging interpretation model. The relative deviation between the cuttings analysis and the model calculation data points is 7%, which is relatively small and has a high degree of fit, indicating the calculation model’s high reliability. Figure 9 compares the S2 data obtained from rock debris analysis and the S2 data obtained from multiple regression interpretation models. The relative deviation between the data points obtained from rock debris analysis and the model calculation is 6%, which is relatively small and highly consistent, indicating the high reliability of the calculation model.
[image: Scatter plot comparing Si calculated by multiple regression (y-axis) and Si effect cutting analysis (x-axis). Blue data points are scattered around the dashed line, indicating y equals 0.9134x plus 0.0883, with R squared equals 0.7023. A solid red line represents y equals x.]FIGURE 8 | Comparison between S1 analysis of rock cutting in Longgang 80 well and S1 calculation of logging interpretation model.
[image: Scatter plot showing the relationship between S2 evaluated by multiple regression modeling (Y-axis) and S2 effect cuttings analysis (X-axis) with blue data points. A red line represents a linear fit with the equation \(y = 0.7709x + 0.398\) and \(R^2 = 0.8588\), indicating a strong correlation.]FIGURE 9 | Comparison between S2 analysis of rock cutting in Longgang 80 well and multiple regression model calculation of S2 result.
5 CONCLUSION

	1) According to field geological profiles and cuttings logging data, black shale is the main source rock for shale oil and gas reservoirs in basin A. Based on the core analysis data statistics, the Lianggaoshan Formation shale in the Jurassic can be considered a high-quality source rock.
	2) In response to the data in basin A, two methods, including improved logR and multiple regression analysis, were used to establish a quantitative logging model for calculating TOC. The multiple regression analysis method results were highly consistent with the rock debris analysis data, and the application result was better.
	3) Based on the multiple regression analysis method to calculate the pyrolysis hydrocarbon S2, the TOC correlation method was used to calculate the hydrocarbon generation potential (S1+S2), and the final difference between the two was obtained as the free hydrocarbon S1. Combined with the logging interpretation results of the Longgang 80 well, the calculation results were consistent with the rock debris analysis data, and the model was highly reliable.
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Number = Wellname Stratigraphy = Depth (m] Lithology Core The angle The

orientation (°) between orientation of
maximum maximum
principal principal
stress and stress (°)
reference line
(©)
1 PY1-5H Upper Liang 3,554.30 Clayey shale N99.80°E 0 N99.S0°E.
2 PY 1-5H Upper Liang 3,562.82 Mixed shale NII1L65E 175° N116.65°E
3 PY 1-5H Upper Liang 3,563.82 Clayey Shale N10595°E 5 N10095°E
4 PY 12H Upper Liang 3,459.12 Fine sandstone NI0570°E 170° N95.70°E.
5 PY 12H Upper Liang 3,550.41 Feldspathic shale NI2740°E 20° NI07.40°E
6 PY 12H Upper Liang 346241 Feldspathic shale NI0420°E 0 NI0420°E
7 ¥$5 Dongyuemiao 1893.90 Clayey shale N135.75°E 145° NI100.75°E
8 ¥§5 Dongyuemiao 1895.50 Clayey shale N137.60°E 35° N102.60°E
9 ¥$8 Daanzhai 1699.78 Calcareous shale NIIL50%E 5 N10650°E
10 ¥$8 Dongyuemiao 182375 Mixed shale N85.00°E 180° N85.00°E
1 DYI Upper Liang 3,180.44 Feldspathic shale NII2I5%E 10° NI102.15°E
12 DY 1 Datanzhai 3,365.46 Feldspathic shale v N87.70°E ‘ 5 N82.70°E.
13 DY 1 Dongyuemiao 3,490.93 Mixed shale NS5.50°E 125° N11050°E
14 PAI01 Upper Liang 3,160.00 Feldspathic shale N86.60°E 155° NII1L60°E
15 PA 101 Upper Liang 3,340.58 Feldspathic shale NI158.05°E b i N83.05°E
16 PA 101 Upper Liang 3,359.62 Clayey shale NI7680°E 100° N76.80°E.
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SD-1 5037 2511 519 0.2%KCL 1294 62.7434 65.1438 65.0156
D2 5081 2513 705 0.5%SDS 1776 613018 645963 643748
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a. Lithology classification table

Dunham'’s classification scheme

Grainstone Marl content <10%, grain support
Packstone Marl content >10%, grain support
Wackestone Grain content >10%, marl support
Marlstone Grain content <10%, marl support
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HXI 3303 3361 111 7471 443
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3570 3591
3630 3686 1 Microgas /
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Samples engtl Diameter, ci Porosity ¢y,

Yi-1 4956 2452 8193 5411 8325 0.048 0.400
Y1-7 4.987 2449 9.444 6811 7.213 0.064 0.462
Y1-9 4975 2416 31150 21.633 36.054 0.054 1.947
Y3-2 4.990 2445 27.895 18.788 28.905 0.063 1.821
Y3-1 4.984 2417 12515 8.436 14.061 0.064 0.900
Y2-8 4981 2419 9.989 8.404 12.930 0.058 0750
Y1-6 4991 2406 22389 15.194 23375 0.057 1332
Y4-3 4.986 2423 9209 6.568 7.235 0.060 0.434
Yi-5 4.987 2458 16511 11269 17.337 0.047 0.815
Y22 4.987 2413 23773 14.657 24428 0.051 1.246
Y2-1 4.988 2468 10.084 7.245 8.125 0.063 0512
Y5-8 4991 2414 12.604 11193 17.220 0.056 0.964
Y5-5 4.968 2444 29377 21.788 33,520 0.045 1.508
Y5-4 4970 2436 25797 15.935 23.652 0.050 1183
Y4-9 4975 2448 10.163 8712 13.403 0.062 0.831
Y6-3 4977 2443 30019 20.778 34.629 0.044 1.524
Yi-4 4.980 2443 18.838 12,639 19.445 0.058 1128
Y9-8 4.961 2454 29.167 19343 32239 0.048 1.547
Y9-3 4967 2447 20488 14.026 21578 0.046 0.993
Y7-2 4982 2412 31231 14.325 21326 0.070 1.493
Y8-6 4972 2447 13987 9.643 18.532 0.042 0.778
Y7-5 4979 2417 28.653 18714 35.623 0.047 1674
¥8-2 4.963 2445 12706 10.663 15233 0.049 0.746
Y9-1 4962 2459 8332 5.600 7.821 0.065 0.508
Y6-9 4.965 2450 8050 4.964 8273 0.057 0472
Y6-4 4979 2460 21.149 13.746 31560 0.042 1.326
Y9-3 4.987 2444 24312 16.591 25,525 0.049 1.251
¥5-9 4.966 2455 5564 3714 6.190 0.050 0310
Y2-4 4.983 2452 17.088 11.048 21352 0.058 1.238
Y3-6 4.986 2464 30.659 21.529 35.881 0.049 1.758
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Samples Lengt Diameter, c
F8-7 5033 2519 12092 97.752 130430 0012 1565
65 5029 2519 7.072 20,109 20301 0013 0264
F43 5057 2516 10213 8547 11030 0055 0.607
F12-1 5037 2520 7.445 20955 21040 0016 0337
F8-14 4983 2520 7.004 16930 17038 0024 0.409
F9-6 5.044 2521 10416 97.869 99.367 0015 1491
F15 4627 2519 7.254 2972 6578 0093 0612
F15-6 5027 2517 11213 1129 1158 0163 0189
F13-2 4.985 2514 11114 2610 2634 0.061 0.161
F12:9 4987 2516 7.784 15.568 16.198 0023 0373
Fl-14 4978 2519 10.057 126948 129.960 0015 1.949
F26 5050 2502 12437 0136 0141 0348 0.049
58 3574 2510 3962 20,689 20913 0028 0.586
F79 5410 2531 8.260 0399 0621 0128 0079
F6-3 5035 2517 11327 0.604 0824 0121 0.100
F10-5 4814 2525 7.577 11363 26,696 0012 0320
F10-3 4303 2538 3.802 0749 0857 0.101 0.087
F7-1 5042 2521 6.763 4457 5813 0056 0326
F1-6 4984 2504 7.784 11372 13950 0026 0363
38 5052 254 7.354 18335 19.429 0019 0.369
Fl1-4 5037 2521 10.097 26996 46477 0034 1580
F93 5033 2.509 7.626 10045 14603 0021 0307
B35 5.045 2493 13520 29.196 30,507 0028 0.854
F2-8 5899 2513 8.631 9.163 12286 0039 0479
F6-8 5033 2513 10751 15402 24293 0059 1433
F9-4 5035 2495 7.760 51073 52895 0018 0952
F4-8 4191 2521 8300 55.072 55951 0026 1455
F4-4 2752 2522 11695 58955 67.452 0023 1551
F3-11 5.047 2513 9.430 10556 17628 0036 0.635
F117 3.888 2521 8.268 8251 8342 0041 0342
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Trip drill Bit Drilling tool  Footage Net RPM  Displacement PP Reasons  Prediction  Predicted

model  combinations  (m) drilling (r/min) (Us) (MPa) for of ROP
time(h) hoisting | stratigraphic  (m/h)
or drillability
running
operation
Tz | MMDSSDMH  PDC o rotry P ® 0120 @ w30 w30 367 | Sowled | Fsthadioddl | 35
sceing ool andsevere | mainlyincluding
bvear | someEasy-to-
il Secondary
hardto-dell
Tz | XZDSDRS | PDCrotry 3 15 0120 © » 530 200 | Abvormal | Sccondary 25
scering ool PRlghtbit | hard-to-drll
5 | XZDSDRS | PDCroury 15 » 110 @ » 530 159 | Sowhed, | Sccondary 15
seeing ool lesswearon | hard-to-deil.
drilbis
26 EoM wrbodeill+ s w1 w080 5070 » w3 195 | Sowhed | Sccondary 20
impregnated andsevere | hard-to-deill and
diamond bi bwear | Thind
ardto-dil
w7 TReos PDC+ posiive m 7 80160 s0-60 » 3052 221 | Sowfed | Secondary 25
displacement motor severebit | hard-to-dil
hollowing
T8 | XZDSDRS | PDCposive 155 £ s0-120 5070 » »5 22| Abormal | Thind 15
diplcement motor PP severebit | hard-to-deil
Hhollo

9 s7162% PDC + posiive 5 35 80120 5070 » 232 151 Abnormal | Thid 15
displacement motor PR severe bt | hard-to-drill

TZI0 | XZDSGDRS | PDC+ posiive 130 ” 50-160 50 B 22 178 Abnormal | Thid i
displacement motor PR severebit | hard-to-drilland
wear, Secondary
hollowing | hard-to-drill
out
TZII | XZDSGDRS | PDC+ posiive 149 w“ 120-200 3050 525 22 339 Abnormal | Secondary 25
displacement motor PRseverebit | hard-to-drill
hollowing
ot
TZ12 | XZDSDRHS  PDC+ positive m u 120-200 3050 528 235 46 Drilto Secondary 25

displacement motor rget B hard-to-drill
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Significance Compression Tensile strength Cohesive Angle of internal @

value strength strength friction
Bl 044 046 039 040 033 0393 ‘ 1965
Compression strength | 0.29 0.30 029 032 030 0302 ‘ 151
Tensile strength 011 0.10 010 0.16 0.18 0.139 ‘ 0695
Cohesive strength 0.09 0.08 019 0.08 012 0095 ‘ 0475
7 Angle of internal friction i 0.08 0.06 | 003 0.04 0.06 0072 ‘ 036
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Nameofwell ~ Numberof  Drillbittype  Wellsection Average Timeforpure  AverageROP  Thethirdspud  High resistivity

drilling trips footage of trip drilling (hour) (m/h) drilling cycle values (Q-m)
drilling (m) (day)
\ st 16 PC 4715-6500m s 797 2 w02 100
\ stz 17 PDC/Impregnated | 4750-6,667m. 27 962 199 9% 1000
o » P [p—— s ™ i s
sy 7 eoc 4159-6310m 01 s s07 69 20
o s e P 209 s i N =

S WA it i v i Sl
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Significance value

Compression Tensile Cohesive Angle of
strength strength strength internal friction
Ay Elp 1 15 4 5 55
Compression strength | 2/3 1 3 4 5
Tensile strength 174 73 1 2 3
Cohesive strength 15 14 2 1 2
Angle of internal friction | 2/11 | 15 173 | 12 1






OPS/images/feart-13-1546094/feart-13-1546094-t001.jpg
Order  Formation = Nozzle Drilling fluid parameters Drill parameters

of (mm)

drilling Density PV YP  WOB  RPM  Displacement  SPP Bp DPS  HPKN) SV SH(kw)
(g/cm?®)

(mPas)  Pa (kN)  (¢/min) (L/s) (MPa)  (MPa)  (MPa) (m/s)
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Scale Det o
1 In the comparison of two elements, they are regarded as having the same importance.
3 In the comparison of two elements, the former is considered to be somewhat more important than the latter.
5 In the comparison of two elements, the former is clearly more important than the latter.
7 In the comparison of two elements, the former is strongly more important than the latter.
9 In the comparison of two elements, the former is considered to be extremely more important than the latter.

2468 Denotes the intermediate values of the previously mentioned adjacent assessments.

Reciprocal If the importance ratio between factor i and factor j i ,,then the importance ratio of factor j o factor i can be expressed as a; = 1/a,,
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Measurement  Bel BE (first) ~ BE (second) BE (third) The average

number brittleness
value
1 20017 | 018 2553 | 045 | 029 | 026 042 035 038 038
2 6317 027 2563 | 041 | 037 | 022 023 033 030 029
3 13304 | 022 1295 | 042 | 036 | 023 032 026 027 028
4 17200 | 035 392 | 048 | 007 | 045 021 022 022 022
5 20776 | 028 1941 045 | 025 | 030 0.36 033 035 035
6 39478 | 004 | 13431 | 045 | 032 | 023 0.89 091 091 090
7 89.94 012 1106 | 045 | 030 | 025 029 022 ‘ 023 025
8 17642 | 018 220 | 037 | 026 | 037 030 028 028 029
9 10054 | 022 084 | 032 026 | 042 019 0.19 019 019
10 20571 | 016 464 | 042 | 027 | 031 0.40 035 035 036
1 32169 | 021 3631 | 043 | 033 | 024 0.59 050 049 053
12 20356 | 021 6960 | 041 | 031 | 028 0.50 0.60 058 056
13 19267 | 020 1761 039 | 029 | 032 037 041 040 039
14 14873 | 027 3405 | 039 | 034 | 027 034 034 030 033
15 197.14 | 021 2971 | 040 | 031 | 030 041 042 037 040
16 19142 | 023 115 | 036 | 028 | 035 033 037 036 035
17 14394 | 014 437 | 038 | 023 | 039 027 027 027 027
18 40.56 029 1073 | 039 | 036 | 024 017 020 018 018
19 75.06 0.14 318 | 039 027 | 035 022 0.20 020 021
20 99.86 041 036 | 031 | 034 | 035 013 012 012 013
21 17985 | 055 008 | 025 036 | 038 0.10 0.10 0.09 0.10
2 5047 033 162 | 036 | 036 028 014 015 014 014
2 69.88 037 013 | 030 032 | 038 012 011 011 011
u 5023 037 648 | 037 | 038 | 025 013 013 012 013
25 1244 | 010 416 | 039 022 | 039 025 026 025 025
26 1755 | 048 000 | 033 040 | 026 012 012 012 012
27 2714 | 025 470 | 042 | 036 | 022 039 030 029 033
2 13239 | 036 268 | 031 033 | 036 019 0.19 019 019
29 271.36 -0.07 647 0.41 0.15 0.44 0.44 0.46 045 045
30 20117 | 018 2553 | 045 | 029 | 026 042 035 038 038
31 6317 027 2563 | 041 | 037 | 022 023 033 030 029
32 13304 | 022 1295 | 042 | 036 | 023 032 026 027 028
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Type

‘Type 1: The pre-peak behavior is defined by

elastic-plastic characteristics. Post-peak, the material

displays significant brittleness, with strain hardening
noted during the decline in strength.

‘Type 2: The pre-peak behavior is defined by a largely
elastic-plastic response. A considerable amount of
plasticity is evident in this category, resulting in
pronounced brittleness following the peak.

Type 3: The pre-peak behavior is defined by elastic
characteristics. Moderate brittleness occurs post-peak,
reflecting a transitional behavior.

Type 4: The pre-peak behavior is defined by elastic
characteristics. Following the peak, the material
demonstrates plastic behavior.

“Type 5: The pre-peak behavior is defined by a
combination of elastic and plastic characteristics. Afier
reaching the peak, the material retains its plastic
behavior.
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Feature points

Yield-to-peak ratio:
0833
Weakening modulus:
-9620.871

Yield-to-peak ratio:
0.647Modulus
of weakening: -10224.7

Yield-Peak Ratio: 0.855
Deterioration Modulus:
-512.87

Yield-Peak Ratio: 0.92
Deterioration Modulus:
-141277

Yield-Peak Ratio: 0.59
Deterioration Modulus:
-79.068

Fine sandstone
Bedding fine sandstone
Felsic shale

Clayey shale
Stratiform mixed shale
Gray shale

Stratified Clay-rich Shale
Mesoshell limestone
Felsic shale

Mixed shale
Clayey shale

Gray shale
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Experimental Well Depth(m) Lithology  Containment = Temperature  Sampling Poisson’s Young's  Compressive

sample Identifier (MPa) ) direction ratio modulus strength
number (MPa) (MPa)
1 Y85 1893.9-1894.03 Clayey shale 2 50 Horizontal 0150 141479 599
2 Y85 1895.5-1895.72 Gray shale 2 s0 Vertical 0169 &6 516
3 s 1699.75-1699.93 Gray shale 2 s0 Vertical 17 53736 554
1 ¥ss. 18237518239 Mixed shale 2 E Vertical 150 58625 &7
5 Y88, 181279181287 | Stratform mixed 2 50 Horizontal 167 73024 1064
shale
s ¥ss. 181690-181697 | Clayey shale 2 50 Vertial 0192 97796 684
7 s 1819.66-181974 | Stratform mixed 2 50 Horizontal 0275 3r2 1023
shale
s s 182478-182486 | Clayey shale 2 s0 Vertical 178 65097 562
o Y88, 183287183295 | Clayey shale 2 50 Horizontal 21 321 78
10 s 183503183500 | Clayey shale 2 0 Horizontal 0206 877 72
n ¥ss. 183917183925 | Mesoshell limestone. 2 50 Vertical 0155 S0.4583 ms
2 VI 3180.32-3150.56 Felsc shale 30 7 Horizontal 0209 29825 1790
13 Vi 3365.37-336555 Mixed shale 30 o Vertical 0208 71249 923
1 ovi 37535337555 | Clayey shale 20 70 Horizontal 0236 135317 n7
15 ovi 34908-3491.06 Gray shale 30 Kl Vertical 0156 16103 794
16 Pat0l 3160316012 Suranded clayey 0 £ Vertical 0219 27732 1085
shale
7 Patl 316083161 Clayey shale 30 7 Horizontal 0239 71392 e
15 Pat0l 3355333361 Fine sandsione 2 o Vertcal 0215 21817 1356
1 PatOl 33558333567 | Fine sandstone » 70 Vertical 0202 29787 I
2 PatOl 334058331067 | Fine sandstone » E Horizontal 0218 238018 1
2 PatOl 334058331067 | Fine sandstone 2 7 Vertical 0152 27,4498 1361
2 Patol 3359.62-335971 Felsc shale 30 £ Horizontal 0367 11520 553
2 PY1SH 360316012 Suranded clayey 20 El Horizontal 023 190857 1
shale
u PYISH 35543355462 Mixed shale 0 o Horizontal 0166 21850 1304
2 PYISH 356282356322 Gray shale 30 K Vertical 0153 120151 65
2% PY12H 36382356112 Fine sndstone 2 K Horizontal 0167 316038 w77
2 PYi2H 3449153495 | Finesandstone 0 0 Vertical 0130 322 38
2 PYi2n 3449.15-34495 Bedding fine 0 70 Horizontal 0205 e 276
sandstone.
» PYian 34912345948 Bedding fine 30 El Horizontal 0221 5384 3
sandstone
0 PYI2H 3041355078 Bedding fine 30 7 Vertical 0265 205539 w72
sandstone.
3 PYian 355041355078 Bedding fine 0 £ Horizontal 0197 27736 222
sandstone.
2 PYi2n 624134627 Bedding fine 30 £ Vertical 0199 329694 1947

sandstone
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Sample Well Lithology Quartz K- Plagioclase Calcite Dolomite Baryte Pyrite Whewellite Fluorapatite  Clay

identification  identification feldspar minerals
number number
2 ovi 318032 Longlved | 480 - 25 0 = 09 = = - 20
shale
2 ovi 56537 Clayrich e = 52 87 = = 62 - = n5
shale
3 ovi 37535 Mixedshale | 273 = 19 24 = - 24 = - 60
1 ovi 3908 | Calareous | 269 06 31 185 & = 10 = =] 99
shale
5 PYL2H 344015 Fine s06 = %1 12 N - s = - 201
sandstone
6 PYL2H 35902 Swaified s06 - 29 51 - - - - - ™
fine
sandstone
7 PYL2H B0l Swaifed 355 - 270 216 - - - - - 159
fine
sandstone
s PYI2H 316241 Stratiied 80 - 23 52 - - = — - 185
fne
sandstone
9 Pal0l 3160 Laminsted | 463 = 197 19 = 09 08 - 30 174
clay-rich
shale
10 PAl0l 31608 Clayrich 399 - 193 161 = - 07 — - 210
shale
n Pal0l 3355 Fine 474 = 174 08 - = - — - a4
sandstone
2 PAI0l 333558 Fine s = 175 = = = = - = 37
sandstone
3 Pal0l 31058 Fine 3 - 28 - = - - - - 29
sandstone
1 PAI0l $96 | Longlved | 372 - 25 = = = = - - 503
shale
15 PAl0l 3159 Laminated | 303 = 23 198 1 - 31 = - 05
clay-rich
shale
16 Pal0l 316638 Clayrich %9 = 2 29 22 = 36 = = a4
shale
” PYLSH 392 Laminied | 329 = 15 39 o = 06 = = s
clay-rich
shale
s PYLSH 36106 Clayrich 289 - 21 195 13 - 36 - - 3
shale
19 PYLSH 35543 Laminaed | 378 = 77 = = & & = & 515
clay-rich
shale
el PYISH 3628 | Miedshale | 316 - 85 21 o= — - — - 78
2 PYLSH 368 Clareows | 356 - 70 - = - = = - 574
shale
2 85 18939 Clay-rich 39 - 50 7 = = 14 ~ - 526
shale
» 85 18955 Calareows | 323 - 19 9% - - 29 = = 533
shale
u s 16978 | Calcarous | 105 ~ - 763 - - 15 36 - 1
shale
5 s 182375 Misedshale | 194 07 20 57 = - 13 - 10 59
% s 181279 Laminted | 288 - 51 182 21 = 27 = - 51
mixed shale
7 S8 18169 Clayrich 199 = 07 5 101 - 23 - = 55
shale
28 88 181966 Laminaed | 269 - 22 Bl 09 - 21 - - 69
mixed shal
» S8 182178 Clayrich %2 = 51 22 = = 2 = = 645
shale
Bl Y88 18267 Clayrich 366 - s 08 = = o = =] 576
shale
3 s 183503 Clayrich 53 = 16 = - - - = = o1
shale
2 s 1839.17 Shell 34 - 76 15 - = 12 - - 308
limestone
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Model dimension 30 cm x 30 cm
Wellbore radius Tem
Perforation length 0.26 cm
Perforation angle, 6 45°
Maximum horizontal stress, oy, 17 MPa
Minimum horizontal stress, dj, 8-14 MPa
Vertical stress, o, 20 MPa
Young’s modulus, E 16.14 GPa
Poisson’s ratio, v 018
Tensile strength, o, 32MPa
Fracture energy, G° 28 N/mm
Permeability, k 15mD
Porosity 012
Fluid viscosity, 40 mpas
Injection rate, Q 1.6 %10 m’/s.
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rameter Value

Model dimension 30mx30m
Wellbore radius 20em
Perforation length olm
Perforation angle, 6 0°-90°
Maximum horizontal stress, oy 20MPa
Minimum horizontal stress, 0, 12-18 MPa
Vertical stress, o, 25MPa
Youngs modulus, E 10-40 GPa
Poissons ratio, v 02-03
Tensile strength, o, 12-62MPa
Fracture energy, G° 28 N/mm
Permeability, k 10mD
Leak-off coefficient, m/s/pa 1x1071
Porosity 012
Fluid viscosity, ¢ 20 mpas
Injection rate, Q 3%107'~11 x 10" m*/s
Initial pore pressure 10 MPa
Injection duration 10-15 min
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Tight sandstone Sample number

categories

Fracture-Pore W102 (1,4, 9);
W104 (14, 15, 17)

Pore W102(2,3,5,6,7,8, 10),
W104 (11, 12,13, 16, 18, 19, 20)
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ermeability

Porosity (%)

1 02519 643
2 0.1389 722
3 0.0687 369
4 0.0825 461
5 0.2818 7.66
6 0.2181 652
7 0.2259 616
8 0.1911 657
9 0.2367 468
10 01778 471
1 00758 394
12 00721 375
13 0.1888 754
14 06251 823
15 20018 835
16 00759 521
17 04576 509
18 0.0580 539
19 02612 825
20 0.1927 836
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