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Purpose: We propose a phenotype-based artificial intelligence system that can self-learn and is accurate for screening purposes and test it on a Level IV-like monitoring system.

Methods: Based on the physiological knowledge, we hypothesize that the phenotype information will allow us to find subjects from a well-annotated database that share similar sleep apnea patterns. Therefore, for a new-arriving subject, we can establish a prediction model from the existing database that is adaptive to the subject. We test the proposed algorithm on a database consisting of 62 subjects with the signals recorded from a Level IV-like wearable device measuring the thoracic and abdominal movements and the SpO2.

Results: With the leave-one-subject-out cross validation, the accuracy of the proposed algorithm to screen subjects with an apnea-hypopnea index greater or equal to 15 is 93.6%, the positive likelihood ratio is 6.8, and the negative likelihood ratio is 0.03.

Conclusion: The results confirm the hypothesis and show that the proposed algorithm has potential to screen patients with SAS.

Keywords: sleep apnea screening, Level IV-like monitoring, self-learning AI system, phenotype metric, inter-individual prediction


INTRODUCTION

Sleep apnea syndrome (SAS) is a common sleep disorder that affects approximately 14% of adult men and 5% of adult women (Peppard et al., 2013). An even higher prevalence is reported in Swiss population (Heinzer et al., 2015) that the prevalence of moderate-to-severe SAS was 23.4% in women and 49.7% in men. SAS has been known to be related to different diseases, or even public tragedies (Yaggi et al., 2005; Canessa et al., 2011; Golbidi et al., 2012; Leger et al., 2012). Although SAS has received considerable attention, most patients with SAS are not aware of it and are untreated (Gibson, 2004; Young et al., 2009). Therefore, a screening tool, better designed for home screening, is urgently needed. This tool should be easy to install at home, cheap, comfortable, and not interfere sleep. Many sensors have been explored for this purpose, including those equipped in different items (Al-Mardini et al., 2014; Koyama et al., 2015), for example, the electrocardiogram (ECG) signal, oximeter signal, sound, nasal airflow measurement, respiration effort measurement, oximeter, and accelerometer. In addition to developing an easy-to-install, inexpensive, and accurate screening monitor, researchers have proposed several artificial intelligence (AI) systems for automatic annotation of the collected signal with high accuracy and, therefore, achieve the screening purpose (Alvarez-Estevez and Moret-Bonillo, 2015). However, the inevitable inter-individual variability issue is less considered in these computer-assisted screening techniques.

In addition to accurately annotating collected signals, an AI system should contain a self-learning ability like a sleep expert; that is, we are looking for a system that can perform better when there are more cases with good annotations. In practice, to make a diagnosis on a new-arriving patient, physicians automatically handle the inter-individual variability by taking various phenotypes into account, mainly based on his accumulated practicing experience; specifically, by reading available information, the underlying pathophysiological information is implicitly utilized. In this work, we take this wisdom into account, and propose a phenotype-based self-learning AI system for SAS screening. We test the proposed algorithm on a Level IV-like screening system (Ferber et al., 1994; Collop et al., 2007), which contains a pulse oximeter for SpO2 detection and two tri-axial accelerator (TAA) sensors for thoracic and abdominal movement, which are surrogates of the respiratory signal. For a new-arriving patient, based on the designed phenotype metric based on the clinical phenotypes [body mass index (BMI), age, gender, and comorbidity history] and SpO2 and respiratory signals, a prediction model is established from those subjects in the available annotated database that are most similar to the new-arriving subject. To evaluate the performance of the proposed phenotype-based self-learning AI, we compare the automatic annotations with expert labeled sleep records.



MATERIALS AND METHODS

The study was performed with at least 6 h of sleep recording time to confirm the presence or absence of OSA from the clinical subjects suspected of sleep apnea at the sleep center in Chang Gung Memorial Hospital (CGMH), Linkou, Taoyuan, Taiwan. The Level-1 monitoring system, polysomnography (PSG), Alice 5 data acquisition system (Philips Respironics, Murrysville, PA, United States), is carried out during the whole sleep as the ground truth. The Institutional Review Board of CGMH approved the study protocol (No. 101-4968A3). The written informed consent was obtained from the participants. The SpO2 is recorded by the Alice 5 data acquisition system sampled at 1 Hz. The thoracic and abdominal movements are simultaneously recorded at 226 Hz with the 8 bits resolution [The TAA sensors are ADXL335 (Analog device), and the micro-controller AT328P (Atmel) executes the data acquisition flow and then transfers the data to a server wirelessly by a Bluetooth channel], and the signals are synchronized with the SpO2 signal. We also collected the questionnaire from the subject, including age, gender, height, weight, medical history, and drug history. By reading the PSG data, an apnea event (obstructive, central or mixed) is identified when the airflow breathing amplitude decreases more than 90% for a duration ranging from 10 to 120 s, whereas a hypopnea event is identified when the airflow breathing amplitude decreases over 30% of the pre-event baseline with ≥3% oxygen desaturation or with an arousal (Berry et al., 2012).

Method

We designed a phenotype-base metric to determine the similarity between subjects. The flowchart of the algorithm is illustrated in Figure 1. We consider the commonly available phenotype information for each subject, including gender, age, and body-mass index (BMI) that are closely related to the sleep apnea pattern and severity (Liu et al., 2017). The similarity is designed based on the physician’s clinical experience; that is, the closer the age and BMI are, the more similar two subjects are, and the similarity between two subjects with the same gender are weighted more. We call the designed similarity the phenotype metric. In clinics, the gender, BMI, and age are not the only considered parameters for the SAS. We further take the comorbidity of hypertension, diabetes, and hypothyroidism into account to better determine the similarity between subjects, which is called the correction distance. Two subjects with the same comorbidity are more similar. Following the clinical practice, if we want to find the K most similar subjects of the new-arriving subject, we first determine K + K’ most similar subjects that are related to the phenotype metric and remove the K’ subjects with the largest correction distance. If there are less than K’ subjects that have the correction distance greater than 0, we remove subjects with the largest phenotype distance to determine the K most similar subjects. We call this a modified K nearest neighbor (KNN) scheme. The detailed description of the metric design can be found in the Supplementary Material.
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FIGURE 1. The flowchart of the proposed phenotype-based self-learning artificial intelligence system, with the prototype of the sleep apnea screening instrument. In the clinical testing environment, a full-featured PSG system is also attached to record the ground truth. Two tri-axial accelerometers are attached on the backside of piezo belts. The oximeter probe is applied to the forefinger of right hand, which is not shown in this photo. DB indicates the existing database with experts’ annotations and phenotype information.



For each subject, we extract two sets of features – the apnea-related features and the desaturation features. These features are extracted from 10-s-long segmented signals, with a 9.5 s overlap. For each segment of the recorded thoracic and abdominal movement signal, we extract the amplitude, frequency, and paradoxical movement as the apnea-related features that are introduced in Lin et al. (2016). For each segment of the SpO2 signal, the minimum, maximum, median, mean, variance of the first derivative, and difference between the median and minimum over a sliding 20-s window are selected as the desaturation features.

With the modified KNN scheme and selected features, the proposed phenotype-based self-learning AI system is carried out upon the available database with annotations provided by the sleep experts in the following way. For the new-arriving subject called Z, we find K most similar subjects by the modified KNN scheme. The kernel support vector machine (SVM) (Khandoker et al., 2009) based on the standard radial based function is applied to establish a prediction model from the features extracted from those K most similar subjects. The established SVM classifier, combined with the paradoxical movement feature, is applied to design a state machine (Lin et al., 2016). The established state machine is applied to predict the sleep apnea stage of the new-arriving subject Z from the recorded SpO2 and thoracic and abdominal movement signals. Finally, for all epochs classified as normal, if there is a desaturation determined by the desaturation features, that epoch is corrected to an apnea event. With the final whole night sleep apnea annotation, we could estimate the AHI and, therefore, the severity of SAS. Since the sleep and awake information is not available, the AHI is estimated by the respiratory event index (REI), which is the average apnea events per hour over the recording period (the period from light off to light on). For reproducibility purposes, the detailed description of the feature extraction and state machine is shown in the Supplementary Material.

Assessment

To evaluate the proposed phenotype-based inter-individual classification performance, we apply the leave-one-subject-out cross validation (LOSOCV). Each subject was selected for the testing group and the remaining subjects were used for training. We up-sample the training dataset by uniformly duplicating the cases in the smaller subgroup to alleviate the imbalanced case numbers. For the selected subject, we find K most similar subjects from the up-sampled training dataset, and establish the prediction model. We then apply the prediction model on the selected subject. The results of all subjects were averaged to obtain inter-individual testing results. Note that this LOSOCV mimics the new-arriving subject in the real-world scenario.

We report two aspects of the performance – the event identification and the severity prediction. An accurate apnea events detection algorithm should identify those apnea events in the right location. It means that an identified apnea event should overlap an annotated apnea event provided by the sleep expert. Without this information, although the estimated events might still provide a reasonable AHI, the predicted events could not provide more information. A detected event is classified as true positive if it overlaps with an annotated event; if there is an annotated event but no event is detected, the detection result is classified as a false negative. We report the positive predictive value (PPV), or the precision, and the F1 score, which is the harmonic mean of recall (sensitivity) and PPV. We report the summary statistics by median ± median absolute deviation (MAD).

To report the performance of the severity prediction, including normal, mild, moderate, and severe, we report a 4-by-4 confusion matrix M. A summarized overall accuracy (AC), and sensitivities and PPV for each group are reported. For the purpose of screening subjects with severe sleep apnea, we divide subjects into two groups, one with subjects having an AHI greater than or equal to 15 and one less than 15, and report not only the sensitivity, specificity and AC, but also the positive likelihood ratio (LR+) and the negative likelihood ratio (LR-). The whole analysis is carried out in Matlab R2014b with the provided SVM module.



RESULTS

We enrolled 63 adult snoring subjects over 20-year-old from the outpatient clinic continuously from September 2015 to August 2016. The questionnaire of one subject was missing, so we excluded this case from the study. Two sleep experts identified, marked, and classified the overnight sleep records into normal (NOR), obstructive sleep apnea, central sleep apnea, mixed-type sleep apnea, and hypopnea. We do not distinguish between different types of apnea events, and view obstructive sleep apnea, central sleep apnea, mixed-type sleep apnea, and hypopnea as apnea (APN) in the whole analysis. Among 62 subjects, there are 49 males and 13 females, 10 normal subjects, and 11, 4, and 37 subjects with mild, moderate, and severe SAS, respectively. The age is 34.8 ± 16.3, 38.6 ± 15.5, 49.8 ± 13.1, and 52.3 ± 13.8 for the normal, mild, moderate, and severe group, respectively. More demographic detail information, including gender, AHI, BMI, age, recording time (the length of recording period), and sleep time (the length of intervals when the subject is in the sleep status during the period from light off to light on) is summarized in Table 1.

TABLE 1. Demographic details of the enrolled 62 subjects.
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The event-by-event detection results are shown in Table 2. Overall, the PPV is 0.67 ± 0.23 and the F1 is 0.7 ± 0.22, and the algorithm is more accurate for subjects with moderate and severe SAS. For subjects with AHI less than 15, the PPV is 0.24 ± 0.24 and the F1 is 0.27±0.18; for subjects with AHI greater than 15, the PPV is 0.77 ± 0.12 and the F1 is 0.77 ± 0.11.

TABLE 2. Results of the event-by-event prediction of proposed phenotype-based inter-individual predictor.
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Table 3 shows the confusion matrix of the severity prediction results, based on the event-by-event prediction result, where the overall accuracy is 71% for four groups. The sensitivities are 60, 63.6, 75, and 75.7% for the normal, mild, moderate, and severe groups, respectively; the PPVs are 85.7, 58.3, 20, and 100%, respectively. If we take AHI 15 as the cutoff to determine if a subject has an urgent treatment need for his/her SAS, the sensitivity is 97.6%, the specificity is 85.7%, and the accuracy is 93.6%, with LR+ 6.8 and LR- 0.03.

TABLE 3. Confusion matrix of the proposed phenotype-based inter-individual prediction algorithm.
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DISCUSSION

We propose a phenotype-based inter-individual SAS screening algorithm based on the proposed phenotype metric. For each new-arriving subject, we establish a predictor from the K most similar subjects in an existing database with annotations. The predictor is clearly adaptive to the new-arriving subject. We evaluate the algorithm on a database with a Level IV-like monitoring system equipped with TAA sensors capturing the thoracic and abdominal movements and an oximeter capturing the SpO2 and report the results. If we are concerned with classifying subjects into normal, mild, moderate, or severe subgroups, the proposed algorithm achieves 71% accuracy. If we are concerned with screening subjects with an urgent need for SAS treatment, which are those subjects with AHI greater than or equal to 15, the overall accuracy achieves 93.6% and LR- is as low as 0.03. The low LR- means that the proposed algorithm could efficiently rule out the possibility of moderate or severe SAS, and, therefore, accurately screen those patients with moderate or severe SAS based on the Level IV-like portable device. On the other hand, since LR+ is 6.8, which only moderately increases the post-test probability of disease, the proposed algorithm is less suitable for diagnostic purposes.

For the event-by-event detection result, overall the proposed algorithm could achieve PPV = 0.67±0.23 and F1 = 0.7±0.22, and the prediction accuracy is better when AHI is higher. When a subject is normal or has a mild SAS, the event-by-event prediction is not good. This is because, based on the metric, we find neighbors that have similar sleep apnea behavior, and there are limited sleep apnea events to train an efficient SVM classifier. On the other hand, we have a higher accuracy for the group with more severe patients, since more apnea events are available. The event-by-event detection is important for several clinical applications. For example, we need a real-time and accurate event-by-event predictor to establish an adaptive continuous positive airway pressure (CPAP) machine. Since the proposed algorithm performs better for subjects with AHI greater than 15, we could expect its clinical potential to improve the CPAP compliance of those patients who urgently need a treatment.

Note that we determine the SAS severity by evaluating REI from the Level IV-like equipment, since the wake-sleep status information is not available from the signals. Compared with the standard AHI determined from PSG, REI determined from PSG tends to underestimate the SAS severity since it reflects the average apnea events per hour during the whole recording period, instead of the sleep time. In Table 1, it is shown that the recording time is in general longer than the sleep time. In our case, REI is evaluated based on the event-by-event detection over the whole recording period, so the false positive detected events during the awake stage are included in the analysis. Despite this fact, based on the results, we have shown the potential of taking REI evaluated from the Level IV-like equipment based on the proposed algorithm as a screening tool.

The main obstacle toward a self-evolving capability of a system is the inevitable variation among individuals, and our solution is encoding the physicians’ decision-making process and clinical experience into the AI system. To the best of our knowledge, this phenotype-based approach to handle inter-individual variability was never considered in the existing computer-assisted SAS screening techniques. See, for example, (Álvarez et al., 2017; Shokoueinejad et al., 2017), and the literature cited therein, for the recent systematic review of computer-assisted SAS screening techniques. The SAS is a reflection of the complicated interaction between different underlying physiological systems and the environment. The interaction varies from subject to subject, so the signals we collect also vary from subject to subject. Due to this inter-individual variation, the model established from the whole database might be blurred. For example, two subjects of different genders might express their SAS patterns differently in the collected signals, and the model established from males might not accurately predict the SAS severity of a female. This “blurring effect” deteriorates the performance of the AI system, and the larger the database is, the more severe the “blurring effect” caused by the inter-individual variability will be. As a result, no matter how large the database is, the accumulated knowledge might be limited. Therefore, finding a way to “compare” individuals and to select a suitable subset from the database to establish the prediction model for the new-arriving subject becomes a critical problem. This problem could be understood as the “metric design” problem in the machine learning field, which is the main component of our work. With the designed phenotype metric, the “blurring effect” could be alleviated and hence the self-evolving system is possible. The metric is designed based on the physician’s experience and interpretation in order to alleviate the influence of the inter-individual variability. This fact has been shown in the reported result – the modified KNN scheme helps us to select subjects sharing similar features, which improves the prediction accuracy. In general, if we have more complete electrical health records, more phenotype information can be taken into account to design the desired metric.

According to 2007 JCSM guideline (Collop et al., 2007), the equipment we consider to prove the concept of the proposed self-learning system technically does not fall in the category of Level 4 devices while it does not fall in the category of Level 3 neither, since we have less than 4 channels. However, since the sensors we consider collect two types of information – respiratory effort and oxygen saturation, it is closer to a Level 4 device in 2007 JCSM guideline. Therefore, we call it “Level 4-like” device. Regarding the term “phenotype-based approach,” in clinics, when we discuss phenotype-based diagnosis, it is the pathophysiological origin of sleep apnea, like the chemoreceptor driver, the collapsibility of upper airway, or so on, that is considered, instead of the quantities we discuss here. Ideally, finding these pathophysiological would give us the best diagnosis accuracy. However, in general we do not have these information; instead, we only have other information about the subjects that are related to the underlying pathophysiological status. The existence of relationship allows us to take underlying pathophysiological status into account, and hence improve the diagnosis accuracy of sleep apnea. We thus call our approach “phenotype-based.”

There are several technical details regarding the algorithm that must be discussed. We emphasize that although we could run a greedy optimization to determine the optimal weight for each phenotype parameter for the phenotype distance, we do not do it to avoid over-fitting, due to the case number limitation. Second, while the selected features and SVM overall performs well, it is widely accepted that when the database is large, the multi-layer neural network might perform better. In the future large scale study, we could consider designing a multi-layer neural network to replace SVM. Third, to purely study the potential of the algorithm, we do not consider the signal quality effect. All recorded signals are taken into account for the analysis. For a practical application, we could consider distinguishing between signals with high and low qualities. Designing a signal quality index for the TAA signal is a research topic of its own interest but is out of the scope of this paper. It will be carried out in the future research, and in general this could improve the result.

Despite the strength of the proposed algorithm, we acknowledge several limitations. First, the case number is small and there is a subgroup (female with moderate SAS) that is empty. Based on this preliminary study, a large scale prospective study is needed. With a larger database, we could further take more physicians’ wisdom into account. For example, it is known that menopause females have an increased prevalence of SAS. The metric design should take this into account. Second, while the proposed event-by-event detection algorithm has the potential for the clinical application, like improving the CPAP machine, its accuracy could be further improved. Third, the subjects all slept in the lab (not at home) for only one night. Therefore, the first night effect (Tamaki et al., 2016) is inevitable. A prospective study designed for a home care scenario is also needed.



CONCLUSION

We confirm that the proposed novel phenotype-based inter-individual SAS prediction algorithm based on a Level IV-like monitoring system has potential as a self-learning AI system for homecare screening.
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Electrical stimulation of the central and peripheral nervous systems - such as deep brain stimulation, spinal cord stimulation, and epidural cortical stimulation are common therapeutic options increasingly used to treat a large variety of neurological and psychiatric conditions. Despite their remarkable success, there are limitations which if overcome, could enhance outcomes and potentially reduce common side-effects. Micromagnetic stimulation (μMS) was introduced to address some of these limitations. One of the most remarkable properties is that μMS is theoretically capable of activating neurons with specific axonal orientations. Here, we used computational electromagnetic models of the μMS coils adjacent to neuronal tissue combined with axon cable models to investigate μMS orientation-specific properties. We found a 20-fold reduction in the stimulation threshold of the preferred axonal orientation compared to the orthogonal direction. We also studied the directional specificity of μMS coils by recording the responses evoked in the inferior colliculus of rodents when a pulsed magnetic stimulus was applied to the surface of the dorsal cochlear nucleus. The results confirmed that the neuronal responses were highly sensitive to changes in the μMS coil orientation. Accordingly, our results suggest that μMS has the potential of stimulating target nuclei in the brain without affecting the surrounding white matter tracts.
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INTRODUCTION

Implanted medical devices based on electrical stimulation such as cardioverter-defibrillators and pacemakers (Ellenbogen and Wood, 2008), spinal cord stimulation (Kreis and Fishman, 2009), and deep brain stimulation (DBS) (Montgomery, 2010) devices have become well-accepted therapeutic options to treat a wide variety of medical conditions. Electrical stimulation has considerable clinical impact in alleviating symptoms of an increasingly diverse range of neurological and psychiatric disorders including for example, cochlear (Gifford, 2013) and auditory brainstem implants for restoring hearing (Møller, 2006), DBS to treat symptoms of Parkinsonism (Benabid, 2003; Deuschl et al., 2006), cortical stimulation for epilepsy and depression (Howland, 2008; Morace et al., 2016; Williams et al., 2016), spinal cord stimulation for neuropathic pain (Lopez et al., 2016), and vagus nerve stimulation for epilepsy (Panayiotopoulos, 2011) and depression (O’Reardon et al., 2006; United States Congress Senate Committee on Finance, 2006), just to mention a few. More recently, electrical stimulation has also shown promise for the restoration of function of retinal implants to restore vision in the blind (Humayun et al., 2012; Shepherd et al., 2013; Zrenner, 2013; Ayton et al., 2014; Stingl et al., 2015).

Although electrical techniques for neuronal stimulation have proven quite useful, they have several limitations that can be overcome by micro magnetic stimulation (μMS) which uses sub-millimeter coils. For example, for an electrode pair to generate currents it needs to be placed in contact with a conductive media (e.g., excitable tissue). Electric currents that are delivered by these electrodes diffuse and can spread to undesired areas adjacent to the structures being targeted, leading to unintended side-effects (Histed et al., 2009; Behrend et al., 2011; Licari et al., 2011; Weitz et al., 2015). A magnetic coil, on the other hand, can induce electric currents in the tissue from a distance (i.e., through an insulation layer). In nature these currents are closed-loop circular currents with a higher spatial focality (Figure 1). Furthermore, the fact that μMS coils can deliver stimulation while being insulated from the tissue increases their biocompatibility and compatibility with magnetic resonance imaging (considering no ferromagnetic material is present). Finally, as μMS coils can be positioned within or immediately adjacent to the neural tissue, the power needed to evoke neuronal activities is significantly reduced compared to techniques such as transcranial magnetic stimulation (TMS) which are designed to generate strong magnetic fields that pass through the skull and deliver stimulation to the cortical tissue.


[image: image]

FIGURE 1. Electric and magnetic nerve stimulation mechanisms. (A) In electric nerve stimulation conductive electrodes are positioned in direct galvanic contact with the tissue. A DC (as in tDCS) or pulsed (as in DBS) voltage is applied between two electrode contacts to induce electric currents in the tissue. These currents follow a diffuse path from anode to cathode, hyperpolarizing neuron’s membrane under the anode and depolarizing it under the cathode. The current path, however, is diffuse and hard to control. (B,C) In magnetic nerve stimulation a time-varying electric current is passed through a coil, generating a time-varying magnetic field around the coil (as in TMS). According to Faraday’s law of induction, these time-varying magnetic fields induce a time-varying circular electric field in the tissue. The direction of this magnetically induced electric field depends on the orientation of the magnetic coil and thus, its stimulating effect on neurons can be better controlled. (D) For axons running with an orientation parallel to the axis of the coil, there will be no hyperpolarizing/depolarizing membrane net effect.



Our group recently demonstrated the feasibility of using μMS to elicit neuronal activation in vitro (Bonmassar et al., 2012), as well as the activation of neuronal circuitry on the system level in vivo (Park et al., 2013). As μMS is a novel technology, its mechanism(s) of nerve activation, induced field characteristics, and optimum topological features are yet to be explored. In this work, we performed numerical simulations to provide an insight into spatial distribution of μMS-induced electric fields, which in turn dictate the dynamics of nerve stimulation threshold changes with different axonal directionalities. Electromagnetic simulations were performed to estimate the magnetic flux [image: image] and the electric field [image: image] and its spatial gradient at different distances from the coil. These simulations were based on the actual coil prototypes built (Figure 2) and utilized in our animal experiments (Figure 3). The estimated [image: image] fields were then used in conjunction with the NEURON cable model to investigate the directional sensitivity of μMS (Figures 4, 5). Finally, we performed in vivo experiments where we studied responses evoked in the inferior colliculus (IC) of rodents by applying μMS stimuli to the surface of animal’s dorsal cochlear nucleus (DCN). Specifically, we examined the IC responses to different coil orientations (Figure 6).


[image: image]

FIGURE 2. The μMS coils. (A) Image of the microcoil used in the experiments. (B) The outer layer of the conductor was chemically removed to expose the structure of the underlying solenoid. (C) Model of the coil with 21 turns of 6 μm gold microwire implemented in ANSYS Maxwell 18.0. The generated magnetic field is shown for a unit current of 1 A passing through the coil. (D) Top: the origin used in the experiments with the microcoil mounted on a syringe connected to a BNC connector. Bottom: a more compact model recently developed.
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FIGURE 3. Animal preparation. Animals were anesthetized and the DCS and IC were surgically exposed. A recording electrode was placed into the IC and a μMS coil was positioned over the DCN. Stimulation was then applied to the coils, using a function generator and amplifier as electrophysiological data were simultaneously recorded from the IC. For each animal, the coil was first oriented along the medial–lateral axis of the DCN which evoked a strong response in the IC. The coil was then pulled up, rotated 90°, and positioned back on the same spot above the DCN. The latter rostrocaudal orientation of the coil evoked a much weaker response in the IC. To assure that the changes observed in the response were not due to disconnection of coil’s internal circuit during the rotation manipulation, we rotated the coil back to the medial–lateral orientation which again evoked a strong response from the IC. The stimuli were delivered to the DCN from microscopic stimulators with different orientations with respect to the long axis of the DCN: coil parallel to the medial–lateral axis will stimulate fibers in the rostrocaudal orientation (red).
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FIGURE 4. The NEURON model. (Top) A computational model of the micromagnetic coil suspended over a 10 mm × 10 mm × 1 mm slab of tissue. Electric and magnetic fields are calculated inside the whole volume of tissue. Field values on a transverse plane located 20 μm below the surface of the coil were exported to simulate the behavior of neurons. (Bottom) Model of the axon used in NEURON simulations. The parameters for the axonal conductance (Gax), the transmembrane conductance (Gm) and capacitance (Cm), the voltage-gated ion channel membrane conductance at the Node of Ranvier was adopted from Johnson and McIntyre (2008).
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FIGURE 5. Simulations results. (Top) Computational results of the magnitude of Ex and Ey and their spatial derivatives (dEx/dx, dEy/dy) on transverse planes located at 20 μm below the surface of microcoil. (Bottom) NEURON estimated current threshold levels for the two orientations (orange-mediolateral and blue-rostrocaudal) at various distances from the axon.
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FIGURE 6. Simulation results. Schematic comparison of the distribution of electric field produced during electric and magnetic nerve stimulation. (A) A conventional DBS electrode pair in bipolar configuration (electrode length, diameter, and spacing mimics the Medtronic Lead 3389). The differential voltage between anode and cathode is set to be at the lowest limit of typical values (ranging from 1 to 5 V). (B) A μMS coil with dimensions matching the DBS electrode. The coil is fed with 20A similar to those used in our experiments and is perpendicular to the surface of the tissue. The electric field is symmetrical, but is confined to an annulus region under the coil. (C) A μMS parallel to the surface of the tissue. The electric field is mostly confined to a region beneath the coil and it’s asymmetric, leading to different neural activation thresholds depending on neurons’ axonal direction.





METHODS

Electromagnetic Simulations

Numerical modeling has been long used to understand the phenomenology of field-tissue interaction in a wide variety of medical and diagnostic applications. Examples include use of electrostatic finite element modeling to predict the volume of activated tissue in electrical brain stimulation (McIntyre and Grill, 2001; Butson and McIntyre, 2006; Golestanirad et al., 2012b), eddy current modeling to assess the distribution of cortical currents in magnetic brain stimulation (Wagner T. et al., 2004; Wagner T.A. et al., 2004; Golestanirad et al., 2010, 2012c), and analysis of body exposure to low frequency magnetic fields and safety hazards due to motion of medical implants in magnetic fields (Condon and Hadley, 2000; Golestani-Rad et al., 2007; Golestanirad et al., 2012a). Recently, the role of numerical modeling has also been emphasized in safety assessment of MRI in patients with conductive implants (Clare McElcheran and Graham, 2014; Golestanirad et al., 2017a,b; McElcheran et al., 2017). The use of computational modeling to predict the response of neurons to external electric fields has been pioneered by eminent works of McIntyre and Grill (2001) and McIntyre et al. (2002, 2004) and followed by others (Wei and Grill, 2005; Woock et al., 2010; Golestanirad et al., 2012b, 2013). Electromagnetic simulations have also been successfully applied to quantify induced currents and assess the safety of transcranial magnetic brain stimulation (Wagner T.A. et al., 2004; Golestanirad et al., 2010, 2012c; Deng et al., 2013). In this work, we used ANSYS Maxwell (ANSYS, Canonsburg, PA, United States) which solves a modified T - Ω formulation of Maxwell’s Equations expressively designed for low-frequency calculations (Ren, 2002) using the finite element method (FEM). Simulations were performed with solenoidal μMS coils (500 μm diameter, 600 μm height, 21 turns, wire diameter 7 μm, carrying ∼20 amperes for a total current per turn = 420 AT). Coils were placed 20 μm above the surface of the tissue and were excited with a 70-kHz sinusoidal current. The tissue was modeled as a 10 mm × 10 mm × 1 mm slab of conductive material (σ = 0.13S/m). The ensemble of the coil-tissue system was enclosed in a 14 mm × 14 mm × 6 mm air box with Neumann boundary conditions applied to its outer faces which ensured that magnetic field was tangential to the boundary and flux did not cross it. ANSYS Maxwell was set up to follow an adaptive mesh scheme. A high-resolution initial tetrahedral mesh (60 μm) was seeded inside the tissue close to the coil. Maxwell generated a field solution using the specified mesh. It then analyzed the accuracy of the solution by calculating an energy value based on the error in the solution. The exact mechanism for evaluating the error varies by solution type. For eddy current solution, Maxwell uses ∇ × [image: image] to find current density and then subtracts all input currents and other sources. For a perfect solution, the result would be zero, whereas for a real finite mesh the result would include some amount of residual current density. An energy value calculated from this residual current density is then used as the criteria to refine the mesh. An iterative process then will follow, which refines the mesh in each step until the energy error is below a user-specified value (1% in our case). The final solution had ∼630,000 mesh elements with edge length varying from 9 μm inside the tissue to 2 mm at the outer boundary the air box. The simulations converged after two adaptive passes which completed in 17 h on a Dell PowerEdge R730 with 16x32GB = 512GB of RAM, an NVIDIA K80 GPU and 28 cores (2xIntel Xeon CPU with each 14 cores) running 64-bit Windows Server 2012. Electric field values were then exported to MATLAB (The Mathworks, Inc., Natick, MA, United States) for smoothing and were used to simulate the response of neurons with different orientations below the coil.

μMS Coil Orientations

In our previous work (Bonmassar et al., 2012) we showed that response of ganglion cells to μMS could be altered by changing the coil’s orientation. Specifically, we demonstrated that when the long axis of a solenoidal μMS coil was perpendicular to the surface of the excitable tissue (corresponding to Figure 1B), weaker neuronal responses were evoked compared to the case where the coil’s long axis was parallel to the surface of the tissue. Our surgical setup at the time, however, did not allow further examination of μMS directionality when the coil was parallel to the surface of the tissue. Theoretically, the μMS coil in a perpendicular orientation generates symmetric electric fields in the tissue underneath the coil, affecting axons with different orientations alike (see Figure 1B, axons with orthogonal orientations A and B experience similar electric field). This symmetry breaks down when the long axis of the coil is parallel to the surface of the tissue. In theory, the parallel μMS coil highly depolarizes axons that are located under its center and are orthogonal to its long axis (Figure 1C). We refer to this relative coil–axon orientation as the parallel–orthogonal orientation. In contrast, axons that are oriented parallel to the long axis of the coil (parallel–parallel orientation, Figure 1D) experience a reduced tangential electric field along with their length and should be minimally excited. We tested this hypothesis in NEURON simulations and in rodent experiments as described below.

Neuron Modeling

A computational model of axons was built for simulation of neuronal activation for the three-dimensional electric fields obtained in the previous section. The parallel fiber axon model was assumed to have a diameter of 2 μm (Tolbert et al., 2004). Since the detailed information about the ion channels was not available, the ion channel properties were adopted from the double cable axon model of globus pallidus efferent axons (McIntyre et al., 2002; Johnson and McIntyre, 2008). In electrical or magnetic stimulation, the defining factor of axonal firing is the trans-membrane current at the nodes of Ranvier. When the transmembrane current is large enough to depolarize the membrane, an action potential initiates at the node and propagates both in the orthodromic and antidromic directions. Typically, the first node of activation is the node closest to the cathode in electrical stimulation or the coil in magnetic stimulation. In our neuronal simulation, the outgoing transmembrane current was calculated by the summation of the axonal current from the adjacent compartments in the compartmental model (Nagarajan et al., 1993; McIntyre et al., 2002; Carnevale and Hines, 2006). The axonal directional current density in each compartment is calculated by the multiplication of the axonal conductivity and the induced electric field in the axonal direction. Since the compartmental size of the double cable axon model is so small, the induced electric field in each compartment was assumed to be constant. The axons were assumed to be in a transverse plane 20 μm below the coil. The induced electric field at each compartment along the axon was obtained using bilinear interpolation of the electric field obtained in the previous section. A total of 41 axons were tested where the distance between each adjacent axon was set to 100 μm. Each axon was assumed to have 41 nodes of Ranvier, and the intermodal distance was set to 200 μm, and the center node was positioned at random distances from the coil. Regarding the orientation of the coil, we tested both the configurations where the axonal direction is parallel and orthogonal to the long axis of the coil. The software package NEURON was used to study the neuronal responses to the induced electric fields (Carnevale and Hines, 2006).

Microcoil Construction

All microcoils were constructed to keep overall resistances below 5 Ω and inductances below 150 nH (4263B, Keysight Technologies, Santa Rosa, CA, United States) in order to ensure high stimulation efficacy. A multilayer inductor (ELJ-RFR10JFB, Panasonic Electronic Devices Corporation of America, Knoxville, TN, United States) was attached by soldering to two 34-AWG copper wires (Philmore Mfg., Rockford, IL, United States) with polyimide enamel inner coat and polyurethane overcoat. To insulate the tissue from the voltage applied and to protect against moisture, the microcoils were coated with an acrylic conformal coating (419C, MG = Chemicals, Burlington, ON, Canada) that offered high dielectric strength. The 419C Technical Data Sheet reports a thickness of 25 μm with an estimated variability of the dielectric thickness to be ± 5 μm. After curing (24 h), the insulation of the microcoil was tested by immersing the coils in a saline solution (0.9% of NaCl) and verifying that the resistance between the microcoil and an EGG electrode also dipped in the saline solution was greater than 5 MΩ (TX3, Tektronix, Inc., Beaverton, OR, United States). The microscopic stimulator was placed on the tip of a 23 AWG needle (Becton Dickinson, Franklin Lakes, NJ, United States) and the two wires inserted in the shaft/hub of the needle, and through the tip and barrel of a 3 ml syringe with the plunger that was removed and the flange end piece of the syringe was attached to a BNC connector by means of a glue gun, and electrically connected.

Magnetic Stimulation

Two adult male Syrian golden hamsters were studied in this work. All procedures performed were approved by the Institutional Animal Care and Use Committee of the Cleveland Clinic, which adheres to the NIH Guide for the Care and Use of Laboratory Animals. In each experiment, μMS coils was mounted to a micromanipulator and manually positioned so that the coil was located just above the dorsal surface of the DCN, as described by Park et al. (2013). In our in vivo animal experiments, the μMS coils were driven by a generator (AFG3021B, Tektronix, Inc., Beaverton, OR, United States) connected to a 1,000-W audio amplifier (PB717X, Pyramid, Inc., Brooklyn, NY, United States) with a frequency band up to 70 kHz. The output of the amplifier was connected to a BNC splitter so that the signal sent to the μMS coil was monitored with an oscilloscope (DPO3012, Tektronix, Inc., Beaverton, OR, United States). Monophasic rectangular stimulation pulses with different pulse-widths and amplitudes were triggered by an analog A/D card (NI PCIe-6251, National Instruments), with an average rate of 2 Hz. The input pulse to the power amplifier and the corresponding output waveform of the power amplifier are shown in Figure 3. When referencing ‘stimulus amplitude’ in this paper, we indicate only the input pulse amplitude to the power amplifier. To prevent the carrying over effect from the previous trial, the order of the stimulation parameters (pulse amplitude and pulse-width) was randomized for each animal in addition to allowing 30 s resting periods between each 60 s.

Electrophysiology

Recordings were conducted at multiple sites along the tonotopic axis of the central nucleus of the contralateral IC. This region was recognized by its sharp tuning properties and by the progression from high to low-frequency selectivities as the electrode was moved along the dorsoventral axis. Methods for recording and analyzing multiunit signals were similar to those described in previous studies (Manzoor et al., 2012, 2013). Signals were filtered and amplified using an Alpha Omega (SNR, Alpha Omega, Inc., Nazareth, Israel) preamplifier. Neural signals were digitized and read off the electrode channels using a National Instruments data acquisition board and customized software written in MATLAB Software was used to synchronize data collection with acoustic stimulus delivery for tuning curve and rate vs. tone level testing and with magnetic stimulus delivery. The software also allowed selection of stimulus parameters to test stimulus–response relationships.

Acoustic Stimulation

Acoustic stimuli were needed for the dual purposes of characterizing the frequency tuning properties of recorded neurons to determine tonotopic coordinates of the IC recording electrodes, and also to examine effects of changing the acoustic stimulus conditions on IC responses. For both measures, we used 40 ms tone bursts (5 ms rise/fall times, 40 ms interstimulus intervals). For testing the tuning properties, we used a battery of 800 tone bursts varied in frequency from 3 to 32 kHz and in intensity from 6 to 96 dB SPL as previously described (Finlayson and Kaltenbach, 2009).

Data Analysis

Samples of activity recorded from IC neurons were obtained from 100 to 150 repetitive stimuli and plotted as a function of time. The resulting time sweeps were used to compare responses during and following stimulation with the activity level recorded during the prestimulus period and to derive measures of several response characteristics, such as amplitude and magnetic coil orientation. Each of these measures was obtained for each of the parameters of stimulation that were tested and were compared with responses to baseline activities stimulation. Specifically, for each stimulation parameter (Amplitude and Orientation) baseline activities (15 ms before each stimulation pulse) were compared to stimulation response (15 ms following stimulation artifact; 17–32 ms). To facilitate comparisons, the absolute value of raw electrophysiological activities were summed for the baseline and stimulus–response periods for each stimulus delivered. Significant differences in responses for each parameter were compared using parametric ANOVA with Bonferroni corrections. In each analysis, responses were compared to their baseline activities and then tested relative to each amplitude or orientation.



RESULTS

We have explored the effects of coil orientation on the resulting stimulation capabilities both with numerical simulations and with animal studies.

Numerical Simulations

The use of magnetic fields to induce electric fields or currents in the tissue from a distance is extremely inefficient from an energy standpoint. We hypothesize that much smaller energy than TMS may be required for neural stimulation at a microscopic level. One important difference between [image: image] and [image: image] is that the magnitude of the latter is well-known to fall much more rapidly in space (e.g., quadratic vs. cubic law for an electric vs. magnetic dipole in empty space). Our hypothesis is based on the prediction by various activation models (Warman et al., 1992) that the gradient of the E field, is primarily responsible for neural stimulation. The FEM simulations confirm that the electric field gradient (i.e., 105 V/m2) induced by a peak voltage of 35 V driven μMS in the physiological solution at the distances of 20 μm below the microcoil is comparable to the electric field gradient (i.e., 7.6 × 105 V/m2) generated by a stimulation peak voltage of 5 V driven DBS electrode set (Astrom et al., 2015). In contrast, the electric field gradient sensitivity threshold for peripheral nerve stimulation in MRI (Koshtoiants Kh, 1957; Schaefer et al., 2000; Bencsik et al., 2007) is much smaller (Blake et al., 2014) (i.e., 150 V/m2) and can become near zero in quasi-uniform electric field modes such as in TMS (Barker et al., 1985; Bikson et al., 2013), given distance between the coil and the stimulated target region, which is referred to as the electric “farfield.” This farfield is hypothesized to produce stimulation through bends of the axon’s trajectory (Sheĭkh-Zade et al., 1987). Thus, the neuronal stimulation mode based on electric field gradient or “nearfield” is dominant for μMS, albeit farfield or combination of these two modes may also play a role for neurons further away.

The FEM simulations also predict that solenoidal μMS coils placed parallel to the surface of the tissue are capable of differentially activating neurons based on their axonal direction. It is established that neural activation function is proportional to the spatial derivative of the electric field along the axon’s axis (Roth and Basser, 1990). Our electromagnetic simulations predicted that the spatial derivative of electric field reached values up to three times higher for axons orientated in parallel–orthogonal orientation than for those oriented in parallel–parallel position (Figure 5, top). Similarly, NEURON simulations predicted that the axons whose direction is perpendicular to the long axis of the coil have a lower threshold compared to the axons parallel to the coil (Figure 5, bottom). The reason for lower threshold underneath the microcoil is that when the axons are parallel to the induced electric field the axonal activation is maximized since the activating function of an axon is the spatial derivate of the induced electric field along the axon. On the contrary, when the axonal direction is perpendicular to the induced electric field, the gradient of the electric field along the axonal direction becomes very small. Therefore, perpendicular coil orientation requires a much higher current threshold for the axonal activation underneath the coil. However, on the edges of the microcoil, there is a sudden change in the induced electric field due to its small size resulting in the increased activating function.

Importantly, and as demonstrated here, μMS provides a unique opportunity over electrical stimulation techniques in that neural interfaces can be constructed that take advantage of the orientation properties provided by magnetic stimulation. Namely, the construction of brain stimulation leads that maximally active the target tissue while mitigating the activation of fibers in the passage would have a significant advantage in DBS therapies, as the activation of fibers of passage represents the greatest side-effects for patients. Likewise, μMS coils could be used to provide more spatial resolution over existing electrical stimulation strategies, by designing interfaces that account for the orientation of the coils relative to the target tissue to be activated. This can be better appreciated from Figure 6, illustrating the schematic of the electric field distribution produced by (A) a conventional DBS electrode pair in bipolar configuration and (B,C) same-sized μMS coils in perpendicular and parallel positions. It can be observed from the figure that even for a DBS voltage as low as 1 V (typical values range from 1 to 5 V) the electric field produced by the electrode pair covers a large symmetric area containing both electrode contacts. The electric field of the μMS coil on the other hand, is more confined to the edges at the periphery of the coil when the coil is perpendicular to the tissue, and to the center of the solenoid when the coil is parallel to the tissue. Specifically, when the coil is in parallel position the induced electric field is asymmetric, indicating different sensitivity for neuron activation depending on their axonal direction. Moreover, we speculate that our modeling also brings up the notion that the mechanisms of action of magnetic stimulation may be fundamentally different from that of electrical stimulation. Specifically, the ionic movement of charge that ultimately results in neuronal activation operates differently between magnetic and electrical stimulation. In electrical stimulation, the current flow from pole to pole of the electrical stimulator while in magnetic stimulation the induced current flows as eddy currents relative to the magnetic fields. Electrical stimulation activates neural elements by operating on the electric potential of the extracellular matrix and manipulating the transmembrane potentials. In contrast, eddy currents act not only upon the extracellular matrix but also on the intracellular matrix as the magnetic stimulation fields penetrate the cellular compartments.

In general, μMS operates similarly to TMS generating time-varying magnetic fields and inducing electric fields in the brain, which can stimulate surrounding cortical or subcortical neurons (Walsh and Cowey, 2000), albeit at a microscopic scale. As TMS, which is presently the method of choice to investigate causal functional interactions across macroscopic brain regions, μMS can be used to investigate microscopic neuronal interactions at a cell level and as such can further the aim of developing innovative technologies to understand the human brain and treat its disorders.

Animal Experiments

Recently it has been demonstrated that μMS is capable of eliciting neuronal activation in both retinal ganglion cells in vitro (Bonmassar et al., 2012) and IC neurons in vivo (Park et al., 2013). In the in vitro experiments, performed in a retinal cell preparation, it was demonstrated that neuron action potentials could be elicited by μMS. It was also demonstrated that neuronal activation was amplitude dependent, where higher amplitudes of simulation resulted in greater activation. Also, the orientation of the coils relative to the neural substrate resulted in a different activation pattern, where perpendicular orientations of the coil resulted in minimal activation and parallel orientations resulted in maximal activation. In the in vivo experiments, it was demonstrated that μMS of the DCN resulted in the generation of neuronal activities in the IC and in the cochlea. The in vivo experiments have recently been extended to the feline cochlea (Lee and Fried, 2017). Hence, μMS can elicit neuronal activation within an interconnected neural circuit and is not restricted to modulation of only local circuitry. Despite these results, some key issues need to be addressed before μMS can be further translated to chronic neuromodulation therapies, including the effect of coil orientation in vivo experiments.

The microcoil prototypes we tested in this study reproducibly activated the brain, in vivo, in a tissue-appropriate manner consistent with the known microcircuitry of the DCN and projection patterns that link the DCN to the IC. Two adult male Syrian golden hamsters were studied, and all surgical procedures used to expose the DCN and IC were the same as previously described (Manzoor et al., 2012, 2013). The microcoils produced responses that were typically manifested in the contralateral IC as bursts or barrages of spike-like waveforms in the first 15–20 ms of the post-stimulus period (Figure 7). The responses to the microcoils placed just above but not in contact with the DCN surface produced well-defined activity that resembled the spike-like multiunit responses observed during sound stimulation (Kaltenbach and McCaslin, 1996; Kaltenbach and Afman, 2000).


[image: image]

FIGURE 7. Animal experiments results. Top: responses of the IC to magnetic stimuli delivered to the DCN from microscopic stimulators with different orientations with respect to the long axis of the DCN. Blue lines: microcoil oriented parallel to the medial–lateral (tonotopic) axis of the DCN. Red lines: microcoil oriented perpendicular to the medial–lateral axis of the DCN. Recordings from two animals are shown for each orientation. Each curve represents the average of 100 trials performed for each coil orientation on each animal.



In a set of experiments, we examined the effect of coil orientation on neuronal activation properties. Two different orientations of the microcoils were studied, one with the long axis of the μMS parallel to the long (medial–lateral or tonotopic) axis of the DCN (Figure 3, bottom), and the other with the long axis of the μMS coil parallel to the rostrocaudal axis of the DCN (i.e., parallel to the isofrequency bands) (Figure 3, bottom). Strong IC responses were observed for microcoil orientations parallel to the medial–lateral axis of the DCN, while weaker or absent responses for the orthogonal orientations (Figure 7, top). In animal 2 (Figure 7, bottom), both the medial–lateral orientations were different from the rostral–caudal orientation but were not different from animal 1.

An important aspect of our results that was unexpected was the dependence of the strength of the IC response on the rotational angle of the microcoil above the DCN. IC responses were vigorous when the long axis of the microcoil was parallel to the medial–lateral axis of the DCN but weak for micro-stimulator orientations parallel to the rostrocaudal axis. This difference implies contrasting levels of efficacy in stimulus–response coupling between the different micro-stimulator orientations. The simplest mechanism to explain this results is that micro-stimulator orientations parallel to the medial–lateral axis of the DCN more effectively excite the main output neurons of the DCN, the fusiform cells, which project to the contralateral IC (Beyerl, 1978; Ryugo and Willard, 1985; Cant and Benson, 2003). This greater effectiveness of activation may occur because any stimulation that fusiform cells receive may receive input directly from the fibers running along the tonotopic columns of the DCN that are activated by the microcoil in the medial–lateral axis orientation (Mugnaini et al., 1980; Blackstad et al., 1984; Manis, 1989; Kanold and Young, 2001) and potentiate the responses of fusiform cells to other inputs (Fujino and Oertel, 2003; Tzounopoulos et al., 2007). Activation of fibers running along the tonotopic column would be expected to be greater when the axis of the micro-stimulator is perpendicular to the axes of the tonotopic column, thus parallel to the medial–lateral axis, as shown by our numerical simulations results. At the present juncture, we have not yet elucidated precise targets of the stimulation of the DCN circuitry. Multiple neural populations in the ventral cochlear nucleus (VCN) also project to the IC and interact with the DCN circuitry as well. These polysynaptic pathways are potential targets and possibly underlie the generation of late-onset responses in the IC.



DISCUSSION

There are some limitations that currently limit the efficacy and safety of electrical stimulation. First, electric currents delivered by microelectrodes can spread to undesired areas adjacent to the targeted structures, leading to unintended side effects (Histed et al., 2009; Behrend et al., 2011; Licari et al., 2011; Weitz et al., 2015). For example, imprecise targeting of the subthalamic nucleus (STN) due to current spread to neighboring white matter tracts during DBS in Parkinson’s patients can lead to undesirable motor and sensory responses (Li et al., 2016). In this work, we show that unlike electrical stimulation μMS has the potential of being able to stimulate target nuclei in the brain without affecting the surrounding white matter tracts. Neuronal processes such as axons parallel to the direction of the electric current density [image: image] are depolarized or hyperpolarized depending on the direction and strength of [image: image], but the processes transverse to the [image: image] are not affected (Beurrier et al., 2001). Thus, the magnetic stimulation via μMS is capable of synaptically activating or inhibiting neurons in a spatially oriented manner. One aspect of the directionality of μMS was shown in vitro (Serano et al., 2015), where depending on the direction of the magnetic field flux the axon of the ganglion cell beneath the coil showed the generation of action potentials recorded by the patch clamping technique. In this work, we also expand this finding to our in vivo rodent model, showing for the first time, our ability to stimulate the brain stem of a rodent with a net sensitivity to the directionality of the magnetic flux. A similar μMS-orientation sensitivity was shown (Lee and Fried, 2017) in layer V pyramidal neurons (PNs) and the asymmetric fields arising from such microcoils did not simultaneously activate horizontally oriented axon Furthermore, μMS was shown to stimulate in confined narrow regions (<60 μm) cortical pyramidal neurons in brain slices in vitro, which helped to avoid the simultaneous activation of passing axons (Mehta and Oxenham, 2017). μMS coils were also surgically introduced 8–10 mm into the cochlea of anesthetized deafened felines (Lee and Fried, 2017), thus unresponsive to acoustic stimuli, and auditory responses were then recorded during magnetic stimulation. These experiments were aimed at showing that magnetic field steerability of μMS may solve the low-resolution stimulation shortcomings of the state-of-the-art cochlear implants that are limited by their ability to reproduce accurately pitch in music and speech in the presence of background noise, which instead may require as much as four times the number of channels currently available (Mehta and Oxenham, 2017). In the cochlea (Macherey and Carlyon, 2014) as well as in cortex (Matteucci et al., 2016) stimulation resolution is limited by the channel to channel cross-talk rather than electrode sub-millimeter size and spacing. μMS has shown the ability to selectively activate neurons by different orientations, thus a μMS coil in a single position can activate different neurons by rotation, thus increasing the spatial resolution.

Second, unlike electrical stimulation, μMS does not require direct galvanic contact with the tissue. For an electrode pair (Figure 1A) to generate current, it needs to be placed in direct contact with a conductive media (e.g., excitable tissue). In a bipolar electrode pair, the ‘anode’ or source (Figure 1A, plus sign) injects a current and hyperpolarizes the neuronal membrane toward more negative potential which can arrest the neural action, whereas the ‘cathode’ acts as a sink and depolarizes the axon membrane which could trigger an action potential (Figure 1A, minus sign). However, the metal electrode implanted in the tissue may lead to oxidation–reduction reaction at the electrode-tissue interface changing the pH of surrounding tissue which may provoke an immune response. Histopathology analysis has shown gliosis and spongiosis around the stimulation electrode track (Caparros-Lefebvre et al., 1994), which formed an encapsulation layer referred to as the “glial scar.” With μMS however, the solenoidal coil (Figures 1B–D) can induce a current from a distance, without placing a metal in direct contact with the tissue and new materials may allow for soft coils development (Wang et al., 2000). The pulsed current passing through the coil generates a time-varying magnetic field [image: image] inside and in the space surrounding the coil. In the conductive tissue, this time-varying magnetic field [image: image], in turn, generates an orthogonal current density [image: image] capable of evoking neuronal action potentials (Figures 1B–D), according to Faraday’s Law [i.e., [image: image]∇×[image: image] = −[image: image] in homogeneous isotropic medium where ∇× is the curl operator and σ is, the tissue conductivity, albeit the brain has tissues with anisotropic conductivities (Tuch et al., 1999)]. A number of studies have shown that the magnetically induced currents can directly excite axons as long as the spatial gradient of the induced electric field is strong enough to generate a transmembrane potential above the threshold (Roth and Basser, 1990; Basser and Roth, 1991; Pashut et al., 2011). The exact threshold depends on the axon’s geometry such as the diameter and its geometrical shape (Pashut et al., 2011), the pulse width (Basser and Roth, 1991), size and shape of the electrodes, etc. Furthermore, even though electric stimulation affects the myelinated neurons in the nodes of Ranvier, μMS can theoretically stimulate a myelinated axon anywhere within its length. Modulation of neuronal activation or inhibition can also be potentially achieved in μMS by driving specific waveforms (e.g., sharp rising edges followed by slowly falling dips, and vice versa), producing asymmetric induced current pulses in the tissue.

Finally, unlike electrical stimulation μMS does not require a charge-balanced stimulation waveform. In electrical stimulation, charge balancing is necessary to avoid excessive charge accumulation at the neural interface, and thus undesired stimulation and electroporation (Nduka et al., 2017). Electroporation occurs when the external electric field of the membrane potential of the cell exceeds a 0.2–1 V threshold, which leads to a change in the molecular structure of the membrane, and a subsequent membrane perforation with pore formation increasing the membrane permeability to ions, and molecules (Chen et al., 2006). Electroporation with a transmembrane potential of approximately 1 V could cause necrosis, due to membrane rupture and the subsequent cytoplasmic contents leakage (Sale and Hamilton, 1968; Neumann and Rosenheck, 1972; Crowley, 1973). In μMS, no net charge is transferred from the electrode into tissue since neither sinks nor sources are present when a current density [image: image] is induced by the time-varying magnetic field. The current density in the tissue [image: image] is a rotating field that mirrors the current direction in the coil (Figure 1B). Because the induced electric field is a solenoidal or incompressible vector field in three dimensions, μMS does not suffer from charge buildup (Bonmassar et al., 2012).

Despite these specific limitations, electrically based DBS has been tremendously successful. However, the application of μMS could mitigate some of the challenges of these limitations. Theoretically, and supported by limited data (Bonmassar et al., 2012), it is possible that specific orientations of magnetic fields relative to different neural substrates may result in differential neuronal response patterns. If demonstrated to be a valid property of magnetic stimulation, this would open the possibility of custom designing μMS coils in a way to maximize the stimulation of the intended target and minimizing the activation of unintended targets. In the case of DBS for movement disorders, the primary cause of side-effects is the unintended activation of fibers of passage. Namely, with STN stimulation the activation of the internal capsule, adjacent and lateral to the STN, or activation of the medial lemniscus fibers, medial to the STN, can cause muscle contracts or paresthesia respectively. Even if therapeutic efficacy is seen in a patient, it is possible that activation of these fibers of passage can limit the ultimate therapeutic effect, as the threshold of the side-effect may be less than the threshold for therapeutic benefit. The unintended activation of fibers of the passage is not unique to STN stimulation, as the unintended activation of the internal capsule is also seen with DBS of the ventral intermediate nucleus of the thalamus and globus pallidus internus, which are the other primary targets for DBS therapy for Parkinson’s disease. Hence, if it is demonstrated that orientation of magnetic fields has differential effects on the activation of axonal fibers, one can propose to custom design μMS coils to take advantage of this unique property. As this property is not directly achievable with electrical stimulation based technologies, it would provide a new avenue to improve outcomes and mitigate side-effects beyond the other limitation previously discussed between electrical and magnetic stimulation based approaches.



CONCLUSION

Microscopic magnetic stimulation (μMS) could potentially become the pacemaker and brain stimulator of the future with their contactless ability to deliver the neuronal stimulation needed for therapeutic efficacy in patients with Parkinson’s disease, epilepsy, in need of implantable cardioverter-defibrillators or pacemakers, and so forth. Due to recent advancements in micro-machining technologies, we can now utilize manufactured inductors (or coils) constructed on the sub-millimeter scale to produce magnetic fields. Such coils would offer several advantages over classical electrical and TMS techniques. Unlike TMS coils, the coils are sub-millimeter in size and can be placed within or near a neuronal substrate, increasing spatial resolution and reducing the power needed to evoke neuronal activity. Moreover, because the coils are not in direct contact with the tissue and no current is directly injected into the tissue, they may overcome the inflammatory tissue encapsulation and mitigate charge buildup issues inherent in traditional electrical stimulation technologies. Our data indicate that these microcoils can activate neuronal activity with high degrees of spatial and temporal resolution and that the orientation of the coils relative to the tissue activated can be used to activate specific elements optimally and to avoid the activation of others. Future work will concentrate on developing specific neural models of the target structures to quantify the parameters of μMS for directional stimulation, and include more animal models to establish the statistical features of the neural response.
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Computational modeling has been used routinely in the pre-clinical development of medical devices such as coronary artery stents. The ability to simulate and predict physiological and structural parameters such as flow disturbance, wall shear-stress, and mechanical strain patterns is beneficial to stent manufacturers. These methods are now emerging as useful clinical tools, used by physicians in the assessment and management of patients. Computational models, which can predict the physiological response to intervention, offer clinicians the ability to evaluate a number of different treatment strategies in silico prior to treating the patient in the cardiac catheter laboratory. For the first time clinicians can perform a patient-specific assessment prior to making treatment decisions. This could be advantageous in patients with complex disease patterns where the optimal treatment strategy is not clear. This article reviews the key advances and the potential barriers to clinical adoption and translation of these virtual treatment planning models.
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INTRODUCTION

Computational modeling techniques are employed routinely in the pre-clinical development of medical devices. In this context, modeling allows rapid prototyping, which is both time-and cost-effective. Yet, few models have entered the clinical domain as either diagnostic or predictive treatment-planning tools. In silico models of the cardiovascular system are amongst the most advanced. The recent adoption of CT-FFR into the major clinical guidelines represents a major breakthrough (Koo et al., 2011; NICE, 2016). However, this has not been universally adopted by healthcare professionals (Schoenhagen and Desai, 2015; Davies and Cook, 2017). The emergence of such tools has been hampered by difficulties with validation, regulatory approval, and lengthy processing times (Morris et al., 2015). The nature of predictive computational modeling is appropriate for virtual treatment planning, especially in the context of structural cardiovascular intervention. Clinicians frequently make treatment decisions based upon data pooled from randomized controlled trials, which can be problematic. First, these population-level data are extrapolated and applied to individuals. Second, randomized trials frequently recruit younger, otherwise well patients, and therefore under-represent the “average” patient who is typically older, with multiple comorbidities. Medicine requires an approach more tailored to the individual patient, based upon patient-specific characteristics. As one example, existing computer models created for the purpose of device design can be adapted to permit virtual treatment planning with the addition of patient specific geometries and personalized parameterization. In CAD, there is an opportunity to improve treatment planning. PCI treatment planning is often subjective. Decisions regarding the number, size, and position of stent(s) required to treat a coronary artery lesion(s) are made by the operator based upon a visual interpretation of the angiogram, a method which is frequently flawed due to the difficulty inferring the physiological impact of atherosclerotic lesions, and indeed their likely response to treatment, from 2D anatomical imaging (White et al., 1984). The development of virtual stenting tools may allow predictive treatment planning. This is emerging as an area of increasing clinical interest. This article reviews the rationale and developing methodology behind virtual PCI tools, the current state of the art, and what barriers need to be overcome before this patient-specific approach can be fully translated and incorporated into routine medical practice.

What Is Computational Modeling, and How Can It Be Applied to CAD?

Computational models simulate the behavior of systems combining mathematics, physics, and computer science. Computational modeling techniques have been used for decades in engineering applications, and some of these techniques are particularly applicable in the study of CAD, namely CFD and FEM. CFD is a numerical technique that predicts and analyses mechanical responses of fluids to external (and other) forces allowing the quantification of physiological parameters such as blood flow velocity and pressure. Furthermore, the use of FEM can provide full and detailed quantitative stress and strain analysis, which can be applied to the vessel wall (Morris et al., 2016). These models can be manipulated to simulate states of disease and are especially relevant in the study of CAD where the clinical importance of physiology has been recognized in recent years.

A number of invasively measured physiological parameters have been developed that can be used to guide treatment decisions (Pijls et al., 1993; Meuwissen et al., 2002; Sen et al., 2012; van de Hoef et al., 2012, 2016). These can describe the effect of a coronary lesion on blood flow, pressure, and the relationship between the two. FFR, the pressure drop measured across a lesion at maximal hyperaemia, is now considered the gold standard measure to determine coronary artery lesion significance (NICE, 2016). Using FFR to guide PCI is associated with improved clinical outcomes (De Bruyne et al., 2012). Furthermore, other physiological indices, that cannot be measured invasively, such as WSS are increasingly being recognized as factors that influence outcomes such as the rate of development of ISR (Tahir et al., 2011). With the application of CFD and FEM modeling, it is possible to predict the effect of stenting on these parameters, which can be useful in both stent design and patient-specific treatment planning.

Modeling Coronary Artery Stents

Computational methods are routinely used in designing stents and in predicting their performance and fatigue. They can also be used to model the effect of the stent upon blood flow in a diseased artery at the strut level, where disturbed flow can be a causative factor in the development of in-stent thrombosis, restenosis, and neo-atherosclerosis. Modeling is particularly applicable to study these phenomena, which are beyond the level of resolution of clinical measurements of flow (Van der Heiden et al., 2013). Neointimal thickening after stenting is related to altered local fluid dynamics (low and oscillating WSS provoked by the presence of the stent within the coronary artery) (Timmins et al., 2011). A number of models of ISR have been developed, and a relationship between stent design parameters such as strut thickness and the shape and depth of strut deployment within the vessel wall on the severity of ISR is well established (Tahir et al., 2011). Such models can be used to assist with stent design and to predict local hemodynamic effects of stenting and have been reviewed elsewhere (Martin and Boyle, 2011). The advancement of these models has received significant support from industry, and the technology is well developed. Applying the same technology to patient-specific geometries allows virtual treatment planning and is a growing area of interest. The two main thrusts of being in bifurcation modeling and modeling FFR.



TREATMENT PLANNING IN BIFURCATION DISEASE

Percutaneous coronary intervention of bifurcation lesions is beset by poorer results than non-bifurcation lesions (Lassen et al., 2014; Sawaya et al., 2016). Multiple technical strategies have been proposed, and the optimal strategies are still an area of debate (Lassen et al., 2016; Sawaya et al., 2016). Computational simulations offer key information on the biomechanical effects of stenting. Such simulations enable virtual testing of various strategies and can assist in evaluating outcomes.

What Is Special About Bifurcations?

Bifurcations are more prone to atherosclerosis due to the development of adverse flow patterns leading to regions of low WSS developing opposite the side branch and down the lateral wall of the branch itself. PCI to the main vessel is complicated by the risk of side branch occlusion due to plaque shift. Often multiple stent strategies are employed, which increases the risk of vascular damage and ISR. A number of studies have successfully utilized computational models to examine the impact of different stent designs and techniques on local hemodynamic factors (Williams et al., 1985; Gastaldi et al., 2010; Morlacchi et al., 2011, 2014; Mortier et al., 2015). Such models have advanced in terms of sophistication over the past 5–10 years. These studies have assisted with advancements in the modeling of stent insertion and have provided valuable insights into the relationships between stent design, WSS, and ISR. However, only with patient-specific models can accurate patient-specific treatment planning be achieved.

Anatomical Representation of Bifurcations

The first challenge in modeling bifurcations using patient-specific models is in the segmentation (reconstruction) of the patient anatomy. This is complex due to the necessity for precision of the cross-sectional area, branch diameter, and branching angle. The more realistic the models, the more insightful the investigations. Because of the difficulty faced reconstructing a complex bifurcation anatomy from invasive coronary angiography alone, many of these models utilize information from invasive imaging such as IVUS and OCT. Various methods are complementary and many hybrid combinations have been tested (Morlacchi et al., 2011; Mortier et al., 2015; Wang et al., 2015; Chiastra et al., 2016). The addition of numerical simulations of mechanical stresses and fluid flow in patient-derived geometries can contribute to translational experimentation. Modeling can also compare the expected results with different stent designs and strategies.

Complementary Imaging to Assist Bifurcation Modeling

Mortier et al. (2015) used CTCA and IVUS pullbacks to create a patient-specific virtual 3-D model. Using FEM, they generated stent and balloon models, accurate in terms of geometry and mechanical behavior, allowing them to perform and evaluate different stenting strategies. Transient CFD analysis was performed to produce velocity patterns and examine WSS along the arterial wall after stent deployment. Stents could be repositioned to investigate the impact upon WSS distributions, the optimal position being associated with minimal area of low WSS (Mortier et al., 2015) (Figure 1). Similar work has been achieved combining CTCA with OCT. Chiastra et al. (2016) reconstructed patient-specific models of coronary bifurcations from CT-OCT . They demonstrated good qualitative geometrical correlation between post-operative lumen area after virtual stent expansion and that from hybrid CT-OCT. They demonstrated the ability to determine the best stent position to minimize the percentage of mal-opposed struts (Chiastra et al., 2016). Wang et al. (2015) created a patient-specific bifurcation model from angiographic images alone. As well as using FEM analysis to identify areas of low WSS associated with four different stenting approaches, they also used 3-D printing to create an in vitro model. Using microfabrication, microfluidic chips implanted with real stents were used to mimic PCI with real time visualization. The results from their 3-D models were highly consistent with simulated results. This model has the advantage of allowing the testing of positioning effects of real stents experimentally. This approach may be more translational as it is subject to the same difficulties of such precise stent positioning faced in vivo.
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FIGURE 1. Computational replication of bifurcation stenting. Mortier et al. (2015) compared flow velocity patterns and WSS following virtual provisional stenting (left) and proximal optimization technique (right). (A) Velocity contour maps on an internal plane of the bifurcation at peak flow rate. In the provisional stenting, where the malapposed struts are clearly visible (black arrows), higher velocities are present as the stent behaves as a cylindrical hurdle in the flow stream. Indeed, in the proximal optimization technique (POT), struts are well opposed to the wall and do not obstruct the blood stream. (B) Time-averaged WSS (TAWSS) contour maps. Low WSS are generated next to the stent struts. A wide area with low WSS is present in the bifurcation region in the provisional stenting model and in the proximal part of the stent in the POT model. Reprinted from Mortier et al. (2015). Copyright (2015), with permission from Europa Digital & Publishing.



Limitations of Bifurcation Modeling

One problem is that the above methods considerably add to the complexity of a PCI procedure. Most bifurcations can be treated reasonably well with 2-D angiographic guidance. However, in select patients with complex anatomy, these techniques could allow detailed treatment planning to occur prior to PCI. Demonstrating clinical benefit would also be challenging as the results of conventional angiographically guided PCI are generally good, masking particular benefit to be derived by a minority of patients with complex 3-D anatomy. Moreover, replicating exact stent positioning recommended by the model in the catheterization laboratory would be challenging and this could be a major barrier to clinical translation. At present, significant processing time is required as these models incorporate FEM technologies. This limits the option of “live” modeling in the cardiac catheter laboratory. These models may be able to assist in demonstrating the benefit of one strategy over another, but using them to guide exact stent positioning may be unrealistic without further advances.



MODELING THE EFFECT OF STENTING UPON FFR

In recent years, there has been a renewed interest in coronary physiology. FFR, a physiological parameter, is now considered the gold standard for assessing coronary artery lesion significance. FFR is measured during invasive angiography using a pressure-sensitive wire that is placed distal to the lesion. FFR is defined as the ratio of pressure distal to the lesion to the proximal pressure at maximal hyperemia. Attainment of maximal hyperemia is a requirement for accurate FFR assessment and is most commonly achieved with the infusion of intravenous adenosine, a vasodilatory drug. The resultant vasodilatation of the coronary microvasculature reduces the distal resistance, maximizing the flow rate of blood through the vessel. A threshold of 0.80 is applied to determine physiological lesion significance. If the FFR is <0.80, revascularization is recommended whereas if the FFR is >0.80, there is no indication for revascularization.

Using FFR to determine when PCI is required, is associated with improved clinical outcomes (De Bruyne et al., 2012). Computing coronary physiology, eliminating the need for invasive instrumentation, is an area of great interest. Several groups have developed methods to compute vFFR with varied success (Koo et al., 2011; Morris et al., 2013; Tu et al., 2014). Virtual stenting can be applied to these models, allowing a prediction of the likely improvement in physiology that can be achieved with stenting. Any desired width or length of stent can be modeled. For this, the details of the stent structure are not required, because we do not require details of flow disturbance at the stent/artery interface, reducing the complexity of the modeling.

Inserting a “Virtual” Stent Using CT Imaging

Simulating the insertion of a virtual, cylindrical, stented segment into a modeled coronary vessel with recalculation of blood flow permits treatment planning. This allows operators to predict the physiological and anatomical response to treatment with different stent sizes in different locations, to plan the optimal solution before any treatment is delivered. This technique has recently been demonstrated with CTCA imaging (Kim et al., 2014). The investigators identified 44 patients with functionally significant lesions who underwent invasive angiography with FFR measurement. CTCA was performed prior to angiography and 3-D models of the coronary tree were reconstructed. Data on coronary flow and pressure were simulated using CFD. The pre-stent model was then marked for the location of stent used to treat the patient and a virtual stent was inserted to replicate the in vivo procedure. Subsequent FFR was computed following virtual stent implantation. The diagnostic accuracy to predict ischemia after PCI was 96%. The mean difference between vFFR and measured FFR after PCI was 0.024 (95% level of agreement -0.08 to 0.13). However, CTCA is still limited in its availability, most of these patients will still proceed to invasive angiography, and CTCA images can be limited by movement artifacts, poor heart rate control, and inaccuracy in calcific disease.

Modeling Stenting Based Upon Invasive Angiography

More recently, modeling the effect of stenting on FFR has been demonstrated by our group using invasive angiographic imaging (Gosling et al., 2018). This has the advantage of not using complementary imaging, so no co-registration of another modality to the angiogram is necessary, and the whole process is kept simple and readily interpretable by a conventional, angiogram-guided PCI. VCI was carried out in 54 patients (59 arteries) who underwent elective PCI. A 3-D reconstruction of the arterial geometry was created from the angiographic images. To validate the process, the size and position of stent(s) used in vivo was replicated using dedicated software (Figure 2). The authors demonstrated good accuracy in predicting the physiological response to stenting. Mean FFR post-PCI was 0.90 and mean vFFR post VCI was 0.92. The mean difference between vFFR after VCI and measured FFR after PCI was 0.01 ± 0.03. Importantly, the average computational time was just 2 min per case. Applying a VCI tool to invasive angiography will allow treatment planning to occur in the cardiac catheterization laboratory.
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FIGURE 2. An example of virtual coronary intervention. Angiography revealed a severe mid vessel stenosis in the LAD (arrow). The mFFR between the proximal and distal points marked with the dashed line was 0.77. (B) The angiograms were used to model the vFFR using the VIRTUheart system, which was calculated to be 0.75 over the same segment. This is displayed as a straight yellow line connecting the same two points between which the vFFR was calculated, exactly matching the two spots marked by the dashed line in (A). (C) After implantation of a 2.75 mm × 18 mm stent at the stenosis, the mFFR was 0.88 over the same segment. (D) VCI using the VIRTUheart system was then used to implant a “virtual” 2.75 mm × 18 mm stent, and the recalculated vFFR was 0.88, corresponding to a green color in the line connecting the two points. Reproduced from JACC: Cardiovascular imaging under creative commons license CC BY 4.0 (Gosling et al., 2018).



What Is the Value of Virtual Treatment Planning?

A simple case with an isolated lesion may not require VCI. Interest will be concentrated on complex disease, such as arteries with serial lesions, diffuse disease, and bifurcations. Some outcome data suggests that patients who have a post-treatment FFR < 0.90 have increased risk of MACE at follow up (Pijls et al., 2002). The ability to predict the post treatment FFR for a particular stenting approach would potentially allow the operator to optimize the strategy prior to intervention, therefore improving both the post treatment FFR and clinical outcomes. Importantly, it can also allow the identification of patients unlikely to achieve significant improvement in FFR following PCI. This could help prevent unnecessary/futile procedures. VCI can also allow a more personalized assessment of a patient’s physiology. In the presence of serial stenoses, it is not possible to accurately measure the impact of one lesion upon the measured FFR across all the lesions due to the complex interplay of flow between them. Even FFR pullback is misleading. Therefore, deciding which lesion(s) to stent is challenging and often leads to unnecessary stenting (Pijls et al., 2000). Only by removing a stenosis (invasively by stenting it, which may not be necessary, or now “virtually” by computational modeling) is it possible to assess the effect of hyperemic flow across an individual stenosis among several.



IMMEDIATE NEXT STEPS

Although the potential for virtual stenting is clear, further work is required to validate treatment planning tools in patients with complex disease. The FFR-based tools may be more applicable than the models that employ complex WSS analysis. The technology is simpler and therefore the computational power required is significantly less. Rather than advising on exact positioning, they can provide a simpler recommendation of number and size of stent(s) which may be more translational. Moreover, the processing time is only a few minutes per case (Morris et al., 2017), with just slight improvements, “live” results are possible. This would be attractive to the interventionalist, who with the patient on the table, could get an immediate read out of optimal stent size and predicted response to their proposed strategy. This is important for clinical translation. In most cases, operators would not want to wait for overnight processing and then have to bring the patient back for their PCI procedure once the results are available.

Future of PCI Treatment Planning Tools

Despite apparent success in the research domain, there are a number of challenges to be faced before PCI treatment planning tools can be incorporated into routine clinical practice. One of these is the computational power and time required to perform these analyses, in particular when FEM is used. Accuracy is key to success, but defining this is difficult, especially when there is no in vivo measure available to allow validation. All of the models are based upon a number of assumptions, which can affect their accuracy. The two key factors determining the accuracy of these models are the geometrical reconstruction and parameterization. Many of the models to date use reconstructions based upon CTCA, and although the accuracy of CTCA has improved in recent years, there are still a number of drawbacks including the translation of findings to those seen at invasive coronary angiography. The evolution of tools based upon the angiographic images may be a key advance. Accurate parameterization perhaps represents a more significant challenge. In many cases, much of the data required is readily available. However, predicting or calculating parameters that are not easily obtainable clinically, such as microvascular resistance, represents a major challenge and is perhaps the most significant factor hampering the accuracy of these models. Ultimately, demonstrating clinical success is vital and prospective randomized clinical trials will be required. There are also commercial considerations regarding accuracy and reliability of validation of such tools. The United States FDA is addressing this through a benchmarking initiative that aims to advance the application of CFD technology within the regulatory context and they have identified “developing computer modeling technologies” as a regulatory science priority (U.S Food and Drug Administration, 2017). Furthermore, the American Society of Mechanical Engineering (ASME) has produced standards for the verification and validation of computation fluid dynamics models (ASME, 2006, 2009). To allow widespread adoption of these tools, these, or similar approaches need to be extended to Europe. The final and perhaps most significant challenge is achieving acceptance within the clinical community. With modeling becoming a rapidly growing area, clinicians are increasingly encountering modeling-based technologies. The most recent example is the introduction of CT-FFR into national guidance (NICE, 2017). Yet, there is still some skepticism among many clinicians surrounding these technologies. Data from outcome studies will assist with this, but only with increased exposure over time, and a perseverance from the modeling community will wide spread acceptance be achieved.



CONCLUSION

Computational modeling is routinely applied to assist with stent design, and there has been significant success in this area. More recently, the same technologies have been adapted to permit patient-specific virtual treatment planning. Complex models assessing WSS in bifurcation stenting can provide interesting insights into the relationships between stent design and stenting strategies on factors such as ISR. However, it is hard to see how they will impact clinical practice without significant simplification. Perhaps closer to clinical translation are models of FFR. These models permit prediction of post treatment FFR, a validated clinical measure, associated with different stenting strategies. Post PCI FFR is already established to be associated with clinical outcomes therefore the clinical benefit is clear. Moreover, the technology is simpler and therefore the processing time is substantially quicker. These models may not be too far from the clinical domain, but only time will tell.
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Background: Measuring the extent to which renal artery stenosis (RAS) alters renal haemodynamics may permit precision medicine by physiologically guided revascularization. This currently requires invasive intra-arterial pressure measurement with associated risks and is rarely performed. The present proof-of-concept study investigates an in silico approach that uses computational fluid dynamic (CFD) modeling to non-invasively estimate renal artery haemodynamics from routine anatomical computed tomography (CT) imaging of RAS.

Methods: We evaluated 10 patients with RAS by CT angiography. Intra-arterial renal haemodynamics were invasively measured by a transducing catheter under resting and hyperaemic conditions, calculating the translesional ratio of distal to proximal pressure (Pd/Pa). The diagnostic and quantitative accuracy of the CFD-derived virtual Pd/Pa ratio (vPd/Pa) was evaluated against the invasively measured Pd/Pa ratio (mPd/Pa).

Results: Hyperaemic haemodynamics was infeasible and CT angiography in 4 patients had insufficient image resolution. Resting flow data is thus reported for 7 stenosed arteries from 6 patients (one patient had bilateral RAS). The comparison showed a mean difference of 0.015 (95% confidence intervals of ± 0.08), mean absolute error of 0.064, and a Pearson correlation coefficient of 0.6, with diagnostic accuracy for a physiologically significant Pd/Pa of ≤ 0.9 at 86%.

Conclusion: We describe the first in silico estimation of renal artery haemodynamics from CT angiography in patients with RAS, showing it is feasible and diagnostically accurate. This provides a methodological framework for larger prospective studies to ultimately develop non-invasive precision medicine approaches for studies and interventions of RAS and resistant hypertension.

Keywords: computational fluid dynamics, fractional flow reserve, precision medicine, cardiovascular modeling, non-invasive diagnosis, renal artery haemodynamics, in silico medicine


INTRODUCTION

Renovascular disease is characterized by unilateral or bilateral renal artery stenosis (RAS). In Western populations 90% of RAS is caused by atherosclerotic renal artery stenosis (ARAS), and 10% by fibromuscular dysplasia (FMD) (Textor, 2017). ARAS affects 7% of North Americans aged over 65 years (Hansen et al., 2002), and the incidence is rising due to aging, obesity, diabetes, and hypertension (Kalra et al., 2005). FMD affects 0.4% of the population and is seen in younger patients (Slovut and Olin, 2004). Reduced renal perfusion causes progressive chronic kidney disease (CKD) and drives neurohormonal activation with subsequent resistant hypertension, end-stage kidney disease, and death (Textor, 2017). Major trials testing efficacy of reperfusion by angioplasty and stenting demonstrated no benefit beyond drug therapy (antihypertensives and statins) (Wheatley et al., 2009; Riaz et al., 2014). However, those trials recruited patients with physiologically mild ARAS and less severe CKD. This group are less likely to derive benefit from revascularisation compared with those with more severe ARAA and CKD (Hagemann et al., 2017). There is therefore a need for less invasive method to determine the physiological significance of ARAS. Moreover, neutral outcomes might have been exemplified due to patients with: median stenoses of no less than 70%, preserved renal function, and low annual mortality (Ritchie et al., 2014). It is acknowledged that a visually measured RAS diameter for the assessment of the lesion’s severity has a poor correlation to quantitative methods (Kadziela et al., 2016). Moreover, multiplanar angiographic assessment has a poor correlation with physiological assessment of the pressure and flow dynamics (Drieghe et al., 2008). The dissociation is attributed to two-dimensional angiographic views that ignore: complex vessel geometry, lesion length, radiolucent atherosclerotic plaques, collateral circulation, microvascular remodeling, and renal parenchymal injury both distal to the stenosis and in the contralateral kidney (Johnson et al., 2013).

The Cardiovascular Outcomes in Renal Atherosclerotic Lesions (CORAL) trial was initially designed to select haemodynamically severe ARAS cases, but eligibility criteria were expanded due to slow recruitment (Clinical Trials Identifier: NCT00817311). This was related to the added complexity, risk, and cost of invasive haemodynamic measurements in ARAS which are not routine clinical practice. Recent subgroup analysis of the CORAL trial found no benefit of revascularization amongst those with more haemodynamically severe ARAS (Murphy et al., 2015). Hence the potential of RAS haemodynamics to permit precision medicine through physiologically guided trials of revascularization remains uncertain and further studies are hampered by the need for invasive measurements with associated risks.

The same haemodynamic and clinical considerations are apparent in the context of coronary artery disease. In 2007, the landmark COURAGE trial failed to demonstrate prognostic benefit from percutaneous coronary intervention (PCI) in stable coronary artery disease (Boden et al., 2007), whereas subsequent studies did demonstrate prognostic benefit when patients with demonstrable ischaemia, i.e., physiologically significant lesions were specifically targeted (Shaw et al., 2008). More recently, a number of studies have demonstrated the superiority of physiological over anatomical assessment of CAD (De Bruyne et al., 2014).

In silico medicine describes the use of computational simulations in the diagnosis, treatment or prevention of disease. A robust in silico technique for the non-invasive assessment of the haemodynamic severity of RAS would enable targeted trial recruitment and therapeutic intervention, to those most likely to derive benefit. Better characterisation of RAS lesion severity could also reduce the sample size required for trials of novel interventions. An in silico application, called VIRTUheart, has been developed at the University of Sheffield to compute the physiological significance of coronary artery disease from angiography using CFD modeling (Morris et al., 2013). The aim of this proof-of-concept study was to develop and validate a similar CFD model to predict RAS haemodynamics from computed tomography (CT) imaging.



MATERIALS AND METHODS

Patients

Demographic, imaging and haemodynamic data from 10 patients with 11 stenoses (one patient had bilateral RAS) were provided by the Department of Interventional Cardiology and Angiology (Warsaw, Poland). The patients were both female and male, aged between 40 and 79 years of age. Table 1 presents the clinical profiles for the anonymised patient data set. Ethics approval for sharing and analyzing retrospective anonymised patient data was obtained from the local Bioethics Committee at the Institute of Cardiology in Warsaw. Patient data was fully anonymised prior to data sharing and analysis. We collected CT and invasive angiographic imaging data from consenting patients with hypertension and RAS. Patients with prior contrast nephropathy, severe valvular disease, New York Heart Association (NYHA) III-IV heart failure or estimated Glomerular Filtration Rate (eGFR) below 30 mL/min were excluded. Serum creatinine was measured and eGFR was calculated by the modification of diet in renal disease (MDRD) 4-variable equation for each patient (Levey et al., 2006). eGFR reflects kidney function and may also reflect distal vascular resistance which is important for the computational model.

TABLE 1. Patient Characteristics.
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CT Renal Angiography

Computed tomography renal angiography was performed with a 64-detector CT scanner (Somatom Sensation Cardiac 64; Siemens, Erlangen, Germany). ARAS patients had CT images acquired as a part of the PREFFER study (Kadziela et al., 2011). The two FMD patients underwent imaging as per standard clinical practice. A minimum of 100 CT slices in axial, coronal, and sagittal orientations were acquired with in-plane resolution by pixel spacing of 0.59 to 0.83 mm. A typical example is shown in Figure 1.
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FIGURE 1. Example of patient-specific CT images. Example CT images of each anatomical orientation for Patient 2: axial (i), coronal (ii), and sagittal (iii). The arrows in the axial and coronal slices, and the box in the sagittal slice indicate the approximate location of the renal stenosis for the specific case.



Invasive Haemodynamic Measurements

Heparin (4000–5000 IU) was administered to maintain adequate anticoagulation during the procedure. Distal pressure (Pd) was measured with a 0.014˝ Pressure Wire 5 (Radi Medical Systems, Sweden) and proximal pressure (Pa) was measured from the guiding catheter tip. During pressure measurements, the tip was disengaged from the ostium to avoid pressure damping. The translesional ratio Pd/Pa was calculated as the ratio of mean Pd to mean Pa. This in vivo measured Pd/Pa ratio (mPd/Pa) is a standard measure to evaluate the haemodynamic significance of an arterial stenosis (Subramanian et al., 2005). The hyperaemic renal Fractional Flow Reserve (rFFR) was calculated in the same way after the administration of 30 mg of papaverine into the renal artery distal to the stenosis via a 3F multifunctional catheter.



COMPUTATIONAL WORKFLOW

Our computational workflow segmented and reconstructed the patient-specific three-dimensional arterial geometries from the CT images. CFD analysis was used to simulate the translesional haemodynamics. The computed results were used to calculate the ‘virtual’ Pd/Pa (vPd/Pa) which was validated against the invasively measured Pd/Pa (mPd/Pa).

Volume Segmentation

The workflow’s first step involved segmenting a volume from the available CT images. For that purpose the non-parametric geodesic active regions (GAR) method was implemented, following the algorithm presented in (Hernandez and Frangi, 2007). This segmentation model was tested and made available through the application @neufuse, initially developed as part of the ‘@neurIST project’2.

Computational Fluid Dynamics

CFD was implemented on the ANSYS®-CFXTM (ANSYS Canonsburg, United States) simulation software: a volumetric mesh was created, the flow’s boundary conditions were set, the flow was solved on a Navier–Stokes-based solver, and the flow solution was post-processed for the vPd/Pa estimation. The method from Marzo et al. (2009) was adopted for the creation of the volumetric mesh: an octree approach was implemented with finer grids at the wall, tetrahedral elements inside the volume, and five layers of prismatic elements adjacent to the wall (for better accuracy of the velocity gradient). An average mesh density of approximately 200 elements per cubed millimeter was chosen. An example volume mesh cross-section is presented in Figure 2.
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FIGURE 2. Typical volume mesh for the CFD simulations: (i) the mesh elements on the wall and on the inlet cross-section, and (ii) the tetrahedral elements inside the volume and the prismatic layers near the wall on a cut plane can be observed.



Typical renal boundary flow conditions were chosen for the CFD on the renal arterial segments. The 1D model of the systemic arterial tree by Reymond et al. (2011) was utilized, which provides pressure and flow values (at rest) over a heart cycle for various points within the renal vasculature, based on the healthy state. Based on these data, an inlet velocity (with a plug flow velocity profile) and an outlet peripheral resistance were set. Peripheral resistance is defined as the ratio of the pressure drop from the point of measurement to the capillary level along that branch to the flow passing through the point of measurement. It describes the resistance encountered by the blood as it flows through the systemic arterial system and represents the effect of downstream microcirculation (of smallest arteries and arterioles) (Bott, 2014). For the steady flow simulations of the current study we calculated an average from Reymond’s values over the heart cycle for the pressure and flow boundary conditions in the renal arteries. The ultimate vPd/Pa calculation is thus a time-averaged parameter extracted from the time-dependent boundary data. It should be noted that, under the aforementioned boundary conditions, hyperaemic haemodynamics was infeasible and the study focuses on resting flow conditions.

Additionally, we compared the vPd/Pa estimations when the geometry included the aortic and contralateral renal geometry, and when it did not. Reymond’s boundary conditions are not representative of our patient data set, consisting of old and diseased subjects. When the geometry only includes the renal arterial segment, a realistic flow is imposed by the inlet boundary condition and therefore this limitation is overcome. However, when the inlet velocity boundary condition is set on the aorta, Reymond’s measurements underestimate the resistance of renal artery with stenosis, resulting in much higher resistance to blood flow entering the renal artery, which in turn results in insufficient blood flow into the renal artery.

Therefore, for the purposes of this comparative part of our study (patient 7 and 10), we fine-tuned the outlet pressure in order for the blood flow into the renal artery to reach expected generic levels. A direct comparison between the two geometric segments was then possible by setting the boundary flow conditions, as follows: (i) for the cases including the aorta, a generic inlet aortic velocity boundary, and adjusted outlet stenotic renal, contralateral renal and downstream aortic pressure were defined, and (ii) for the cases excluding the aorta, a generic inlet renal velocity and the same adjusted outlet renal stenotic pressure as with case (i) were defined. The boundary flow conditions for the comparative study and for the aforementioned simulations on the complete data set are illustrated in Figure 3.
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FIGURE 3. Boundary flow conditions for the set of simulations. The image summarizes the boundary flow conditions applied on the computational simulations: (1) for the comparative study between including and excluding the aortic segment (top row) and (2) for testing the accuracy of the workflow (bottom row) across the patient data set. The case of Patient 7 is used here for illustration purposes.



The program solves the steady incompressible Navier–Stokes momentum equations in combination with the continuity equation. The flow solution follows the implicit finite volume discretisation method for the numerical approach. The blood flow is modeled as a Newtonian fluid of viscosity at μ = 0.0035 Pa s and constant density ρ = 1066 kg m-3, and the arterial wall is assumed to be rigid (Ferziger and Peric, 2002). The computer used for the simulations was an Intel(R) Xeon(R) X5690 CPU @ 3.47 GHz x 12, 24.0 GB RAM, 64-bit OS (Windows 7). The steady flow simulations took on average 2 min to solve. The general clinical protocol indicated that the proximal pressure was measured furthest from the stenosis and close to the opening to the aorta, whereas the distal pressure was measured 10–20 mm downstream of the stenosis. We defined three downstream cross-sectional areas within this range and calculated the average pressure across each of them. Downstream pressure was then simply defined as the arithmetic average of the three. For the upstream pressure, an additional cross-sectional area was carefully chosen to exclude pressure extremes resulting from the Bernoulli effect due to the proximity of the stenosis to the inlet boundary, and the average pressure across it was calculated. vPd/Pa was then estimated as the ratio of downstream to upstream pressure (Figure 4).
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FIGURE 4. Downstream and upstream pressure monitoring cross-sections.



Statistical Analysis

We follow the statistical analysis of (Morris et al., 2013) for the diagnostic and quantitative accuracy of our workflow. Consensus guidelines for RAS stenting (Parikh et al., 2014) and research on the criteria for renovascular hypertension due to RAS (De Bruyne et al., 2006) indicate a Pd/Pa of ≤ 0.9 as physiologically significant. On that basis, the diagnostic accuracy was evaluated by calculating the sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV) and overall accuracy for our results, with the binomial test’s 95% confidence intervals (CIs). The correlation between mPd/Pa and vPd/Pa data was visualized and assessed through a diagram plot. Additionally, agreement was measured by the mean difference and absolute error between measured and virtual values, and the standard deviation of the differences were computed in order to illustrate the quantitative accuracy of the workflow in a Bland–Altman plot.



RESULTS

Volume Segmentation

Figure 5 presents the reconstructed geometries, following a process of manual correction whereby the region of interest was separated from local tissue artifact. Three of the CT scans were of insufficient quality for vessel reconstruction (indicated by a red frame in Figure 5) and were therefore excluded from analysis. For an additional case, the number of CT slices were insufficient in order for the segmentation tool to process them. The successfully segmented stenosed renal arteries include the descending aorta and the contralateral renal artery. Patients whose renal arteries show multiple stenoses, for example Patient 10, were suffering from FMD.
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FIGURE 5. Resulting segmented patient renal geometries. Segmented volumes of renal arteries: unsuccessful segmentation examples based on the provided CT images are indicated by a red frame. The number for each image corresponds to patient number in Table 1.



Simulations

The following sections present the results from our study, including a quantitative comparison to assess the accuracy of the vPd/PA against the mPd/Pa from the simulations in the complete dataset of 7 RASs.

Comparative Study With and Without the Aorta

Table 2 shows the calculations of vPd/Pa for the two patients of our comparative study: Patient 7 (one stenosis), and Patient 10 (double stenosis). A percentile differences in vPd/Pa is estimated between the computations when the aortic geometry is included and when it is not, demonstrating a maximum difference of 1.28% for the left RAS of Patient 10. The remaining two cases present a difference of less than 1%. Table 2 (last column) also shows the variability in the values of downstream pressure extracted from the three different post-stenotic locations, showing a direct correlation between pressure variability and anatomical complexity (Figure 5).

TABLE 2. Comparative study between including and excluding the aortic geometry in CFD.
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Quantitative Accuracy

The results of mPd/Pa and vPd/Pa are presented in parallel in the bar plot diagram of Figure 6. This bar plot illustrates mPd/Pa side-by-side with vPd/Pa for each patient, indicated by their number (Patient 10’s RAS on both renal arteries is distinguished with R for the right, and L for the left RAS).
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FIGURE 6. Measured versus virtual Pd/Pa.



Table 3 summarizes the measures of accuracy of our vPd/Pa estimations against mPd/Pa: the mean difference between mPd/Pa and vPd/Pa was ± 0.015, with an average absolute error of ± 0.064, representing a percentage error of 8.1%. Those quantitative measures are used to illustrate the accuracy of our computations, seen in the Bland Altman plot of Figure 7. The correlation between measured and virtual values (Pearson correlation coefficient r = 0.604) is illustrated in Figure 8.

TABLE 3. Quantitative accuracy of vPd/Pa.
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FIGURE 7. Bland Altman plot. The solid line represents the mean value of the difference between mPd/Pa and vPd/Pa, and the dotted lines create boundaries for ± 2 standard deviations from the mean difference. Each dot represents a stenosis and combines the knowledge for the difference and the mean value between the measured and the virtual calculations.
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FIGURE 8. Correlation between mPd/Pa and vPd/Pa. The diagram plots mPd/Pa against vPd/Pa for each stenosis, where the segmented line in gray represents the points of exact agreement between measured and virtual calculations, while the solid line represent the data trendline of best-fit.



Diagnostic Accuracy

Table 4 overviews the accuracy of our virtual simulations in identifying a physiologically significant RAS. Relative to mPd/Pa, the sensitivity, specificity, PPV and NPV of vPd/Pa was 1.0 (95% CI 0.4–1.0), 0.67 (0.13–0.98), 0.8 (0.3–0.99) and 1.0 (0.2–1.0). Overall diagnostic accuracy was 86%.

TABLE 4. Diagnostic accuracy of vPd/Pa.
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DISCUSSION

This proof-of-concept study investigates a novel in silico approach that uses CFD modeling to non-invasively estimate renal artery haemodynamics from routine CT imaging of RAS. Our results demonstrate that this approach is feasible and diagnostically accurate. This may have great value in reducing the need for invasive haemodynamic assessment. In this feasibility study, several challenges and limitations were encountered. Although the range of mPd/Pa reflects the expected clinical range, the sample size was modest. There were limited available data around 0.9 threshold and only one case was less than 0.8. It is likely that clinically and statistically more conclusive results might be achieved with a larger sample size.

The anatomy and geometry of the stenosed segments (Figure 5) are highly variable but some anatomic generalizations could be made: the arteries are tortuous, they emerge perpendicular to the aorta, and most of the stenoses are detected very close to the ostium of the renal artery, an observation which is clinically supported for ARASs (Kaatee et al., 1996). These anatomic observations also posed a challenge for the in silico simulations. The velocity field at the inlet of the renal artery will be influenced by these sharp bifurcating angles and there will be a difference when considering or not the aortic part. This different flow field might result in a different pressure distribution at these bifurcations that might influence adversely our vPd/Pa prediction across the stenosis. As part of this study we investigated the effect of including the aorta or not on the accuracy of vPd/Pa. We found that the difference in the vPd/Pa estimations was too small (< 3.8%) to justify the use of the aortic segment. Considering the added requirements on computational time, and boundary conditions that are largely unknown or will have to be invasively measured, it was decided that the workflow should use only the stenosed arterial geometry in the vPd/Pa calculations.

Executing the simulation including the aorta also contributed to an improved understanding of the expected velocity profile at the inlet of the renal artery. In our simulations, we assumed plug flow, i.e., the velocity was constant across the inlet cross-section (this is demonstrated in a cross-sectional area near the inlet in Figure 9(i) for the case excluding the aortic geometry). For the same cross-section in the case when the aortic geometry is included [Figure 9(ii)], the velocity profile upon entry to the renal artery, although not presenting plug flow, does not exactly represent a parabolic velocity profile either. At a later stage, a more complex velocity profile might be more suitable, supported by in vivo measurements.
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FIGURE 9. Velocity Vectors including and excluding the aorta. The figure shows the velocity vectors on a cross-sectional area of the renal artery close to the aorta for the simulation (i) that does not include the aortic geometry, and (ii) that does.



For a subset of datasets (patient 7, patient 10L, patient 10R) we reported the potential impact of uncertainty in the location of data extraction on the predicted values of downstream pressure (Table 2). This showed only marginal effect on clinical significance but a direct correlation between data variability (standard deviation) and anatomical complexity, highlighting the importance for more precise protocols for more quantitative comparisons and analyses.

Even though patient-specific arterial geometries were used in the CFD calculations, the applied boundary flow conditions were generic (defined for healthy and young individuals) for renal flows, which might have compromised the precision of vPd/Pa. The potentially unrealistic high flow rates due to the generic boundary flow conditions might have led to the observed overestimation of vPd/Pa for all but one presented cases (Figure 8). However, echo Doppler measurements of maximum velocity at the stenoses were available, and these data were used and compared with velocity at the same locations, to validate the approach of using typical renal artery flows.

Despite the sample size and the generic boundary conditions, vPd/Pa for the present data set, showed a good agreement with the values of mPd/Pa (only Patient’s 10 Right RAS was evaluated just outside the 2 standard deviation boundaries, shown in Figure 7). This vPd/Pa underestimation for Patient 10 possibly indicates the importance of patient-specific boundary conditions, especially for cases of severe stenosis. Nonetheless, contrary to previous CFD studies (Morris et al., 2017), we can argue that the influence of geometry in our workflow seems more important than boundary conditions. It should also be noted that based on the estimated diagnostic accuracy, and in comparison with the standard anatomical criteria in Table 1, our workflow managed to evaluate only one false result in identifying a physiologically significant RAS (Table 4), demonstrating a very encouraging result for RAS diagnosis using physiology based metrics.

The aim of these computational simulations is achieving accuracy in calculating vPd/Pa but computational time and memory are also of importance. It should be noted that, alongside the presented steady simulations, finer mesh simulations and transient simulations over the heart cycle for the dataset were run, that rendered quantitatively insignificant differences in the resultant vPd/Pa.

Figure 10 presents the pressure distribution (top row) and velocity streamlines (bottom row) for three of our cases. Considering the complex geometries, the flow, as is evident in the figure, is also complex. Vortices are observed and areas of both high and low pressures can be identified. Estimating a Reynolds number for our data set is thus important. Reynolds number in the presented results ranged between 813 and 940, with two cases at 1463 and 1965. According to the theoretical Reynolds definition for internal flow in straight pipes, that indicates laminar flow. However, most of the presented geometries are far from an assumed straight cylinder which may induce turbulence at lower Reynolds number values. Therefore, consideration of turbulent effects in stenosed renal arteries might be further considered in the next research stage to achieve further accuracy.


[image: image]

FIGURE 10. Examples from the CFD analysis. Pressure distributions (top row) and velocity streamlines (bottom row) are presented for the stenoses of three patients: 6 (left column), 7 (middle column), 10 (Right RAS, right column).



Given the observations made in this study, there is a clear direction for the next stage of research. A larger clinical cohort, with a clinically representative range of mPd/Pa values will increase statistical confidence of the hypothesized correlations we demonstrated in this proof-of-concept study. Standardization and automisation of the workflow will be required in order to deal with a larger number of clinical cases. A further limitation was the use of retrospective CT angiographic and invasive haemodynamic data not specifically collected for the purposes of this study. Future studies are planned that will prospectively collect more detailed information of invasive haemodynamics and optimize CT or magnetic resonance image acquisition protocols. This will permit: (1) the standardization of image resolution for increased feasibility of volume segmentation, (2) the enhancement of in silico predictions by complementary non-invasive measures of renal artery blood flow using Doppler sonography (Li et al., 2008; Kaya, 2012), and (3) the more direct comparison of in silico with in vivo predictions by more precisely specifying the location of pressure measurements.

Information on the functionality of the post-stenosis tissue is important for the clinical diagnosis of RAS, but can also affect our computational simulations, as it is reflected on the value of peripheral resistance. eGFR which was measured in this study can provide such an assessment and although most of the provided cases presented normal levels of eGFR, biomarkers for kidney function could inform our in silico simulations in the future. Bearing in mind that there is no consensus in the medical community on a quantitative measure for the health of each individual kidney, creatinine clearance rates, kidney size, resistant hypertension, and velocity measurements comparing the stenosed artery with the aorta and the contralateral renal artery, have been previously examined to create an informed profile on stenosis severity (Zeller et al., 2008; Noory et al., 2016; Staub et al., 2016). There has also been recent research on the use of MRI for the assessment of kidney perfusion (Odudu et al., 2012). Consequently, knowledge on the functionality of the stenosed kidney provided clinically at a later study, combined with a statistically significant data set size, could contribute to the investigation of a correlation between peripheral resistance and renal function clinical indicators.

This study demonstrated the potential value of in silico assessment of renal haemodynamics for the purposes of RAS diagnosis, implementing a fast segmentation of high standard, and calculating reliable values of vPd/Pa. The next stage of research, based on the presented analysis, will largely contribute to reliably illustrating the importance of non-invasive renal haemodynamics on diagnosis.



CONCLUSION

This is the first in silico assessment of renal artery haemodynamics from CT angiography. This approach is feasible and diagnostically accurate. Non-invasive renal artery haemodynamic assessment may facilitate precision medicine in patients with RAS and resistant hypertension.
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Reverse total shoulder arthroplasty (rTSA) is commonly used in the shoulder replacement surgeries for the relief of pain and to restore function, in patients with grossly deficient rotator cuff. Primary instability due to glenoid loosening is one of the critical complications of rTSA; the implants are designed and implanted such that the motion between the glenoid baseplate and underlying bone is minimized to facilitate adequate primary fixation. Finite element analysis (FEA) is commonly used to simulate the test setup per ASTM F2028-14 for comparing micromotion between designs or configurations to study the pre-clinical indications for stability. The FEA results can be influenced by the underlying modeling assumptions. It is a common practice to simplify the screw shafts by modeling them as cylinders and modeling the screw-bone interface using bonded contact, to evaluate micromotion in rTSA components. The goal of this study was to evaluate the effect of three different assumptions for modeling the screw-bone interface on micromotion predictions. The credibility of these modeling assumptions was examined by comparing the micromotion rank order predicted among three different modular configurations with similar information from the literature. Eight configurations were modeled using different number of screws, glenosphere offset, and baseplate sizes. An axial compression and shear load was applied through the glenosphere and micromotion at the baseplate-bone interface was measured. Three modeling assumptions pertaining to modeling of the screw-bone interface were used and micromotion results were compared to study the effect of number of peripheral screws, eccentricities, and baseplate diameter. The relative comparison of micromotion between configurations using two versus four peripheral screws remained unchanged irrespective of the three modeling assumptions. However, the relative comparison between two inferior offsets and baseplate sizes changed depending on the modeling assumptions used for the screw-bone interface. The finding from this study challenges the generally believed hypothesis that FEA models can be used to make relative comparison of micromotion in rTSA designs as long as the same modeling assumptions are used across all models. The comparisons with previously published work matched the finding from this study in some cases, whereas the comparison was contradicting in other cases. It is essential to validate the computer modeling approach with an experiment using similar designs and methods to increase the confidence in the predictions to make design decisions.

Keywords: micromotion, stability, initial fixation, reverse shoulder arthroplasty, finite element analysis, screw modeling


INTRODUCTION

Since 1972, total shoulder arthroplasty (TSA) has been used for treatment of osteoarthritis, fracture, and other shoulder non-inflammatory issues. Anatomic total shoulder arthroplasty (aTSA) and reverse total shoulder arthroplasty (rTSA) are commonly used in the shoulder replacement surgeries for the relief of pain and to restore function. Both aTSA and rTSA are considered as successful procedures with similar patient outcomes (Kiet et al., 2015). Surgeons make the decision to use aTSA or rTSA based on the condition of the joint as well as past TSA history of the patient. TSA procedures are commonly used in patients with arthritis in the joint between scapula and humeral bones, with intact rotator cuff. aTSA typically entails a stem component implanted in the humeral canal with a metal head component assembled on the superior side of the stem, articulating against a plastic socket component implanted in the scapula. Significant rotator cuff muscle damage in patients may prove inadequate to provide joint stability to the aTSA components. The component positions can be reversed in such cases (rTSA) by implanting a socket type component in the humeral bone and a metallic hemisphere component in the glenoid bone. Figure 1 presents an example of an rTSA implant. rTSA is commonly used as a primary procedure for patients whose shoulder joint has a grossly deficient rotator cuff with severe arthropathy, and also as a revision procedure for a failed aTSA due to reduced bone stock in the humerus and scapula with deficient rotator cuff. The complication rate for rTSA has been reported as three times higher when used as revision for failed aTSA, in comparison to a primary rTSA (Boileau, 2016).


[image: image]

FIGURE 1. A typical rTSA system (anterior–posterior view).



There are several complications associated with rTSA including joint instability, periprosthetic fracture, infection, and component loosening. Bohsali et al. (2017) studied complications of rTSA in 78 studies published between 2006 and 2015, including a total of 4,124 shoulders, and found that 7.2% of all complications were attributed to glenoid loosening. A literature review comprising 782 rTSA found radiographic lucent lines in the glenoid in 4.3% of the cases with postoperative problems and glenoid loosening in 5% of cases with complications (Zumstein et al., 2011). Boileau (2016) reported their experience with 825 rTSA performed between 1996 and 2013 and found the rate of glenoid loosening as a reason for reintervention at 9%.

It is essential to minimize the motion between the baseplate and the underlying glenoid bone to promote osseous integration at the bone-baseplate interface in uncemented designs and therefore achieve adequate primary fixation. However, the service loads experienced by rTSA components challenge the fixation at the interface between the bone and the baseplate. Additionally, the glenosphere can be lateralized in many systems in order to improve range of motion without impingement, which further challenges the fixation by increasing the moment arm at the bone-implant interface (Berliner et al., 2015). An increased torque of 44 and 69% at the baseplate-bone interface has been reported with increased lateral offsets of 23 and 27 mm, respectively (Harman et al., 2005). Implant designs offer a variety of mechanisms to achieve fixation stability such as various numbers of screws, screw types, screw lengths, and screw angles, as well as use of a porous material substrate to increase friction with the bone and to facilitate bony ingrowth. A narrative review cited initial baseplate screw fixation has been reported as the most important factor leading to long-term fixation through osseous integration (Berliner et al., 2015).

Micromotion between baseplate and bone is commonly used as a pre-clinical indicator for stability. ASTM F2028-14 provides a standard test method in vitro for evaluating glenoid loosening or disassociation by measuring displacement of the glenoid baseplate in response to axial compression and shear loading (ASTM F2028-14, 2017). This test method has been utilized to demonstrate significant differences in displacement between different screw configurations, medialized/lateralized center of rotation, and different densities of bone substrates (Roche et al., 2008, 2011; Stroud et al., 2013). Testing various configurations is complicated and time consuming. Additionally, the measurements are obtained at the edges of the baseplate or glenoid component, not representing interfacial micromotion and could be misleading (Favre et al., 2011).

Finite element analysis (FEA) simulations are often used for replicating the test setup per ASTM F2028-14, to determine worst case configuration for physical testing or to make comparisons among different designs or configurations. Several FEA studies have been performed to study the effect of implant designs, lateralization, inferior tilt of glenoid, and degree of joint conformity on glenoid baseplate-bone micromotion (Hopkins et al., 2008; Virani et al., 2008; Hopkins and Hansen, 2009; Suárez et al., 2012; Chae et al., 2016; Denard et al., 2017; Elwell et al., 2017; Geraldes et al., 2017). The complexity of the FEA models has increased with time due to improvements in computing power and software technologies. However, it is a common practice to simplify the FEA models for increasing efficiency of solution times by reducing model size. For this purpose, small features that are deemed irrelevant or are located away from an area of interest are often ignored. However, results from FEA can be critically dependent on the modeling assumptions. In particular, one commonly used simplification in rTSA modeling studies is de-featuring of the screw threads from the screw shafts and the screw holes in the bone (Hopkins et al., 2008; Virani et al., 2008; Hopkins and Hansen, 2009; Suárez et al., 2012; Chae et al., 2016; Denard et al., 2017; Elwell et al., 2017; Geraldes et al., 2017). The screw shafts are modeled as cylinders, virtually implanted in the cylindrical holes created in the bone. Further, in most cases, the interfaces between the screw shafts and the respective holes in the bone are modeled using bonded or tied contact. Similar modeling assumptions are found in studies involving modeling of screws in other joints as well (Alonso-Vázquez et al., 2004a,b). A study by Inzana et al. (2016) used a single screw-in-bone model to demonstrate that the relative comparisons of implant stability of a fracture plate in the proximal humerus remained unaffected by de-featuring the threads in the screw shaft and the holes in the bone. However, principal strains were used as a measure of stability and the measurements were in the proximity of the screw-bone interface itself. Most of the previous modeling studies have implicitly hypothesized that models can be used for one-to-one comparisons as long as the same modeling assumptions are used in all models. To the authors’ knowledge, no previous study has investigated the effects of these modeling assumptions on the resulting micromotion at the baseplate-bone interface in the rTSA components.

The aim of this study is to evaluate the impact of key modeling assumptions related to screw-bone interactions on the predicted relative motion (micromotion) between the glenoid baseplate and the bone in various rTSA configurations. Specifically, three research questions were examined to study the effect of number of screws, eccentricity, and baseplate size, on micromotion by using three different modeling assumptions to model the screw-bone interface. Further, the credibility of these modeling assumptions was examined by comparing the predicted answers for three research questions with similar information from the literature.



MATERIALS AND METHODS

rTSA Components

Figure 2 provides the description of various components. rTSA components with two glenoid baseplate diameter sizes were selected; 25 mm and 28 mm. The underside of the baseplates has porous plasma spray (PPS®) coating to facilitate osseous integration. The baseplate designs have a short central boss housing to accommodate a central screw for rigid compression into the glenoid vault. While the central boss itself can provide resistance to shear loading, the central screw used in conjunction with the central boss can improve the compression between the baseplate and the bone to reduce micromotion at the bony interface. Additionally, the baseplate can accommodate four peripheral screws which can be inserted at variable angles. Overall, the combination of 5 screws, central boss and PPS coating offers stability for osseous integration in the months immediately following surgery. An adapter component is placed between the baseplate and the glenosphere. The adapter can be rotated to create a glenosphere offset in any direction (superior–inferior, anterior–posterior) to provide component positioning specific to patients and also avoid scapular notching while maintaining optimal range of motion.
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FIGURE 2. Description of rTSA components.



Study Configurations

With the modularity of implantation options described above, infinite combinations are available to the surgeons. Several combinations were selected for this study using variables in four main categories: screw-bone interface condition, number of peripheral screws, offset of the glenosphere in the superior-inferior direction, and baseplate diameter size. Configurations in all four categories are described in detail in the following sub-sections. With two combinations for number of peripheral screws, two inferior offset combinations, and two baseplate sizes, a total of 8 combinations were possible. Each of these eight combinations was studied with three different approaches for modeling the screw-bone interface. Thus, a total of 24 configurations were studied. Table 1 presents the configurations considered in this study.

TABLE 1. Combinations considered in this study.

[image: image]

Screw-Bone Interface

Three configurations were considered representing different ways to model the interface between screws and the bone. (1) Screw shafts were modeled as cylinders without threads. The interface between screws and the bone was modeled using rigidly bonded contact. This configuration will be referred to as cyl-b. The outer thread diameter was used to model the cylinders representing screw shafts. (2) Screw threads were modeled on the screw shafts and corresponding thread geometries were modeled in the bone. The screw-bone interface was modeled using rigidly bonded contact. This configuration will be referred to as thr-b. (3) Similar to configuration 2, but the screw-bone interface was modeled using sliding friction with coefficient of friction 0.3 (Inzana et al., 2016). This configuration will be referred to as thr-f. Figure 3 illustrates the three modeling assumptions between the screw shafts and the bone.
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FIGURE 3. Three modeling assumptions between the screw shafts and the bone (cross-sectional view in sagittal plane).
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FIGURE 4. Finite element analysis (FEA) models with two offset conditions (anterior–posterior view).



Number of Peripheral Screws

As described before, this implant allows the surgeon to use up to four peripheral screws based on the quality of the bone and the amount of fixation deemed necessary for a specific patient. In this study, two of many possible combinations were selected. (1) Two peripheral screws; one each on the inferior and superior sides. (2) Four peripheral screws; one each on the inferior and superior sides, and one each on the anterior and posterior sides.

Eccentricity

While infinite combinations of eccentricities in anterior-posterior and inferior–superior directions are available by allowable glenosphere rotations through use of an adapter, two combinations of offsets in inferior-superior directions were selected, (1) Minimum inferior superior offset and (2) Maximum inferior offset. A minimum offset of 0.5 mm and 1.5 mm was used for the 28 mm and 25 mm baseplate, respectively, based on the glenosphere compatibility. For both baseplates, a maximum offset of 3.5 mm was used.

Baseplate Size

Two baseplate diameter sizes were considered, (1) 25 mm and (2) 28 mm, combined with a size 36 and 41 mm glenosphere, respectively.

Research Questions

This study performed FEA on the above described configurations to answer three questions pertaining to micromotion at the interface between the glenoid baseplate and the bone.

(1) Which number of peripheral screws (2 or 4) results in lower micromotion?

(2) Which eccentricity in inferior-superior direction (minimum inferior superior offset or maximum inferior offset) results in lower micromotion?

(3) Which baseplate size (25 or 28 mm) results in lower micromotion?

Finally, the main question was whether the approach for modeling the screw-bone interface affects the answers to the above three questions.

Test Method

The experimental setup, per ASTM F2028-14, measures the initial glenoid baseplate fixation to the bone before cyclic loading. Fixation is measured as an axial load of 430N is applied approximately through the center of rotation, perpendicular to the glenoid plane, and as a shear load of 350N is applied parallel to the glenoid plane. The resulting displacement of the baseplate in the direction of applied axial compression and shear loads is measured as a fixation response. Then, the glenoid components are rotated about the humeral liner for a fixed number of cycles as an axial compressive load of 750N is applied through the humeral liner to the glenoid component, to load the assembly in a physiologically relevant manner. After the cyclic loading is completed, glenoid baseplate fixation to the bone is measured again in both directions as described previously.

Finite element analysis models were created to simulate the experimental setup described above without considering the cyclic loading aspect. rTSA glenoid components were virtually implanted using the screw solids into a block of material representing the idealized bone, as prescribed by the surgical technique. A load of 756N, representing one body weight, was applied through the glenosphere at the center of rotation in axial compression direction perpendicular to the glenoid baseplate. An additional load of 756N was also applied in the shear direction, parallel to the glenoid baseplate plane, creating a resultant load of 1070N. This load magnitude was derived in a previous study as high-impact daily loading by reviewing a series of shoulder motion analyses (Anglin and Wyss, 2000), and is more rigorous than that prescribed by ASTM F2028-14. This technique of applying axial compression and shear load creates eccentric loading conditions similar to the rocking-horse loosening mechanism and is consistent with what has been used in previously reported physical testing as well as FEA studies (Anglin et al., 2000; Harman et al., 2005; Hopkins et al., 2008; Mroczkowski, 2008; Virani et al., 2008; Hopkins and Hansen, 2009; Bergmann et al., 2011; Chae et al., 2016) to evaluate micromotion at the interface between the bone and the baseplate. Figure 5 presents a representative laboratory test setup replicated by the FEA models.
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FIGURE 5. A representative laboratory test setup showing axial compression and shear load cells.



Finite Element Model

System Configuration

Finite element analysis models included components described in Section “rTSA Components.” Three dimensional computer aided design models were created at nominal dimensions using NX version 8.5 (Siemens PLM Software, Plano, TX, United States). All FEA models were created by importing the CAD models into ANSYS (Workbench 16.2, Ansys, Inc., Canonsburg, PA, United States).

System Properties

All the components were modeled using linear elastic material properties. It was assumed that deformation of the components is small under this test condition and therefore, modeling the non-linear material response of the system was not deemed necessary. For all models, the predicted stress response of the critical components was below the yield strength, justifying this assumption.

The baseplate, adapter, and screws were modeled using Titanium Ti-6Al-4V material (E = 1.1e5 MPa, nu = 0.3) (Boampong et al., 2003). The glenosphere was modeled using Cobalt-Chromium-Molybdenum material properties (E = 2.2e5MPa, nu = 0.3) (ASTM F75, 2000). The solid polyurethane foam used as a bone substitute is not intended to replicate the mechanical properties of the human bone, however, it does provide consistent and uniform material with properties in the range of human cancellous bone. The bone block was modeled using bone foam properties (E = 193 MPa, nu = 0.3) (ASTM F1839-08, 2016).

System Conditions

Loading and support conditions

A small patch was defined at the center of the proximal glenosphere dome to apply load. An axial compression load of 756 N was applied through that load patch in the direction perpendicular to the baseplate. An additional 756 N load was applied in the shear direction through the same load patch, parallel to the baseplate. The distal surface and the side faces of the rectangular bone block were constrained against motion in all degrees of freedom.

Interactions

The central and peripheral screw heads were connected to the baseplate holes using tied contact. The connection between the glenosphere and the adapter, as well as the connection between the adapter and the baseplate was modeled using tied or bonded contact. The contact between the baseplate and PPS coating was also modeled using bonded contact to capture the PPS coating bonded to the baseplate. The interface between the PPS coating with the bone block was modeled using a coefficient of friction of 0.64 (Biemond et al., 2011). The interface between screws and bone block were modeled as described in Section “Screw-Bone Interface.”

System Discretization

All components were meshed using 10-node tetrahedron elements with consistent mesh density among specific components in all the models. To ensure that the results were not affected by the mesh size selection, a mesh refinement study was performed upfront using two models; one each with two and four peripheral screws; configurations 1 and 3 in Table 1. Starting with 1mm mesh size, the mesh at the interface between baseplate and the bone was refined by cutting the mesh size into half until the relative difference in micromotion predictions between iterations was within 5% of each other, an acceptable threshold for comparative device evaluations (ASTM F2996-13, 2013). Using a mesh size of 0.5 mm at the baseplate-bone interface, the % difference in predicted peak micromotion was within 5 and 3% for the configurations 1 and 3, respectively, compared to the respective models using 1 mm mesh size. With further mesh refinement using 0.25 mm mesh size at the baseplate-bone interface, the predicted peak micromotion was within 3% of the previous iteration for both configurations. Therefore, the mesh size of 0.5 mm at the baseplate-bone interface was considered as the converged mesh size and was used for all the other configurations in Table 1. Thus, micromotion results in any two models which are within 5% of each other were considered equal.

Numerical Implementation

All analyses were performed using ANSYS version 16.2 FEA software. Non-linear static analyses were performed using an implicit solver. The default convergence criteria and iteration methods were used. FEA were performed in two steps. In the first step, 750N axial compression load was applied, followed by the 750N shear load application in the second step.

Results Postprocessing

The peak micromotion predicted at the interface between the baseplate and the bone was recorded for all the configurations. The relative motion of the baseplate with the bone includes two tangential components [inferior–superior (IS) and anterior–posterior (AP)], as well as the normal medial-lateral (ML) component. Most experimental implementations of F2028-14 measure only selected components of the micromotion, and also only at the outside edge of the baseplate. Thus, the overall micromotion across the baseplate-bone interface may be poorly characterized. FEA models can provide greater insight into the micromotion response by quantifying all components of micromotion across the entire interface. The relative displacement between glenoid baseplate and the interfacing bone block was computed as a vector composition of the tangential and normal micromotion (Viceconti et al., 2006; Favre and Henderson, 2016).



RESULTS

Table 2 presents the micromotion results predicted for all eight combinations, using all three screw-bone modeling assumptions. Among all 24 combinations, the highest micromotion value was predicted for the combination that used the 25 mm baseplate implanted with two peripheral screws and 1.5 mm inferior offset. Figure 6 presents the model setup resulting in rocking motion of the baseplate with respect to the bone and resulting interfacial micromotion plot for this configuration. Micromotion results for all the combinations were normalized against this highest micromotion value.

TABLE 2. Normalized micromotion results.
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FIGURE 6. (Left) FEA model of 25 mm baseplate implanted using 2 peripheral screws (view in sagittal plane); red and blue arrows showing resulting rocking motion. (Right) Interfacial normalized micromotion plot in distal view (results shown for configuration using thr-f screw-bone interface).



Overall Micromotion

The overall peak micromotion at the baseplate-bone interface was contributed by the relative motion in both the tangential (superior–inferior) as well as normal (medial-lateral) directions. The peak micromotion was located toward the inferior edge. On average, the contribution by inferior-superior tangential motion was 20–30% higher than that of the normal motion at the inferior edge. For all eight combinations, models using thr-f screws-bone interface predicted significantly higher micromotion; 26–91% higher compared to models using cyl-b interface, 34–62% higher compared to thr-b interface. Among models using bonded contact at the screw-baseplate interface, models using cyl-b interface predicted marginally higher micromotion (5–11% higher) compared to those using thr-b interface. However, for two models using 25 mm baseplates with minimum inferior offset, this trend was reversed, resulting in 16–19% decreased micromotion in models using cyl-b interface with 2 and 4 peripheral screws, respectively. Following paragraphs evaluate the three specific Research questions listed in Section “Eccentricity.”

Number of Peripheral Screws

Figures 7, 8 plot the interfacial micromotion results showing the effect of implanting different number of peripheral screws on predicted micromotion using 28 and 25 mm diameter baseplates, respectively. Irrespective of the screw-bone interface used, the combination using four peripheral screws resulted in less micromotion than the respective combination using two peripheral screws. The rates of reduction were less pronounced when thr-f interface was used, compared to cyl-b (31–45% lower) and thr-b (20–49% lower) interfaces.
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FIGURE 7. Interfacial micromotion results of 28 mm diameter baseplate using two and four peripheral screws (2PS and 4PS); Minimum and Maximum inferior offset (Minimum IO and Maximum IO).
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FIGURE 8. Interfacial micromotion results of 25 mm diameter baseplate using two and four peripheral screws (2PS and 4PS); Minimum and Maximum inferior offset (Minimum IO and Maximum IO).



Eccentricity

Figures 9, 10 plot the micromotion results showing the effect of implanting two different offsets in superior-inferior direction on predicted micromotion using 2 and 4 peripheral screws, respectively. For all three screw-bone interface assumptions, maximum inferior offset resulted in lower micromotion than the minimum inferior offset in models using 28 mm baseplate. This trend was independent of the number of peripheral screws implanted. While the same trend was mostly predicted in models using 25 mm baseplate as well, the trend was reversed when screw-bone interface was modeled using cyl-b configuration; where 14 and 23% increase in micromotion was demonstrated using 2 and 4 peripheral screws, respectively. The patterned bars in the Figures 9, 10 represent the predictions where the primary trend (maximum inferior offset resulted in reduced micromotion) was reversed.
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FIGURE 9. Interfacial micromotion results using Minimum and Maximum inferior offset (Minimum IO and Maximum IO); and 28 mm and 25 mm baseplates (28 BP and 25 BP), with two peripheral screws. The patterned bars represent the predictions where the primary trend (maximum inferior offset resulted in reduced micromotion) was reversed.
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FIGURE 10. Interfacial micromotion results using Minimum and Maximum inferior offset (Minimum IO and Maximum IO); 28 mm and 25 mm baseplates (28 BP and 25 BP), with four peripheral screws. The patterned bars represent the predictions where the primary trend (maximum inferior offset resulted in reduced micromotion) was reversed.



Baseplate Size

Figures 11, 12 plot the micromotion results showing the effect of baseplate size on micromotion using maximum and minimum inferior offset, respectively. Models with the larger 28 mm baseplate resulted in lower micromotion than the smaller 25 mm baseplate, when implanted with maximum inferior offset, irrespective of the screw-bone interface assumption. However, when implanted using minimum inferior offset with 4 peripheral screws, this trend was reversed for the cyl-b and thr-b modeling assumptions at the screw-bone interface. A similar trend reversal was also shown for cyl-b modeling assumption for the minimum inferior offset implanted with 2 peripheral screws. The patterned bars in the Figure 12 represent the predictions where the primary trend (smaller baseplate resulted in increased micromotion) was reversed.
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FIGURE 11. Interfacial micromotion results using 28 and 25 mm baseplates (28 BP and 25 BP) and four and two peripheral screws (4PS and 2PS), with maximum inferior offset.
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FIGURE 12. Interfacial micromotion results using 28 and 25 mm baseplates (28 BP and 25 BP) and four and two peripheral screws (4PS and 2PS), with minimum inferior offset. The patterned bars represent the predictions where the primary trend (smaller baseplate resulted in increased micromotion) was reversed.





DISCUSSION

The objective of this study was to evaluate whether the method in which the screw-bone interface is modeled within FEA studies of rTSA baseplate stability affects the resulting micromotion predictions, by answering three specific research questions relevant to implant design and intra-operative decision making:

(1) Does the use of more peripheral screws increase the stability of the baseplate?

(2) Does increased inferior eccentricity of components result in increased or decreased baseplate micromotion?

(3) Is a smaller or larger baseplate more stable?

This was examined by looking at model predictions for two and four peripheral screws; two differing amounts of inferior offset; and two different baseplate sizes.

Configurations with two peripheral screws resulted in higher predicted micromotion than the respective configurations using four peripheral screws, for all three methods of modeling the screw-bone interface; the modeling assumption used to model the screw-bone interface had no impact on these predictions. This consistency was not seen, however, when addressing baseplate eccentricity (superior-inferior offset) and baseplate size. Specifically, for the smaller baseplate diameter and four peripheral screws (Figure 10), the defeatured screw-bone interface resulted in an increase of micromotion with maximum inferior offset. For those same configurations, when using the fully featured screw geometry (with bonded or frictional contact), maximum inferior offset led to decreased micromotion. Similarly, for the minimum inferior offset configurations, the impact of baseplate size on predicted micromotion was dependent on the screw-bone interface model. As a specific example, when using four peripheral screws and a minimum inferior offset (Figure 12), higher micromotion was predicted for the 28 mm baseplate than for the 25 mm baseplate when the screw was bonded to the bone (whether or not the threads were explicitly modeled); whereas the opposite trend was predicted when using fully featured screws with frictional contact.

Out of the three research questions considered in the present study, therefore, the answer to only one question (do more peripheral screws result in increased stability?) was insensitive to how the screw-bone interface was modeled. For the other two questions, however, for selected configurations (e.g., the specific number of peripheral screws, inferior offset, and baseplate diameter), the predicted basic trends were reversed based on the way in which the screw-bone interface was modeled. This directly highlights the criticality of the modeling assumptions, even for a direct relative comparison across reasonably comparable system configurations. Further, it motivates careful scrutiny based on the mechanical basis of the findings from these modeling approaches, in order to ensure that predicted trending is a reasonable representation of reality.

Mechanical Basis

For each of the eight configurations (in terms of the number of peripheral screws, inferior offset, and baseplate diameter), increased micromotion was consistently predicted when using fully featured screws in frictional contact with the bone (thr-f). This is attributed to the increased compliance of the system that is associated with frictional contact, rather than bonded contact. Further, for most configurations, minimum micromotion was predicted when using fully featured screws with bonded contact (thr-b), as compared to defeatured screws with bonded contact (cyl-b). This may be attributed to fully featured screws having a larger area between the screw and the bone in bonded contact, and therefore adding rigidity to the system as compared to the defeatured (cylindrical) screws. However, this trend was not consistent across all configurations. Further, the extent to which this trend would be impacted by modeling the cylinders using the average thread diameter, or the inner thread diameter, as opposed to the outer thread diameter as used in the current study, is unknown.

At this point, the limit to effectively judge the credibility of modeling assumptions has been reached regarding the extent to which model predictions can be trusted to draw conclusions on device performance. To ensure that correct trending is predicted requires model validation, even for evaluating relative performance.

Model Validation

Various experimental studies documented in the literature have set out to address the influence of peripheral screws, eccentricity, and baseplate size on micromotion in rTSA (Humphrey et al., 2008; Hoenig et al., 2010; Poon et al., 2010; James et al., 2013; Chae et al., 2014; Formaini et al., 2017), and potentially could be used to deduce which, if any, of the three approaches considered here for modeling the screw-bone interface is accurate.

Peripheral Screws

Hoenig et al. (2010) reported a decrease in micromotion with the use of a higher number of peripheral screws, using loading conditions that closely match the current simulation study, and thus seemingly reinforcing the conclusions here. However, James et al. (2013) showed no significant impact of the number of peripheral screws on micromotion. This latter study used a different combination of loading than the current simulation study, as well as different metrics for assessing micromotion and a different base implant design. Further, the authors hypothesized that the lack of measurable difference in motion between two and four peripheral screws in their study may be due to variations in reaming of the glenoid due to differences in bone erosion and initial drill location, as well as due to variations in impaction of the baseplate which could permit a gap between the baseplate and the bone, none of which were incorporated in the current study.

Eccentricity

While a glenosphere with inferior eccentricity has been shown to have good clinical outcomes (De Biase et al., 2013) mainly due to improvement in glenoid notching, an increased baseplate micromotion has been reported in a dynamic in vitro test (Poon et al., 2010), which is contrary to the finding from the current study. While the increase in micromotion reported by Poon et al. (2010) was small, their study also had other variables such as design differences, lateral offsets which could have contributed to the micromotion and the difference in micromotion between each design cannot be attributed to the eccentricity alone. The micromotion measurement itself was obtained by measuring differences in motion between one point on glenosphere and three points on the glenoid bone; which could be misleading the micromotion assessment compared to recommendations for accurate interface micromotion (Favre et al., 2011) used in this FEA study. The micromotion measurement in the in vitro test seem to have measured tangential motion, whereas the predictions from FEA study also included the motion in medial-lateral (lift-off) direction, which was one of the main contributor to the overall peak micromotion at the inferior edge of the baseplate. Further, the FEA setup in current study has the load vector located laterally on the glenoid, which uses a shear load vector directed from inferior to superior direction along with axial compression load, creating a resultant load vector that is passing through the baseplate more inferiorly with maximum inferior offset than minimum inferior offset, which explains the reduced micromotion prediction at the inferior edges of the baseplate with maximum inferior offset. The loading used in the mechanical testing study (Poon et al., 2010) used cyclic loading and the orientation of the eccentricity used may not be matching the one used in this study.

Baseplate Diameter

A previous study used biomechanical testing on cadaveric specimens to study the effect of baseplate size on micromotion at the baseplate-bone interface (Chae et al., 2014). In that study, a larger 29 mm baseplate size resulted in larger surface area at the micromotion site at the baseplate-bone interface than the smaller 25 mm baseplate, resulting in an increased micromotion. This finding is contrary to the determination in the current FEA study for the maximum inferior offset configurations, as well as to the findings of another study by Hopkins and Hansen (2009) which suggested that a larger implant surface area should provide a greater resistance to interfacial micromotion than a smaller implant. However, in the biomechanical testing study (Chae et al., 2014), due to insufficient bone stock of the small glenoid for the fixation of the larger 29 mm baseplate, shorter length peripheral screws were used than the ones used to fix the 25 mm baseplate, which could potentially influence the increase in micromotion in the larger 29 mm baseplate. In the present study, higher micromotion was predicted in the smaller size baseplate for some configurations with minimum inferior offset using cyl-b and thr-b modeling assumptions, matching the findings of the biomechanical study.

The discussion here follows a common practice found in the modeling literature, namely to speak to the validity of the model using experimental data from independent laboratories. However, as seen above, rarely are such studies conducted using equivalent test conditions, in terms of system geometries, loading parameters, etc. When there are differences between model and test setup, it is then difficult to judge whether apparently complementary or apparently conflicting test results are most appropriate for assessing the validity of the model (Pathmanathan et al., 2017). It was beyond the scope of this study to formally validate this modeling approach either by comparing to the literature studies or by conducting an independent validation study. As such, it is not possible here to state unequivocally which of the three modeling assumptions used in this study gives the correct answer. Rather, the goal was to highlight the importance of basic modeling assumptions on basic modeling results; and provide guidance on key points that, if followed, can improve the utilization of computational models for rTSA stability.

Significance

The results from this study highlight two key points that can guide the development, utilization, and interpretation of modeling studies to evaluate micromotion performance in rTSA.

Quantitative Device Performance

One trend consistent in all the configurations examined here is that modeling of fully featured screws, with frictional contact between the screw and the bone, results in the largest quantitative predictions of baseplate micromotion. This is the most expensive simulation considered here; and is the one that consistently resulted in the highest predictions of micromotion. It is thus an important finding for researchers who may want to employ FEA studies to calculate absolute values of micromotion for a given design or configuration, in order to make a design safety decision relative to an acceptable threshold of micromotion conducive for primary stability. Reducing the complexity of the screw-bone interface (cyl-b and thr-b) results in lower predicted values for micromotion, and therefore may lead to a false sense of confidence in the stability of the device.

Direct Model Validation

When comparing different configurations within a single device family, as was done here, basic performance questions were directly and meaningfully impacted by the method in which the screw-bone interface was modeled. This would be exacerbated further when comparing across different devices, in which additional parameters held constant here (frictional coefficient; effective screw diameter; etc) would vary across the models. Experimental studies documented in the literature, in many cases, are poor surrogates for direct model validation; the level of agreement, whether finally judged to be adequate or inadequate based on the purposes of the study, may be a consequence of good modeling fortune rather than engineering insight. Rigorous hierarchical model validation may not always be required; but careful consideration to model validity, even in cases of comparing across configurations, is warranted.

Limitations

There are several limitations in this study. The actual screw preloads were not incorporated in the model, which would compress the baseplate against the bone, potentially reducing the micromotion. The findings were not confirmed with additional sensitivity studies such as different load vector orientations, screw diameters, screw lengths, bone material properties, coefficient of friction at the micromotion interface etc; many of which have been shown to have an impact on micromotion at the implant-bone interface (Hopkins et al., 2008; Hopkins and Hansen, 2009; Favre et al., 2011). The axial compression and shear loading was applied in two sequential steps. If both the loads were simultaneously applied, its effect on micromotion could have been different. The de-featured screw shafts in the configurations using cyl-b screw-bone modeling assumptions were modeled using outside thread diameters. The effect of modeling them at inner or average thread diameter was not studied. While an infinite number of combinations are possible for implantation due to modularity of various components, only eight combinations were explored in this study to investigate the impact of three modeling assumptions. However, the differences in results have already shown that the modeling assumption can impact the relative comparisons among these eight combinations.

Finally, this FEA modeling approach has not been validated against an appropriate test or set of tests, as the appropriate model validation was outside the scope of this study. While it may not be pragmatic to conduct a large number of physical tests for the purposes of model validation, a subset of the configurations analyzed here could be directly tested to ensure consistency between the parametric sensitivities predicted here and those measured experimentally. Such validation experiments likely would necessitate use of alternative micromotion metrics, as the full-field interfacial micromotions predicted here generally cannot be accessed experimentally. With such data, the appropriate set of modeling assumptions could be identified, or additional variations of the existing model (including further sensitivities identified in the preceding paragraph) could be implemented to achieve the desired accuracy.



CONCLUSION

Three levels of model fidelity were tested for modeling the screw-bone interface with increased modeling complexity, model size and solution time, differentiated by whether the screw thread was explicitly geometrically modeled and by whether the screw was bonded to the bone. Using each modeling assumption, three specific questions of interest were examined within a single baseplate system based on the relative comparison of implant-bone micromotion predictions. The rank order among eight different configurations was not impacted for one of those three questions of interest; effect of number of screws. However the modeling assumptions resulted in a different rank order among eight configurations for the other two questions; effect of eccentricity in superior-inferior direction and baseplate size. If a design safety decision regarding primary stability is made solely based on absolute values of micromotion predicted by computational models, modeling simplifications at the screw-bone interface may result in lower micromotion values, and therefore may lead to an incorrect decision. Moreover, these findings demonstrate the importance of carefully evaluating the underlying modeling assumptions used to evaluate differential performance of interfacial micromotion between different rTSA configurations and designs. It further promotes an argument for performing sufficient model validation even for comparative analyses.
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Human transplant programs provide significant opportunities for detailed in vitro assessments of physiological properties of selected tissues and cell types. We present a semi-quantitative study of the fundamental electrophysiological/biophysical characteristics of human chondrocytes, focused on K+ transport mechanisms, and their ability to regulate to the resting membrane potential, Em. Patch clamp studies on these enzymatically isolated human chondrocytes reveal consistent expression of at least three functionally distinct K+ currents, as well as transient receptor potential (TRP) currents. The small size of these cells and their exceptionally low current densities present significant technical challenges for electrophysiological recordings. These limitations have been addressed by parallel development of a mathematical model of these K+ and TRP channel ion transfer mechanisms in an attempt to reveal their contributions to Em. In combination, these experimental results and simulations yield new insights into: (i) the ionic basis for Em and its expected range of values; (ii) modulation of Em by the unique articular joint extracellular milieu; (iii) some aspects of TRP channel mediated depolarization-secretion coupling; (iv) some of the essential biophysical principles that regulate K+ channel function in “chondrons.” The chondron denotes the chondrocyte and its immediate extracellular compartment. The presence of discrete localized surface charges and associated zeta potentials at the chondrocyte surface are regulated by cell metabolism and can modulate interactions of chondrocytes with the extracellular matrix. Semi-quantitative analysis of these factors in chondrocyte/chondron function may yield insights into progressive osteoarthritis.

Keywords: human chondrocyte, patch clamp recordings, K+ currents, TRP channels, mathematical model, resting membrane potential, depolarization-secretion coupling


INTRODUCTION

Articular cartilage is a major component of the flexible connective tissue that covers the opposed ends of articular joints. It is essential for the stability and low friction movement of the associated long bones (Huber et al., 2000). This tissue is populated predominately by only one type of cell—the chondrocyte, and it lacks any significant vascular, or lymphatic elements. Each chondrocyte, together with its immediate pericellular coat or glycocalyx, forms a functional unit that has been named a “chondron” (Poole, 1997; Guilak et al., 2006; Nguyen et al., 2010; McLane et al., 2013). Under physiological circumstances, cyclical mechanical forces within the joint capsule create a dynamic environment that modulates cellular metabolism and maintains overall health (Wu and Chen, 2000; Guilak et al., 2006; Chen et al., 2013).

Although chondrocytes occupy only ~1–10% of the total volume of mammalian articular cartilage (Hall et al., 1996; Archer and Francis-West, 2003), they play essential roles in the homeostasis of the extracellular matrix (ECM). In part, this is because these cells synthesize and secrete most of the essential lubricants within the joint, including hyaluronan and lubricin (Ogawa et al., 2014). The ECM is composed of: (i) collagen fibers that give the tissue the ability to resist tension, (ii) negatively charged gel-like proteoglycans that are trapped within the collagen mesh and allow the tissue to bear compression, and (iii) synovial fluid which acts as a lubricant, thus ensuring low friction movement of the bones. The primary role of the chondrocyte is to maintain viable cartilage by regulating macromolecular synthesis and breakdown of its essential constituents and to produce lubricants (Huber et al., 2000; Guilak et al., 2006; Ogawa et al., 2014).

In a variety of progressive chronic diseases, or as a consequence of injury, there is chondrocyte damage and related dysfunction (Bush et al., 2003; Martin and Buckwalter, 2003; Bush and Hall, 2005; Mobasheri et al., 2015). In these situations, the dynamic balance between matrix synthesis and degradation is altered and the low friction environment within the joint may also be reduced (Urban et al., 1993). Frequently, there also is an inflammatory response within the articular joint (Pelletier et al., 2001). These factors can increase the early development of osteoarthritis, and attendant thinning of the cartilage layer, thus resulting in painful, bone-against-bone friction (Bush et al., 2003; Mobasheri et al., 2015). The progression of osteoarthritis and the reduced ability of chondrocyte ion transport systems to respond to perturbations in the extracellular environment (Pelletier et al., 2001) have also been associated with deficiencies in volume regulation (Urban et al., 1993; Lewis et al., 2011). It is known that damage to cartilage is more prominent in the setting of co-incident changes in osmolarity in the chondron. In part, this may be because these volume changes are linked to an abnormal resting membrane potential in chondrocytes (Lewis et al., 2011) caused by altered ion transport, e.g., changes in K+ and/or Cl− channel activity. However, uncertainty and some disagreements remain concerning the fundamental ionic mechanisms for this progressive loss of function of the affected chondrocytes in chronic disease settings.

Detailed experimental investigations that address possible functional relationships between chondrocyte electrophysiology and pathophysiology are technically challenging. This is mainly due to the very small size of a mature chondrocyte and the associated limitations of in vitro electrophysiological/biophysical studies. In fact, it is not certain that conventional patch pipette methods (Lewis et al., 2011) can accurately determine the resting potential of isolated single chondrocytes (Ince et al., 1986; Mason et al., 2005; Wilson et al., 2011). Partly for this reason, and also to allow us to integrate our patch clamp results with other experimental data we have developed a mathematical model based on the fundamental components responsible for K+ transport in the human chondrocyte. This model is based mainly on experimental data obtained from human chondrocyte preparations.

The goals of this paper are: (i) to identify the main K+ currents that contribute to the resting membrane potential (ii) to develop the first mathematical model of essential electrophysiological principles exhibited by human chondrocytes, (iii) to illustrate the utility of this model by simulating the dependence of the chondrocyte resting membrane potential on identified electrolytes and osmolarity in synovial fluid (iv) to put our findings in the context of depolarization-secretion coupling in the chondrocyte based on data from recordings of TRP channel-mediated cation (Na+ and Ca2+) influx in chondrocytes (cf. Lewis et al., 2013; O'Conor et al., 2014).



METHODS

Mammalian chondrocytes express a number of different voltage- and ligand-gated ion channels, together with ion-selective pumps and exchangers as well as intercellular coupling proteins (cf. Barrett-Jolley et al., 2010; Asmar et al., 2016). In this study, we have extended this published data set using two different experimental preparations for recordings of ion selective currents in unstimulated chondrocytes. We have also complemented and extended these findings with the development of a mathematical model to account for regulation of the resting membrane potential, Em, in human chondrocytes. The new data sets presented in this paper are based mainly on patch clamp experiments which were done using enzymatically isolated individual human chondrocytes obtained from a knee replacement program (The Southern Alberta Transplant Service). These cells, held in 2D culture for 1–3 days, were not passaged and are therefore classified as “primary.”


Experimental Conditions

In the experimental conditions employed in this study, isolated human chondrocytes had Em values ranging from −30 to −60 mV when superfused with normal Tyrode's solution and studied using standard whole-cell patch clamp methods (Clark et al., 2011). This range of resting membrane potential values may reflect the intrinsic heterogeneous physiological states of these cells. However, as we have reported previously, some of this variability is very likely to result from the fact that in these very small, approximately spherical cells (diameter, ~7 microns; capacitance, ~6–12 pF), the patch pipette recording method is being applied very near its maximal technical capabilities (Wilson et al., 2011). That is, the input resistance of the chondrocyte is very large (5–10 GΩ), and the maximum seal resistance between the surface membrane of the chondrocytes and the polished surface of the glass pipette is comparable to 5–15 GΩ. The consequence is that the actual chondrocyte membrane potential may be underestimated due to the current flow through the seal resistance. In most circumstances this results in a depolarization, as noted in our previous work (Wilson et al., 2011).



Electrophysiological Studies

For these electrophysiological studies, selected populations of chondrocytes were first plated on pieces of glass coverslips, which were then transferred from the culture dishes to our superfusion chamber at the start of each experiment. Only single isolated cells with a smooth surface rounded appearance were selected for these recordings using standard patch-clamp methods (Clark et al., 2011).

Patch pipettes were fabricated from non-heparinized hematocrit capillaries. Patch pipette-filling solutions were either (i) K+-rich (KCl) or (ii) Cs+-rich (CsCl), depending on the protocol. In most experiments, free Ca2+ concentration in the pipette solutions was buffered to very low levels (<10 nM) by 10 mM EGTA, without added Ca2+. The D.C. resistance of the pipettes when filled with internal solutions was in the range ~2–4 MΩ. The seal resistance before breaking into the chondrocyte to begin whole-cell recording ranged from 4.8 to 72.3 GΩ (mean ± s.e.m.; 16.1 ± 1.5 GΩ, n = 66). Successful seals formed very rapidly (~1–2 s), and the subsequent break-in to the cells for whole-cell recording was “clean”; access resistance was generally about twice the value of the pipette resistance. (cf. Clark et al., 2011).

All electrophysiological measurements were made with a Multi-Clamp 700 A patch clamp amplifier (Molecular Devices). Membrane currents and potentials were digitized with a 1,322 A data acquisition system, stored on a microcomputer and analyzed off-line with PClamp (version 8). The “standard” voltage-clamp protocols consisted of (i) 1 s voltage ramp from −100 to +100 mV (holding potential generally −80 mV), repeated at a frequency of 0.2–0.5 Hz, and (ii) a “step” protocol, consisting of 500 ms steps from a holding potential of −80 mV membrane to potentials between −100 and +100 mV. In some experiments, a “P/n” protocol was used to correct “step” currents for linear leakage and capacity transient currents. Since the ramp and step protocols gave very similar current-voltage (I–V) relationships, the ramp protocol was used to obtain rapid, repetitive measurement of the I–V, e.g., during drug applications.

Transmembrane current values were normalized to cell capacitance, which was measured from the area under the capacitative current transient produced by a +5 mV step in membrane potential. Capacitance was recorded before and after break-in to the cell; the capacitance of each single chondrocyte was taken as the difference in these capacitance values. Drugs were delivered to cells with a multi-barreled local superfusion device that changed the solution around a cell within <1 s. All experiments were carried out at room temperature (20–22°C).

In the second experimental part of this study, after obtaining the data that characterized the predominant K+ currents in enzymatically isolated human chondrocytes, we analyzed TRP channel mediated currents (Figures 8, 9) using a different source human articular chondrocytes. These cells were from a chondrocyte preparation made available by Glaxo Smith Kline Ltd (GSK) (Balakrishna et al., 2014). GSK cells that were cultured from frozen samples of primary cells (batches #1060, #1274). The culture medium was DMEM/F12, supplemented with 10% fetal calf serum, 2 mM L-glutamine and penicillin/streptomycin (1:10). These chondrocytes were used up to a maximum of 6 days after plating and were not passaged. TRP channels were activated or blocked using proprietary compounds that were obtained from Glaxo Smith Kline; GSK Ltd. (Thorneloe et al., 2008; Hilfiker et al., 2013).



The Atypical Microenvironment of the Chondrocyte

In adult mammals, the chondrocyte cell population is in a physiological environment, the articular joint fluid that differs significantly from that of most other cells in healthy human tissues. A number of these important differences are listed in Table 1. Note that the extracellular fluid within the articular joint is hypertonic (~320 mOsm vs. blood plasma, ~280 mOsm). In addition, the extracellular pH, i.e., that of the synovial fluid that bathes the chondrocyte is somewhat acidic, pH 7.2; and the extracellular [K+]o levels are significantly elevated measuring ~10–15 mM, as opposed to 4.0–5.4 mM [K+]o in normal mammalian plasma (Huber et al., 2000; Wilkins et al., 2000a). Nevertheless, the main large transmembrane electrochemical gradients for Na+, K+, and Cl− in chondrocytes are quite similar to those in other mammalian cells. Establishment and maintenance of these gradients leads to the requirement for an ATP-dependent Na+/K+ pump mechanism (assumed to be electrogenic). This maintains ionic homeostasis and stabilizes cell volume. Evidence for expression of a Na+/K+ ATPase has been obtained in bovine articular chondrocytes (Mobasheri et al., 1997). It is also known that glucose is the major energy substrate for articular chondrocytes and that these cells express Glut1 and Glut3 glucose transporter (Phillips et al., 2005). The Mobasheri Group (Mobasheri et al., 2008) have also reported that the expression, distribution and function of these facilitative glucose transporters are regulated significantly by hypoxia, inflammation, or altered complements of articular joint growth factors.



Table 1. Ion concentrations in compartments within the mammalian knee joint (see Ref. Hall et al., 1996) (adapted from Table 1 in Wilkins et al., 2000a).
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The fixed negative charges on proteoglycans of the extracellular matrix are in the immediate vicinity of the chondrocyte and can attract cations (e.g., Na+), while also excluding anions. As a result, localized cation accumulation occurs (Table 1), and for this reason there is a significant osmotically driven water influx (Urban et al., 1993; Wilkins et al., 2000a; Lewis et al., 2011). In addition, intrinsic characteristics of the “pericellular matrix” on the immediate surface of each chondrocyte can serve as a significant diffusion barrier, as demonstrated recently with the use of optical trap methods (McLane et al., 2013). It is also important to note that the literature now suggests that the relevant functional unit of the chondrocyte is the chondron. It includes the cell (chondrocyte) and its glycocalyx or pericellular coat (Muir, 1995; Poole, 1997; Guilak et al., 2006).

The articular joint receives only very limited blood supply. Accordingly, the synovial fluid must supply adult articular cartilage with the required (small amounts of) nutrients, as well as sufficient oxygen to maintain Na+/K+ pump activity and ensure intracellular Ca2+, [Ca2+]i, homeostasis (Mobasheri et al., 1997; Mobasheri, 1998; Chao et al., 2006). Metabolic byproducts are removed mainly by diffusion (Urban et al., 1993; Wilkins et al., 2000b). An important consequence of the “avascular” nature of this articular joint tissue is that chondrocytes generate ATP by substrate-level phosphorylation during anaerobic respiration (Guilak et al., 1997). This generates H+ ions as a byproduct, and this tends to acidify the pH in this micro-environment. The dynamic changes in mechanical loading within the knee joint during activity also expose chondrocytes to very significant fluctuations in vector and shear forces. The resulting mechanical changes can activate mechano-or shear-sensitive ion channels (Hall et al., 1996; Lane Smith et al., 2000; Mouw et al., 2006).




MODEL DEVELOPMENT

We have developed a new, first generation mathematical model for the resting membrane potential, Em, of the chondrocyte, based partly on the experimental data obtained and described in section Electrophysiological Studies. This includes (a) K+ currents, (b) time-independent currents, (c) pump and exchanger currents, and (d) intracellular Ca2+ buffering. These components are illustrated in Figure 1 and are described in detail in following sections. The transmembrane ion transport processes include: IK−DR, a voltage-dependent delayed rectifier K+ channel; IK−Ca, voltage and internal Ca2+-dependent K+ channel; IK−2p, a two-pore K+ channel; IK−ATP, ATP-dependent K+ channel; INa,b, a time-independent “background” Na+ channel; IK,b, a time-independent “background” K+ channel; ICl,b, a time-independent “background” Cl− channel; INaK, ATP-dependent electrogenic Na+-K+ pump; INaCa, electrogenic Na+-Ca2+ exchanger; INaH, the transmembrane Na+ flux of the electroneutral Na+-H+ antiporter; ICa,ATP, electroneutral ATP-dependent Ca pump; and ITRPV4, cation permeable TRPV4 ion channel. In this model, intracellular Ca2+ is buffered by binding to calmodulin.
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FIGURE 1. Schematic illustration of the main ion selective channels, ion exchange proteins, and ATP-dependent ion pumps that are known to be expressed in human chondrocytes. This information forms the basis for our mathematical model of chondrocyte K+ transport and resting potential, Em. The three ion selective channels labeled at the top left of this diagram are so-called background channels; these currents show no time dependence. The three types of ion channels shown on the bottom are the focus of this paper. These K+-selective channels in human chondrocytes, have been studied in detail in our Laboratory and by other groups (see section Results). The ion-selective pumps and exchangers shown at the bottom left are necessary to maintain volume, and contribute to electrolyte homeostasis in the human chondrocyte. The TRPV4 channels shown on the right can allow Na+ and Ca2+ influx. In addition, (see section Discussion) chondrocytes can exhibit cell-to-cell coupling via connexin-mediated ion and metabolite transfer, and/or “hemichannel behavior” (see section Discussion).



The equation governing the transmembrane potential, V, of the chondrocyte is

[image: image]

where Cm is chondrocyte capacitance (8 pF). This equation includes all transport processes that are electrogenic i.e., generate net transmembrane current(s).

The intracellular concentrations of Na+, [Na+]i and K+, [K+]i, are governed by two transport equations, namely,
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and

[image: image]

where voli is the internal volume of the chondrocyte (calculated to be 0.005884 mL), and F is the Faraday constant, 96,485 C/mol. Note that Equation (1) does not include INaH, since this is the Na+ flux generated by the electroneutral Na+-H+ antiporter, but this term is included in the Na+ homeostasis Equation (2). Equations (2) and (3) specify how the intracellular concentrations of Na+ and K+ evolve with time, and also how the Nernst potentials for Na+, and for K+, change with time. R = 8.314 J K−1 mol−1 is the universal gas constant, T = 310.15 is body temperature in deg. Kelvin, and zNa = 1 and zK = 1 are ionic valances for Na+ and K+, respectively. The extracellular concentrations of Na+, [Na+]o, and K+, [K+]o, are held constant during each simulation. However, some simulations were done after changing these values to those that are more representative of the physiological milieu of the chondrocyte, (shown in Table 1), rather than those set by our experimental superfusate for the patch-clamp experiments.

Intracellular Ca2+ concentration, [Ca2+]i, also changes with time, due to transmembrane transport of Ca2+ by the Na+-Ca2+ exchanger and ATP-dependent Ca2+ pump, and intracellular calmodulin binding, according to the equation:
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where Oc is the fraction of intracellular calmodulin bound to Ca2+ (see Equation 39).

Differential equations (1–4) and those for IK,Ca and calmodulin buffering were solved numerically. All data simulations and processing was performed off-line using both noncommercial and commercial software packages (Radhakrishnan and Hindmarsh, 1993; Maleckar et al., 2009; Eaton et al., 2014), as well as custom, in-house scripts. The software that is the basis of our model of the chondrocyte resting membrane potential is available on request.



RESULTS


Ion-Selective Transmembrane Currents

Potassium Currents

We have identified and partially characterized three different K+ currents in mammalian chondrocytes. In principle, each of these can contribute to the resting membrane potential, Em, either at baseline or following selective activation/enhancement by physiological stimuli or pathophysiological conditions. These K+ currents are: (i) a time-and voltage dependent delayed rectifier K+ current, IK−DR; (ii) a K+ current due to 2-pore K+ channels, IK−2p; and (iii) a large conductance voltage and Ca2+-activated K+ current, IK−Ca, have been studied in some detail in our laboratory (Wilson et al., 2004; Clark et al., 2010, 2011, respectively) and also by other groups (for reviews, see Grandolfo et al., 1992; Mobasheri et al., 2007, 2012; Barrett-Jolley et al., 2010; Asmar et al., 2016). An ATP-dependent K+ current (IK−ATP) has also been identified in patch clamp studies published by other investigators (cf. Mobasheri et al., 2007).

A typical pattern of K+ currents from our patch clamp recordings using single isolated human articular chondrocytes (denoted HAC) is illustrated in Figure 2A. This chondrocyte first held at −80 mV, and then the membrane potential was stepped to selected levels between −100 and +110 mV, in 10 mV increments at a rate of 0.2 Hz. Three consistent features are noteworthy: (i) over much of this membrane potential range, the currents showed no obvious time- and voltage dependence, (ii) after being activated, these currents became much greater in amplitude and showed larger fluctuations with increasingly depolarized membrane voltages; (iii) large, very noisy outward currents began to appear at about +60 mV.
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FIGURE 2. Family of K+ currents recorded from an isolated human chondrocyte maintained in primary 2D culture conditions. (A) These currents were recorded from a chondrocyte that was held at −80 mV, and then stepped to membrane potentials between −100 and +110 mV, in 10 mV increments. Current records are shown between −90 and +100 mV, (in 20 mV increments). This chondrocyte had been in culture for 3 days; its capacitance, Cm, was 7.3 pF. Panel (B) is an averaged current-voltage (I–V) relation for 13 cells, (1 day in culture). Currents recorded from each cell were normalized to cell capacitance before averaging. Solid red trace is the best-fit straight line between −100 and −50 mV. Its slope is 0.042 nS/pF. Mean ± s.e.m. Cm of 13 cells was 7.4 ± 0.8 pF.



Figure 2B consists of an averaged isochronal current-voltage (I–V) relationship based on data obtained from 13 human chondrocytes, each studied after 1 day in cell culture. The magnitude of these K+ currents was normalized to the capacitance of each cell in order to compensate for differences in cell size. Note that this I–V relationship is approximately linear at membrane potentials negative to about −50 mV but becomes non-linear at more depolarized voltages. The solid red trace shows the best-fit straight line for the data between −50 and −100 mV, extrapolated over the entire potential range of the I–V plot. The nonlinearity at depolarized membrane potentials is mainly due to increases in the noisy outward current. This feature is very evident at membrane potentials positive to about +60 mV. Note also that there is a small non-linearity in the I–V between ~−40 and +50 mV. This suggests that another component of outward current might be present in these single HAC preparations.

Delayed rectifier K+ current: IK-DR

A conventional time- and voltage-dependent delayed rectifier K+ current has been identified in mouse, canine, rabbit, and human articular chondrocytes under primary culture conditions (Wilson et al., 2004; Barrett-Jolley et al., 2010; Clark et al., 2010). Our previous analysis of ion selectivity, as judged by reversal potential measurements, has shown that this current, denoted IK−DR, is carried mainly by K+ (Wilson et al., 2004; Clark et al., 2010). Moreover, the biophysical properties of this current and its pharmacological blockade suggested that it is generated by a well-known Kv1.x conductance family, perhaps Kv1.5 or Kv1.6.

The presence of this small time- and voltage-dependent current in these human chondrocyte (HAC) preparations was revealed more clearly when the linear leak and capacity currents were removed from the raw current records (see Methods section). An example of current records from one HAC preparation in which these correction procedures were used is shown in Figure 3. The records in Figure 3A clearly reveal the time- and voltage-dependent properties of the relatively small component of outward current that is activated at membrane potentials positive to ~-40 mV. The rate of activation of this current increases significantly with progressively larger depolarizations. Note, however, these K+ currents showed no inactivation during the 500 ms voltage-clamp steps. In summary, the properties of this current resembled the “delayed rectifier” K+ current, IK−DR that we and others have reported previously from studies in chondrocytes from other species (Wilson et al., 2004; Clark et al., 2010). Not all isolated human chondrocytes expressed this type of “delayed-rectifier” K+ current. As an example, in one group of 13 HAC studied after 1 day in culture, only 8 cells expressed a detectable IK−DR. In a second group of 12 HAC studied after 3 days in culture, only 4 cells expressed IK−DR. These findings suggest that there is intrinsic variability in the expression of this K+ current; and/or that its expression may decrease with time in culture (see section Discussion). Figure 3B shows a plot of IK−DR conductance vs. membrane voltage, Em, for 16 cells. The IK−DR conductance values were obtained by dividing peak IK−DR by the electrochemical driving force. (EMF), which is defined as the membrane potential, V, minus the Nernst potential for K+, Ek (~−83 mV under the experimental recording conditions). The best-fit Boltzmann relationship (red line) in Figure 3B yields a descriptor of the voltage dependent activation of this K+ current. IK−DR was described by the following expression, as we have published previously (Maleckar et al., 2009);
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where
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FIGURE 3. Delayed rectifier K+ currents, IK−DR, in a human chondrocyte. (A) Examples of IK−DR activated by voltage-clamp steps from holding potential of −80 mV to membrane potentials of −40, −30, −20, −10, 0, +20, and +50 mV. Records have been corrected for capacity and linear leak currents. (B) Plot of IK−DR peak conductance (per pF) vs. membrane voltage, V. Conductance was obtained by dividing peak IK−DR by (V-EK), where EK is K+ Nernst potential (−83 mV). Data from 16 cells (mean ± SEM). The best-fit Boltzmann relationship (red line) is the factor αK-DR (Equation 2).



gK−DR is the maximal IK−DR conductance, namely 0.0289 nS/pF from Figure 3B, and

αKDr is a voltage-dependent activation factor, given by the expression
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Note that the extracellular potassium concentration, [K+]o, was initially set to 5.4 mM under “typical” physiological conditions. In fact, however, [K+]o is likely to be in the 5–15 mM range in the microenvironment of the chondrocyte in situ (see Table 1). Intracellular K+ concentration was initially set to 140 mM in this parameterization of the model, but evolves through time, governed by Equation (3).

Ca2+-activated K+ current: IK−Ca

The prominent fluctuations in outward current traces recorded from all human chondrocytes at strongly depolarized membrane potentials suggested the expression of this “large” variant of Ca2+-activated K+ channels (“BK,” KCa1.1). It is well-known that the voltage dependent gating of these BK channels is strongly modulated by the intracellular Ca2+ concentration, [Ca2+]i (cf. Horrigan and Aldrich, 2002; Magleby, 2003; Berkefeld et al., 2006, 2010; Barrett-Jolley et al., 2010; Mobasheri et al., 2012; Asmar et al., 2016). In the experimental results in Figure 2 [Ca2+]i was held very low (<10 nM) by using a patch pipette solution containing no added Ca2+, combined with a strong Ca2+ buffer (10 mM EGTA). In the presence of this very low [Ca2+]i, these BK channels can be activated only by very strong voltage clamp depolarizations (e.g., >+40 mV).

To more clearly reveal the functionally important properties of this BK current, additional experiments were carried out using a pipette solution containing 3 mM Ca2+ and 10 mM EGTA, which yielded a nominal free Ca2+ concentration of ~175 nM. Data from these experiments are summarized in Figure 4. Currents from two groups of HAC's, one with “low” internal Ca2+ solution, and one with “high” Ca2+, are shown in Figures 4A,B, respectively. It is clear that the “noisy” outward currents were much larger in the presence of “high” [Ca2+]i compared with “low.” Figure 4C compares pooled I–V data from subsets of HAC preparations perfused internally with either “low” or “high” internal [Ca2+]i. All of these chondrocytes were from the same batch, and recordings were made after 1 day in conventional 2D cell culture. As expected for currents generated by BK channels the large, fluctuating outward currents recorded from chondrocytes with “high” [Ca2+]i were activated at considerably more negative membrane potentials than from chondrocytes with “low” [Ca2+]i (Horrigan and Aldrich, 2002; Berkefeld et al., 2010). Moreover, the maximum current (measured at +100 mV) was several times larger in the “high” [Ca2+]i chondrocytes. These results strongly suggest that a Ca2+-activated current IK−Ca, produced by the so-called BK channels, is an important component of K+ current in these cultured HAC cells (Magleby, 2003; cf. Sun et al., 2009).
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FIGURE 4. Effect of changes in intracellular Ca2+, [Ca2+]i, concentration on K+ currents in human articular chondrocytes. (A) Example of currents from a HAC with “low” internal [Ca2+]i (0 [Ca2+]i, 10 mM EGTA). Currents produced by voltage steps to 0, +60, and +100 mV from a holding potential of −80 mV are shown. Cm = 9.72 pF. (B) Currents from a cell with “high” internal [Ca2+]i (3 mM added Ca2+, 10 mM EGTA; nominal Ca2+ concentration = 175 nM). Voltage-clamp steps were to 0, +60, and +100 mV. Cm = 6.24 pF. Currents in (A,B) were not leak or capacity current corrected. (C) I–V relations for groups of HAC with “low” (n = 5, blue) and “high” (n = 4, red) [Ca2+]i patch-clamp solution. These chondrocytes were all from same batch, 1 day in culture. (D) Model I–Vs for IK−Ca, with different internal [Ca2+] levels (from Equation 4).



It is well-known that the molecular properties and biophysical characteristics of the extensive Ca2+ activated K+ channel family can be used to divide them into three sub-groups (Berkefeld et al., 2010). Defining characteristics include: (i) the specific biophysical properties of the current (e.g., its voltage dependence), (ii) their pharmacological profile (e.g., sensitivity to block by apamin or tetraethylammonium, TEA), or (iii) the single channel conductance. In the case of human chondrocytes (as shown in Figures 2, 3) the pronounced current fluctuations (noise) strongly suggest the presence of the variant of Ca2+ activated K+ channels known as the large conductance subtype, BK. The major properties of this current (cf. Horrigan and Aldrich, 2002) have been incorporated into a detailed mathematical model developed by Sun et al. (2009).

The mathematical description for this Ca2+-activated K+ current is a 10-state kinetic Markov-type model, including four calcium-binding steps, with all the voltage dependence assigned to the transitions between closed and open states, i.e., the C-O equilibrium:
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where Cn = 0,1,2,3,4 and On = 0,1,2,3,4 are closed and open states 1 through 4, respectively, with the total open probability corresponding to the sum of the open states, O; αn = 0,1,2,3,4 represent rates corresponding to transition from a closed to an open state and βn = 0,1,2,3,4 represent rates corresponding to transition from an open to a closed state; Ko and Kc are off-rates from open and closed states, respectively, and Ca is the calcium on-rate, where
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A0 = 0.659, A1 = 3.955, A2 = 25.05, A3 = 129.2, A4 = 261.1;

B0 = 2651.7, B1 = 1767.8, B2 = 1244.0, B3 = 713.0, B4 = 160.0;

zCO = 0.718, zOC = 0.646, Kc = 13.5, KO = 1.5,

and the Ca2+ on-rates per site are 109 M−1s−1, Ca2+ off-rates from Cn per binding site are 109 KC (13,500 s−1) and Ca2+ off-rates from On per binding site are 109 KO (1,500 s−1), and R is the universal gas constant, = 8.314 J K−1 mol−1 and T = 310.15 is body temperature in Kelvin.

IK−Ca is then defined by:
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where gK−Ca is the maximal conductance of the channel, equal to 2.50 nS/pF, O is the total open probability as given above, V is the transmembrane potential, and EK is the Nernst potential for potassium.

We have used this mathematical formalism to compute I–V relationships for BK currents that can assumed to have been recorded from isolated human chondrocytes under conditions in which the composition of the pipette solution was adjusted (buffered) so that the [Ca2+]i was ~10−8 M. In this situation, this K+ current can be activated at only very positive membrane potentials. In contrast, when [Ca2+]i was increased to ~175 nM this Ca2+-activated K+ current activates at much less strongly depolarized membrane potentials, as shown by the computations summarized in Figure 4D.

Further information regarding the functional properties of this BK channel-mediated current was obtained using conventional pharmacological approaches. As shown in Figure 5 this K+ current can be blocked completely by concentrations of TEA that are known to quite selectively inhibit these BK channels. This pattern of results provides further evidence for the consistent and potentially prominent expression of this K+ current in human articular chondrocytes.
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FIGURE 5. Block of IK−Ca in human chondrocyte by TEA. (A) Control currents. The voltage-clamp protocol consisted of 500 ms steps from h.p. −80 to +100 mV. Linear leak and capacitive currents were removed using a P/3 protocol. (B) Currents in presence of 2 mM TEA. (C) I–V relations for control and TEA currents in (A,B). (D) Currents in response to a ramp protocol (inset), in control and in presence of 0.2 and 2 mM TEA. Same cell as (A,B). Cell capacitance was 12.0 pF; 3 days in culture. (E) Dose-response for TEA pooled from 3 to 6 cells (indicated above each data point). Each current amplitude was measured at +100 mV. Solid line is best-fit binding equation, with Km = 0.42 mM.



Although, IK−Ca is a major outward current in human chondrocytes, it apparently does not contribute substantially to the resting potential under our conditions. This is because of the following: the input resistance of the human chondrocyte is very high (~5–10 GΩ); and under this circumstance, activation of a small number of these Ca2+ activated K+ channels would give rise to a resting potential that would be characterized by significant fluctuations in membrane voltage. Activation of these large conductance K+ channels is not consistent with recordings of resting membrane potential in the region of −40 mV (see Discussion section).

2-Pore K+ current: IK−2P

Our previous work (Clark et al., 2011) defined recording conditions under which a K+ current generated by the TASK family of two-pore K+ channels could be identified consistently in single chondrocytes. This apparently very small current, that we denote IK−2p, exhibits no detectable time dependence (Goldstein et al., 2001). It is known that certain 2-pore K+ currents (including the TASK variants) are augmented by an increase in pH (alkalinization) of the extracellular medium (Patel and Honoré, 2001; Cid et al., 2013) and can be blocked by some local anesthetics (Kindler and Yost, 2005; Webb and Ghosh, 2009).

We have recorded this K+ current under high [K+]o conditions, to ensure that the current changes are relatively large, so that their biophysical properties can be resolved. However, before these results can be put into a functional context, or incorporated into a mathematical model of human chondrocyte electrophysiology, they need to be corrected (scaled) to physiological conditions (i.e., normal [K+]o levels). This can be done based on the Eisenman principle (cf. Hille, 2001): the conductance of an ion-selective channel scales according to the square root of the extracellular concentration of the permeant ion. Accordingly, IK−2p is described by the classical Goldman-Hodgkin-Katz equation for a single ion species, with a square-root scaling factor to account for [K+]o:
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where PK is a [K+]-dependent scaling factor that describes the permeability (conductance) for this K+ current, namely 3.1x10−6 √([K+]i/[K+]o), and z = 1 is the ionic valence for potassium.

The I–V relationship in Figure 6A shows that our primary data (Wilson et al., 2004) recorded in isotonic [K+] (~145 mM), has the expected reversal potential (of 0 mV). The I–V relationship based on Equation (20) was fitted to the data. This fit determined the magnitude of PK. Figure 6B shows the model I–V when [K+]o is an assumed normal [K+]o of 5.4 mM, with a corresponding reversal potential of ~−83 mV.
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FIGURE 6. Analysis of the ion transfer function (I–V relationship) for a 2-pore K+ current in human chondrocytes. (A) Raw experimental data plotted as an I–V curve together with a superimposed I–V relationship (red trace) based on the mathematical formulation given in the text. These results were obtained in isotonic [K+]o conditions. The two traces in (B) show corresponding I–V relationships derived using the Eisenman Principle, so that this K+ current can be studied in conditions ([K+]o of 5 mM and 15 mM) that are in the physiological range. The blue trace shows the I–V relationship for this 2-pore K+ channel when [K+]o is 15 mM. The black trace shows the change in this ion transfer relationship when [K+]o is decreased to 5 mM. (see Table 1 and section Discussion).



As illustrated in Table 1, the extracellular milieu of the chondrocyte is somewhat unusual, since it has been reported to have a [K+]o level of ~7–12 mM. Accordingly, a I–V curve for the 2-pore or TASK K+ current was also calculated assuming a [K+]o of 15 mM, as shown by the broken trajectory in Figure 6B. We have previously reported (Wilson et al., 2004) that this K+ current is strongly inhibited by the anesthetic bupivacaine; and that an effective concentration of bupivacaine resulted in a significant depolarization of the resting potential (see section Discussion and Kindler and Yost, 2005; Webb and Ghosh, 2009).

ATP-sensitive K+ current: IK−ATP

An ATP-sensitive K+ current IK−ATP has been identified in chondrocytes that were isolated from the knee joint of a number of different mammalian species (Barrett-Jolley et al., 2010; Mobasheri et al., 2012; Asmar et al., 2016). Our previous experimental work in human articular chondrocytes (Clark et al., 2011) did not reveal any significant IK−ATP. A likely reason for this is that the intracellular ATP/ADP ratio is set by the “internal pipette solution” in these electrophysiological experiments, and these conditions are such that IK−ATP is unlikely to be activated. However, a relatively low ATP/ADP ratio that is prevalent in the somewhat hypoxic environment of the chondrocyte in articular joints makes it likely that IK−ATP in fact will be activated during physiological biomechanical activity. Thus, a validated but general mathematical expression for this time-independent current (IK−ATP) has been included in our mathematical model of the chondrocyte resting potential. This expression scaled to the IK−ATP experimental data published by Mobasheri et al. (2007, 2012). An ATP-dependent K+ current simulated using to Equation (21) below is illustrated in Figure S1.
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where σ = 0.6 is the channel density, go is the unitary channel conductance, po = 0.91 is the maximum open channel probability, and fATP is the fraction of activated channels, given by:
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where CA = 8 mM is the total concentration of adenine nucleotides, ADPi and ATPi are the intracellular concentrations of adenosine diphosphate, (ADP) and adenosine triphosphate, (ATP) respectively, HK,ATP = −0.001, and Km,ATP = 0.56.

Note that this ATP-sensitive K+ current is not utilized in our initial description of the ionic basis for the HAC resting potential. That is, its channel density, σ, has been set to zero in our initial or first order model parameterization.

Time-Independent or Background Ionic Currents

Three distinct time-independent background (or leakage) conductances corresponding to “resting” Na+, K+, and Cl− fluxes, have been included in this model. Simple mathematical descriptors for each conductance have been formulated, and each yields a linear I–V relationship.

The background (inward) Na+ and (outward) K+ currents, are described by.
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where GNa,b = 0.1 nS/pF is the maximum conductance for the background sodium channel, and GK,b = 0.07 nS/pF is the maximum conductance for the background potassium channel. [Na+]o was initially set to 130 mM under “typical” physiological conditions, but in the environs of the chondrocyte may be in the range shown in Table 1. [Na+]i, was initially set to 8 mM in this parameterization of the model, and evolves through time, governed by Equation (2), hence ENa also changes with time. Similarly, [K+]o was set to “typical” physiological conditions, 5.4 mM, but is likely to be higher in the chondrocyte's environment (Table 1). [K+]i was initially set to 140 mM, but this concentration evolved according to Equation (3), thus also changing EK.

In mammalian chondrocytes from a number of different species, a significant background Cl− conductance has also been identified (cf. Tsuga et al., 2002; Barrett-Jolley et al., 2010; Funabashi et al., 2010a; Kurita et al., 2015). We have incorporated this type of Cl− current by formulating it as a linear time-independent current, specified by the equations below:
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where GCl,b = 0.05 pS/pF is the maximum conductance for the background Cl− channel, and where the reversal potential, is −65 mV. The I–V relationships for these three background currents are shown in Figure S2.

Ion Pump and Exchanger Currents

Electrogenic Na+/K+ pump: INaK

Active (ATP requiring) extrusion of Na+ from chondrocytes is assumed to be achieved by the combined expression level and turnover rate of a conventional electrogenic Na+/K+ pump. Mobasheri et al. (1997, 1998) have characterized some of the functional properties of an electrogenic Na+/K+ pump in bovine articular chondrocytes. Our model makes use of the Na+/K+ pump formulation from Nygren et al. (1998):
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where [image: image] is the maximal current density 1.58 pA/pF [K+]o is the extracellular potassium concentration. It has been initially set to 140 mM for “typical” values; Table 1), [Na+]i is the intracellular sodium concentration, as defined previously, and given by equation (2), kNaK,K is the half-maximum K+ binding concentration, and kNaK,Na is half-maximum Na+ binding concentration, with values of 1.0 and 11.0 mmol/L, respectively.

This Na+/K+ pump activity (the product of expression density and turnover rate) generates a small outward electrogenic current. In this simplified model (cf. Trujillo et al., 1999) this Na+/K+ pump magnitude has been scaled to achieve a steady-state [Na+]i of 10–12 mM. Representative ion transfer relationships for this INak are shown in Figure 7A.
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FIGURE 7. Illustrations of the relative sizes of net currents produced by (A) the Na+/K+ pump, and (B) the Na+/Ca2+ exchanger in a human chondrocyte. The three superimposed I–V curves for the Na+/K+ pump illustrated in (A) bracket the [Na+] and [K+] levels that have been reported in the literature (see Table 1). The red trace would approximately correspond to baseline conditions for [Na+] and [K+] in other mammalian cells. The three superimposed I–V curves for the Na+/Ca2+ exchanger in (B) illustrated the relative magnitudes for this current, with the red trace again approximating the resting or baseline INa−Ca current in most other mammalian cells.



Na+/Ca2+ Exchanger: INaCa

The activity of the Na+/Ca2+ exchanger plays a key role in Ca2+ homeostasis in articular chondrocytes (Sánchez et al., 2006) as it does in most other cell types. We have modeled this electrogenic exchange process using a mathematical expression that we have developed from our work on human atrial myocytes. Its overall properties (ion transfer characteristics, dependence on [Na+]i and [Ca2+]i have been validated previously (Nygren et al., 1998):
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Where kNaCa is a scaling factor for this current, set to 0.0374842 pA/(mmol/L)4, γ is the position of the energy barrier that modulates the voltage dependence of INaCa, set to 0.45, and dNaCa is the denominator constant for the current, set to 0.0003 (mmol/L)−4., [Na+]o is the extracellular Na+ concentration; [Na+]i is the intracellular Na+ concentration as given by Equation (2), [Ca2+]o is extracellular Ca2+ concentration (1.8 mM in a “typical” parameterization; see Table 1), and [Ca2+]i is the evolving intracellular calcium concentration given by Equation (4).

This electrogenic ion exchange mechanism has been scaled based on a baseline or resting [Na+]i of 12 mM, and [Ca2+]i of 3 x 10−8 M (see Table 1 and section Discussion). The resulting I–V relationship under these conditions is shown in Figure 7B.

Na+/H+ exchanger: INaH

Chondrocytes express a Na+/H+ antiporter (Trujillo et al., 1999; Barrett-Jolley et al., 2010) that contributes importantly to pH regulation. By analogy with its role in many other cells and tissues, this antiporter is responsible for establishing and maintaining the transcellular pH gradient that is essential for maintaining baseline [Na+]i levels and optimizing several different intracellular enzyme activities. In addition, intracellular pH indirectly regulates a number of the ion channels that are expressed (e.g., 2-pore K+ channels). pH can modulate essential enzymatic processes (e.g., Na+/K+ pump) in both physiological and pathophysiological settings.

We have used the equations originally developed by Crampin and Smith (2006) to model this electroneutral antiporter:
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where, NNaH = 4899, [image: image] = 10.5, [image: image] = 0.201, [image: image] = 15.8, [image: image] = 183, [image: image] = 3.07e-5,[image: image] = 4.8e-7, [image: image] = 16.2, [image: image] = 195, [image: image] = 6.05e-4, [image: image] = 1.62e-3, nH = 1, mH = 3, [Na+]i and [Na+]o are the intracellular and extracellular Na+ concentrations as given by Equation (2) respectively. [H+]i and [H+]o are the intracellular and extracellular proton concentrations. [H+]i is an evolving concentration, initialized at pH 7.2. In any given simulation [H+]o is selected and then held at this but constant value, typically set to pH 7.4.

Intracellular [Ca2+]i Homeostasis: ATP-Dependent Ca Pump: ICa,ATP

In human chondrocytes, [Ca2+]i is regulated by a combination of ion transporters, ion pumps, and intrinsic intracellular Ca2+ buffering mechanisms. As noted, there is evidence that Na+/Ca2+ exchanger is functionally expressed in mammalian chondrocytes (Sánchez et al., 2006). Accordingly, Equation (4) in our model that accounts for overall [Ca2+]i dynamics includes this antiporter mechanism: an electroneutral, sarcolemmal ATP-requiring Ca2+ pump (Nygren et al., 1998), as well as intracellular Ca2+ buffering.

The Ca2+ pump ion transporter is electroneutral as a consequence of its ability to allow two H+ ions to move into the cell for each Ca2+ ion that is extruded per transport cycle. We have assumed that the major Ca2+ buffer in the cytosol (both in terms of its Ca2+ binding capacity and its kinetics) is calmodulin. The cytosolic calmodulin concentration has been adapted from our previous work (Nygren et al., 1998) adjusted for the much smaller intracellular volume of the human chondrocyte. The relevant equations for this electroneutral Ca2+ pump and for Ca2+ buffering by calmodulin are given by:
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and
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where ImaxCa,ATP = 0.6349 pA/pF is the maximal Ca2+ pump current density, kCa,ATP is the half-maximum Ca2+ binding concentration, (0.0002 mmol/L), [Ca2+]i is the intracellular calcium concentration as described by Equation (4), and OC is the fractional occupancy of the calmodulin buffer by Ca2+.

Transient Receptor Potential (TRP) Current: ITRPV4

A fundamental question concerning the electrophysiology of non-excitable cells is: how do they sense the external environment and what ion flux mechanism(s) are responsible for this “trigger/transducer” signal? Ligand-gated cation-selective channels that have properties very similar to those exhibited by some members of the transient receptor potential or TRP family of ion channels (Nilius and Oswianik, 2011; Kaneko and Szallasi, 2014) are expressed in mammalian chondrocytes (cf. Gavenis et al., 2009; Phan et al., 2009; Clark et al., 2010; Asmar et al., 2016). Specifically, TRPV4 is prominently expressed in mouse (Clark et al., 2010) and porcine (Phan et al., 2009) chondrocytes. Previous work on endothelial cells suggests that this type of conductance is the basis for the small Ca2+ influx that then “triggers” a much larger release of Ca2+ from intracellular stores (the endoplasmic reticulum, Sonkusare et al., 2012) and thus can even produce “Ca2+ waves” (Guilak et al., 1999; Han et al., 2012). This important chain of events can initiate dynamic Ca2+-dependent intracellular signaling pathways, as well as modulating much longer-term processes such as transcription (Berridge, 1997; Dolmetsch et al., 1997; Berridge et al., 2000; Parekh and Muallem, 2011). Some of these initial sensing/signaling pathways rely on specific integrin isoforms (Wright et al., 1997; Millward-Sadler et al., 2000; Mobasheri et al., 2002; Han et al., 2012).

We have identified significant TRP currents in human articular chondrocyte (HAC) preparations after superfusion with novel “TRPV4 activator” compounds synthesized by Glaxo Smith Kline (GSK) (Thorneloe et al., 2008; Hilfiker et al., 2013). These experimental results and related mathematical analysis/simulations are shown in Figures 8, 9. Based on this and a variety of other published results we have formulated the working hypothesis that, in the human chondrocyte, there is a multicomponent signaling complex that includes: TRP channels, Ca2+-activated K+ channels, connexins/pannexins, and purinergic receptors (Loeser et al., 2000; Millward-Sadler et al., 2004; Elliott et al., 2009; Knight et al., 2009; Chekeni et al., 2010; Garcia and Knight, 2010). By analogy with a number of other non-excitable cells this may form the basis for some of the ligand and stretch-sensitive responses in chondrocytes, including the initiation and modulation of intra- and intercellular Ca2+ waves.
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FIGURE 8. Activation of TRPV4 channel currents by the GSK agonist, SB488, in human articular chondrocytes. (A) Time course of membrane current density changes at +100 (open circles) and −100 mV (closed circles) during repeated ramp voltage-clamp protocols. Red bars indicate the application of 1 μM SB488. (B) I–V relations before (trace “a,” black) and during application of SB488 (b,c) as illustrated in (A). (C) I–V for SB488 induced current on reduced membrane voltage and current scales i.e., in the voltage range of the chondrocyte resting membrane potential. The solid blue line is a linear fit to the I–V over the potential range from 0 to −50 mV.
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FIGURE 9. Block of SB488-induced currents through TRPV4 channels by SB779. (A) Time course of membrane current changes at +100 (open circles) and −100 mV (closed circles) during repeated ramp voltage-clamp protocols. Colored bars indicate application of 1 μM SB488 (red), or SB488 +1 μM SB779 (blue). Note the nearly complete inhibition of SB488-induced current by SB779. I-V relations before (a), during SB488 (b) and during SB488 + SB779 (c). Panel (B) shows 3 superimposed I-V curves: (a) baseline, (b) in the agonist (SB488), and (c) in the combined presence of SB488 and SB779.



GSK SB488-induced currents in voltage-clamped human chondrocytes

The GSK compound SB488 is a potent agonist for TRPV4 channels (Nilius and Oswianik, 2011; Hilfiker et al., 2013). Our preliminary work has shown that SB488 (1 μM) can induce large non-selective cation currents in primary mouse articular chondrocytes (Giles and Clark, unpublished). Since the inward current due to TRPV4 channels is carried by Ca2+ and Na+ ions (Nilius and Oswianik, 2011) these non-selective cation channels could constitute one of the essential triggers for intracellular Ca2+ release and Ca2+-dependent signal transduction in HAC preparations. Figure 8 shows a representative example of the time course and I-V relationships of the SB488-induced currents in a voltage-clamped HAC. Figure 8A consists of a plot of these membrane currents measured at +100 and −100 mV, in response to a ramp voltage-clamp protocol (see Methods section). SB488 (1 μM) application activated a quasi linear current that exhibited both transient and maintained components and declined very slowly after removal of this compound (taking ~1.5 min to return to control levels).

Examples of HAC I-V relations recorded before and during SB488 application are shown in Figure 8B. The baseline or control current was very small and its I–V was essentially linear over the entire potential range that was tested. However, the pipette solution was CsCl-rich, so K+ currents were completely blocked. In contrast, after SB488 application a relatively large transmembrane current developed. These two I–V curves intersect very near 0 mV, as shown in the inset. The mean (± s.e.m.) of this reversal potential value for SB488-induced currents in 13 different HAC preparations was 1.8 ± 0.4 mV consistent with the known properties of the TRPV4 family of ion channels.

A different GSK compound, SB779, (Hilfiker et al., 2013) can potently block the currents induced by SB488. It was also studied in our HAC preparations. The data in Figure 9 confirm that SB 799 is an effective blocker of the SB488-induced currents. Figure 9A shows the time course of membrane current at +100 and −100 mV in response to a multiple ramp voltage-clamp protocol. In this HAC, application of SB488 (1 μM) resulted in a slow increase in current i.e., taking about 1 min before currents increased significantly above control levels. This SB488-induced current was quickly blocked by application of SB779 (even in the presence of SB488). This marked reduction of the SB488-induced current by SB779 is consistent with either block of a SB488 “receptor,” or direct, potential-independent block of the SB488-activated ion channels by SB779. Figure 9B illustrates I–V relations recorded at base line, during SB488 alone, and in the presence of SB488 and SB779. The similarity of these I–V relationships and reversal potentials suggest that these compounds do in fact act as selective TRPV4 agonists and antagonists in these HAC preparations.




DISCUSSION


The Resting Membrane Potential in Human Chondrocytes

The new electrophysiological data and first order mathematical model provided by this study add significantly to the previously published papers on fundamental mechanisms of human chondrocyte biology and pathophysiology (cf. Barrett-Jolley et al., 2010; Mobasheri et al., 2012; Asmar et al., 2016). Our main goal was to define the ionic basis for the resting membrane potential, Em. Detailed knowledge of the basis for Em of the chondrocyte is especially important since it is a non-excitable cell. In these preparations e.g., endothelial cells, glia, it is known that even very small changes in Em can strongly modulate [Ca2+]i (Bouchard et al., 1993; Baczkó et al., 2003; Poon et al., 2014). Either transient or maintained changes in [Ca2+]i can modulate Ca2+-dependent signaling, as well as the related homeostatic and gene transcription mechanisms (Chao et al., 2006; Lin et al., 2008). In chondrocytes there is also evidence that relatively small alterations in Em can contribute to dynamic regulation of cell volume (Barrett-Jolley et al., 2010; Lewis et al., 2011).

Given the technical difficulty of making accurate, reproducible recordings of transmembrane ionic currents in small cells that have large input resistances, our mathematical model provides an additional basis for understanding the physiological roles of each of the distinct K+ currents that have been characterized in human chondrocytes. It is evident from the results in Figures 2–6 that any one, or a combination, of these K+ currents could: (i) significantly hyperpolarize the resting potential, and/or (ii) repolarize the chondrocyte after it had been depolarized (Funabashi et al., 2010b). It is also apparent that significant, cyclic depolarization can result from the effects of mechanical activity (stretch or shear), as well as via ligand-gated conductances, (e.g., ATP) or activation of TRP channels.

At this stage of model development our simulations do not fully reveal the ionic basis for Em in isolated human chondrocytes. However, they provide further insight into the consistent finding that a range of membrane potential values (−30 to −50 mV) are obtained in single cell patch clamp experiments on human chondrocytes, even after ensuring that ‘multi-GΩ’ seal resistances are obtained. This is because the net outward current that sets the resting membrane potential at steady-state is very small as shown in Figures 2, 7; and is expected from the very large (5–10 GΩ) input resistance (cf. Wilson et al., 2011). Improvement on the work reported here will require extensive additional experimental data, perhaps recorded at physiological temperatures. Additional data analyses and model development will also need to consider alternate approaches for accounting for the interactions among Na+/K+ pump activity, background Cl− fluxes, and overall cellular osmotic homeostasis (Armstrong, 2003).



The Physiological Milieu of the Chondrocyte

Classical knowledge of unusual physiologic milieu (see Table 1) within the articular joint yields the expectation that these conditions would be expected to regulate the Em, e.g., by altering the conductance or gating properties of intrinsic K+ currents that expressed at baseline; through modulation ligand-gated currents; or by changing cell metabolism. For example, the extracellular synovial fluid is somewhat hypertonic (320–340 mOsM vs. approximately 280 mOsM in most mammalian tissues). The effects of osmolarity on voltage gated K+ currents have been studied quite extensively, and chondrocytes also express volume-sensitive K+ and Cl− currents (Lewis et al., 2011).

We were very interested in an additional mechanism through which changes in the osmolarity of the superfusate or extracellular solution may manifest themselves. It is well-known that changes in osmolarity can alter the “screening or shielding” of discrete membrane surface charges on the plasma membrane and that such changes can regulate channel gating displacement or shifting by altering the voltage-dependence of gating. The main effect of this has been identified as a shift in the voltage-dependence of gating variables, due to altered surface charge or zeta potential (Kell and DeFelice, 1988; Hille, 2001). It is also known that divalent or trivalent cations, (as well as charged osmolytes) can effectively reduce the zeta potential component of the overall membrane potential (Hille, 2001). Although surface potential cannot be measured directly by conventional transmembrane potential recordings, changes in it can be mimicked in silico (as shown in Figure 10). Accordingly, in our final set of computations we have shifted the activation curve for IK−DR by 10 mV in either the depolarizing or hyperpolarizing direction (Figure 10A). As expected, this maneuver alters the size of this K+ current by changing the fraction that is “available” within the membrane potential range that is near the estimated HAC resting potential (Figure 10B). In the case of the human chondrocyte (as shown in Table 1), surface charge screening resulting from increased osmolarity, would be expected to shift the activation curve to the right (in the depolarized direction), therefore decreasing IK−DR at membrane potentials near Em. An important functional consequence would be a tendency to depolarize the resting potential of the chondrocyte (Figure 10C).


[image: image]

FIGURE 10. Demonstration of the effects of in silico changes in the voltage-dependence for activation of the delayed rectifier K+ current, IK−DR, Panels (A,B), illustrate the altered activation curves and I-V relationships, respectively. Panel (A) shows the derived activation curve for IK−DR (black line) at baseline and after shifting its midpoint ±10 mV to begin an analysis of the effects of changes in surface potential on chondrocyte Em. Panel (B) shows the (black line computed chondrocyte I–V curves for IK−DR at baseline and after the activation of IK−DR is shifted ±10 mV. Panel (C) shows the corresponding changes in resting membrane potential in the baseline model and after [Na+]i. The red line in (C) was computed assuming that intracellular [Na+]i is 15 mM. The resulting augmentation/stimulation of the Na+/K+ pump provides an electrogenic outward current that can significantly hyperpolarize Em (see Discussion section) at all membrane potentials.



Perhaps the strongest evidence that in situ the chondrocyte can exhibit significant surface membrane delimited zeta potentials (and restricted diffusion profiles) has been provided by both classical and recent studies that have defined important properties of the chondrocyte pericellular matrix (Poole et al., 1987; Pfander and Gelse, 2007). As mentioned previously, these papers argue in favor of the chondrocyte and its pericellular matrix being defined as an integral functional unit denoted the chondron (Poole et al., 1987; Nguyen et al., 2010; Wilusz et al., 2014). The microanatomy of the chondron, specifically its likelihood for promoting restricted diffusion of e.g., K+ and metabolites is likely to be significant factors regulating the chondrocyte “microenvironment.” Within this functional space emerging knowledge of glucose transport (and hence cellular energetics), as well as paracrine and inflammatory factor profiles, will need to be further defined and accounted for (c.f. Mobasheri et al., 1998).

As noted in the Introduction, the pH in the extracellular matrix can be somewhat acidic, ~6.9 as opposed to 7.2 (see Table 1). Changes in [H+]o measured in terms of pH alteration can also have “surface change effects” similar to those described above (cf. Hille, 2001). Specifically, lowering pHo (acidification) would result in a decrease in IKDR and therefore an independent and additional tendency to depolarize the chondrocyte resting membrane potential.

Other conditions that characterize the milieu mammalian articular chondrocyte would also be expected to have very significant electrophysiological consequences, mainly by altering Em. Perhaps the main one of these in chondrocytes is the significant elevation of intracellular [Na+]i levels to (perhaps) as much as 20 mM as opposed to values of 8–10 mM in most other mammalian cells. This elevated [Na+]i may partly explain the somewhat atypical pHi values, since intrinsic Na+/H+ exchange activity and thus pH regulation would be altered. What is likely more important, [Na+]i levels in the 15–30 mM range would strongly regulate (activate) the electrogenic Na+/K+ pump. The resulting increase in outward electrogenic pump current (see Figure 7A) would provide a significant hyperpolarizing influence to the chondrocyte Em. This possibility is illustrated by the black traces in Figure 10C. Note that when [Na+]i is increased (8.6 to 15 mM) the extra outward Na+/K+ pump current can significantly hyperpolarize the chondrocyte Em. After key principles of chondrocyte Ca2+ transport are further understood, it may be possible to revise and improve related aspects of our chondrocyte model as has been done for the PC 12 cell (Duman et al., 2008). One reason for working toward these changes/improvements is the possibility of gaining new insights into [Ca2+]i regulated apoptosis and autophagy (Harr and Distelhorst, 2010) as well as senescence (Mobasheri et al., 1998).



Ca2+-Influx and Ca2+-Dependent Currents

As noted, activation of TRPV4 channels would be expected to result in a significant influx of Ca2+ and Na+, and a related depolarization, when the chondrocyte membrane potential is negative to approximately −20 mV, the reversal potential (see Figures 8, 9) for ion flux through these channels. However, any such TRP channel-induced depolarization would be transient, and relatively small. This is because depolarization and/ or Ca2+ influx would be expected to be quickly followed by a K+ efflux. This would result in repolarization back to Em or even beyond (a hyperpolarization). This K+ efflux/outward current would be due to a combination of: (i) the depolarization-induced activation of the delayed rectifier K+ currents, IK−DR, and/or (ii) turning on of the BK and/or other Ca2+-activated K+ current (cf. Horrigan and Aldrich, 2002; Magleby, 2003; Sun et al., 2009). In other nonexcitable cells, even a very small Ca2+ influx can trigger a large Ca2+ release from the ER, thus producing a significant increase in intracellular Ca2+, [Ca2+]i. Moreover, the extent to which [Ca2+]i in the ER changes can trigger a secondary but significant net Ca2+ influx mediated by ICRAC channels expressed in the surface membrane (c.f. Shaw et al., 2013). In a human chondrocyte-derived cell line, Funabashi et al. (2010b) have shown that histamine can strongly enhance a Ca2+-activated K+ current, and thus hyperpolarize the chondrocyte membrane potential. This relatively hyperpolarized transmembrane voltage, Em, is maintained until [Ca2+]i and/or Ca2+-dependent signaling mechanisms reset to “resting” values. This Ca2+ dependent hyperpolarization may also contribute to chondrocyte differentiation (Muramatsu et al., 2007).



Connexin-Mediated Current Flow and Electrotonic Interactions

As mentioned in the Introduction, chondrocytes in articular joints from adult humans function as isolated, single cells. Interestingly, however, Cell Physiological data from early adolescent articular joint preparations suggest that the growth plate of articular joints includes small groups of closely opposed chondrocytes. In these preparations, expression of selected members of the connexin family of intercellular communication proteins (e.g., Cx43) has been detected using standard immunohistochemical approaches (Chi et al., 2004; Mayan et al., 2013a,b; Asmar et al., 2016).

We also note that is Cx43 increased expression in isolated adult chondrocytes can result in release ATP in response to e.g. mechanical perturbations (Millward-Sadler et al., 2004; Knight et al., 2009; Garcia and Knight, 2010). One plausible mechanism for this, is the occurrence of transient openings of these “hemi-channels” that consist of either pannexin or connexin subunits (Saez et al., 2003; Garcia and Knight, 2010; Penuela et al., 2013). Given this important functionality, our mathematical model also includes a connexin-mediated conductance (Figure 4). However, since this initial model development was focused on simulating adult chondrocyte behavior under a restricted set of physiological conditions, these connexin single-cell channels were shut off (assigned a conductance value of 0 pS) in all simulations that form the basis of this paper. We acknowledge that this choice does not allow this model to account for any of the interesting function properties that arise from the so-called connexon-43 hemichannel behavior in chondrocytes (Knight et al., 2009). This “hemichannel activity” in chondrocytes can also be mediated by the pannexin family of integral membrane proteins (Bond et al., 2011; Matta et al., 2015).



Limitations of the Mathematical Model of the Human Chondrocyte Resting Membrane Potential

The mathematical model that we have developed is an important advance. However, we recognize that it has significant limitations. These include:

a) It is apparent that Ca2+ is an essential signaling molecule in the chondrocyte. Expression of L-type Ca2+ channels has been reported in growth plate chondrocytes (Sugimoto et al., 1996; Zuscik et al., 1997), but not in other single cell adult chondrocyte preparations. In the future, more detailed consideration of the details of (i) Ca2+ channels (ii) TRP channels (iii) CRAC channels (iv) the Na+/Ca2+ exchanger and (v) the Ca2+ pumps in both the endoplasmic reticulum and the surface membrane must be included in the model. In fact systematic experimental and modeling studies of each functional element in chondrocyte [Ca2+] homeostasis are needed, perhaps with an emphasis on the so-called Ca2+ signalosome with emphasis on the Ca2+ pump in the endoplasmic reticulum, (Kranias and Hajjar, 2012).

b) Mathematical expressions that would allow simulations of what has been termed “the AM and FM modes of Ca2+ signaling” (Berridge, 1997; Berridge et al., 2000), will require consideration of [Ca2+]i-dependent phosphorylation and dephosphorylation reactions, the involvement of IP-3 in Ca2+ release, (Mak and Foskett, 2015) as well as accounting for the Ca2+-dependence involved in transcriptional regulation of ion channel, antiporter and pump target molecules.

c) There is evidence that cell culture conditions can alter both chondrocyte phenotype and gene expression profiles (Spitzer et al., 2000; Chen et al., 2012; but see Asmar et al., 2016). These patterns of changes will need to be taken into account for attempting to either interpolate or extrapolate findings from this model. This limitation can be addressed when new data sets are available from isolated chondrocytes that have been isolated from defined ‘zone’ (Berridge, 2007; Amanatullah et al., 2014) cultures in 3-D scaffold or substrates with known stiffness (Chen et al., 2012).




SUMMARY

This mathematical model of chondrocyte electrophysiology provides a reliable platform for integrating and evaluating both recent and well-established experimental data that is relevant to the generation of the resting potential. At a minimum, given that the chondrocyte is in a unique but relatively inaccessible, environment, our model provides new insights into: the biophysical effects of alterations in ionic strength of synovial fluid on ion channel voltage-dependent gating (zeta potential effects). Key elements of the zeta potential working hypothesis can be tested if recent advances in voltage-dependent dye methods are implemented to provide a means of separating the various components of the signal that underlies the “transmembrane potential” in small nonexcitable cells (Cohen and Venkatachalam, 2014). It will also be necessary to account for the effects of cyclic stretch on chondrocyte ion channels by defining the main strain dependent alterations in channel gating voltage dependence or kinetics (cf. Hille, 2001; Maleckar et al., 2009). Approaches for detecting and determining the limitations of present patch clamp methods that can bias key electrophysiological data sets and influence their interpretation must continue to be utilized and refined. However, even in its present form this first-order model will continue to be useful for rationalizing and bringing together genomic data from microarray expression profiles, and understanding ion channel/antiporter drug target initiatives.
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Computational models have become essential in predicting medical device efficacy prior to clinical studies. To investigate the performance of a left-ventricular assist device (LVAD), a fully-coupled cardiac fluid-electromechanics finite element model was developed, incorporating electrical activation, passive and active myocardial mechanics, as well as blood hemodynamics solved simultaneously in an idealized biventricular geometry. Electrical activation was initiated using a simplified Purkinje network with one-way coupling to the surrounding myocardium. Phenomenological action potential and excitation-contraction equations were adapted to trigger myocardial contraction. Action potential propagation was formulated within a material frame to emulate gap junction-controlled propagation, such that the activation sequence was independent of myocardial deformation. Passive cardiac mechanics were governed by a transverse isotropic hyperelastic constitutive formulation. Blood velocity and pressure were determined by the incompressible Navier-Stokes formulations with a closed-loop Windkessel circuit governing the circulatory load. To investigate heart-LVAD interaction, we reduced the left ventricular (LV) contraction stress to mimic a failing heart, and inserted a LVAD cannula at the LV apex with continuous flow governing the outflow rate. A proportional controller was implemented to determine the pump motor voltage whilst maintaining pump motor speed. Following LVAD insertion, the model revealed a change in the LV pressure-volume loop shape from rectangular to triangular. At higher pump speeds, aortic ejection ceased and the LV decompressed to smaller end diastolic volumes. After multiple cycles, the LV cavity gradually collapsed along with a drop in pump motor current. The model was therefore able to predict ventricular collapse, indicating its utility for future development of control algorithms and pre-clinical testing of LVADs to avoid LV collapse in recipients.

Keywords: computational modeling, multiphysics modeling, heart, LVAD, cardiac, physiome, electromechanics, fluid-structure interaction


1. INTRODUCTION

The optimal function of the heart relies on multiphysics phenomena, comprised of electrical activation, as well as myocardial contraction and blood hemodynamics. A deficiency in any of these physics will impact the others. As such, development of cardiac medical devices has to consider these multiphysics interactions during both pre-clinical and clinical studies. Multiphysics cardiac computational models can be a test-bed for early ideas to assess how therapeutic interventions could impact the diseased heart. This is especially beneficial to reduce the risk to patients with rare medical conditions, where the number of subjects that can be recruited for device clinical trials is limited. Results from computational simulations could be used to generate more plausible hypotheses for future testing; thus, helping to reduce development and technology transfer costs and potential clinical adverse reactions.

Numerous studies have modeled the electromechanical interactions in the myocardium with varying levels of complexity (Usyk et al., 2002; Gurev et al., 2011; Quarteroni et al., 2017). Most were coupled to Windkessel-type models to mimic the systemic circulation (Usyk et al., 2002; Gurev et al., 2011). Instead of modeling the spatially varying fluid dynamics, a uniform endocardial pressure load was calculated to constrain the volume during the isovolumic phases. Whilst such an approach may be sufficient to model most cardiac electromechanics phenomena, it limits model usability: for example, to simulate cardiac interaction with intra-cavity implants. In cases with large intraventricular pressure gradients, such as in hypertrophic obstructive cardiomyopathy (Geske et al., 2011), fluid loading on the endocardium may be spatially heterogeneous. This could render the spatially uniform pressure load constraint inaccurate. Furthermore, formation of vortices, a potential measure of cardiac health index (Hong et al., 2008), cannot be simulated in such models.

Fluid-structure interaction (FSI) models of the ventricles are important in studying fluid loading on the myocardium as well as the heart's blood pumping efficiency. For the sake of simplicity, the contribution of electrical activation on wall mechanics was not considered in many ventricular FSI models. Instead, a temporal activation function was used to govern contraction uniformly across the entire left ventricle (LV) (Nordsletten et al., 2011). Therefore, the effect of spatially heterogeneous activation on fluid behavior cannot be investigated in such models. Several studies have performed simulations of cardiac electrophysiology coupled with FSI (Watanabe et al., 2004; Choi et al., 2015). Nevertheless, their approach only utilized one-way coupling for some of the modeled physics, limiting the scope of physics interactions. A fully coupled fluid-electromechanics model can provide added advantages in terms of predictive power and future-expansion capability to test devices and drugs, or to be applied as a surgery planning tool to predict the heart's motion and blood flow profile post-surgery. The review by Quarteroni et al. (2017) provides a detailed summary of various approaches of modeling cardiac electromechanics as well as fluid-structure interactions.

A potential application of cardiac multiphysics models is to study heart-implant interactions such as the left ventricular assist device (LVAD), classified as a Class III device by the United States' Food and Drug Administration (FDA). As it may pose a high risk to patients, the device needs to be rigorously tested prior to marketing approval. Whilst the LVAD works well for patients with the most severe heart disease, excessively high pump flow rate relative to ventricular filling rate can cause the ventricles to collapse. This phenomenon is known as ventricular suction and it represents a common complication (Vollkron et al., 2007). Moreover, increased arrhythmic tendency has been noted among LVAD recipients, which may reduce right ventricular (RV) output resulting in reduced LVAD preload, worsening the suction (Robertson et al., 2017). Furthermore, several LVAD recipients also suffer from post-implantation RV dysfunction and commonly require an additional RV assist device (Neyer et al., 2016). Positioning and design of the LVAD cannula can also affect its performance (Ong et al., 2013). Therefore, LVAD complications are inherently multiphysics in nature and not only fluid-structure interactions, but also ventricular electromechanics as well as adjacent ventricular function. If any of these issues can be predicted beforehand, a strategy can be developed to lessen the risk.

In this study, we develop a multiphysics modeling framework for simulating biventricular electrophysiological behavior along with myocardial mechanics and two-way blood-myocardium interaction. The framework is implemented in an idealized biventricular structure that embeds a Purkinje fiber network to trigger myocardial electrical activation. We present computational simulations of a healthy heart as well as LVAD intervention in a dilated heart, including the impact of pump speed on both the pump and ventricles, as well as LV collapse in mitral stenosis case. We utilized commercial computational modeling software for easy replication and future model expansion.



2. METHODS

We first present our standard framework for formulating a healthy biventricular model based on our preliminary work presented in Bakir et al. (2017). Figure 1A summarizes all physics included along with their coupling. We then describe the implementation of heart-LVAD interaction by introducing a failing dilated heart and adding a LVAD model to the standard framework. Unless otherwise stated, descriptions and parameter values are listed in the Supplementary Material.
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FIGURE 1. (A) Schematic summarizing the physics modeled, as well as the interphysics couplings. (B) Fiber direction streamlines for the standard model geometry of Figures 2A,B. It should be noted that the fibers are not implemented as geometrical structures but a numerical representation of the anisotropic direction of material properties. (C) The Windkessel circulation coupled with the normal mesh of the standard biventricular model, and (D) Windkessel modification for the LVAD model as well as the cannula structure implanted in the dilated heart geometry.




2.1. Standard Biventricular Model Formulations

2.1.1. Gross Geometry and Microstructure

The geometry was constructed using two truncated ellipsoids merged at the interventricular sulci, as shown in Figure 2A. The aortic and mitral valve boundaries were generated using circular and semilunar shapes, respectively, whilst the pulmonary and tricuspid valve boundaries were created using circular and elliptical shapes, respectively.
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FIGURE 2. (A,B) Dimensions of the idealized biventricular geometry of the standard model. (p = 2.4 cm, q = 2.8 cm, r = 2.4 cm, s = 2.65 cm, t = 3.6 cm, u = 0.5 cm, v = 1.5 cm) (C) The Purkinje fiber network illustrating the change in fiber radius. (D) The angle span of each Purkinje-myocyte branch. (E,F) The dimension of the dilated heart used for LVAD modeling.



To obtain a realistic activation sequence, an idealized Purkinje fiber tree structure (Figures 2C,D) was constructed within the myocardium to mimic the gross anatomy of the Purkinje network (Vigmond and Stuyvers, 2015) without restricting meshing requirements. The Purkinje structure begins at the septal base with two major bundles: the left and right bundle branches. The left bundle branch was further divided into three minor bundles near the basal septal entry, whilst the right bundle branched into anterior and posterior minor bundles. These minor bundles further branched out circumferentially, every 1 cm between the apex and base, forming the Purkinje-myocyte junctions (PMJ). The Purkinje fibers were represented in the geometry as 1D edges embedded in 3D space: and were numerically assigned a radius, r, that was set to decrease linearly from 500 μm at the basal origin to 50 μm at the endpoints of the PMJs based on the measurements by James (1961).

The myocardial microstructure is governed by the fiber, sheet and normal-to-sheet orientations (LeGrice et al., 1997). For simplicity, the following settings and assumptions were implemented:

1. The fiber was assumed to be −60° with respect to the circumferential plane at the epicardium, and 60° at the endocardium (LeGrice et al., 1997). The fiber angle changed linearly transmurally as shown in Figure 1.

2. The microstructural sheets were assumed to lie perpendicular to the epicardial and endocardial surfaces.

3. As the apical microstructure is difficult to measure experimentally (LeGrice et al., 1997), and adaptation of above principles could result in a singularity, the microstructure of the apex region, defined by a 1 cm diameter cylinder, was assumed to be isotropic (Nordsletten et al., 2011).

2.1.2. Electrophysiology and Gap Junction-based Propagation

Myocardial action potential (AP) formulations Equations (1)–(5) were based on the phenomenological Nash and Panfilov (2004) model, modified to incorporate units into the originally dimensionless form. Variables Vm and Vp represent myocardial and Purkinje membrane potentials respectively, whilst R is an auxiliary recovery variable for both myocardium and Purkinje fiber. Parameter a in Equations (3) and (5) was chosen to vary linearly such that aepi is 0.12 and aendo is 0.07 to allow the myocardium to relax in the opposite direction of its activation (Glukhov et al., 2010).
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Membrane potential dynamics and AP propagation within the myocardium were governed by Equation (1), and within the Purkinje fibers by Equation (2), based on the modified cable equation developed by Alqahtani et al. (2017) to take into account the effect of varying fiber radius. Equation (3) represents the transmembrane ionic current flow while Equation (5) governs AP recovery in both the myocardium and Purkinje fiber domains. For the Purkinje fibers, parameters a and k2 were adjusted to achieve a three-fold increase in conduction velocity and a 2-fold increase in AP upstroke velocity relative to their respective values in the myocardium (Vigmond and Stuyvers, 2015). The Purkinje current source, ipr, was supplied to the myocardium only at the the PMJs to trigger myocardial activation (Equation 4).

The ∇X operator in Equations (1) and (2) is defined within the material frame (X, Y, Z) such that [image: image], corresponding to a gap junction-based constitutive formulation described in an earlier study (Bakir and Dokos, 2015). Except at the apex, the electrical conductivity tensor, σ, was set to exhibit an anisotropy ratio of 4:2:1 along the fiber, [image: image], sheet, Ŝ, and normal-to-sheet, [image: image] directions respectively, in accordance with Hooks et al. (2007). The conductivity tensor, σ, was determined from conductivities defined in the local fiber (σf), sheet (σs) and normal-to-sheet (σn) directions according to:
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The value of σf was set such that the epicardial activation time matched reported ex vivo experimental findings in human heart (Durrer et al., 1970). The electrical conductivity of the isotropic apex was assumed to be σf. Zero flux boundary conditions were implemented for all myocardial boundaries unless otherwise noted.

2.1.3. Active Stress

The simplified form of active stress proposed by Nash and Panfilov (2004), and further modified by Göktepe and Kuhl (2010), was chosen to generate mechanical contraction triggered by the AP. Active stress, Ta, was represented by the following phenomenological ordinary differential equation (ODE):
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where kTa controls the maximum magnitude of Ta. A, and B are fixed parameters introduced here to give units to the originally dimensionless formulation. The delay function, ϵ(Vm), was given by Göktepe and Kuhl (2010) as follows:
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where ϵ0, ϵ∞, ξ and Vthreshold are also fixed parameters. The active stress was set such that the myocardial membrane potential, but not the Purkinje fiber, triggers active stress generation.

2.1.4. Myocardial Mechanics

The myocardium was represented by the transverse isotropic myocardial hyperelastic formulation of Holzapfel and Ogden (2009), as detailed in Equations (9)–(11), which can simulate the myocardial biaxial tension response with four parameters. A nearly-incompressible constraint was enforced through the adaptation of a volumetric strain energy function, ψvol in Equation (12), based on the formulation of Doll and Schweizerhof (1999):
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I1 in Equation (10) denotes the first invariant of the isochoric elastic right Cauchy-Green tensor, C, whilst [image: image]. J in Equation (12) represents the determinant of the deformation gradient tensor, F. In order to ensure material stability, I4f was set to zero when I4f < 0, assuming that myocardial fibers do not contribute significantly to passive mechanics during compression (Holzapfel and Ogden, 2009). The apical strain energy function was solely given by ψisotropic due to the isotropic apex assumption.

The equation of motion governing myocardial deformation is given by Equation (13):
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where [image: image] is the myocardial displacement. Equation (13) also contains Rayleigh damping, represented by the first order time derivative of displacement and stress, to eliminate unphysiological oscillations during fluid loading. Rayleigh damping parameters were adapted from Fritz et al. (2014) such that α = 100 s−1 and β = 0.01 s.

In order to couple the electrical and mechanical formulations, Ta was added to the 2nd Piola Kirchhoff stress, T, along the fiber, sheet, and normal-to-sheet directions, as shown in Equation (14) such that the magnitude of active stress in the sheet and normal-to-sheet directions was 40% of its value along the fiber direction (Usyk et al., 2002). In the isotropic apex, an isotropic active stress of Ta was assumed.

[image: image]

E in Equation (14) is the Green-Lagrange strain tensor whilst ψ is the myocardial strain-energy function.

For simplicity, the ventricular base, including the valves, was assumed to be fixed to avoid translation and rotation. The endocardial boundary was also subjected to pressure and viscous stress from the blood fluid, discussed further below. The remaining myocardial boundaries were allowed to move freely.

2.1.5. Blood Hemodynamics and Circulation

The fluid velocity, [image: image], and pressure, p, in the blood cavity were determined using the incompressible Newtonian Navier-Stokes formulation (Equation 15) and the continuity equation (Equation 16).
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∇x in Equations (15) and (16) describes the spatial derivative in the spatial frame such that [image: image].

No-slip boundary conditions were applied at the ventricular base surface except at the inlets and outlets. FSI was implemented as a strongly coupled two-way framework where (1) the fluid velocity at the endocardium was set to be equal to the endocardial surface velocity (Equation 17), and (2) the fluid total stress, s, a sum of pressure and viscous stress, was applied along the normal of the endocardial surface (Equation 18):
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To couple s to the solid formulation in Equation (13), a transformation from the spatial frame (i.e. the deformed frame where the Navier-Stokes equations are solved) to the material frame (i.e. the reference or material frame where the solid mechanics are solved) is needed, as shown in Equation (19), where dv and dV are mesh element scale factors in the spatial and material frame respectively.
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Here, S denotes the traction from the fluid applied to the endocardial wall in material frame coordinates. The scale factors simply scale the local mesh element coordinates to the spatial and material frame coordinates.

The fluid boundary deformation was governed by the myocardial structural deformation, [image: image], whilst deformation of the mesh within the fluid domain was governed by a mesh smoothing formulation (Equation 20). The hyperelastic mesh smoothing algorithm in Equation (20) was solved to determine the minimum mesh deformation energy, ψmesh, within the blood domain, Ωf:
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The invariants, Jmesh and I1,mesh, were given by Equations (21) and (22):
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where C1 and κmesh are artificial shear and bulk moduli, both set to a value of 1, whilst [image: image], where x represents the spatial frame coordinates and X the material frame coordinates. The non-linear stiffening parameter C2 was set to 0 for the healthy simulation and 100 for the LVAD simulations to cope with greater mesh deformation subsequent to cannula inclusion. Boundary conditions for Equation (20) were set to equal the displacement of the endocardial wall, [image: image], and held fixed at the ventricular base.

The finite element model was coupled to a closed-loop Windkessel circulation (Figures 1C,D), based on the Kerckhoffs et al. (2007) circuit, modified to include an unstressed volume parameter in the capacitances, and to reflect healthy human circulation. Laminar flow rate conditions were implemented at the inlet and outlet boundaries. Each flow rate was determined from the difference between the average boundary pressure, taken at each of the inlet and outlet boundary of the finite element model, and the Windkessel circulatory pressure. The flow rate variables, described in the Supplementary Material, were applied as follows: Qmi was applied to the mitral inlet, Qao to the aortic outlet, Qtri to the tricuspid inlet, and Qpa to the pulmonary artery outlet.

These laminar inflow and outflow boundary conditions were implemented by appending a fictitious tube to each boundary, and applying:
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where ∇x,t is the tangential derivative in spatial frame at the inlet or outlet surfaces. This equation essentially determines the velocity applied at the boundary, assuming the inlet and outlet boundaries are connected to a tube of Lext external length. A constraint, pext, was applied to ensure that the flow rate through the tube matched the assigned flow rate from the above. To ensure a laminar profile and prevent back-flow when the valve is closed, Lext needs to be sufficiently large to eliminate numerical backflow was set to 20 m in our model. It should be noted that the Lext does not represent an actual physical tube length, but a value chosen to satisfy the conditions.

2.1.6. Simulation Protocol

1. To begin, the Windkessel circuit was decoupled from the heart and the LV and RV chambers were inflated until they reached their end diastolic volumes, Vlv,∞ and Vrv,∞, respectively. The filling rate for each ventricle was calculated using Equation (24) based on a proportional controller:
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where kflow is a fixed parameter set to 200,000 s−1.

2. Using the filled ventricle, the Windkessel circuit was connected and the model was solved using the initial Windkessel volumes listed in the Supplementary Material, which were tuned to be near their steady-state cycle' volumes. The model was run for three steady cycles. A pulse stimulus of 2 ms duration at 60 beats per minute (bpm) was applied at the basal entry of both left and right bundles of the Purkinje network.



2.2. LVAD Simulations

A left ventricular assist device (LVAD) model was attached to the biventricular model via a cannula.

2.2.1. Heart Failure Modifications

Prior to adding the LVAD, the biventricular model was modified to reflect dilated cardiomyopathy (DCM), a common etiology of LVAD recipients. The geometry was modified by increasing the LV short axis and reducing its wall thickness as shown in Figures 2E,F (Mohiaddin, 1995; Dandel et al., 2008). This increased the LV chamber size whilst the RV chamber size was minimally affected. The heart rate was increased to 80 bpm (Mohiaddin, 1995; Dandel et al., 2008) and the LV contraction strength was reduced by setting the kTa parameter of the standard model to half its value, in accordance with isometric twitch measurements in isolated epicardial tissue obtained from DCM patients (Hasenfuss et al., 1992). Other settings described in the standard model were left unchanged.

2.2.2. LVAD Model

The LVAD was represented by an ODE model that relates the hydraulic state experienced by the pump and pump motor current. The LVAD model, developed by Lim et al. (2010), consists of three components:

1. Motor windings electrical equation, describing the current, I, needed to maintain the pump motor speed, ω:
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The voltage, Vpump, was controlled using a proportional controller, which maintains the pump speed at the desired speed, ωset:
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2. Electromagnetic torque transfer equation, relating the electromagnetic torque, Te, produced by the pump to the input flow rate, Q (L min−1):
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3. Pump hydraulic equation, relating the differential pressure, ΔP, produced by the pump to the input flow rate and pump speed:
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Pump inflow rate was obtained via the equation:
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Variable inflow and outflow resistances, Rin and Rout, were set to be proportional to the pump flow rate to account for the turbulence effect in the pump (Lim et al., 2010), and are given by
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The LVAD equations were linked to the ventricular model via the numerical difference between LV pressure averaged at the cannula outlet boundary, Plv,cannula, and the systemic arterial pressure, Pas of the Windkessel circulation as shown in Equation (29). This difference is the pressure head of the pump, ΔP, minus the pressure loss across the cannula. Equations (25)–(29) describe the relationships that determines the overall pump flow rate, Q, using this pressure difference.

2.2.3. Cannula Design

A cylindrical generic pump cannula, 1.6 cm inner diameter and 0.2 cm wall thickness, was inserted at the LV apex of the biventricular geometry as shown in Figure 1C. The cannula extends only a quarter of the LV apicobasal distance as suggested by Ong et al. (2013). The cannula was set to be a linear elastic silicon material (E = 170 GPa, ν = 0.28, ρs = 2,329 kg m−3), was held fixed in space at its external parts outside the LV.

Contact modeling between the LV endocardium and the cannula is necessary to prevent mesh collapse when surface contact occurs. In essence, the contact formulation applies loads that are inversely proportional to the distance between contacting surfaces when the surfaces move closer than a certain threshold. A wall distance formulation (Fares and Schröder, 2002), described in the Supplementary Material, was applied to calculate the distance between the endocardial surface and contact destination surfaces (cannula and ventricular base). The ventricular base of the fluid domain was included as a contact destination, due to the possibility of the collapsing wall contacting the basal surface, inducing mesh collapse.

A boundary load Pcontact, given by Equation (31), was applied along the normal direction of the endocardial surface to counter its movement toward the contact destination surfaces:
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Gcontact is the reciprocal of distance between surfaces, whilst Gcontact,lim is the set threshold (150 m−1). kcontact was set to 103 N mm−1, which was sufficient to prevent the wall contact. To enhance the blood domain mesh deformation with the added cannula, parameter C2 in Equation (20) was set to 100, introducing a non-linear stiffening to the mesh smoothing formulation.

2.2.4. Simulation Protocol

1. The dilated heart model was run for three cycles without the LVAD cannula added.

2. The LVAD was connected to the dilated heart model at the low-end speed of 2,100 RPM and run for three stable cycles.

3. The model was run for half a cycle (systolic) at 2,100 RPM, followed by a 300 ms duration where the pump speed was linearly ramped up to 150% of its original speed (3,150 RPM). This speed was held for three cycles, and the impact of this increased speed on the heart was observed. This was performed to determine whether aortic ejection ceased at high speed, as observed by Lim et al. in their simulation and animal experiments Lim et al. (2010).

4. To simulate suction or ventricular collapse, the LV preload was reduced significantly. Starting from the fourth cycle at 3,150 RPM pump speed, mitral stenosis was induced by increasing mitral resistance, Rmi by 25-fold and then running the model for three more cycles.



2.3. Mesh Settings

The mesh was constructed using a combination of tetrahedral, pyramidal and prism elements. A fluid boundary layer of two elements was placed at the fluid domain side of the fluid-structure interface. The outlet and inlet surface meshes were refined by setting their edges to an average element size of 0.1 cm. The resulting normal mesh is shown in Figure 1C. Mesh element size was determined as the length of the element's largest edge. The average mesh size for the myocardium was 0.52 cm whilst in the fluid domain it was 0.4 cm, which resulted in 22661 myocardial mesh elements and 44078 blood domain elements. A mesh convergence analysis was conducted on the standard model by reducing the average element size to 0.35 and 0.31 cm for the myocardium and fluid domains respectively, defined as the finer mesh setting from here on. The LVAD simulation was computed using a similar setting to the normal mesh to the standard healthy heart simulation, but with an average element size of 0.21 cm within the cannula. This resulted in 28005 myocardial mesh elements and 103569 blood domain elements.

Mesh convergence analysis was performed for the biventricular model using the following quantities:

1. Characteristic quantities, Cq
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2. Relative root mean square, [image: image]
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where the ζmn quantities represent the local electrical activation time, myocardial displacement and fluid pressure at the times of peak LV ejection and peak LV filling rate at a set of 40x40x40 material datapoints generated across the biventricular structure. The magnitudes of the first derivatives of Vm, [image: image], [image: image] and p were extracted, and electrical activation time was determined by finding the time of maximum first derivative of Vm at each point.



2.4. Solver Settings

The physics involved in the model are summarized in Figure 1A. In brief, the myocardial AP (Equation 1) was triggered by the Purkinje current (Equation 2). AP activation triggers the generation of active stress in Equation (7). This active stress was in turn coupled to the transverse isotropic hyperelastic myocardial formulation by directly adding the active stress tensor (Equation 14) into the 2nd Piola-Kirchoff stress in Equation (14). The latter was determined from the derivative of the strain energy function with respect to the strain components, as indicated in Equation (14). The electromechanics formulations (Equations 1–14) are implemented only in the myocardial domain and solved in the material frame, to consider for gap junction-controlled AP propagation as described in Bakir and Dokos (2015).

The fluid physics (Equations 15–16) was solved in the spatial frame within a moving mesh. The fluid-solid coupling occurs at the endocardial surfaces (Equations 17–19), with the fluid velocity set to the endocardial wall velocity and fluid total stress, S, applied as a boundary load for the myocardial mechanics. Deformation of the mesh in the blood domain was governed by the hyperelastic formulation (Equation 20), with boundary conditions given by the endocardial displacement (Equation 13) while the basal plane was held fixed.

We utilized COMSOL Multiphysics 5.2a (COMSOL A.B., Sweden) for generating the geometry and mesh as well as solving all formulations. Fully-coupled PARDISO direct linear solver with an automatic damped Newton method were implemented, where all formulations were assembled in a single matrix and solved simultaneously together with preordering algorithm set to nested dissection multithreaded. Streamline diffusion and crosswind diffusion artificial stabilizations of the Navier-Stokes equations were applied, which enabled same-order velocity-pressure numerical integration and eased the requirement for a very fine fluid domain mesh. We adopted P1-P1 linear Lagrange elements for the Navier-Stokes equations and quadratic Lagrange elements for the membrane potential potential and recovery, R, variable as well as for all the solid mechanics formulations. All formulations were solved simultaneously and all variables were updated at each time step using a second order Backward Differentiation Formula (BDF) adaptive time-stepping method with an event detection algorithm implemented to ensure the BDF solver did not miss the stimulus events. Simulation results were output at 2 ms time steps.




3. RESULTS


3.1. Standard Biventricle Model

3.1.1. Overall Multiphysics Behavior

Electric activation, myocardial motion, and blood velocity vector streamlines are shown in the snapshots of model behavior in Figure 3 and in the Supplementary Animation 1. The snapshots were taken at various phases in the third cycle of the steady cycle model.
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FIGURE 3. Snapshots of the biventricular multiphysics model depicting the myocardial membrane potential, myocardial movement and fluid velocity streamlines taken at various time points during systole and diastole. (a–d,i–l) were taken from the healthy heart model. (e–h,m–p) were from the dilated heart model. The stimulus was applied at t = 2,002 ms for the healthy model and t = 1,502 ms for the dilated model. The pressure-volume relations are displayed at the bottom of the figure. Streamline tube radius is proportional to the blood velocity magnitude. The animations of healthy model and dilated heart model are available in Supplementary Animations 1, 2 respectively.



The model started from the end-diastolic volume (EDV) phase, where vortices from the previous filling phase still persist in both ventricles. The stimulus began at the basal entries of the Purkinje fibers. As the myocardium began to electrically activate, a torsional motion was noted. The blood flow vortices began to diminish and the flow was gradually directed toward the outlets until ejection was initiated. As the heart reached total electrical activation, blood flow streamlines were oriented toward the outlets in near straight lines. The apex also moved toward the base during contraction. The straight streamlines gradually diminished as the heart entered isovolumic relaxation.

AP relaxation first occurred in the epicardium, whilst the endocardium repolarized last: the opposite of the activation direction. The filling was initiated even before the heart contraction fully relaxed. As the ventricles were being filled, blood vortices formed near the inlets. The vortices grew larger and moved apically. LV vortex shape was somewhat symmetrical whilst the RV displayed a more elongated and crescent-like shape due to the RV geometry. At the end of the cycle, the ventricles returned back to their starting EDV shape with larger vortex presents within the central region of the ventricular cavities. Smaller vortices can also be noted in the lateral regions nearing the myocardial wall, near the inlets.

3.1.2. Electrical Activation

Following external stimulation of the basal entries of the Purkinje network, the AP propagated through the branching fibers toward the apex. The Purkinje fiber network took 34 ms to be wholly activated. As the AP traveled through the PMJ edges the myocardium was excited. The site of first myocardial activation occurred at the septal region 20 ms after the Purkinje base was stimulated.

LV activation was initiated at three endocardial sites that merged into a single wavefront, which propagated radially toward the epicardium before finally reaching the base (Figures 4A,B). Epicardial breakthrough occurred first in the anterior and posterior interventricular sulci. These breakthroughs formed two wavefronts that propagated toward the unactivated regions in the RV. These wavefronts moved in a near tangential fashion at the free wall of the RV toward the base. Overall, it took 94 ms for the whole structure to be activated, with the RV free wall base the last activated region. On the other hand, the repolarization sequence was the opposite of the activation sequence such that it was initiated at the epicardium rather than the endocardium.
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FIGURE 4. (A) Electrical activation in the standard model following initiation at t = 2,002 ms. It should be noted that the recovery spreads in the opposite direction of activation. (B) Electrical activation time map in the standard model. Comparison of (C) LV free wall myocardium endocardial and epicardial, (D) Purkinje fiber, and (E) Purkinje-myocyte junction action potential profiles. (F) Active stress profile of the myocardium taken at the same location as (C). The time derivative of membrane potential of the (G) Purkinje fiber and (H) Purkinje-myocyte junction, taken at the same locations as in (D,E).



The action potential and active stress profiles are displayed in Figures 4C–H. The APD90 measured at the endocardium and epicardium was 324 and 266 ms, respectively. The presence of this APD gradient was sufficient to generate a recovery sequence opposite to that of the activation sequence. The Purkinje AP morphology exhibited an upstroke velocity twice that of the myocardium and the APD was longer (Figure 4D). At the Purkinje-myocyte junction (PMJ), the myocardial AP appeared similar to the Purkinje AP morphology. The time to peak active stress was 192 and 222 ms whilst the time to half relaxation was 142 and 156 ms in the epicardium and endocardium, respectively. These measures were extracted from three material points, located mid-apicobasal distance of the LV free wall, septum and RV free wall.

3.1.3. Mechanical Variables

The fiber, sheet, and normal-to-sheet components of the 2nd Piola-Kirchoff stress and Green-Lagrange strain tensors were extracted from three material points, located at the epicardium of the LV free wall, septum and RV free wall. These points were taken at midway between the base and apex.

To assess regional work, stress-strain loops were generated (Figure 5) as in Russell et al. (2012). The fiber direction was the dominant direction of deformation and stress. The LV free wall stress-strain loop was the largest compared to the those measured at the septum or RV free wall, indicating greater regional work in the LV free wall relative to the other regions. The stress strain loops for the sheet and normal-to-sheet components showed more skewed and distorted loops.
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FIGURE 5. Stress vs. strain plots taken from the (A) fiber, (B) sheet, and (C) normal-to-sheet components of the 2nd Piola-Kirchoff stress and Green-Lagrange strain tensors. The results are taken from the standard healthy model at the third cycle (t = 2,000–3,000 ms).



Torsional motion was assessed at three points in the myocardium: LV free wall, septum and RV free wall. These material points were positioned near the apical region at three quarters of the apicobasal distance. All points were placed at the epicardial surfaces. Torsion was mostly predominant in the LV free wall, with 16.5° counterclockwise motion when viewed upward from the apex, as shown in Figure 6. The torsion was substantially less in the RV free wall and septal region with magnitude of 5°. During the cardiac cycle, an apicobasal displacement of 1.2 cm was also noted in the model.
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FIGURE 6. Hemodynamic measures from the standard model, namely (A) pressure waveforms, (B) inlet and outlet flow rates, (C) blood kinetic energy, and (D) average vorticity. Global mechanical measures of ventricular torsion and apex displacement are displayed in (E,F), respectively.



3.1.4. Hemodynamics

Table 1 lists the hemodynamic quantities measured at the third cycle of the biventricular model, compared against the normal range of healthy humans.



Table 1. Hemodynamics quantities obtained from the standard healthy model and clinical values from normal human. (Syst. - Systolic, Diast. - Diastolic).
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The pressure-volume (PV) loop plots in Figure 3 depict the commonly observed rectangular shape for these loops. This indicates that the four cardiac cycle phases were simulated: isovolumic contraction, ejection, isovolumic relaxation, and filling. As the model reached stable cycles, the stroke volume of both ventricles equalized, as shown in the PV loop and Table 1. At maximum ejection rate, aortic velocity was 3.18 m s−1, whilst the pulmonary velocity was 2.94 m s−1, as shown in Figure 3. The mitral velocity was 1.04 m s−1 during peak filling rate, whereas the tricuspid inlet velocity was 1.07 m s−1.

During peak ejection rate, a pressure gradient existed predominantly at the outlets (Figure 7). The pressure difference between the outlet and the inner cavity region were 31.3 mmHg and 28.9 mmHg in the LV and RV, respectively. During the filling phase, LV and RV pressure distributions showed more dispersed patterns, with the lowest pressure at the vortex centers. The LV, RV, aortic and pulmonary arterial pressure waveforms rose and dropped at nearly the same time (Figure 6). The time to peak pressure for the LV and RV also appeared to occur at a similar time, indicating a synchronous behavior. Similarly, peak filling rates occurred in near synchrony, where the time of ejection start and end occurred at the roughly the same time (outflow rates plot Figure 6).
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FIGURE 7. Blood pressure distribution in the left and right ventricles of the standard healthy and dilated heart models taken at timepoints of peak ejection and filling rates.



The mean kinetic energy ([image: image]) of blood in the ventricles was computed using a similar method to Carlsson et al. (2012):
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where ρf is the blood density, vf blood velocity, and dVΩf the ventricular fluid cavity. [image: image] of both ventricles is shown in Figure 6C. [image: image] was near zero prior to the start of the first contraction as the blood velocity magnitude was near zero, and was largest during the ejection phase of the cardiac cycle with the LV showing the larger magnitude of [image: image]. During isovolumic relaxation, [image: image] dropped and rose again during the subsequent filling phase. As filling phase ceased, [image: image] gradually declined but never dropped to near zero. Consequently, the maximum [image: image] of the subsequent cycle's ejection phase was higher than the first cycle's.

The average vorticity, [image: image], was also measured by averaging the vorticity magnitude across the entire ventricular cavities. Vorticity, [image: image] was obtained via the the curl operator on the blood velocity vectors:

[image: image]

The [image: image] waveform showed two main peaks in both LV and RV (Figure 6D): (1) during the ejection phase and (2) during the filling phase. The filling phase exhibited a larger magnitude of [image: image], which is also qualitatively visible in the snapshots of Figure 3 with the blood swirling motion. Following ventricular contraction, [image: image] increased momentarily before dropping significantly, but then increased again during the filling phase. Overall, the RV and LV [image: image] showed comparable magnitudes and waveform phases throughout the cardiac cycle, indicating synchronized behavior.



3.2. Mesh Convergence

Mesh sensitivity analysis showed good convergence (< 5%) for global characteristic quantities, Cq, of the mechanical and fluid dynamics, as summarized in Table 2. A more local measure, [image: image] comparing normal and finer meshes, revealed a good convergence (< 5%) for local electrical activation time, myocardial displacement, and fluid pressure at the time of peak LV ejection and peak LV filling rate. Whilst the fluid velocity showed a good [image: image] convergence at the time of peak LV ejection between the two meshes, the same measure was slightly higher at the time of LV filling rate.



Table 2. Mesh convergence analysis: comparison of characteristics quantities and [image: image] comparing normal and finer meshes.
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3.3. LVAD Simulations

The model simulated the general impact of LVAD on the failing heart as well as, the impact of pump speed, reproducing ventricular collapse, when mitral stenosis was introduced.

3.3.1. Heart Failure Without LVAD

By reducing LV contractility and inducing heart dilation, the LV ejection fraction (EF) dropped to 16.5% and the LV end-diastolic volume (EDV) increased to 299 ml. EF was also reduced in the healthy RV to 40%. The LV pressure, along with aortic pressure, dropped to a peak systolic pressure of merely 89 mmHg, whilst the RV peak systolic pressure reached 32 mmHg.

The qualitative behavior is shown in the snapshots of Figure 3 and the Supplementary Animation. Overall, minimal change was noted in the electrical activation sequence. The most obvious LV changes are a weaker contraction, blood vortices persisting even during systole, and a slower peak aortic ejection. On the other hand, the RV showed minimal changes relative to the standard model.

3.3.2. Low LVAD Pump Speed

Snapshots of the fluid streamlines in Figure 8 during systole show that the aortic ejection persisted with the LVAD, albeit at lower velocity magnitude. Due to the presence of two outlets during systole, a low speed vortex region was observed in the LV free wall region. The smallest LV volume occurred at about the same time as the initiation of ventricular filling. As the LV was being filled, a fluid vortex formed at the LV free wall region and traveled toward the apex. Toward the end of the filling phase, the vortex separated into two main vortices: one near the basal LV free wall and one near the cannula. The RV showed typical systolic and diastolic streamlines as was seen in the healthy model. Throughout the cycles, the LV endocardium was well out of contact with the cannula.
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FIGURE 8. Snapshots of the biventricular model with LVAD, depicting the membrane potential, myocardial movement and fluid velocity streamlines at the times of peak LV pressure, smallest LV volume, and end-diastole. The snapshots are taken at the third cycle of stable 2,100 RPM pump speed (Top), fourth cycle following speed increment to 3,150 RPM (Middle), and third cycle of mitral stenosis (Bottom). Streamline density is proportional to the blood velocity magnitude. The animations of these snapshots are available in Supplementary Animation 3 for the 2,100 RPM setting, Supplementary Animation 4 for speed increment setting and Supplementary Animation 5 for mitral stenosis case.



Throughout the three cycles, the PV loops overlapped, indicating stability (Figure 9A). It can be seen that aortic ejection was preserved at this pump speed, although lower than the pre-LVAD setting. The aortic pressure peaked at 95 mmHg and reached a minimum of 86 mmHg, displaying less pulsatility (Figure 10). The LV pressure waveform observed at the LV base and the pressure waveform at the cannula showed synchronous characteristics, and were nearly identical. This was also illustrated in the LV pressure distribution of Figure 11 where the LV pressure is lowest at the cannula. The LV pressure gradients were highest during the systolic phase (≈ 9 mmHg) and lowest at diastole (≈ 2 mmHg).
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FIGURE 9. Pressure-volume loops of the biventricular model with LVAD taken at stable 2,100 RPM pump speed (A), speed increment to 3,150 RPM (B), and mitral stenosis (C). The loop shape transformed following the speed increase (cycle 2 onwards of middle figure) and introduction of mitral stenosis (C) from cycle to cycle.
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FIGURE 10. (A) The LV, aortic, RV and pulmonary arterial pressure waveforms from the third cycle of stable 2,100 RPM pump speed, speed increment to 3,150 RPM, and mitral stenosis. (B,C) The aortic, mitral, pulmonary and tricuspid flow rate waveforms (B) along with ventricular volume waveforms (C) with similar LVAD settings as the top row. The pump current (D), pump flow rate (E), and pump speed (F) waveforms from the third cycle of stable 2,100 RPM pump speed, speed increment to 3,150 RPM, and mitral stenosis.
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FIGURE 11. Snapshots of the biventricular model with LVAD depicting the LV blood pressure distribution at the times of peak LV pressure, smallest LV volume, and end-diastole. The snapshots are taken at the third cycle of stable 2,100 RPM pump speed (Top), fourth cycle following speed increment to 3,150 RPM (Middle), and third cycle of mitral stenosis (Bottom).



The LVAD model also provides measures of pump electrical current, pump flow rate and speed. With the proportional controller applied, the pump speed was nearly constant with very insignificant (< 1%) drops during systolic contraction. The pump motor current showed a bump to 0.57 A from a baseline of 0.35 A, coinciding with increased pump flow rate to a peak of 6.2 L min−1 from a baseline of 2.2 L min−1. Qualitatively, it can be seen that the pump motor current and flow rate waveforms coincided with the LV pressure waveform due to direct correlation with ΔP in Equations (25)–(28).

3.3.3. Sudden Increment of Pump Speed

A sudden increase of pump speed to 3,150 RPM immediately resulted in an increased aortic pressure, causing a cessation of aortic ejection in the subsequent cycles (Figure 10). Both peak LV and RV pressures also gradually dropped from cycle to cycle as the high pump speed was maintained. Moreover, LV pressure gradient between the cannula and ventricular base increased, as illustrated in the pressure snapshots of Figure 11. At the end of the third cycle, the pressure became negative in the cannula region (Figure 11).

As shown in Figure 10, the increase in speed was accompanied by an immediate increase in the pump flow rate from the previous baseline of 2.2 L min−1 to a new baseline of 7 L min−1. During systole, the pump flow rate peaked at ≈9 L min−1 as opposed to 6.2 L min−1 at the lower, 2,100 RPM, speed. Consequently, the pump current also elevated to a baseline of 1.2 A with a maximum current of 1.5 A.

With the cessation of aortic ejection, the blood flow streamlines during systole were directed toward the cannula at a higher velocity, as shown in the snapshots in Figure 8. Slight swirling was also observed in the region surrounding the cannula. Similar to the low speed setting, the smallest LV volume occurred at about the same time as the mitral filling phase. At end-diastole, both ventricles exhibited fluid vortices. The cannula and the LV endocardium were not in contact throughout the simulation (Figure 8).

As the cycles went on, the LV pressure-volume loops gradually became more triangular (Figure 9B). The LV EDV also gradually reduced, along with overall LV blood pressure characteristics. The increased speed also appeared to improve RV function, with enhanced ejection fraction and lower peak RV pressure. The de-congested LV also resulted in a small, yet gradual, wall collapse as quantified by the decrease in distance between the LV free wall and septum (Figure 12).
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FIGURE 12. Distance between the LV free wall endocardium and LV septal endocardium midway between the apex and the base. The lower 2D plots depict the cross-section of the ventricles taken at midlevel along the apicobasal direction for all LVAD simulation settings. The red surface indicates the myocardial cross-section at time of smallest LV whilst the black outline indicates the myocardial cross-section at time t = 0. “X”; denotes the two points used to calculate the wall to wall distance.



The stress-strain loops measured at the epicardial sites along the mid-apicobasal distance, LV and RV free walls and septum, suggest a potential change in regional work in the ventricles. The fiber components of the stress-strain loop showed a gradual shift to the left as the speed increased, especially for the LV free wall (Figure 13). On the contrary, minimal change was noted in the RV stress-strain loops.
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FIGURE 13. The stress-strain loops of the LVAD simulations at the third cycle (t = 1,500–2,250 ms) of stable 2,100 RPM pump speed (Left), speed increment to 3,150 RPM (Middle) at (t = 2,250–3,000 ms), and mitral stenosis (t = 1,500–2,250 ms) (Right). Sff is the 2nd Piola-Kirchoff stress and Eff is the Green-Lagrange strain tensor components along the fiber direction.



3.3.4. Mitral Stenosis With LVAD

In the first cycle with mitral stenosis, the systolic measures did not appear to be affected by the stenosis. During diastole, the introduction of mitral stenosis severely impeded the inflow into the LV, resulting in an immediate imbalance between the pump flow rate and input flow rate into the pump. As such, the LV collapsed as the cycles continued.

The major impact of mitral stenosis appeared from the second cycle onwards, in which the ejected blood was not replenished in the LV for the subsequent cycles, resulting in a lower LV EDV in subsequent cycles. Consequently, the LV pressure generated from the second cycle onwards was significantly lower (52.9 mmHg) than prior to mitral stenosis (86.6 mmHg). The LV pressure dropped even further in the third cycle to 30 mmHg, nearly similar to the RV pressure, as shown in Figure 9C.

The collapsing LV also resulted in the LV PV loop to be smaller than the RV (Figure 9). The LV PV loop also shifted downwards and leftward toward the negative pressure region. The RV PV loop was also affected, as it shifted to the right, since the RV started to dilate with a slight increase in peak RV pressure. In addition, the fiber direction stress-strain loop, exhibited in Figure 13, also shrank significantly for the LV free wall and septum across all strain and stress tensor components.

The snapshots in Figure 8 showed an obvious shift in the septum orientation toward the LV. Mitral flow was noted to initiate earlier, and last for a longer duration (Figure 10). The smallest LV volume occurred at an earlier phase of the cardiac cycle, compared to previous settings. During end-diastole, the fluid vortices were notably absent in the LV, and only present in the RV. The snapshots of LV blood pressure distribution in Figure 11 also revealed greater negative pressure, with the filling phase showing an entirely negative pressure throughout the whole chamber. With the ventricular wall collapsing into the LV, it can be seen that the endocardium was in contact with the cannula throughout the cardiac cycles. The distance between LV free wall and septum was reduced significantly in the presence of mitral stenosis (Figure 12).

The reduction in LV pressure also manifested in a reduced peak pump flow rate and pump current (Figure 10). Nevertheless, the baseline pump flow rate and current were maintained at approximately 6 L min−1 and 1.3 A, respectively. The waveforms also became less pulsatile with the onset of ventricular collapse.




4. DISCUSSION

In this study, we developed a cardiac multiphysics modeling framework for biventricular electrical, mechanical and fluid dynamics physics in a healthy heart. The modeling framework was then applied to simulate a failing heart with LVAD support. This framework can be applied in future pre-clinical investigations of device performance under various pathological conditions.


4.1. Standard Biventricular Model

4.1.1. Electrical Characteristics

The simulated LV activation pattern is nearly radial and the RV activation pattern is nearly tangential ending at the basal region, whilst the interventricular septum is predominantly activated in a left to right sequence. The first epicardial breakthrough occurred in the RV due to its thinner wall structure. As such, the model's electrical activation reproduced normal human electrical activation sequence (Durrer et al., 1970). Furthermore, the total duration of electrical activation, 94 ms, falls within the range of the QRS duration in healthy humans (80-120 ms), which corresponds to the ventricular activation time (Guyton and Hall, 2006). The model also reproduced the transmural APD gradient observed in the healthy myocardium. In addition, AP repolarization began from the epicardium and ended at the endocardium, the opposite direction to the activation. Such behavior has been recorded in ventricular tissue strips from rejected donor hearts by Glukhov et al. (2010).

The Purkinje fiber network implementation enabled simulation of a healthy activation sequence, and can be applied in future studies to simulate diseased activation such as bundle branch block by simply disabling select branches of the Purkinje tree. The Purkinje fiber APD is longer than that of the nearby contractile myocardium to prevent retrograde activation (Vigmond and Stuyvers, 2015). Although current flow from the myocardium to the Purkinje fibers was not included in this study, retrograde activation can be considered in the future. For example to simulate ectopic beat re-entry, an additional current could be added to the Purkinje AP model of Equation (2) (Vigmond and Stuyvers, 2015).

AP propagation physics was formulated in the material frame to emulate gap junction controlled propagation as described in our previous work (Bakir and Dokos, 2015). Since the resistivity of the gap junctions is higher than the intracellular space of cardiomyocytes, the myocardial substrate can be treated as network of interconnected resistors whose total electrical resistance remains unchanged as the structure deforms. This phenomenon has been experimentally observed in a number of animal species by Penefsky and Hoffman (1963), who measured papillary muscle conduction velocity while they were stretched. For this reason, formulating the electrical propagation in the material frame represents a more suitable approach. Although, the use of material frame-based formulation may have an insignificant effect on rhythmic activation patterns, we have shown that in more complex electrical activation scenarios, such as arrhythmias, the effect is prominent (Bakir and Dokos, 2015).

4.1.2. Mechanical Variables

The predicted apex to base shortening of 1.2 cm is within the range measured in healthy humans (Alam et al., 1990). The torsion was predominantly within the LV due to its larger muscle mass, as opposed to the RV. The LV wall torsion magnitude was within the range reported by Henson et al. (2000). On the other hand, RV torsion measures have been under-reported in the literature. Nonetheless, it is expected that the RV exhibits lesser twist as its thinner wall accommodates lesser circumferential fibers and more oblique fibers (Pettersen et al., 2007). The RV also restricted the septal motion generating lesser torsion in the septum as opposed to the LV free wall. Thus, the common healthy ventricular mechanics were observed in our biventricular model.

Stress-strain loops are indicators of regional ventricular work, which may be correlated to myocardial oxygen consumption and potential structural remodeling (Russell et al., 2012). Our model predicted a relatively large and box-shaped loop for the LV free wall, indicating a greater work load on this section of the myocardium to eject blood, compared to those at the LV septum. This is in agreement with a clinical study that reported regional work is larger in the LV free wall compared to LV septum (Russell et al., 2012). The predicted RV free wall stress-strain loop was smaller than the LV free wall. This is due to the lower afterload pressure imposed on the RV, even though both ventricles produced a similar cardiac output.

4.1.3. Hemodynamics

Global hemodynamics measures predicted by our model were similar to normal quantities reported in healthy humans. The simulated LV ejection fraction and stroke volume were on the lower end of normal ranges, possibly due to the smaller amount of myocardial thickening exhibited by our model. We speculate that this in turn was due to our assumption of transverse isotropy. A multiscale model by Washio et al. (2013) includes tissue level structure in its myocardial mechanics formulations, enabling modeling of cleavage planes. This facilitates sheet sliding, which helps to eject an additional 7.5 ml of blood compared to modeling without this level of detail. However, inclusion of realistic microstructure will hugely increase computational workload. Our fixed constraint at the base and lack of geometrical outflow tract may also impede further motion of the ventricles, thus rendering a lesser amount of myocardium usable for volume displacement, and therefore blood ejection.

Our simulations predicted a slightly higher pressure gradient within the LV (≈ 31 mmHg) than typical values reported for healthy humans (< 30 mmHg), even though the outlet boundary area is within the healthy human range (Westaby et al., 1984; Geske et al., 2011). Nevertheless, our predicted value does not exceed the severe obstruction threshold of 50 mmHg defined by Geske et al. (2011). As a consequence, the predicted peak velocity of inlet and outlet flows are also higher than normal (Mowat et al., 1983). We hypothesize that this disparity is due to our simplified generic structure with a flat ventricular base, whilst in reality the structure is slightly angled and funnel-like, which may help direct the flow (Greenbaum et al., 1981). This issue could be resolved when the framework introduced here is applied to an anatomically realistic structure for future patient-specific simulations.

The filling phase FSI has been of considerable interest in cardiac mechanics research, particularly the formation of a vortex ring and its possible link to cardiac efficiency (Hong et al., 2008). In our healthy simulation, a vortex ring formed in each of the ventricles during the early filling phase, growing in size as they approached the apex. As the filling ceased, the vortex ring moved to the basal region near the outlets. This simulated LV behavior matched the description reported in the echocardiographic study of Hong et al. (2008), which attributed the vortex to the occurrence of a shear layer between the high speed mitral jet and the low speed blood movement in the cavity, causing the mitral jet to roll up, forming a vortex. These investigators reasoned that the vortex helps to maintain kinetic energy of the blood prior to ejection.

Blood [image: image] and [image: image] have been proposed as potential markers for predicting cardiac dysfunction (Carlsson et al., 2012). The systolic and diastolic peaks of [image: image] have been calculated clinically from 4D flow MRI data (Carlsson et al., 2012). Whilst our model's RV [image: image] is similar in behavior to that reported by Carlsson et al. (2012), this is not the case for the LV. The clinical measurement revealed the LV [image: image] is larger during diastole than during systole, which is not seen in our simulations. Carlsson et al. (2012) argues that two mechanisms contribute to the diastolic [image: image]: elastic recoil of the myocardium and the displacement of the ventricular base into the position previously occupied by the atria. Since the atrial structure is not incorporated in our model, this latter effect cannot be simulated.

The [image: image] never dropped to zero, which can be attributed to the vortex present in the chambers during diastole. The vortex has been suggested to aid energy and momentum transfer in the fluid, and the vorticity magnitude has been proposed as a measure to predict LV diastolic dysfunction caused by ventricular interdependency in cases of RV failure (Schäfer et al., 2016). Both RV and LV [image: image] magnitude was largest during the filling phase as expected, due to the presence of rotating flow observed in Figure 6. A slight bump was observed during systole, which can be caused by the fluid being pushed against the flat fixed basal boundaries. It should be noted that the atrial contraction will generate an additional vortex, affecting [image: image] (Schäfer et al., 2016).

In comparison to the passive filling vorticity measured by Schäfer et al. (2016) in healthy human LVs (≈ 30 1/s), LV [image: image] simulated by the standard model was higher. We hypothesize that this discrepancy is due to filtering out the larger vorticity magnitude (> 70 1/s) during clinical image analysis, in addition to the lack of internal ventricular structures such as valves and papillary muscles in our model geometry, which could affect the vortex strength. Although both [image: image] and [image: image] did not entirely replicate realistic measurements, the details presented here could provide basic insights on how disease states affect blood energetics. More accurate measures would be obtained should a more realistic structure be implemented.



4.2. LVAD Simulation

We simulated the success of the LVAD in restoring the aortic pressure in a failing heart. An immediate reduction in the native aortic flow rate was also observed. Moreover, our computational simulations demonstrated that an imbalance of pump flow rate and LV filling rate can result in ventricular collapse, a phenomenon known as suction, which can impede the pump's performance. As such, our modeling framework can be applied as a simulation tool to optimize LVAD design, as well as predict and investigate any clinical risks for various heart conditions prior to clinical studies, considering LVAD is designated as high risk (Class III) device by the US FDA.

By simply adjusting the geometry and myocardial contractile strength parameter, kTa, the standard model was modified to simulate typical characteristics of LVAD recipients. The diseased heart model's LV EF (16.5%), LV internal diameter (7.4 cm) and LV EDV (299 ml) are within the ranges observed in severe dilated heart failure patients (Dandel et al., 2008). Therefore, the standard model can be easily modified to simulate behaviors of relevant diseases.

4.2.1. Impact of LVAD on Hemodynamics

Computational electrical-FSI simulations offer advantages over most imaging modalities to investigate fluid velocity profiles in the presence of LVADs. This is due to their superior resolution and no risk of image artifacts brought by the metallic implants (Carr et al., 2010). Analysis of the fluid streamlines can be beneficial to determine risk of thrombosis associated with cannula design and placement, as was performed in the 2D modeling study of Ong et al. (2013).

Following LVAD placement, our model displayed an immediate increase in aortic pressure due to the additional input on the systemic circulation by the LVAD outflow. As such, higher LV pressure was needed to enable opening of the aortic outlet. However, with a weaker contractility, the LV was not capable of generating sufficient pressure to overcome the restored aortic pressure. This explains the reduction in the aortic flow rate and aortic ejection duration. With further increase in pump speed, the aortic pressure rose more, resulting in a complete cessation of aortic ejection. Aortic valve closure is a known complication in many LVAD recipients as it may result in valve fusion, thus requiring speed adjustment as a prevention (Rose et al., 2000). Therefore, using computational simulations under patient-specific settings, it is possible to determine whether a safe window of pump speed operation exists for a certain ventricular state prior to clinical implantation.

Our simulations predicted separation of pressure waveforms measured at the LV base and cannula as the pump was maintained at a higher pump speed. Such behavior has been observed in a canine experiment where separation of pressure waveforms was associated with suction or overpumping characteristics (Salamonsen et al., 2015). Following implantation, the normally rectangular LV pressure-volume loop transformed into a more triangular shape. This was due to the loss of isovolumic phases, since the LVAD model is based on a continuous flow pump. The triangular shape became more prominent at a higher pump speed as the LV pressure generation capability was negated by the stronger LVAD flow rate.

Under reduced LV filling induced by mitral stenosis, the LV pressure-volume loop was severely depressed because the pump flow rate was larger than the inflow rate supplied by the left atrium. Therefore, the LVAD emptied the LV, causing it to collapse. Consequently, native heart pumping capability was impaired, as predicted by the end-systolic pressure volume relation (ESPVR), which linearly relates the maximum pressure that can be generated with the LV volume. During LV collapse following mitral occlusion, the LV is held at an extremely low volume, so, according to the ESPVR it is expected that the generated LV pressure is low (Guyton and Hall, 2006).

Increasing the LVAD pump speed appeared to result in diminished diastolic vortex formation, as shown by the fluid streamlines in Figure 8. This is further aggravated in the collapsed LV induced by mitral stenosis. We speculate that this change can be attributed to the LV geometry becoming less ellipsoidal, which could reduce space for the vortex to form. This effect is especially exaggerated in the collapsed LV.

4.2.2. Impact of LVAD on Myocardial Mechanics

Following the increase in LVAD pump speed, our simulations revealed that the stress level experienced by the LV wall gradually dropped from cycle to cycle. The stress-strain loops assessed along the fiber direction exhibited a leftward trend, and the local strain was reduced, which are the result of LV decongestion by the LVAD.

On the contrary, our model predicted only a small drop in RV stress level following LVAD intervention, whilst the RV strain components were unchanged. This is similar to predictions by the modeling study of Sack et al. (2016) that RV stresses remain unaltered following LVAD intervention. The improvement in the RV PV loop under LVAD support, shown by our simulation, may only be due to the alteration in septal stresses and strains due to the unloaded LV. As such, only a slight PV improvement was noted and the RV free wall mechanical work remained unchanged.

When LVAD support was simulated in the presence of mitral stenosis, the LV was substantially drained and all LV stress-strain tensor components reduced significantly, indicating a severe reduction of LV mechanical regional work. The LV chamber lost its ellipsoidal geometry and its diameter was reduced significantly. At the apex, mechanical contact was observed between the endocardium and the cannula. If such a suction event is not alleviated, myocardial injury may occur and could trigger arrhythmia (Vollkron et al., 2007).

4.2.3. Behavior of LVAD Variables

In our simulations, pump motor current and flow rate waveforms approximately followed the LV pressure waveform. During contraction, pump flow rate increases due to reduced pressure difference between the aorta and the LV that needs to be overcome by the pump. The increase in pump flow results from the increased hydraulic loading on the pump impeller, as noted by the torque transfer formulation in Equation (27) (Lim et al., 2010). Therefore, the pump motor current has to increase as well to generate more torque to overcome the increased hydraulic loading.

At higher pump speed, the simulation predicted loss of pulsatility (Figure 10), which coincided with the loss of peak ventricular pressure. Since the pump produces stronger torque at higher speed, the increased hydraulic loading can be easily overcome by the pump without requiring an extensive increase in pump current during systole. The collapsed LV imposed greater resistance to the pump flow rate, causing the pump flow pulsatility to be severely weakened.

Pump current waveforms have been used as a measure to detect suction events in the heart under LVAD support (Yuhki et al., 1999). As the pump current waveform shows good agreement with the LV pressure waveform, this measure can be used to detect suction events, heart rate and aortic valve closure. The pump current is a non-invasive measure that is readily available in the pump. Furthermore, it does not suffer baseline drifting, typically experienced by pressure sensors (Troughton et al., 2011). Our biventricular model can be applied as a simulation tool to aid design and test better controllers capable of detecting these events and providing counter measures, such as lowering the pump speed or alerting medical personnel (Stevens et al., 2014; Robertson et al., 2017), before the patient situation gets worse.

Overall, we observed a stable pump speed throughout the simulation, with the pump speed was nearly similar to the target speed, ωset as shown in Figure 10F. Whilst Lim et al. (2010) employed a proportional-integral (PI) controller to maintain the speed, we did not model the integral component. Nevertheless, we did not observe any major discrepancy in the pump speed relative to ωset, indicating a sufficient controller function for the simulation.

4.2.4. Impact of LVAD on the RV

Our simulations predicted a small improvement in the RV function with LVAD support, in particular a stroke volume increase and a drop in peak RV pressure to a healthy level. Further improvements were observed with an increase in pump speed. These improvements may be attributed to increased RV filling subsequent to LVAD-enhanced LV output, as well as the direct result of reduced afterload (Morgan et al., 2013). As the LV decompressed, LV filling improved and subsequently reduced the pulmonary arterial pressure. With reduced afterload, RV ejection fraction is expected to improve according to the end-systolic pressure volume relation (Maughan et al., 1984).

On the contrary, when mitral stenosis was induced in the simulation, RV dilation and increased peak RV pressure reappeared. The mitral stenosis essentially increased RV afterload, preventing more blood from leaving the pulmonary circulation. As such, RV pressure increased to counter the increased afterload. With the baseline pump flow rate barely changed and the increased afterload impeding RV outflow, the RV began to dilate. This helped push the septum further into the LV chamber as the LV collapsed.

Clinically there is considerable interest in the impact of LVADs on the RV due to the significant pool of LVAD recipients developing RV failure (Neyer et al., 2016). Nonetheless, a clinical observation by Morgan et al. (2013) noted that LVAD actually improved RV function in some patients. RV failure may be caused by an undetected RV disease that is masked by more significant LV failure. LVAD support improves the venous return to the RV; however this may aggravate the undetected RV disease as a weaker RV will be unable to cope with the improved preload. This could be investigated in future with this model to optimize LVAD settings prior to implantation.

To our knowledge, previous finite element models of heart-LVAD interaction did not consider the biventricular interaction. For example, the study by McCormick et al. (2013) expands the LV FSI model of Nordsletten et al. (2011) by adding an immersed cannula structure, but does not implement any electrophysiology physics. Other studies by Sack et al. (2016) and Heikhmakhtiar et al. (2017) simply modeled the LVAD contribution by adding a constant flow from the heart and into the aortic circuit of the four-chamber Living Heart Model (Baillargeon et al., 2014) and the Gurev et al. (2011) biventricular model, respectively. Nevertheless, the cannula itself and the fluid dynamics were not modeled in these studies.

The framework presented here offers a number of advantages over previous heart-LVAD models. In particular the capability to simulate

1. the impact of abnormal electrical activation on LVAD pump performance. As noted by Robertson et al. (2017), LVAD recipients have high arrhythmic tendency that may result in RV dysfunction and suction events.

2. pump current behavior throughout the cardiac cycle. Pump current provides a minimally invasive measure that can be utilized in future pump controller designs to predict the present state of the heart.

3. LVAD impact on the RV. This allows study of various metrics to predict vulnerability of LVAD-induced RV failure in future. Criteria could be developed based on these metrics to support the clinical decision whether an LVAD or biventricular assist device (BiVAD) should be implanted in a patient to ensure optimal management.

4. the impact of cannula shape and positioning on LVAD performance. Non-optimal cannula placement can reduce pump performance and has been suggested to induce thrombosis (Ong et al., 2013; Neyer et al., 2016).

Considering the LVAD is classified as high risk class III medical device by the FDA, we believe computational modeling via the framework introduced here can help improve device safety and efficacy prior to pre-clinical studies and clinical testing in patients with severe heart disease. Furthermore, some devices, such as the pediatric Berlin Heart LVAD, have also been approved for rare medical cases through the Humanitarian Device Exemption (HDE) rule, which relaxes the clinical efficacy requirement due to the lack of test subjects (Almond et al., 2011). Computational simulations can help fill this gap and provide a higher degree of confidence among clinicians and regulatory bodies to approve the usage of this high risk device in this cohort of patients.

With all major cardiac physics present in this model, simulations can be easily expanded for other treatments and diseases. The inclusion of basic fluid hemodynamics allows the model to simulate internal flow characteristics of the heart with various implants such as artificial valves, which cannot be presented in electromechanical simulations such as Kerckhoffs et al. (2009). On the other hand, FSI simulations with spatially-uniform contraction stress, such as Krittian et al. (2010), cannot be extended to include electrical abnormalities. Inclusion of a closed-loop circulation and biventricular structure also provide the capability to study biventricular interaction, which cannot be simulated in the previous LV fluid-electromechanics studies (Watanabe et al., 2004). As such, the model presented here provides a framework for more intensive and extensive cardiac simulations.



4.3. Limitations of Current Modeling Framework

A morphologically-realistic geometry was not implemented as the main aim of this study was to demonstrate the model's capability to simulate cardiac multiphysics phenomena. An idealized geometry eases the computational load, making it more suitable for framework development. We consider this study a stepping stone for future simulations based on patient-specific anatomies, extracted from imaging modalities such as computed tomography (CT).

In terms of electrophysiology, the model presently does not include several mechanofeedback components such as the stretch-activated currents and stretch effect on the cellular membrane's caveolae. Stretch-activated channels have been proposed to be capable of triggering electrical activation via mechanical stretch alone (Sachs, 2010). However, more characterization needs to be performed to better understand the channel kinetics. The effect of stretch-activated channels can be easily added to the source term in Equation (1) in the future. Stretch may also reduce the number of caveolae structures, leading to a reduction in membrane area and hence reduced membrane capacitance. This effect has been found to slow electric conduction in the cardiac myocyte (Pfeiffer et al., 2014). Thus, this suggests that the membrane capacitance must be made stretch-dependent if such characteristics are to be modeled. Nevertheless, it should be noted that the addition of these stretch-dependencies may increase the non-linearity of the electrical physics. It is likely that these additions may not alter the predictions of most organ-level simulations as the electrical to mechanical interaction is the more crucial coupling.

The use of phenomenological AP and active stress formulations provided considerable simplification, since it reduced the number of variables required to be solved relative to biophysically-based models. This also enabled the use of larger time step steps, for more efficient computation. Mechanical dependencies of the contraction strength may be necessary for specific future studies to simulate the Frank-Starling mechanism, which was not considered in the present model. The mechanism enables the heart to pump at a greater ejection fraction should it be filled with a larger amount of blood (Guyton and Hall, 2006). Nevertheless in failing heart, the Frank-Starling mechanism is known to be absent (Schwinger et al., 1994). With mechanical dependencies, numerical instability may arise especially if a segregated-type solver is implemented (Niederer and Smith, 2008). While a fully coupled-type solvers as adapted here and elsewhere (Göktepe and Kuhl, 2010)are more robust, they tend to require larger computer processing power and memory. As such, additional tuning of the solver settings may be necessary.

Passive myocardial mechanical properties were simply assumed to be a transverse isotropic hyperelastic, whilst in reality, the myocardium exhibits orthotrophic properties (Dokos et al., 2002). Nonetheless, the transverse isotropic hyperelastic material should be able to replicate the uniaxial and biaxial mechanical testing by Demer and Yin (1983). However, if realistic shear characteristics are desired, the orthotrophic terms of Holzapfel and Ogden (2009) can be simply added to the existing strain-energy function.

Viscoelasticity is a common property of myocardial tissue, contributed by the collagenous structure and intercellular fluids, helping to damp out vibration, due to the blood flow (Cansiz et al., 2017; Quarteroni et al., 2017). In the model presented here, a Rayleigh damping component was added to damp out oscillations, where the Rayleigh damping parameters were set proportional to the mass and stiffness terms in the equation of motion. In future, incorporation of the viscoelastic components would be a more accurate way to damp out such oscillation without the need for Rayleigh damping.

Active atrial contribution to the filling phase was not considered in the present study. The atrial contraction is expected to produce an additional peak in the filling flow rate waveform, which forms the “A” wave commonly observed in Doppler imaging of the flow waveforms (Sohn et al., 1997). This atrial contraction will form an additional vortex following the early passive filling (E-wave), and will thus affect the blood kinetic energy and average vorticity plots Hong et al. (2008). The “A” waveform could be simulated by adding an active atrial function in the Windkessel atrial compliances to simulate their physiological pressure-volume relations. In addition, filling kinetic energy is dependent on the basal displacement into the spatial location, previously occupied by the atria (Carlsson et al., 2012). However, incorporating this effect into the simulation would require structural modeling of the atria as well.

Valve structure will influence the intra-ventricular blood flow profile. Furthermore, the angled position of the valves may also ease flow resistance during filling and ejection. Among LVAD recipients, tricuspid regurgitation has also been noted, in particular in those who developed RV failure, since the RV may not be able to cope with the restored systemic venous return (Hayek et al., 2014). Furthermore, aortic valve fusion is a known issue, experienced among LVAD recipients (Rose et al., 2000). Consequently, incorporating the valve structure mechanics into the multiphysics models may be necessary in future due to the high prevalence of valve failure in many ventricular diseases. Inclusion of valvular structure will likely require contact modeling, as was performed between the endocardium and cannula, as well as employing a re-meshing algorithm to overcome severe mesh distortion. Although we used laminar Navier-Stokes formulations, the turbulent form may need to be considered in future, especially in the presence of structural valves. Turbulence models have rarely been considered in multiphysics simulations, since they are more computationally expensive, mainly applied in pure fluid simulation studies (Chnafa et al., 2015).

The model mesh we have used was selected as a compromise between global convergence and computational cost. Fluid dynamics, especially during the diastolic phase, can involve more complex flow patterns, due to vortex formation and the presence of low velocity regions; these may require a finer mesh to be accurately modeled. With the present mesh setting, a converged solution was obtained for blood flow systolic characteristics, but the convergence slightly worsens during the isovolumic phases and diastolic filling. Nevertheless, qualitative and global measures such as vortex shape and flow waveforms can be sufficiently obtained with present mesh settings. In addition, changes to action potential parameters such as σ and k2, resulting in increased conduction velocity, will require finer meshing to achieve a converged conduction velocity and to prevent numerical convergence failure at large element size. Therefore, future mesh settings need to be tailored to the requirements of the study.




5. CONCLUSION

The cardiac multiphysics framework developed was applied in a biventricular structure with an idealized Purkinje fiber network utilizing a modified form of the standard cable equation, taking into account the change in Purkinje fiber radius. The Windkessel circulation was expanded by including a closed-loop circulation which linked both ventricular chambers. The model managed to simulate healthy LV and RV electrical activation sequences, mechanical behavior as well as global hemodynamics. This highlights the model's capability for future biventricular modeling work. The model was also tested to simulate LVAD support and impact of the pump on ventricular function. The model was shown to be capable of predicting changes in pump variables following changes in the state of the heart, possibly aiding pump controller design in future. The fluid-electromechanics model enables study of the link between electrical activation, myocardial mechanics and blood hemodynamics characteristics, allowing holistic simulations of new therapeutic approaches in their ideation stage, aiding to speed up technology transfer to pre-clinical and clinical trial stages.
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Protecting and promoting public health is the mission of the U.S. Food and Drug Administration (FDA). FDA's Center for Devices and Radiological Health (CDRH), which regulates medical devices marketed in the U.S., envisions itself as the world's leader in medical device innovation and regulatory science–the development of new methods, standards, and approaches to assess the safety, efficacy, quality, and performance of medical devices. Traditionally, bench testing, animal studies, and clinical trials have been the main sources of evidence for getting medical devices on the market in the U.S. In recent years, however, computational modeling has become an increasingly powerful tool for evaluating medical devices, complementing bench, animal and clinical methods. Moreover, computational modeling methods are increasingly being used within software platforms, serving as clinical decision support tools, and are being embedded in medical devices. Because of its reach and huge potential, computational modeling has been identified as a priority by CDRH, and indeed by FDA's leadership. Therefore, the Office of Science and Engineering Laboratories (OSEL)—the research arm of CDRH—has committed significant resources to transforming computational modeling from a valuable scientific tool to a valuable regulatory tool, and developing mechanisms to rely more on digital evidence in place of other evidence. This article introduces the role of computational modeling for medical devices, describes OSEL's ongoing research, and overviews how evidence from computational modeling (i.e., digital evidence) has been used in regulatory submissions by industry to CDRH in recent years. It concludes by discussing the potential future role for computational modeling and digital evidence in medical devices.

Keywords: medical devices, computational modeling, regulatory science, virtual patients, virtual clinical trials, FDA


INTRODUCTION

The mission of the U. S. Food and Drug Administration (FDA) is to protect and promote public health, and it does so by ensuring the safety, effectiveness and security of FDA-regulated products1 These products include, but are not limited to, medical devices, drugs for humans and animals, and biological products such as vaccines and the blood supply, each of which are managed by separate Centers within the Agency. The FDA accomplishes its mission by performing pre-market clearance, approval and post-market monitoring of the performance and safety of products, enforcing, and ensuring compliance to manufacturing processes and quality control, and conducting regulatory science research. The latter, although less well-known in the scientific community, is fundamental to support science-based regulatory decision-making by FDA. Regulatory science encompasses the development of new methods, standards, and approaches to assess the safety, efficacy, quality, and performance of FDA-regulated products and products under development. Each Center in the FDA is committed to advancing these efforts, which have accelerated the product development pathway and regulatory review cycle so that new, innovative products can be made available to the American public.

The FDA faces many challenges (1), such as new and evolving public health threats; rapid scientific breakthroughs and emerging technologies resulting in novel products that may raise unique testing and safety issues; globalization of public health, science, manufacturing and supply chains; and providing timely, accurate and useful consumer information in an age of information overload. To enable the Agency to meet today's public health needs and to be fully prepared for the challenges and opportunities of tomorrow, FDA leadership developed a strategic plan identifying nine target areas, stating that investment in these areas is essential to mission success2 Of those nine, four priority areas identified an important role for computational modeling3, see Table 1. These priorities also have relevant aspects related to medical devices4. regulated by the Center for Devices and Radiological Health (CDRH)5, as mentioned by the FDA Commissioner in a blog posted in July 20176.



Table 1. In 2011, FDA identified an important role for computational modeling in its strategic priorities.
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CDRH's mission goes beyond protecting and public health; with a vision to be the world's leader in medical device innovation, they provide consumers, patients, their caregivers, and providers with understandable and accessible science-based information about the products it oversees, and facilitate innovation by advancing regulatory science. Science-based regulatory decisions are made with evidence collected from four different models: animal, bench, computational7, and human (i.e., clinical trials), see Figure 1A. While each model has its advantages and limitations for evaluating different aspects of medical device performance (3), computational modeling is a promising one for supporting the future of medical devices and healthcare. FDA's Office of Science and Engineering Laboratories (OSEL) has committed significant resources for transforming computational modeling from a valuable scientific tool to a valuable regulatory tool because of its potential for significant cost-savings in evaluating medical devices, simulating performance under scenarios that may not be possible with human use or that could more effectively be evaluated with simulation.
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FIGURE 1. (A) CDRH's science-based regulatory decisions about medical devices are made with evidence collected from four different models: animal, bench, computational, and human (i.e., clinical trials). (B) Computational modeling has the potential to transform medical device design and evaluation in several ways. The upper row consists of applications that typically support the design or evaluation of the physical device. The lower row represents other applications, such as those embedded in a device or simulation as a medical device. Moreover, computational modeling can also simulate treatment outcomes or simulate the clinical trial for imaging systems. Lastly, it can play a critical role in the development of data-driven models from real-world data. See the text for more details.



OSEL has a unique role in medical device regulation serving as the research arm for CDRH. OSEL's expertise spans a variety of scientific, engineering, and mathematical disciplines8, with a diverse group of 130 full time scientists and engineers (supported by numerous post-doctoral fellows and interns) that provide expert support internally to the regulatory teams and externally to industry, clinical and the scientific communities. They conduct cutting-edge research, ensure readiness for emerging and innovative medical technologies, develop evaluation strategies and testing standards, create accessible and understandable public health information, deliver timely decisions for products across their life cycle, and readily share data and engage with stakeholders to advance regulatory science. The growing area of computational modeling is fully supported by OSEL and CDRH through research and development of methods and tools, serving as expert consultants by reviewing and assessing computational modeling submitted by medical device companies, i.e., sponsors, in regulatory submissions, and publicly sharing computational modeling that supports regulatory decision-making. Moreover, OSEL houses a high-performance computing center which supports scientific computing needs for CDRH and other Centers across FDA9

Because OSEL scientists have different roles to support CDRH, we designed and conducted a 35-question survey to better understand computational modeling in research and regulatory domains, including goals and objectives on the use of computational modeling in research, reliance of evidence from computational modeling and simulation (i.e., digital evidence) in regulatory submissions, and opportunities for the future with computational modeling and simulation. Thirty-six OSEL scientists with direct involvement in computational modeling projects and initiatives were interviewed, their responses were transcribed in a database and then shared with the scientists for fact checking. This perspective will present the results from that survey and highlight the different roles that computational modeling has and can play in medical devices, and discuss the potential future for digital evidence and simulation in medical devices.



OVERVIEW OF COMPUTATIONAL MODELING FOR MEDICAL DEVICES

Computational modeling can be used to simulate and better understand medical devices in several ways, as depicted in Figure 1B. Starting with the upper row, the simplest and most common implementation of computational modeling for medical devices is simply to simulate the device under a variety of conditions that mimic some aspect of the clinical or use environment to investigate some aspect of the device's performance. Computational modeling applications also include simulating the anatomy or serving as computational human phantoms for medical imaging systems or as a platform for assessing implanted devices; simulating physiology, such as electrophysiology during arrhythmias in the heart, or of pancreatic function; simulating chemical toxicology (using (Q)SAR models), which can support our ability to understand whether or not compounds released from medical devices, such as from dyes and coatings, are harmful; simulating the additive manufacturing process to optimize a 3D-printed product or simulating the substrate on which a 3D-printed product will be manufactured. The applications in the upper row of Figure 1B typically support design or evaluation of a physical, medical device. Other applications, depicted in the lower row, include computational algorithms embedded in a medical device or serving as the medical device, i.e., software as a medical device (4). An example of the former is embedded control algorithms in glucose monitors, which have the potential for advancing modern artificial pancreas systems10 used in glucose regulation for patients with diabetes (5). The models for the artificial pancreas have been used to replace in vivo animal studies to initiate clinical studies for these closed-loop devices (6). An example of computational modeling as a medical device is the use of personalized simulation to indicate whether a patient is a candidate for a medical device or a pharmaceutical, for example, to simulate an invasive clinical procedure or dosage effect to predict an outcome before the therapy is selected.

Computational modeling can also be used to simulate treatment outcomes. Statistical models have long been used to simulate clinical trial design and interpret results. An evolving concept is that of “virtual patients,” and new statistical models to augment clinical trial design with virtual patients to predict treatment outcomes (7, 8). It is important to note that a “virtual patient” is not necessarily a digitized patient; it is an approach that allows previously collected evidence (such as digital evidence or other historical clinical evidence typically referred to as “external evidence”) to inform the collection of new evidence from a clinical trial using Bayesian methodologies. Thus, computational modeling can enable a pathway to expose fewer patients to experimental therapies by relying on other sources of evidence. It can offer an opportunity to address questions that we cannot address clinically due to financial or ethical considerations, and investigate aspects of device performance in many more clinically-relevant cases (hundreds of thousands as compared to hundreds). Computational modeling can facilitate the exploration of using a medical device in populations that cannot be investigated clinically, such as in patients with rare diseases or pediatric patients, without harm. Computational modeling has also enabled the complete “in silico” simulation of clinical trials for medical imaging systems. By this we mean the implementation of different computational models to simulate the entire clinical evaluation of an imaging system, creating a “virtual clinical trial,” where no patients are physically exposed to the imaging system–more on this later. Lastly, knowledge-base tools can be harnessed to develop data-driven models from big data sources, such as real-world data, and employ deep learning methods to gain relevant insights about medical device use and performance. Computational modeling for medical devices has a broad scope impacting many facets of the product lifecycle, and scientists from OSEL are leading or closely collaborating with leaders in the field in each of the aforementioned categories.



COMPUTATIONAL MODELING RESEARCH

The research conducted in OSEL is directly motivated by regulatory needs, scientific questions arising from the review of regulatory submissions and anticipating future direction of industry needs through technology forecasting. Moreover, the vision of CDRH is to ensure patients in the U.S. have access to innovative medical devices first in the world, and computational modeling is one tool to support faster more efficient regulatory approvals without sacrificing patient safety or the confidence in regulatory decisions. Some companies have stated that the cost for clinical trials may soon outpace revenue (9), and industry will therefore need other relevant and reliable data sources for demonstrating safety and effectiveness of medical devices; computational modeling is a practical and viable method for gathering clinical information to augment clinical trials (10). More details on this are provided in the closing section.

There is a broad range of modeling disciplines that OSEL scientists are using in their medical device-driven research, including photon transport, fluid dynamics, heat transfer, electromagnetism, solid mechanics, acoustics and optics, along with anatomical, physiological, and mechanistic modeling. Other include (Q)SAR models for assessing molecular carcinogenicity (11), deep learning methods and artificial intelligence for analyzing and synthesizing real-world data. Within this diverse range, OSEL has been advancing different areas of computational modeling for medical devices. The following examples provide a glimpse of the many computational modeling applications in OSEL.

Scientists have developed computational models of medical devices for investigating a specific approach or consideration about the medical device. It is important to emphasize that the computational studies below are not of a specific manufacturer's device, but of generic devices where the study results have broad impact in that device domain and are translatable to other domains. These models include implantable cardiovascular stents for assessing different methods to calculate fatigue safety factor (12); heart valves implanted with non-circular configurations (13) to assess the impact on stresses and strains; inferior vena cava filters to demonstrate a new method for computing embolus transport (14); hip implants for evaluating the impact of the design on contact mechanics (15); radiofrequency coils for MRI systems (16, 17) to investigate the design parameters on the electromagnetic field; surgical facemasks (18) for evaluating aerosol leakage of different designs; blood pump (19) for assessing the ability to predict hemolysis using computational fluid dynamics; and electrical stimulation of implanted lead wires (20) to investigate local heating. They have also developed new methods for simulating photon transport of x-ray emitters (21) and compressive sensing for imaging systems (22). Another computational effort was the development of a complex constitutive models for absorbable polymers used in medical implants (23).

Computational models of anatomy or physiology include improved drug delivery in the cornea with ultrasound energy (24); physiological models of heart cells (25), renal circulation (26), hemodynamic responses to blood volume perturbations (27), left bundle branch block (28), gas dynamics in the retina (29), coupled electrical and mechanical activity in the heart (30); energy absorption in patients with deep-brain stimulators (31–34), breast tissue expanders (35), in pregnant women and fetus during MRI exams (36); subthalamic nucleus (37), the breast (38), cancellous bone (39), the head (40) and whole body models (41, 42).

A part of OSEL's mission is to improve CDRH's ability to evaluate medical devices and support the regulatory approval of innovative medical devices more efficiently without sacrificing safety. Therefore, some of the research efforts involve demonstrating through examples that the output from computational modeling is a viable source of regulatory-grade evidence, i.e., sufficiently-credible digital evidence that can support regulatory applications (43–45); developing frameworks (46, 47) and metrics (48) for assessing the trustworthiness of models, and studying workflows for creating reproducible models11 (48), and identifying considerations for computational patient models for autonomous medical devices (49).

Other computational tools to assess specific aspects of device performance or safety that industry can employ include a simulator for high-intensity focused ultrasound (HIFU) beams and heating effects (50, 51), benchmarks models for computational fluid dynamics (19), patient-specific workflows for assessing clot trapping efficiency in IVC filters (52), surrogate models for predicting device-specific and species-specific hemolysis (Craven et al., under review), optical-thermal light-tissue interactions for photoacoustic breast imaging (53), and an online app for assessing the safety of color additives (54).

Additional efforts are pushing the state of the art of simulation for medical devices, including fluid-structure-interaction of deformable blood clots, computational human phantoms for active implants (37), lesion insertion and image reconstruction (55), computational patient models for closed-loop control devices (27), whole-heart modeling for electrophysiology devices (30), computational modeling for determining hemolysis levels in patients supported by blood-circulating medical devices (56), evaluating exposure risk from nickel leaching devices (57) and risk assessment for framing policy and deciding on the stockpile of personal protective equipment for wide-spread outbreaks or virus epidemics (58).

Lastly, as previously mentioned, one team is developing and validating a framework for streamlining the market entry of imaging systems relying solely on simulation in place of clinical trials. The VICTRE project (virtual imaging of clinical trials for regulatory evaluation) approach involves simulating the anatomical structure of the breast (with or without a neoplastic lesion), the radiological transmission (i.e., imaging system) and reconstructed images, and the clinical reader studies. By simulating each component of the clinical trial process, there is the potential for minimizing the need for clinical trials and thus the regulatory review of imaging systems (59). Note that the VICTRE project uses statistical analysis tools that evaluate the diagnostic performance of radiologists (virtual or human). An important aspect of the statistical analyses is that they account for radiologist variability and case variability. Such analyses are not trivial and have been developed by OSEL scientists (60–63) with validation based on sophisticated simulation tools (64).

OSEL scientists share their models and data with the public to facilitate the use and broader adoption of these computational tools and approaches. For example, anatomical models of the head (the MIDA model) and whole body models (the Virtual Family) can be downloaded from the IT'IS Foundation's website12, 13 The experimental and computational data from an FDA-led multi-laboratory study for fluid dynamics on generic medical devices can be found here;14 the simulation and statistical tools for the VICTRE project are here15 and here (65, 66); the HIFU simulator here16 Other software applications are being shared through Github17, such as the design of a generic inferior vena cava filter18 and a risk assessment tool for assessing color additives19



COMPUTATIONAL MODELING IN REGULATORY SUBMISSIONS

The OSEL scientists also serve as expert consultants on regulatory submissions. The review and decision about a medical device regulatory application requires a team of experts led by the regulatory offices in CDRH. OSEL scientists serve as specialized, technical experts on the regulatory teams. More than 2500 consulting reviews were completed by all scientists in OSEL in 2017, and about 500 were completed by the 36 scientists interviewed for this perspective. Of the 500 consults performed by the scientists surveyed, 220 (44%) included computational modeling and digital evidence in the submission. (Note that therefore 9% of all expert consults performed by OSEL for the regulatory offices in 2017 involved computational modeling). Of these 220, the submission-type breakdown is as follows: 36% were for premarket 510(k) notifications (for moderate risk devices), 25% for clinical trial applications, 24% for pre-submissions, 13% for premarket approval applications (for high risk devices), with only a handful for other submission types. With respect to medical areas, the largest number of consults in 2017 were for neurological devices, followed by cardiovascular and orthopedic devices, imaging systems, and surgical devices.

The survey results indicated that the primary use of computational modeling in regulatory submissions was to identify the appropriate bench testing configurations, such as worst-case or clinically challenging conditions, for cardiovascular, orthopedic, and surgical implants. The second most common use of computational modeling was to provide evidence supporting the safety assessment of patients with and without implanted devices when exposed to the radiofrequency (RF) fields of an MR system. A noteworthy example of the latter is the recent clearance20 of the first 7 Tesla MRI system (Siemens Magnetom)21, where the Virtual Family (41) and the MIDA head model (40) were used to predict aspects of safety and effectiveness of the new system. Examples of the former include RF safety evaluation for patients with implanted electrically passive (e.g., joint replacement, stents) or electrically active devices (e.g., neurostimulators, pacemakers, cochlear implants). Other modeling examples include therapeutic ultrasound systems where simulation results of the ultrasound energy delivered to in vivo locations have been used in regulatory submissions as justification for system parameters, or the recent clearance of Compressed Sensing GRASP-VIBE® to support high-resolution dynamic abdominal imaging under free-breathing. From the 510(k) summary22, “A comparison of the functionality was performed between the new feature and the device feature by detailed simulations with a numerical [computational] phantom”.

In general, computational modeling can be part of a regulatory submission in two ways. The first is when simulation results serve as supporting (digital) evidence in a marketing application for a medical device. The second is when simulation is a medical device, such as for clinical decision support; this is “software as a medical device.” Virtually all consults regarding computational modeling were of the former; the latter, with just a handful of submissions, is a new growth area for CDRH, especially with the release of the FDA guidance that describes the clinical evaluation for these software application, and the new program area on Digital Health Technologies23 Two examples of software as a medical device that have received FDA clearance used patient-specific computational models generated from CT imaging data to non-invasively predict clinically-relevant quantities for treatment selection. Heartflow® generates a personalized 3D model of the patient's coronary arteries and simulates blood flow to predict fractional flow reserve24 The CardioInsight® Mapping System generates a personalized model of the patient's heart and torso, then simulates the electrical activity on the heart surface from body surface potential recordings25 For more information on these and other patient-specific cardiovascular models see (67).

As indicated by the relatively large number of pre-submissions (approximately five dozen) that contain computational modeling, many sponsors are using this mechanism to discuss with FDA how their computational approaches will be used in different regulatory pathways. The pre-submission26 process enables interaction between companies and FDA to discuss issues (e.g., outstanding regulatory deficiencies) or present new technology or regulatory approaches. Pre-submissions might include details describing how computational modeling might support device performance, augment clinical trials, or be a part of a software as a medical device, but might also include the introduction of innovative devices for informational purposes or for strategic regulatory planning. The mechanism for early interaction is called the Information Meeting, found on page 22 of the guidance.

In this section, we have presented some success stories of computational modeling being used to support medical device regulatory review. However, there remain hurdles for broader adoption of computational modeling. FDA is using its leadership role to help overcome some of these hurdles; one in particular is on communication. The regulatory review process is typically dominated by the review of tens (sometime hundreds) of test reports. CDRH reviewers do not conduct or run simulations for specific regulatory submissions, and consequently rely on the details of a report to understand what was accomplished. Detailed and comprehensive reporting of computational modeling can thus substantively improve the acceptance of digital evidence submitted to CDRH. In 2016, FDA published a guidance document (68) on the details that should be provided to CDRH if computational modeling is used in a regulatory application. The scope of this guidance document, however, does not address the adequacy of the evidence, and therefore adherence to the guidance may not always result in a sufficiently credible digital evidence to support the device safety and/or effectiveness claims. Reasons for this failure include the lack of appropriate scope of use for the computational model or that the verification and validation (V&V) results provided do not support using the model for the specified use. Industry has communicated to FDA that what remains unclear is the V&V evidentiary bar and lack of standards for computational modeling studies. Therefore, FDA has been working closely with the ASME V&V40 Standards Subcommittee on a new standard (44) that will be published in Summer 2018. It presents a risk-informed credibility assessment framework that will help decision-makers determine the V&V evidence needed to support using a computational model for a specific context of use. Other device-specific modeling standards are being developed through ASTM and IEEE. Moreover, FDA actively engages with stakeholders about computational modeling efforts by hosting yearly workshops and conferences with co-sponsors such as the NIH & NSF27 and the Biomedical Engineering Society (69), recorded webinars28, 29, 30 and training seminars (70) on these documents. The use of simulation and digital evidence is rapidly evolving so FDA hopes industry will connect early and often through the pre-submission process to discuss potential opportunities for their computational modeling approaches.



FUTURE OF COMPUTATIONAL MODELING IN MEDICAL DEVICES

The rapid advance of technology has drastically changed the power and availability of computational modeling tools. Increased storage capacity via the cloud, the acceleration of the graphics processing unit (GPU), parallelization, multicore machines, and high performance computing have transformed and facilitated the building of higher fidelity models and models with more complexity through multiscale and multiphysics applications, and improved the resolution and capability for enhanced visualization. With this increased capability and power, evidence from computational modeling has the potential to replace traditional, more burdensome data collection from other models. Notable are the simulations of radiofrequency energy absorption that have replaced confirmatory clinical trials for the MR safety assessment of implants previously discussed (10). Wanting to find more opportunities to minimize the burden of animal and human studies, CDRH will continue to promote the use of computational modeling in medical device development, applications and regulatory submissions and is committed to ensuring the appropriate research, methodologies and expertise is available to make such advances. For example, the FDA has been exploring the use of computational modeling as a possible way to facilitate better reprocessing for reusable medical devices31 Computational fluid dynamics models have the capability to isolate high risk regions in new device designs and can provide appropriate cleaning protocols to eliminate the risk of infection in reusable devices (71).

Another demonstrative example of FDA's commitment to facilitating innovation in medical devices is the collaboration between CDRH and industry through the Medical Device Innovation Consortium (MDIC) using the mechanism of a “mock submission” to demonstrate the regulatory process and evidence collection that could be submitted to FDA when using a new framework to augment clinical trials with virtual patients32. The mock submission approach has been a successful means to gather input from industry and FDA about new and innovative approaches for medical device evaluation (72). The MDIC, a non-profit in the U.S., was established to advance medical device regulatory science for patient benefit. The “Clinical Trials Informed by Bench and Simulation” working group included members from industry and FDA; their main objective was to establish and implement a framework, called the virtual patient discount model (VPDM), for incorporating virtual patients from simulation with real patient data from a clinical study through statistical simulations. Due to its novelty, the members of the working group formed a “sponsor team,” with members from industry and FDA, and prepared the mock submission proposing to initiate a clinical trial with a reduced number of actual patients by harnessing virtual patients; the goal was to present and evaluate the VPDM. The VPDM (73) harnesses Bayesian methods in conjunction with FDA guidance (74) on the use of Bayesian statistics in medical device clinical trials. The mock submission highlighted two key themes. First, early communication between the sponsor and regulatory teams is important to identify areas for detailed discussion, education, or that raise issues of concern, particularly due to the intersection of clinical statistics and engineering simulation. Second, model credibility, suitability, and context of use should be integral to the model development work, as they will heavily influence the success of the approach. All mock submission documents and FDA's formal response are publicly available on the MDIC website for the Virtual Patient Project.

The aforementioned VICTRE project for imaging systems also exemplifies other advances FDA is considering for augmenting clinical trials. The power of this approach lies in the ability to replace expensive and lengthy clinical trials for new imaging systems with completely in silico trials. The physics for these systems are well-known and all aspects of the evaluation cycle can be simulated with sufficient confidence to replace each step with simulation. The main objective of this approach is to achieve the same regulatory conclusion with the virtual clinical trial as with a large 600-patient clinical trial (75). The success of this approach relies on statistical models, deep learning and artificial intelligence (AI); these advanced analysis and statistical methods, which are comparable with mechanistic, predictive engineering tools, have the potential to dramatically transform medical devices (76). In fact, CDRH just permitted the marketing of the first medical device with AI33.

The device uses deep learning algorithms (77) to analyze images of the eye taken with a retinal camera for detecting diabetic retinopathy.

In other industries, computational modeling has long been recognized as a crucial scientific tool for getting innovative products into the hands of consumers34 (78) and facilitating design excellence through product lifecycle management (PLM). “PLM is a business solution which aims to streamline the flow of information about the product and related processes throughout the product's lifecycle such that the right information in the right context at the right time can be made available (79)”. If the medical device industry were to embrace PLM, they could more fully harness the power of simulation in each phase of the product's lifecycle and utilize AI tools to implement knowledge gained from real-world data to enhance their understanding of performance, support continuous improvement, and inform new designs and therapies. FDA also believes that computational modeling is poised to become a critical tool for accelerating regulatory decision-making. Continued adoption will be essential for advancing FDA's mission, improving our ability to evaluate medical devices more efficiently, reducing regulatory burden for sponsors, and accelerating the introduction of innovative technologies to the U.S. market for the benefit of patients.
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FOOTNOTES

1https://www.fda.gov

2http://www.fda.gov/ScienceResearch/SpecialTopics/RegulatoryScience/

3Computational modeling is the process of representing a real-world system by means of a computer and then running the simulation by implementing a numerical scheme.

4The FDA definition of medical devices excludes drugs, which achieve their effects through chemical action within or on the body. The vast majority of medical device manufacturers are classified by the U.S. Department of Commerce in five industries: x-ray and electromedical equipment, surgical and medical instruments, surgical appliances and supplies, dental equipment, and ophthalmic goods (2)

5https://www.fda.gov/AboutFDA/CentersOffices/OfficeofMedicalProductsandTobacco/CDRH/CDRHReports/ucm274152.htm

6https://blogs.fda.gov/FDAvoice/index.php, post July 7, 2017.

7Evidence from algorithms, and computer-based modeling and simulation will be referred to as digital evidence.

8https://www.fda.gov/AboutFDA/CentersOffices/OfficeofMedicalProductsandTobacco/CDRH/CDRHOffices/ucm115989.htm

9https://scl-wiki-01.fda.gov/wiki/index.php/Main_Page

10https://www.fda.gov/MedicalDevices/ProductsandMedicalProcedures/HomeHealthandConsumer/ConsumerProducts/ArtificialPancreas/default.htm

11NIBIB. R01EB024573, https://simtk.org/projects/kneehub

12The MIDA Model: https://www.itis.ethz.ch/virtual-population/regional-human-models/mida-model/,

13The Virtual Family: https://www.itis.ethz.ch/virtual-population/virtual-population/overview/

14https://nciphub.org/wiki/FDA_CFD

15https://github.com/didsr/victre

16https://www.mathworks.com/matlabcentral/fileexchange/30886-high-intensity-focused-ultrasound-simulator.

17https://github.com/didsr

18https://github.com/kenaycock/Generic-IVC-Filter

19https://dsaylor.github.io/CHRIS/

20510(k) Summary: https://www.accessdata.fda.gov/cdrh_docs/pdf17/K170840.pdf

21https://usa.healthcare.siemens.com/news/magnetomterrafdaclearance.html

22510(k) Summary: https://www.accessdata.fda.gov/cdrh_docs/pdf17/K173617.pdf

23https://www.fda.gov/medicaldevices/digitalhealth/

24https://www.accessdata.fda.gov/cdrh_docs/pdf15/K152733.pdf

25https://www.accessdata.fda.gov/cdrh_docs/pdf16/k162440.pdf

26FDA Final Guidance, Software as a Medical Device (SAMD): Clinical Evaluation. (2017). Available from: https://www.fda.gov/downloads/medicaldevices/deviceregulationandguidance/guidancedocuments/ucm311176.pdf

27https://www.fda.gov/ucm/groups/fdagov-public/@fdagov-meddev-gen/documents/document/ucm364603.pdf

28ORS Webinar: FDA - Modeling and Simulation Initiatives at CDRH on Vimeo (2017): https://vimeo.com/194712010,

29ORS Webinar: FDA - Assessing the Predictive Capability of Computational Modeling for Medical Device Submissions on Vimeo (2017): https://vimeo.com/221479130,

30Xtalks Webinar (2018) FDA Perspectives on Computer Simulations in the Evaluation of Medical Devices, https://xtalks.com/webinars/fda-perspectives-on-computer-simulations-in-the-evaluation-of-medical-devices/

31https://www.fda.gov/MedicalDevices/DeviceRegulationandGuidance/ReprocessingofReusableMedicalDevices/ucm252952.htm

32Virtual Patient Website, http://mdic.org/computer-modeling/virtual-patients/

33https://www.fda.gov/newsevents/newsroom/pressannouncements/ucm604357.htm

34UL Science news: https://newscience.ul.com/articles/computational-modeling-of-lithium-ion-batteries
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Use of a left ventricular assist device (LVAD) can benefit patients with end stage heart failure, but only with careful patient selection. In this study, previously derived Bayesian network models for predicting LVAD patient mortality at 1, 3, and 12 months post-implant were evaluated on retrospective data from a single implant center. The models performed well at all three time points, with a receiver operating characteristic area under the curve (ROC AUC) of 78, 76, and 75%, respectively. This evaluation of model performance verifies the utility of these models in “real life” scenarios at an individual institution.
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INTRODUCTION

Heart failure is a chronic, progressive condition that affects over 6 million Americans. It is characterized by a decline in function of the heart to pump enough blood to perfuse the body (1). As the condition progresses, treatments may escalate from risk factor modification and oral medications to intravenous inotropes and surgical interventions, such and mechanical heart-assist pumps and heart transplantation (2). Heart transplantation is the gold standard treatment for end stage heart failure; however, donor heart supply is limited and not all patients are eligible for transplant, due to their age, comorbid conditions, or lifestyle choices. As an alternative, advanced heart failure patients may receive a durable left ventricular assist device (LVAD) as a bridge to transplant (BTT) or as a destination therapy (DT) (3).

LVADs can improve quality of life and increase patient survival (4, 5), but also require changes in daily life, a significant investment of time and money, and are associated with risks of adverse events (6). These tradeoffs underscore the importance of careful patient selection, for which predictive models can serve as an important component of risk assessment.

We recently developed models to predict post-LVAD mortality at 1, 3, and 12 months after implant (7) using the data from the Interagency Registry for Mechanically Assisted Circulatory Support (INTERMACS), the largest registry of retrospective LVAD patient data in the United States (4). The models were developed using Bayesian analysis and validated with a subset of registry data that was withheld from the model derivation. While use of the large registry dataset provides a robust model, it obscures institution-dependent differences in patient selection, care, and outcomes. Use of a personalized decision support tool in a “real world” clinical setting is necessary to understand its applicability at individual institutions.

Additionally, the INTERMACS registry has missing data and entry errors. The extent to which missing data affects the performance of the Bayesian predictive models is unknown; therefore, a carefully checked and evaluated dataset from a single clinical site was used to measure model performance.

This study was undertaken to establish the performance of our Bayesian models for LVAD mortality at a single institution with a complete, retrospective patient data set. The goal of this work was to prove the utility of the models for eventual use in prospective patient risk assessment.



METHODS


Data Acquisition and Cleaning

We acquired site-specific INTERMACS data for 100 consecutive patients who received a CF-LVAD at Allegheny General Hospital (AGH) between 2014 and 2015. Patients signed consent forms for their data to be collected in INTERMACS at the time of LVAD implant. A data sharing agreement was established between Carnegie Mellon University (CMU) and AGH to assure the security of protected health information in this study. This study was approved by CMU and AGH's review boards for biomedical research (IRBs).

The time-period was selected to include records with at least 1 year of follow up data. The data was organized into three categories: Pre-Implant, Post-Implant, and Events. Missing or illogical data (outside of feasible range or conflicting with other entries) was manually identified and checked by a data coordinator. Data elements that were designated as “unknown” or “missing” were addressed by reviewing all available patient medical records. In cases where the data could not be found, the data field was denoted as “not recorded.” All units for continuous variables were also checked. Once all 100 patients were verified by the coordinator at AGH, the data set was sent to CMU for analysis.

Data cleaning revealed 9% of all pre-implant information (2,704 out of 28,500 possible fields, 2,850 per patient) was missing or out of range in the patient records. After data cleaning, this was reduced to 4% (1,184) fields that were confirmed as not recorded. This cleaned data set was used for the validation analysis.



Data Pre-processing

Pre-implant continuous data were binned into groups, which were determined during the initial model derivation (7) and briefly described, below. Mortality outcomes were determined for each patient using the Event data for each of the three time points: 1, 3, and 12 months post-LVAD.



Original Model Derivation and Predictive Variables

The models used in this analysis were derived using pre-implant patient information from INTERMACS from January 2012 to December 2015, for adults (over 18 years of age) who received their first primary continuous flow LVAD or LVAD and right ventricular assist device (RVAD) in combination (n = 10,277). This time frame was chosen to include current generation continuous flow LVADs and contemporary approaches to patient management. Outcomes for mortality were chosen at 1, 3, and 12 months after primary LVAD implant, to capture early outcomes that may impact hospital performance and reimbursement (8) (1 and 3 months) and long-term outcomes (12 months).

Naïve Bayes (NB) models were derived for each time point using a training dataset consisting of 80% of the records selected at random (n = 8,222). The remaining 20% (n = 2,055) were held aside for model validation. Continuous variables were discretized using either expert binning, equal frequency, or equal width binning to achieve the maximum information gain for each variable with respect to the model time-point. Feature selection was performed using information gain on the training data. Models were learned using the NB method in GeNie 2.2 (BayesFusion, Pittsburgh, PA). Each model was optimized by running 10-fold cross validation and removing variables with low diagnostic value (as measured in GeNie) until the area under the receiver operator characteristics curve (ROC AUC) dropped precipitously. The final NB models had 28, 26, and 21 predictive variables for the 1, 3, and 12-months outcomes, respectively, with 36 total unique variables. The resulting Bayesian models are illustrated in Supplemental Material.

Variables with the highest diagnostic value for 1-month post-LVAD mortality were concomitant RVAD implant, total number of events during the implant hospitalization, platelet count, bilirubin, aspartate aminotransferase, and INTERMACS profile. For the 3-months mortality model, the highest diagnostic value variables were concomitant RVAD implant, age, blood urea nitrogen, hemoglobin and INTERMACS profile. For the long-term mortality prediction, the most associated variables were age, blood urea nitrogen, hemoglobin, device strategy (DT), and concomitant RVAD implant. The diagnostic value for each variable in the model is captured in Supplemental Material.



Analysis of Patient Population

The patient population from the AGH study cohort was compared to the LVAD patient population from INTERMACS that was used for original model derivation and validation. Fisher's exact test, Pearson's chi-square and student's t-test were used to compare the populations in SPSS (IBM).



Model Validation and Comparison

The complete AGH data sets were used to measure the Bayesian mortality model performance for each time point, using test validation in GeNie (BayesFusion, Pittsburgh, PA). The resulting ROC AUCs were compared to the original model validation performance using DeLong's test (9) with the pROC package in R.




RESULTS

The patient cohort at AGH was similar to the overall INTERMACs population in terms of patient age and gender (Table 1). The main difference between cohorts were the distribution of INTERMACS profiles (p-value < 0.001) and the distribution of device strategies (p-value < 0.001). The AGH population had a larger proportion of INTERMACS profiles 1 and 2 and a larger proportion of likely bridge to transplant (BTT) patients. The rate of mortality events was similar to the INTERMACs population for all three end-points.



Table 1. Comparison of AGH patient cohort with overall INTERMACS registry.
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One month after implant, 4 (4%) of the 100 AGH patients had died. The 1-month mortality model correctly predicted 3 out of the 4 deaths (75%) and predicted 87 out of 96 alive patients (91%), using a threshold of 50% (Table 2). The ROC AUC was 78%, with a 95% confidence interval (CI) of 0.36–1.0. This is performance is comparable to the original model validation of 70% ROC AUC, with CI 0.65–0.74 (Figure 1). Comparison of the ROC AUCs with DeLong's test yielded p-value = 0.71, no statistical difference in performance.



Table 2. 1-Month mortality model performance.
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FIGURE 1. ROC curves for 1-month mortality from original and AGH-specific validation.



At 3 months after implant, 8 (8%) of the 100 patients had died. The Bayesian mortality model correctly predicted 4 of the 8 deaths (50%) and 83 of the 92 living patients (90%), using a mortality risk threshold of 50% (Table 3). The ROC AUC for the model performance was 76% with 95% CI 0.56–0.96. This is comparable to the original model test validation of 71%, with 95% CI 0.67–0.75 (Figure 2). Comparison of the ROC AUCs with DeLong's test yielded p-value = 0.61, no statistical difference in performance.



Table 3. 3-Months mortality model performance.
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FIGURE 2. ROC curves for 3-months mortality from original and AGH-specific validation.



By 12 months after implant, 18 (18%) of the 100 patients had died. The Bayesian mortality model correctly predicted 6 of the 18 deaths (33%) and 73 of the 82 living patients (89%), using a mortality risk threshold of 50% (Table 4). The ROC AUC for the model performance was 75%, 95% CI 0.65–0.87, which was comparable to the original model validation of 69%, 95% CI 0.66–0.72 (Figure 3). Comparison of the ROC AUCs with DeLong's test yielded p-value = 0.28, no statistical difference in performance.



Table 4. 12-Months mortality model performance.
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FIGURE 3. ROC curves for 12-months mortality from original and AGH-specific validation.





DISCUSSION

The Bayesian models for mortality derived on INTERMACS data performed with ROC AUCs of 78%, 76%, and 75% in a single center retrospective cohort for 1, 3, and 12 months post-LVAD implant, respectively. We had previously reported ROC AUCs of 70, 71, and 69% with a validation cohort from INTERMACS. All three mortality models performed comparably in the AGH patient dataset, indicating that these models have utility for prospective patient validation at this LVAD implant center.

Verifying model performance on a center's specific patient population is especially important given the influence of institutional experience on outcomes. This has been illustrated by the Heartmate II Risk Score, which includes institution implant volume as a statistically significant predictor for mortality outcomes (10). Additionally, an assessment of implant center volume on 1-year mortality of destination therapy (DT) patients found that low volume centers had a higher mortality rate (11). Similar relationships have been reported for transplant graft survival (12) and right heart failure-associated mortality (13). Since AGH is an experienced, high volume implant center, the models may perform better there than in a lower implant volume institution.

In addition to different in hospital experience, the mix of patient health status and strategy of patient management may impact model performance. There were significantly more patients with severe heart failure, as indicated by the percentage of patients with INTERMACS 1 and 2 profiles, at AGH. However, the mortality rates for AGH patients at each time point were comparable to the mortality rates in the INTERMACS population. Subjectivity in patient classification (14) or experience in patient management may contribute to the rate of patient survival. AGH also had significantly more patients who were BTT and fewer who were DT, compared to the INTERMACs population. However, this distribution of patients is in line with the INTERMACs cohort, where DT patients are more often INTERMACs profile 3 and 4 (15).

Despite the data cleaning step at AGH, there were 1,184 fields that were not recorded. A strength of using the Bayesian modeling for this risk tool is that it is robust to missing information when making predictions, as demonstrated by the resulting ROC AUCs. Whether having no missing data would improve the model performance remains unknown. However, it is unlikely that any institution can have a value for every possible patient variable, especially in cases where rapid patient deterioration requires an emergent decision. The use of Bayesian methods makes these models attractive for real world use.

The models assessed in this analysis are available at app.myCORA.org with an institutional login, as part of the Cardiac Outcomes Risk Assessment (CORA) decision support tool for physicians (Figure 4). This tool has begun to be prospectively evaluated by the multidisciplinary team at the weekly transplant meetings at AGH to assess its performance and impact on clinician decision making. At present, patient data will be entered manually into the tool by a VAD coordinator, but work is in progress to allow for integration with the electronic health record system. Predictive models for post-LVAD adverse events are being developed to add to the CORA tool (e.g., ischemic stroke, recurrent gastrointestinal bleeding, and right heart failure) and will be evaluated for performance with the same single center, retrospective validation methodology.
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FIGURE 4. Screen capture of the CORA decision support tool. The myCORA app shows risk predictions for survival, ischemic stroke (Isch-CVA), recurrent GI bleeding, right heart failure (RHF), and hemorrhagic stroke (ICH-CVA). Data are presented in the Prognosis table as percent probability at different time points. In the Survival line graph, the predicted survival for the patient on an LVAD is shown in the blue “VAD” line. The gray “Avg 43” presents the survival of a non-sick 43-years-old, derived from census data. The dark gray line “Device Strat” presents the survival prediction for all patients with the same device strategy (e.g., Bridge to Transplant). The green line “INTERMACS” presents the survival for all patients with the same INTERMACS Profile (e.g., profile 3). Finally, the orange line “SHFM” is the survival prediction for the patient calculated with the Seattle Heart Failure Model.





CONCLUSION

By validating the model set at a single clinical site, performance can be demonstrated for the patient population served at that particular site and for the unique surgical and medical management style of the clinicians. This exercise is imperative to confirm the utility of the mortality models for clinical decision making. Future work will be to prospectively test the model performance in the AGH multidisciplinary team meeting setting, to evaluate utility in real life decision making.
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Purpose: The purpose of this study was to investigate the need for high-resolution detailed anatomical modeling to correctly estimate radio-frequency (RF) safety during magnetic resonance imaging (MRI). RF-induced heating near metallic implanted devices depends on the electric field tangential to the device (Etan). Etan and specific absorption rate (SAR) were analyzed in blood vessels of an anatomical model to understand if a standard gel phantom accurately represents the potential heating in tissues due to passive vascular implants such as stents.

Methods: A numerical model of an RF birdcage body coil and an anatomically realistic virtual patient with a native spatial resolution of 1 mm3 were used to simulate the in vivo electric field at 64 MHz (1.5 T MRI system). Maximum values of SAR inside the blood vessels were calculated and compared with peaks in a numerical model of the ASTM gel phantom to see if the results from the simplified and homogeneous gel phantom were comparable to the results from the anatomical model. Etan values were also calculated in selected stent trajectories inside blood vessels and compared with the ASTM result.

Results: Peak SAR values in blood vessels were up to ten times higher than those found in the ASTM standard gel phantom. Peaks were found in clinically significant anatomical locations, where stents are implanted as per intended use. Furthermore, Etan results showed that volume-averaged SAR values might not be sufficient to assess RF safety.

Conclusion: Computational modeling with a high-resolution anatomical model indicated higher values of the incident electric field compared to the standard testing approach. Further investigation will help develop a robust safety testing method which reflects clinically realistic conditions.

Keywords: RF safety, SAR, blood vessels, small implantable device, tangential electric field


INTRODUCTION

Magnetic resonance imaging (MRI) has become one of the most popular medical imaging modalities thanks to its noninvasive nature based on non-ionizing radiation. It is often used as the diagnostic tool of choice for various diseases and represents a safe imaging device, although some risks still exist and need to be mitigated. For example, the radio-frequency (RF) power used to elicit the magnetic resonance (MR) signal may induce a temperature increase inside the patient’s body. Furthermore, implantable medical devices with electrically conductive components may act as RF antennas resulting in amplified energy absorption and temperature increase near the device, which may cause possible thermal tissue injury for the patient.

The ASTM F2182-11 standard proposes a testing method to assess MR RF heating safety of passive implantable devices such as stents (ASTM F2182-11a, 2011). The standard provides indication on how to evaluate the whole-body averaged specific absorption rate (SAR), the local SAR, and the temperature rise caused by the device using a rectangular box filled with a saline gel (“ASTM phantom”).

The results of the ASTM testing are then used to generate the MR Conditional labeling of the device. Historically, ASTM testing has been considered to represent an upper limit for in vivo heating. Although the ASTM phantom allows heating assessment under well controlled conditions, one open question is how well an electrically homogeneous model can represent a whole human body with respect to RF-induced heating for implants. Anatomical structures in the human body are highly intricate and inhomogeneous. In addition, ASTM testing is performed with the phantom placed at the center of the RF coil whereas patients can be scanned in multiple positions depending on the anatomical area under clinical examination. Therefore, RF-induced heating measurements due to an implanted device performed using the ASTM phantom may not necessarily be the worst case and may not be directly translated into in vivo scenarios.

Choosing the right phantom to obtain a realistic assessment of in vivo heating in the human body is challenging. Adams et al. (2005) used an ex vivo superficial femoral artery to test 15 stents. It is difficult to perform such experiment for every possible stent because of the wide variety of shapes, materials (O’Brien and Carroll, 2009), and types, such as drug-eluting stents (Shellock and Forder, 2005; Garg and Serruys, 2010). Hug et al. (2000) tested 19 stents inside of yogurt, which has the MR relaxation time close to human myocardial tissue. Their choice of material successfully enabled them to observe safety of different stents including RF heating in the synthesized conditions. However, there remains an open question about the interactions of stents with the surrounding tissues such as muscle and fat. Creating an anthropomorphic phantom is difficult because tissue-mimicking medium and intricate structures of a human body are very challenging to fabricate.

Computational modeling is often used for medical device RF safety evaluation as a complementary approach to experimental measurements. The finite-difference time-domain (FDTD) method is one of the most popular techniques used to assess RF safety, as it allows calculating electromagnetic fields in anatomically detailed numerical whole-body human models. Currently available whole-body anatomical models have up to 77 anatomical structures (Ackerman, 1998; Nagaoka et al., 2003; Christ et al., 2009; Massey and Yilmaz, 2016). Some of these models have up to 1 mm spatial resolution and a fine segmentation of blood vessels, which are ideal for the MR RF safety analysis of a stent. Despite the availability of such high-resolution models, previous studies did not exploit the highest resolution of the models due to computational resource limitations.

For example, Homann et al. (2011) showed that a spatial resolution of 5 mm is sufficient to simulate the SAR of five volunteers. However, 5 mm spatial resolution does not allow the discernment and characterization of very thin structures such as blood vessels. With the advancement of computational hardware resources today, such as the amount of random-access memory (RAM) and the availability of a graphic processing unit (GPU), FDTD-based models up to 1 Giga cells – corresponding to a whole body spatial resolution of less than 2 mm – can now be handled. Such detailed simulations may provide more accurate predictions of the specific source of RF-induced heating and help us identify devices that are at higher risk for RF heating, due to their anatomical location.

In addition, using local SAR as the only parameter to assess RF-induced heating presents some significant limitations. Indeed, local SAR might not correlate directly with heating as it results from all the components of the electric field, while the tangential component of the electric field is exclusively responsible for the currents induced in the implant. As such, the local background SAR (tissue SAR without a device) may not be the best parameter to study RF-induced heating compared to tangential electric field.

In this study, we evaluated the local background voxel-averaged SAR (SARraw), 1 g-averaged SAR (SAR1g), and 10 g-averaged SAR (SAR10g) in the vascular territories of the 1 mm isotropic numerical whole-body AustinMan human model and in the ASTM phantom. The tangential electric field (Etan) was also studied for selected trajectories typical of stents location within the vessels. Four imaging landmark positions of the human model within the RF coil were simulated with a local numerical resolution up to 0.98 mm.



MATERIALS AND METHODS

Computational Modeling Setup

Electromagnetic field simulations at 64 MHz (1.5 T MRI system) were performed using the commercially available FDTD platform, Sim4Life (Zurich Med Tech, Switzerland). The birdcage coil was modeled based on the MITS1.5 physical system (Zurich Med Tech, Zurich, Switzerland). As described by Lucano et al. (2016), the coil was 750 mm in length and 650 mm in diameter, included 16 legs and two rings. All the coil materials were modeled as perfect electric conductors (PEC). The coil was driven in quadrature mode with two sources of equal amplitude with a 90°phase shift. The electrical components (1 kΩ resistors and 69.5 pF capacitors) were distributed in parallel on the rings. The MRI RF exposure was modeled as a continuous wave, which is the typical approach used in literature. It is not directly scalable to the exposures at the clinical MRI scanners; however, it provides a worst-case exposure scenario as the clinical MR sequences never reach a 100% duty cycle.

The high-resolution AustinMan v2.4 model (Massey and Yilmaz, 2016) with 1 mm isotropic spatial resolution was chosen because the vascular territories were segmented in detail although some of the very thin vessels are not continuous. The model has 64 anatomical structures. Each structure was assigned to a material with a specific electrical conductivity, permittivity, and mass density based on Gabriel (1996).

Numerical Implementation

A multi-grid FDTD approach was used to discretize the simulation domain. In the multi-grid approach, a region with a main grid and another with a fine local grid were generated. The main grid with 2 mm isotropic resolution was used to discretize the anatomy of the patient. The fine local grid was used to discretize the fine components of the coil. As a result, some portions of the AustinMan model were discretized up to 0.98 mm in each dimension. A maximum isotropic resolution of 2 mm was used for the main grid as this was the highest achievable resolution utilizing all the available computational resources on our workstation (128 GB of RAM and NVIDIA Tesla K80 GPU).

SAR Values in ASTM vs. AustinMan

Four simulations were performed with the AustinMan model at four different imaging landmarks with the isocenter of the coil placed at the brain, the heart, the hip bone, and the knee. These body parts are scanned often with an MRI for diagnostic purposes. An additional simulation was run using the ASTM phantom model at the isocenter of the coil. The conductivity of the gel was 0.47 S/m. Each simulation with the AustinMan model took approximately 27 h. The simulation with the ASTM phantom took approximately 4 h.

The maximum SARraw, SAR1g, and SAR10g values were calculated over the entire ASTM phantom as well as within the 10 cm trajectory as recommended in the standard. The maximum SAR values were also calculated in the blood vessels of the AustinMan model at each landmark. 3D surface maps of the SAR distribution on the vessels were generated to observe the appearance of any localized high exposure. In addition, axial slices of SAR were compared with the anatomical segmentation to identify the vessels with high exposure.

Electric Field Tangential to Stents in Blood Vessels

Five stent locations were chosen and studied from Shellock (2014) as well as the archives of the premarket submissions on the U.S. Food and Drug Administration website (U.S. Food and Drug Administration, 2018). The location, orientation, and length of each stent trajectory in the AustinMan model was determined to calculate the tangential electric field.

Five case studies were analyzed for the ascending aorta, the brachial artery, the femoral artery, the iliac artery, and the popliteal artery. Stent trajectories were created based on the centerline of each blood vessel to model realistic scenarios. The centerlines were calculated in MATLAB (The MathWorks, Inc., Natick, MA, United States) by binarizing the label map of a specific vessel and determining the centroid of the consecutive axial slices. The centerline was then imported into Sim4Life to create a smooth trajectory. The Etan value was calculated along each trajectory using the IMSAFE module in Sim4Life. The magnitudes of Etan values were calculated offline.

Etan values were also calculated in the gel of ASTM phantom. A straight 10 cm trajectory was placed in the gel where the electric field is high and homogeneous as recommended by ASTM standard (ASTM F2182-11a, 2011). The trajectory was placed along z-axis, 3.7 cm away from the wall of the container in x-axis, and the middle plane in y-axis. This satisfies the recommendation in the standard (at least 2 cm away from the gel surface, bottom, and walls of the container). Magnitudes of Etan were calculated by following the same procedure as explained above for the stent trajectories.

Normalization

All the results were normalized to satisfy the limits of SAR defined for normal operating mode (IEC, 2015). Specifically, the normalization coefficient was calculated to ensure that the following three conditions were all satisfied: whole-body SAR ≤ 2 W/kg, head SAR ≤ 3.2 W/kg, and partial-body SAR ≤ 2–10 W/kg. The exact limit for partial-body SAR limit was determined based on the exposed mass covered under the RF coil at the landmark as follows.

[image: image]

In this study, the whole-body SAR of 2 W/kg was the limiting safety condition for all the simulations except for the simulation at the heart landmark, which was normalized using the partial-body SAR.



RESULTS

SAR Values in ASTM vs. AustinMan

The maximum SARraw, SAR1g, and SAR10g values in the ASTM phantom were compared against those in the AustinMan model at four landmarks. The results are summarized in Figure 1. The maximum SARraw value along the 10 cm trajectory was 4.9 W/kg. The ratio of the peak value at that location to the average SAR value of the phantom (2 W/kg) was 2.45.
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FIGURE 1. The maximum values of SARraw, SAR1g, and SAR10g values are shown for the ASTM phantom model and the blood vessels at four different landmarks in the AustinMan model. The maximum SAR values in the ASTM phantom were identified in the whole ASTM phantom and within the 10 cm trajectory placed in the reference location suggested by the ASTM standard. The maximum SAR values in ASTM regardless of locations were much lower than that in the AustinMan model at any image landmarks. The maximum SAR10g value in the blood vessels at the hip bone landmark was 70 W/kg, which was also the highest SAR10g value among all the anatomical structures in the same simulation.



The blood vessels of the AustinMan model showed much higher SAR values compared to the SAR values in gel regardless of volume averaging: the maximum values in the blood vessels were up to 63 times higher for SARraw (564.1 W/kg vs. 9.0 W/kg), up to 11 times higher for SAR1g (92.2 W/kg vs. 8.7 W/kg), and up to nine times higher for SAR10g (70 W/kg vs. 8.2 W/kg) compared to the entire ASTM phantom results. The maximum values in the blood vessels were up to 115 times higher for SARraw (564.1 W/kg vs. 4.9 W/kg), up to 19 times higher for SAR1g (92.2 W/kg vs. 4.9 W/kg), and up to 14 times higher for SAR10g (70 W/kg vs. 4.9 W/kg) compared to the reference point in the ASTM phantom as the standard suggests.

For the brain landmark, all the maximum SAR values were found in the heart region where various coronal stents can be implanted. For the heart landmark, the maximum SAR values were found at the different locations. The maximum SARraw was located close to the skin where the AustinMan’s left elbow is rested on the oblique abdominal region. The maximum SAR1g was found in the AustinMan’s right oblique abdominal region. The maximum SAR10g was located in the lower spine where inferior and superior mesenteric stents can be implanted. At the hip bone landmark, all the maximum SAR values were found at the groin region where the brachytherapy devices can be inserted. These devices require MRI scans to calculate the dosage after the device is inserted in the body. For the knee landmark, the maximum SARraw was at the left ankle where bypass grafts can be implanted. The maximum SAR1g and SAR10g were at the location where popliteal stents can be implanted.

SAR Values in the Blood Vessels of AustinMan

The SAR maps from the AustinMan simulations were masked to evaluate the results exclusively in the blood vessels as shown in Figure 2. We performed masking after calculating volume-averaged SAR values. Thus, the SAR values of surrounding structures of blood vessels were considered in calculating over 1 and 10 g volumes. Clusters of high SAR values exceeding the ASTM peak were found for all SARraw, SAR1g, and SAR10g results. In addition, there were some high SAR regions being washed out by volume averaging. For example, the brachial artery showed high SARraw, but low SAR1g and SAR10g at the heart landmark (pink arrows in Figure 2). The SAR maps of the blood vessels at all the imaging landmarks (brain, heart, hip bone, and knee) are shown in Supplementary Figure S1.


[image: image]

FIGURE 2. The blood vessel 3D SAR maps at the heart landmark are shown. The color scale was set such that the maximum was twice the peak SAR calculated in the whole ASTM phantom model (9.0, 8.7, and 8.2 W/kg for SARraw, SAR1g, and SAR10g, respectively) to optimize the visualization of the peaks across all the models. The pink arrows pointing to the brachial artery show the example of high SAR values in SARraw which were washed away in the SAR1g and SAR10g maps due to volume averaging.



All the SAR results were compared with the anatomical map of the AustinMan model. The blood vessels showed higher SAR compared to the surrounding tissues. Examples of such cases are shown in the axial slices in Figure 3 along with the corresponding anatomical maps. Blood vessels are shown in cyan and the pink arrows indicate those with high SAR1g. Maximum SAR1g in the blood vessels shown in these axial slices are 32, 20, 23, and 40 W/kg, for the brain, heart, hip bone, and knee landmarks, respectively.
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FIGURE 3. 3D SAR1g maps in blood vessels are shown for all four landmarks. High SAR1g was reported in some of the blood vessels compared to surrounding tissues. Examples of high SAR1g in vessels are provided in axial views along with the corresponding anatomical maps.



Electric Field Tangential to Stents in Blood Vessels

Five stent locations were identified in the AustinMan model (Figure 4). Stents for these selected locations can have a range of 10.0–300.0 mm in length and 2.5–46.0 mm in diameter. The lengths of the trajectories were 70.9 mm for the ascending aorta, 83.9 mm for the brachial artery, 179.7 mm for the femoral artery, 111.4 mm for the iliac artery, and 91.6 mm for the popliteal artery. Each length was determined based on the commercially available stents identified in Figure 4 as well as the vessel continuity of the AustinMan model.
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FIGURE 4. The blood vessels of the AustinMan model and its skin are shown. The black arrows indicate the five stent locations investigated. The lengths and diameters of commercially available stents are summarized. The blood vessels are modeled in detail although some discontinuities exist.



The Etan profile in each location is shown in Figure 5. The landmark highly affected the Etan values for all five different stent trajectories. High Etan values were found in the brachial artery (194.1 V/m) at the heart landmark, the iliac artery (153.2 V/m) at the hip bone landmark, and the popliteal artery (231.3 V/m) at the knee landmark. The Etan values were consistently high in the popliteal and iliac arteries at the hip bone landmark. The mean Etan value in the popliteal artery was 59.6 V/m and the mean Etan value at in the iliac artery was 111.5 V/m.
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FIGURE 5. The magnitudes of Etan were calculated along five trajectories in the ascending aorta, the brachial artery, the femoral artery, the iliac artery, and the popliteal artery. The lengths of the trajectories were 70.9, 83.9, 179.7, 111.4, and 91.6 mm for the ascending aorta, the brachial artery, the femoral artery, the iliac artery, and the popliteal artery, respectively.



The maximum Etan values in five blood vessel locations and in the ASTM phantom were compared (Figure 6). The following three stent locations exceeded the maximum Etan in the gel of the ASTM phantom (146.2 V/m): the brachial artery at the heart landmark (194.1 V/m), the iliac artery at the hip bone landmark (153.2 V/m), and the popliteal artery at the knee landmark (231.3 V/m). The highest Etan value which was found in the popliteal artery at the knee landmark was approximately 58% higher than that in the gel of the ASTM phantom.
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FIGURE 6. The maximum magnitudes of Etan calculated in the blood vessels of the five stent locations were compared with the maximum magnitude of Etan calculated in the ASTM phantom (shown by the pink horizontal line).





DISCUSSION

In this study, we compared SAR and Etan in the ASTM phantom with those in the AustinMan model at four landmarks and evaluated whether the RF exposure in a simplified geometry with a homogeneous medium is representative of the exposure in the human body in a clinical setting. The ratio of the peak SAR value in the 10 cm trajectory to the averaged SAR value in the ASTM phantom (2.45) was comparable to that of previous studies. Amjad et al. (2005) quantified the SAR distribution at 64 MHz with two different conductivities: 0.27 and 0.6 S/m. The ratio of their local to whole-phantom SAR values were 2.5 and 2, respectively. Additionally, this ratio is in line with values reported by MR testing companies when performing RF-safety testing in ASTM phantom (Song et al., 2018).

Some parts of the human model were subject to high SAR across different landmarks. For example, simulations at both the brain and the heart landmarks showed high SAR values in the common carotid arteries, the subclavian arteries, and the innominate artery. This is likely due to the length of the coil which covered those three arteries at both the brain and the heart landmarks. A shorter coil may result in a smaller exposed body volume, and the SARraw and Etan values in those tissues may be lower. Nevertheless, tissues outside of the coil can still have high SAR due to eddy currents induced in the body as shown in the heart, hip bone, and knee landmarks (Figure 3). Thus, it is important to consider the possible effect of different coil geometrical and electrical characteristics when evaluating medical device safety.

This study focused on the safety assessment at 64 MHz (1.5 T MRI system). The scanners used in a clinical setting can have a static field up to 7 T. Therefore, further analysis may be needed to evaluate RF safety in the 3 and 7 T environments.

The SARraw values were proportional to the Etan values in all the blood vessel trajectories that we evaluated. The popliteal artery at the knee landmark showed high SARraw values up to 76.2 W/kg and its averaged Etan value was 154 V/m. The iliac artery at the hip bone landmark also showed high SAR values up to 68.9 W/kg and its averaged Etan value was 112 V/m. The ascending aorta and the femoral artery had mean SARraw less than 2 W/kg and their averaged Etan values were less than 50 V/m.

However, the volume-averaged SAR in the patient-left brachial artery at the heart landmark was not in agreement with Etan because the high SARraw was washed out by averaging over the surrounding tissues. This example shows that volume averaging is not always a proper surrogate for Etan and substantiates the need for SARraw or Etan as metrics for safety assessment.

The length of the device also plays a key role in the quantification of heating. For electrically short devices (Volakis, 2007) with a length shorter than [image: image] of the RF wavelength in tissues, the local background SAR at the tip of the implant can be used as surrogate metric for worst-case heating. Thus, in this scenario, in vivo heating may be estimated by simply scaling the background SAR with respect to in vivo local SAR without the need for performing a full thermal simulation with a stent. On the other hand, for a longer stent such as those used for peripheral arteries, this approach may not be valid since Etan magnitude and phase contributions along the path of the device become more significant. In these cases, both the amplitude and phase of Etan may need to be taken into account (Park et al., 2007), and full electromagnetic and thermal simulations may be needed with the device in place as per intended use.

We have shown the SAR and Etan results of the ASTM model. The phantom has a homogeneous medium with a simple rectangular structure whereas the human body consists of complex structures and various dielectric properties. The underestimation of SAR and Etan values of the ASTM phantom may be due to the simple and homogenous structure.

This study highlighted the need of detailed anatomical modeling. We have not performed a detailed modeling of the stent structure which is one of the limitations of this study. Santoro et al. (2012) have modeled the geometry of a coronary stent at a 7.0 T MRI with finite element method (FEM) in a homogeneous phantom. Modeling an actual stent with the intricate whole-body anatomical human model is a hurdle with approaches based on FDTD due to the current limitations of computational resources. On the other hand, detailed anatomical models such as AustinMan are currently not available in FEM-based platforms. We envision that an improvement of computational resources and a development of FEM-based anatomical models may enable to overcome our current limitations.

In this study, the tissue properties of blood vessels modeled were limited to electrical conductivity, permittivity, and mass density. The in vivo blood vessels have blood perfusion and flow which have significant effect on reducing the RF induced heating. Moore et al. (2014) have incorporated heat sink due to both blood perfusion and skin blood perfusion in their models. Gross (2016) have shown that the flow reduces the temperature rise of a stent along with the surrounding medium significantly. Scandling (2016) reported the flow rate similar to the one of the iliac artery reduced the temperature by 4°C compared to the model without the flow. Elder (2013) also showed temperature reduction with different flow rates. Incorporating the blood perfusion and the different blood flow rate will enable more robust assessment in RF safety.

There is another possible scenario where SAR alone might not be sufficient to measure heating. The vascular tree spreads out all over the body as shown in Figure 4. Stents can be implanted in multiple orientations depending on the intended use. In these cases, Etan may be more appropriate to use as a metric for safety assessment as SAR does not incorporate information on the angle of the electric field. Thus, further investigation with implantable devices placed at different angles in different tissues may be needed to assure the accuracy of the current safety assessment method.

This study focused on SAR and Etan results in the ASTM phantom and the AustinMan model. Thermal simulations were not included and it is another limitation of the study. It is expected that investigating the translation to temperature rise will provide better understanding in SAR and Etan values in each model.

Superficial tissues have higher exposure compared to deep tissues. For example, at the knee landmark, high SAR values were observed in the vessels in the ankle area. The vascular territories in this area tend to be close to the surface of the body (skin). The ankle area is one common placement for cosmetic tattoos where skin burns can occur during MRI (Ross and Matava, 2011). The detailed surrounding tissue conditions must be considered when modeling for safety evaluation.

For fine structures like skin, sub-millimeter modeling might be necessary to accurately estimate the electric field and potential heating. Currently, only the head has been modeled using a sub-millimeter spatial resolution (Iacono et al., 2015). In addition to a fine resolution, physiological responses of tissues may need to be included in the model to increase the accuracy of the prediction. Continued advancement of realistic computational modeling is necessary to assure the safety of performing MRI scans on patients with medical devices.



CONCLUSION

The simulation results in this study suggest that ASTM-based testing may underestimate in vivo values for the vascular regions in the human body. Computational modeling with high-resolution whole-body numerical models, when properly validated, represents an important tool to evaluate accurate RF exposure in blood vessels. Also, safety assessment may need to be tailored to the physical characteristic of the medical device and its position in the human body to ensure patient safety during an MRI scan.
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The advent of detailed computational anatomical models has opened new avenues for computational life sciences (CLS). To date, static models representing the anatomical environment have been used in many applications but are insufficient when the dynamics of the body prevents separation of anatomical geometrical variability from physics and physiology. Obvious examples include the assessment of thermal risks in magnetic resonance imaging and planning for radiofrequency and acoustic cancer treatment, where posture and physiology-related changes in shape (e.g., breathing) or tissue behavior (e.g., thermoregulation) affect the impact. Advanced functionalized anatomical models can overcome these limitations and dramatically broaden the applicability of CLS in basic research, the development of novel devices/therapies, and the assessment of their safety and efficacy. Various forms of functionalization are discussed in this paper: (i) shape parametrization (e.g., heartbeat, population variability), (ii) physical property distributions (e.g., image-based inhomogeneity), (iii) physiological dynamics (e.g., tissue and organ behavior), and (iv) integration of simulation/measurement data (e.g., exposure conditions, “validation evidence” supporting model tuning and validation). Although current model functionalization may only represent a small part of the physiology, it already facilitates the next level of realism by (i) driving consistency among anatomy and different functionalization layers and highlighting dependencies, (ii) enabling third-party use of validated functionalization layers as established simulation tools, and (iii) therefore facilitating their application as building blocks in network or multi-scale computational models. Integration in functionalized anatomical models thus leverages and potentiates the value of sub-models and simulation/measurement data toward ever-increasing simulation realism. In our o2S2PARC platform, we propose to expand the concept of functionalized anatomical models to establish an integration and sharing service for heterogeneous computational models, ranging from the molecular to the organ level. The objective of o2S2PARC is to integrate all models developed within the National Institutes of Health SPARC initiative in a unified anatomical and computational environment, to study the role of the peripheral nervous system in controlling organ physiology. The functionalization concept, as outlined for the o2S2PARC platform, could form the basis for many other application areas of CLS. The relationship to other ongoing initiatives, such as the Physiome Project, is also presented.

Keywords: computational life sciences, computational phantom, anatomical model, functionalization, simulation, modeling


1. INTRODUCTION

Human and animal anatomical models, highly detailed geometric representations of the distribution of different tissues in the body, have established themselves as crucial components not only for the dosimetric assessment of ionizing/non-ionizing radiation exposure, but also, more recently, in computational life sciences (CLS)—e.g., to gain mechanistic understanding, to develop novel therapeutic approaches and medical devices, or to demonstrate the safety of implants in magnetic resonance environments. The greater vision is that they can be routinely applied for treatment personalization and optimization, and to complement or replace classical animal or human clinical trials by in silico clinical trials for the assessment of safety and/or efficacy. The first ever created, highly detailed anatomical models for dosimetric simulation purposes were based on the cryosection data from the Visible Human project (Spitzer et al., 1996). Thanks to advances in imaging technologies, such models are now mainly based on non-invasive imaging, thus enabling the creation of representations of broader sections of the population and of personalized anatomical models. One example is our Virtual Population (ViP), a set of highly detailed anatomical models (Christ et al., 2009; Gosselin et al., 2014) generated from magnetic resonance imaging (MRI) data of male and female adults and children across a wide range of ages, including models of an elderly and an obese male. To date, the ViP has been used in over 1000 publications and over 200 regulatory submissions worldwide. Another widely employed set of models are the XCAT phantoms (Segars et al., 2018). These are NURBS-based models (whereas the ViP employs triangle meshes) that are particularly popular in ionizing radiation dosimetry research.

The rise of computational modeling, involving complex anatomical models, has been fueled by progress in simulation methodology, available computational power, and the existence of a larger number of suitable anatomical models (Xu, 2014). The latest generation of anatomical models, such as VIP 3.0, provides the necessary detailed 3D tissue (and tissue properties) distributions to determine whole-body and local physical exposure and interactions. However, the anatomical representation of the body cannot be entirely separated from the modeling of living tissue and (organ) physiology within it. Physical exposure from medical devices/therapies is the source of tissue interactions that affect (with therapeutic benefit or adversely) physiology, while physiology affects exposure. For example, dielectric tissue properties affect electromagnetic (EM) exposure in neurostimulation applications, resulting in modulation of electrophysiological function. In turn, physiological activity, such as breathing, can result in changes to the anatomical geometry, which then affects the medical device function (e.g., a radiotherapy treatment). Local energy absorption results in a thermoregulatory response that determines the final tissue temperature distribution. Hence, there is the need to bring anatomical and physiology representation closer together. Support in this endeavor is offered by recent rapid advances in medical imaging, which provide access to detailed information about the anatomy, physiological dynamics, and tissue properties and behavior, as well as by an increased understanding of the physiology and its computational representation.

In this paper, we present our vision of functionalized anatomical models as a paradigm for CLS (a more limited neuro-functionalized anatomical model concept has been formulated in Neufeld et al., 2016a). The goal is to discuss different forms that model functionalization can take, as well as how they can converge in a comprehensively functionalized general model, and to illustrate them with practical examples drawn from our efforts toward generating such models. Furthermore, we introduce and argue the concept of using functionalized anatomical models as integration centers for heterogeneous models at various scales and data in larger CLS initiatives, using the o2S2PARC platform as example (section 2.3).

It should be noted that there is a partial overlap between the functionalized anatomical model concept presented here and Physiome initiatives such as the International Union of Physiological Sciences (IUPS) and the Virtual Physiological Human (VPH) Physiome Projects (Bassingthwaighte, 2000; Hunter and Borg, 2003; Hunter and Viceconti, 2009). These initiatives aim at characterizing an individual's or species' physiological state (i.e., the physiome) through “databasing” and integrated modeling (Bassingthwaighte, 2000). While part of the functionalized anatomical model concept can be seen as a realization of the physiome vision in that it involves integration of physiological data and computational models, the functionalization concept is distinct in several ways as it (i) finds its primary application in the context of physical interactions between the environment or medical devices with the human body and physiology, (ii) focuses on the strong link between (whole body) anatomy and physiological dynamics, and (iii) pursues a more heterogeneous and flexible integration – even though this is typically associated with looser integration and weaker coupling – compared to the strict multi-scale model integration promoted in the Physiome Project (through common markup language descriptions and imposition of conservation laws across model components; Hunter, 2016). The differences between the Physiome initiatives and our vision for functionalized anatomical models (e.g., the advantages and disadvantages of heterogeneous coupling) are discussed in more detail in section 3.1. In addition, the relationship to precision medicine visions, such as the digital patient “Avatar,” is discussed in view of the potential and benefit of creating personalized functionalized anatomical models.

The employed technologies presented here, such as performing simulations with the help of anatomical models and co-registered data or computational models, are per se not novel. However, the goal of this paper is to argue (i) for the systematic creation of functionalized anatomical models that are based on sufficiently standardized building blocks to facilitate the coupling and linking of a range of computational/anatomical models and simulation/measurement data, as well as (ii) the concept that they can serve as integration services for unified computational frameworks or platforms.



2. METHODS AND RESULTS

This section consists of two parts: First (section 2.2), different forms of functionalization are described and illustrated with concrete application examples from the literature. These examples are mostly taken from our own work with the anatomical models summarized in section 2.1. Based on the lessons learned about the value of integrating functionalization layers within anatomical models and on the related concepts that have been established, we put functionalized anatomical models at the center of the o2S2PARC platform, a CLS platform initially developed in the context of investigating peripheral nervous system (PNS) control of organ physiology, as described in section 2.3.


2.1. Anatomical Models

Most of the examples discussed in this paper involve one of the following anatomical models:

• Virtual Population (Christ et al., 2009; Gosselin et al., 2014): The ViP includes a range of 11 detailed models (s. section 1). It is unique in that it provides wide population coverage based on painstakingly segmented image data from healthy volunteers, rather than relying solely on morphing of a single underlying model. The image data has been segmented using a range of automatic and manual methods. Subsequently, triangular surfaces have been extracted, smoothed, and simplified, with methods that ascertain conformality of adjoining regions (no gaps or overlaps) and absence of (self-)intersections.

• MIDA (Iacono et al., 2015): MIDA is a detailed anatomical human head and neck model with over 160 distinguished structures. The full version includes a detailed segmentation of thalamic and subthalamic nuclei, which had to be removed from the freely available version for IP reasons. The distinguishing feature of the MIDA model (in addition to the high resolution and detailedness) is that it is based on a broad, multi-modal set of MRI images acquired in a single session from one volunteer. That set includes differently weighted (T1, T2, high nerve contrast) structural images, diffusion tensor imaging (DTI), as well as phase-contrast and time-of-flight angiography. The multimodal image data facilitates detailed segmentation (e.g., the two blood flow imaging modalities facilitated separation of arteries and veins), but also provides valuable information for functionalization (s. section 2.2.2). The anatomical model generation approach is similar to that used for the ViP models.

• NEUROMAN (Lloyd et al., 2018): NEUROMAN (Figure 1) are two evolving anatomical models based on high resolution cryosection image data from a Korean female and male (Park et al., 2006; Yeom et al., 2014). In addition to the unique quality of the underlying color-image data and the large number of identified tissues, the distinguishing feature of NEUROMAN is the effort toward adding an extensive tracing of the PNS to the model. The aim is to functionalize the PNS trajectories with electrophysiological neuron models, a concept developed in recent pilot studies (Neufeld et al., 2016b; Cassara et al., 2017b). Foreseen applications are manifold and include, e.g., risk assessment of low-frequency exposures from high-power wireless power transfer systems (Reilly and Hirata, 2016) or the development of safe MRI sequences with improved contrast and resolution.
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FIGURE 1. PNS functionalization of NEUROMAN: The cranial nerve traced for the basic version of NEUROMAN are shown. They have been obtained by segmentation of color cryosection images. These trajectories are complemented with dynamic electrophysiology models. Within the SPARC initiative, additional nerve trajectories and electrophysiology models elaborated by SPARC teams will be successively integrated.





2.2. Functionalization Forms

Functionalization describes the integration of additional model layers into the static, geometrical anatomical models. There are different forms of functionalization—depending on the kind of dynamics, computational model, or data to be integrated—which are discussed below.

2.2.1. Geometry Functionalization

The initial anatomical model is a static geometric representation of the different tissues, organs, and regions. There can be different reasons, why the geometry should be rendered dynamic or parameterized:

• The anatomy of the patient/subject undergoes rapid changes on the time-scale of treatments (e.g., related to breathing, heartbeat, bowel movement, organ sliding after changing from standing to resting position). The deformed anatomy can affect exposure, e.g., during proton-beam therapy. Similar considerations apply to posture changes.

• The anatomy of the patient/subject undergoes slow changes on the time-scale of treatments (e.g., due to tumor shrinkage during radiotherapy).

• The population coverage needs to be increased (e.g., in the context of in silico clinical trials) to better account for anatomical variability. This can be achieved by parameterizing anatomical models with gross anatomical measures such as height or body-mass-index (BMI).

• Personalized models need to be created, e.g., by registering an existing anatomical model to (image) data of a person.

The following techniques were developed to advance the ViP models beyond static geometries:

• Image registration: Registration of the anatomical model to image data can be used to personalize models, or to reflect motion and anatomical change. It is possible to either (i) register the original image data, used to generate the anatomical model, to specific image data (e.g., of that of a patient) or (ii) to directly register the anatomical model surfaces to the specific image data. When performing image-to-image registration, the imaging modalities do not necessarily need to agree. In some cases, it can be helpful to identify landmarks as registration constraints.

For example, Kyriakou et al. (2014) functionalized a ViP model with a transient deformation field extracted from 4D MRI images to realistically model breathing motion and related organ deformation and displacement (Figure 2). The dynamic anatomical model was used to simulate the strong impact of breathing motion on focused ultrasound liver ablation therapies. It was concluded that breathing motion can lead to defocusing, collateral damaging near ribs, and the inability to reach therapeutic temperatures. However, considering breathing motion in the treatment planning and administration can mostly avoid these issues and can even be employed to achieve better coverage of large treatment areas.

• Biomechanical morphing: The muscle- or fat-content of anatomical models can be parameterized by performing biomechanical simulations in which shrinking or growing forces are associated with specific tissues, while other soft tissues are treated as passively deforming and bones as hard boundary conditions (Lloyd et al., 2016). A similar biomechanical approach can be applied to change the posture. A virtual skeleton consisting of “bones” and articulations is defined that can be posed, determining the displacement of some regions (mostly bones), while soft tissue again passively deforms, following the laws of biomechanics. Such an approach, while computationally demanding, produces more realistic posture changes, than, e.g., an influence region-based computation of deformation fields (Cherubini et al., 2009).

Murbach et al. (2017b) investigated the dependency of local radiofrequency (RF) exposure during MRI on patient posture and obesity levels. Physics-based morphing was used to morph the obese male “Fats” ViP model to a similar BMI as the normal-weight “Duke” model. Combined morphing and posing allowed the testing of different hypotheses, identifying posture and BMI as key parameters for assessing RF exposure.

• Surface registration: Full-body anatomical models can be personalized to match gross anatomical characteristics of individuals by a three-step registration process (Lloyd et al., 2017; Alaia et al., 2018): first (i) the body surface of the template or reference model is registered to a target body shape (e.g., obtained from 3D laser scanner data), then (ii) various heuristics are used to reconstruct the estimated thickness distribution of the subcutaneous adipose tissue (SAT), and finally (iii) all internal tissues are registered based on a Poisson extension of the deformation field on the interior skin (i.e., the surface below the skin and SAT). The method is able to morph a complete model to a target body shape while ensuring anatomical correctness.

Although organ sizes and shapes cannot be predicted solely based on the body shape, various tissues (e.g., muscle, SAT) and bones are reconstructed remarkably well, as evidenced in another MRI exposure safety study. Murbach et al. (2017a) used models with different body shapes, obtained by registering the ViP model “Ella” to female body shapes from the CAESAR project (Robinette et al., 1999). Based on the surface registration technique, various ViP models were registered to different body shapes. In order to analyze the predictive power and accuracy of the registered model, the Duke model was registered to Fats and the differences between the real Fats and the Duke-based Fats were analyzed (Alaia et al., 2017). Results revealed a remarkably good overlap of the overall body shape, bones and many other tissues. The internal structures of the template model agree with the internal structures of the target with relative surface area deviations of 1–15% between corresponding tissues and relative volume errors of 5–20%. A large difference was seen in the volume of the lungs, which is considerably below population average in Fats.

• Control-point (free-form) morphing: By overlaying a grid of control-points that can be freely shifted, a deformation field can be defined and applied to the model mesh. For example, a sequence of deformation fields mimicking breathing motion can be defined, or the shape of an organ parameterized (e.g., variable heart volume) (Neufeld et al., 2011).
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FIGURE 2. Impact of breathing motion on focused ultrasound liver ablation. 4D MRI data (A at maximal exhalation, B at maximal inhalation) is used to create deformation fields that are registered to the anatomical model, thus functionalizing it with breathing motion (C). Compared to the temperature increase when neglecting motion (D), tracking compensation (E) can double the theoretical temperature increase, result in better focusing, and reduce collateral damage.



With the exception of biomechanical morphing and posing, the described techniques must be considered as “tools” – providing them in combination with anatomical models does not yet constitute functionalization (there is no inherent connection between the transformed anatomical model and the transforming tool, as the use of the tool does not rely on the integration of information within the anatomical model). However, storing deformation fields (obtained through biomechanical morphing, image-registration, or principal component analysis of shape variability) along with the anatomical model is a form of functionalization that enhances the model's value in applications where motion or population coverage is relevant. The biomechanical morphing and the poser tool require model-specific information (e.g., “bone” and pivot system) and the combination of that information and the tool with the anatomical model is a form of functionalization.

Image- and surface-based registrations are important and powerful tools frequently employed in the context of functionalization. Beyond the use of registration tools to adapt general anatomical models to subject specific information, co-registration is crucial when merging information originating from different modalities into a synchronized functionalized model, as illustrated below. A wide range of techniques exist that can (co-)register image-data, segmentations, and surfaces to each other. Many of these have been applied in the context of the ViP and MIDA. However, discussing registration techniques further in more detail is outside the scope of this paper.

2.2.2. Physics Functionalization

Physical modeling is important, as physical interactions with tissues and/or physiology (e.g., from device-related exposure) is at the origin of most life sciences applications. Accurate determination of tissue exposure is therefore fundamental and requires proper specification of the physical characteristics and conditions present in the body. Anatomical model functionalization with regard to physical modeling can take various forms, which are described below.

2.2.2.1. Tissue properties

Anatomical models provide discretization into distinct tissues that are associated with distinct physical properties. Linking an anatomical region to a set of tissue properties, such as density or dielectric properties, is a basic form of functionalization. Properties can be parameter-dependent, such as the frequency-dependence of acoustic properties, and that dependence can be derived from physical insights or from measurements. In some cases, it can be valuable to parameterize properties with regard to tissue composition – for example, age affects water content in many tissues and, therefore, also tissue properties. Through a tagging mechanism, the different regions in the ViP models are directly functionalized with material properties from the IT'IS tissue database (Hasgall et al., 2015). The database contains information about density, thermal properties, perfusion, dielectric properties (low-frequency conductivity and conductivity/permittivity dispersion relationships across a wide range of frequencies), frequency dependent acoustic properties, MRI relaxation times, element composition, and viscosity. It has been assembled through an extensive literature review and provides not only guidance on the most representative values for a wide range of tissues, but also on the variability of the reported values, which is an indicator of inter/intra-person variability and measurement uncertainty and thus required as part of modeling-uncertainty quantification.

A form of tissue property functionalization that illustrates the functionalized anatomical model philosophy better, concerns tissue heterogeneity: The segmentation process involved in anatomical model creation reflects the simplifying approach of identifying regions that can be treated as somehow homogeneous. However, this can in some cases be overly simplistic. For example, bone has a highly heterogenous density. Imaging techniques can be used to collect information about such heterogeneity, such as MRI perfusion maps or computed tomography (CT) density maps. Co-registering such property maps along with anatomical models is a form of functionalization that makes this valuable information available for modeling purposes. The MIDA model provides functionalization with anisotropic (tensorial) low frequency conductivity maps, based on the co-registered DTI data. EM simulations of transcranial direct current stimulation (Iacono et al., 2015) demonstrate that consideration of the (inhomogeneous) anisotropy of neural tissue conductivity in a suitably functionalized head model results in a decrease of predicted field strength and penetration depth. The DTI information can also be used to trace neuron trajectories that can then be funtionalized with dynamic electrophysiological models. Similar to the use of DTI-derived electrical conductivity anisotropy maps in transcranial electric stimulation modeling is the use of anatomical head models functionalized with CT-based bone-property maps for the simulation of transcranial focused ultrasound (Figure 3). Simulations considering bone heterogeneity predict reduced sonication intensities, but improved focality (less side-foci), as confirmed by experimental measurements (Montanaro et al., 2018).
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FIGURE 3. Modeling of transcranial focused ultrasound using a detailed head model functionalized with CT-based tissue property maps. (Top) Setup involving the head model and a single-element, curved acoustic transducer (left), simulated pressure distribution when neglecting skull heterogeneity (center) and when employing the functionalized head model (right). (Bottom) CT-based acoustic velocity map in skull (left) and half-peak pressure isosurfaces when neglecting skull heterogeneity (center) and when considering it (right). The latter model predicts lower pressure amplitudes, but a sharper focus with reduced interference side-lobes, as confirmed experimentally.



2.2.2.2. Boundary conditions

Imaging-based information worth adding to anatomical models is not restricted to property distributions. Another case is the use of image data to impose boundary conditions on physics simulations. For example, various forms of imaging techniques are capable of determining (transient) blood flow rates in a vascular cross-section. Functionalization of anatomical models with such data adds additional realism when performing hemodynamics simulations within the anatomical vasculature model, as illustrated by Kyriakou et al. (2012). An anatomical model was functionalized with data from MRI flow velocimetry in 2D cross sections, which was then used as a transient boundary condition for blood flow simulations in the aorta and vena cava compartments. Subsequently, the ECG signal distortion due to the magneto-hemodynamic effect (present during high magnetic field exposure) was modeled using coupled EM simulations (Kainz et al., 2010), in order to assess its suitability as non-invasive biomarker for blood-flow features. The co-registered flow velocimetry data was used in the same study to validate the computational fluid-dynamics predictions, while co-registered surface potential measurement data served to validate the electric potential modeling predictions.

2.2.3. Physiology Functionalization

The next level of functionalization is concerned with adding tissue or organ physiology layers. The inclusion of physiology modulated tissue properties is conceptually situated between physics- and physiology-functionalization. For illustration purposes, we consider perfusion, which is an important parameter of the Bioheat Equation (Pennes, 1948) frequently employed to study heating or cooling of living tissue. Local vasodilation strongly depends on local temperature and, therefore, it can be necessary to associate tissues with tissue-specific, temperature-dependent perfusion models. While this is still readily viewed as a classic, non-constant material law, the situation changes, when the physiological complexity of thermoregulation is increasingly considered. In these cases, non-local variables (such as the median skin temperature or the temperature of the hypothalamus) come into play and depending on the situation, physiological models, e.g., for sweating or shivering, need to be included. Functionalizing anatomical models with physiological models, such as thermoregulation models, prepares them for applications beyond the classical exposure modeling.

Physiological functionalization is clearly not limited to tissue properties. For example, neuron trajectory/morphology models, complemented with models of their electrophysiology, can be included in anatomical models to study the impact of physical exposure within anatomical environments on physiological response. Going to the level of modeling physiology, instead of stopping at physical exposure characterization, is important, as it is rarely the exposure that matters, but rather the resulting therapeutic or adverse physiological effect. Even exposure safety guidelines, which are by their nature formulated in terms of physical exposure quantities (such as energy deposition or field strength) aim at preventing adverse physiological effects (such as thermal collapse or blood clot formation). Hence, there is value in directly modeling the ultimate, physiological quantity of interest, even if it comes at the cost of additional complexity and uncertainty. Providing physiologically functionalized anatomical models can reduce that effort and increase access to such modeling.

For example, functionalization of anatomical models with nerve trajectories (Figure 1) and with neuron electrophysiology models has proven valuable in questioning the assumptions behind current low-frequency exposure safety standards (Neufeld et al., 2016a,b; Reilly and Hirata, 2016) and gaining insights into relevant factors. Only by combining anatomical models that provide the physical environment in which exposure occurs with realistic neuron trajectories and electrophysiologically accurate neuron models it could be shown that (i) the inhomogeneous in vivo field conditions connect with the non-linearity of neural response to elicit action potentials and (ii) the discontinuity of these fields at tissue interfaces can give rise to neurostimulation in passing nerves. These forms of stimulation together produce safety concerns related to field inhomogeneity at relevant exposure strengths, which contradicts the mechanistic view underlying current safety standards. Current standards and safety limits are solely based on stimulation of nerve endings, which depends on field strength rather than field inhomogeneity. A new research agenda aimed at establishing the basis for revision of safety guidelines has been formulated to clarify these concerns (Reilly and Hirata, 2016). The agenda also includes a call for the development of new induction and electrostimulation models to update human exposure limits. Another illustration of neurofunctionalized anatomical models is the work presented in Cassara et al. (2017a), where a large number of electrophysiologically and morphologically detailed layer V pyramidal neuron models has been placed at anatomically realistic locations within a high resolution head model to investigate different forms of transcranial electric and magnetic stimulation (Figure 4). While the normal component of the electric field at the brain surface was found to correlate well with subthreshold neuron polarization (believed to be relevant for transcranial electric stimulation therapies), suprathreshold spiking excitability maps (relevant for transcranial magnetic stimulation) were found to poorly correlate with field exposure metrics. This demonstrates the value of using functionalized anatomical models to study the physiological impact, rather than stopping at physical exposure computation.
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FIGURE 4. Simulation of transcranial electric stimulation. (Top) A detailed anatomical head model (right) has been functionalized with dynamic electrophysiological layer V pyramidal neurons (left) by integrating them at the correct anatomical depth within the folded cortical structure (center; the neuron coloring represents transmembrane potential). (Bottom) When exposed to modeled electric fields (left), the functionalized model can be used to computed neural excitability maps (shown for monophasic (center) and biphasic (right) pulse-shapes).



Functionalizing an anatomical model with a physiological network model of transient blood flow in major vessels (either 4D flow fields or reduced order models such as presented in Reymond et al., 2009) could support a wide range of modeling types: For example, it could provide realistic in- and out-flow boundary conditions for fluid-dynamics studies in anatomical vessel segments, or be used to simulate the thermal impact of discrete blood vessels during hyperthermic oncology therapies, or for pharmacokinetic modeling.

2.2.4. Simulation and Measurement Results Functionalization

An extension of the concept of anatomical model functionalization with image data is the functionalization with (physics) simulation results. There are many instances where simulation results are a generic first step to a more specific physics or physiology modeling step. In such cases, it can be valuable to precompute these results and provide them as a functionalization layer along with the individual anatomical models.

For example, computationally determined EM exposure conditions (e.g., from far-field exposure) are frequently fed into subsequent modeling of, e.g., implant safety. This is the motivation behind the library of MRI RF coil exposure induced in vivo electric fields conditions (Cabot et al., 2016). Active implants exposed to MRI RF fields can pick up energy along the lead and deposit it at critical implant locations (e.g., the tip of a pacemaker or of an implantable neurostimulator), resulting in tissue heating and potential damage. According to ISO/TS 10974 standard (ISO, 2018), MRI implant safety can be ascertained by (i) determining the potential in vivo incident field conditions along lead trajectories, (ii) deriving the implant RF-heating characteristics (by measurement or simulation) as a transfer function from the tangential incident field to the resulting field/energy deposition at critical implant locations, and (iii) combining these two components to obtain the in vivo estimate of the energy deposition at critical locations. In a final step, (iv) the energy deposition is related to tissue heating. While the transfer function and potential implant trajectories are implant specific, the range of incident field conditions is determined by large permutations of coils, patient anatomies, and scanning positions. By precomputing a large set of in vivo field conditions, resulting from different coils, patient anatomies, and scanning positions, and storing them as functionalization layers of the anatomical models, it becomes possible to rapidly obtain statistical and worst-case information about a specific implant. One only has to identify possible trajectories in the anatomical models (which are used to extract incident field conditions from the field-functionalized anatomical models) and to provide a transfer function (Zastrow et al., 2016; Córcoles et al., 2017). This approach has given rise to some of the first successful regulatory submission based on in silico clinical trials (Brown et al., 2017). Libraries of field-functionalized anatomical models for 1.5 T MRI coils (Figure 5) have been made available to the ISO/TS 10974 (Annex P) for the derivation of conservative implant exposure.
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FIGURE 5. Anatomical models functionalized with incident in vivo field conditions from MRI RF-coil exposure, for use in MRI implant safety assessment (s. section 2.2.4). Different coils and anatomical models are shown.



Other examples of functionalization with simulation result layers include blood-flow velocity distributions or biomechanical motion displacement fields, which can be required information for implant effectivity assessment.

Similarly, it can make sense to store measured information as far as it can be localized or spatially associated with the anatomy in a functionalization layer. In addition to the use-case of providing input for simulations, measurement data can also serve the purpose of validation. For example, the ASME V&V40 standardization committee (ASME-V&V40-Subcommittee, 2016) employs the concept of validation evidence (Pathmanathan et al., 2017), which is the association of models with a collection of potential validation data, a selection of which can then be applicable to validate the model within a specific context of use. Illustrating examples of validation evidence functionalization include surface potential measurements (to validate electrocardiogram (ECG) modeling), flow velocimetry (to validate hemodynamics modeling), and compound action potential recordings (to validate neural dynamics modeling).



2.3. o2S2PARC

Based on the lessons learned during our extensive research over the last 15 years (see section 2.2), where specific functionalized anatomical models repeatedly offered the key to increased modeling realism, model reuse, and model potentiation, we put functionalized models at the core of our vision, design, and implementation of the o2S2PARC platform—the simulation platform and computational model integration center of the National Institutes of Health (NIH) SPARC initiative. Opting for functionalized anatomical models as integration centers offers a range of benefits:

• it integrates the computational models within their natural anatomical environment,

• it permits integration and coupling of initially disconnected, heterogeneous sub-models and advances interoperability,

• it permits the assessment of physical exposure by devices—the first step toward modulating physiology—which is frequently dependent on the local and sometimes large-scale anatomy with its tissue and physical properties distribution,

• it provides a framework to localize data and models according to their corresponding location within the body,

• it facilitates the identification of components for network or multi-scale computational models,

• it associates computational models with data, potentially originating from other users, that can be valuable to feed, tune, or validate the computational models.

The goal of this section is to provide a short description of the o2S2PARC platform as a specific example that highlights the value of centering unified computational frameworks or platforms on functionalized anatomical models.

The NIH SPARC initiative is an ambitious program to study the PNS and its role in controlling organ physiology toward the goal of being able to modulate the PNS to influence organ function and precisely treat diseases. In order to achieve sustainability and broad usage of the results of this research initiative, the SPARC data resource center (DRC) was established. One arm of the DRC supports the development, installation, and maintenance of a freely accessible online platform to host, run, couple, and study all computational models developed across the SPARC community. Our (funded) proposal for the design and implementation of this platform is based on our belief that this ambitious goal can be only achieved by the presented paradigm of functionalized models. At the center of the o2S2PARC platform will be the so-called “NEUROCOUPLE” and the “NEUROFAUNA” (Figure 6), detailed anatomical representations based on segmented image data (initially a male and female human model, as well as a rat model) that include an extensive tracing of PNS trajectories. These models are complemented by a more abstract body representation established by the SPARC MAP-CORE team, which is primarily used to represent dependencies, coupling, and multi-scale models, and to map information between models. The anatomical models will increasingly be functionalized with data and models elaborated within SPARC and, as such, serve as integration centers for the knowledge generated by that initiative.
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FIGURE 6. Schematic illustration of the o2S2PARC platform. At its center are functionalized human and animal anatomical models which serve as integrators for computational models (and data) from SPARC. The modeling framework is complemented by physics and physiology solvers and analysis tools. In combination with configuration information, studies can be composed that are then evaluated locally or in the cloud. All underlying data (including versions of the employed solvers and computational models) are routed through a database to ascertain full chain-of-custody and support quality assurance. The platform is accessible through a user-friendly online GUI.



Functionalization of the anatomical models in o2S2PARC started by including electrophysiological models of PNS neurodynamics. Further functionalization with anatomical microstructure, e.g., of the different nerve tissues (fascicles, epineurium, perineurium), statistical neuron distributions, and functional sub-units, will enable the investigation and design of different neuromodulation devices, by allowing modeling of the stimulator physics (e.g., EM or ultrasound exposure) and the induced electrophysiological response. Different SPARC teams are developing, often multi-scale, models of organ physiology, which typically accept PNS activity descriptors as input and output. Those physiological models will also be added as part of the model functionalization to simulate organ electrophysiology and the impact of PNS neuromodulation on organ function. o2S2PARC allows to execute computational models locally, or in the cloud, as microservices (see below), and to couple multiple such models, with a primarily electrophysiologically driven coupling concept—meaning that the data exchange between computational physiology models will typically be in terms of neural activity quantities (spiking frequency, transmembrane potential traces, network activity, etc.). Much of the SPARC activity currently focuses on establishing enervation maps, neural tracing, and connectivity information, which will be integrated with other data and models by mapping to the whole-body anatomy. Other data being collected within SPARC and valuable for model functionalization includes image data (e.g., enabling the creation of high-resolution sub-region anatomical models), organ motion data (e.g., to phenomenologically describe activity of the gastric system), and electrophysiological measurements (e.g., large-scale neural activity recording, sometimes synchronized with related organ physiology recording).

o2S2PARC is not limited to the integration of data and models within functionalized reference anatomical models, the creation and execution of computational models, and their coupling, but also foresees a range of meta-modeling (e.g., optimization, inverse problem solving, uncertainty assessment), versioning (e.g., derivation of updated/modified models), and quality assurance (e.g., reproducibility, verification and validation, quality certification, chain-of-custody, referencability) functionalities. o2S2PARC will also offer a range of physics simulators (e.g., EM solvers).

o2S2PARC is an open-source (MIT License) project hosted at https://github.com/ITISFoundation/osparc-simcore, (see also for further technical information). The o2S2PARC platform is realized (Figure 7) as a web-browser-based graphical user interface (GUI) front-end implemented in Qooxdoo that communicates through RESTful and web-socket APIs with the Python-based web-server back-end. The web-server, in turn, communicates with a Python-based director that orchestrates a scalable network of computational service modules. Inter-service communication between computational services is restricted to file sharing. Each service module is encapsulated within a Docker microservice (a concept similar to virtual machines, but with less computational overhead, that allows to execute programs within flexibly configurable environments) and paired with a “sidecar” that is responsible for the monitoring and command of the associated computational service (including communication with the director). Encapsulating the computational services within Docker containers ensures that (i) the services can run anywhere (locally, in the cloud, or on an in-house cluster) within a known and tested environment (libraries, operating system, compiler, etc.), (ii) the services and their environment can be archived together in a docker repository to ensure future reproducibility, and (iii) services can be implemented using a wealth of available docker environments (scripting languages, Octave, command-line executables, C/Java compilation and execution, Jupyter Notebooks, machine learning frameworks, etc.) while maintaining a standardized communication interface and protocol through the sidecar. This ensures that service providers can implement their computational models and services flexibly, using familiar technologies and environments, and do not need to convert them to imposed technologies and forms. Services are typically setup as pipelines (or more generally as graphs) which can include, e.g., geometric or image-based model creation, data-sources, physics and physiology solvers, visualization and analysis modules. The functionalized anatomical models themselves will be provided as service module, providing visualization and searchability (e.g., through ontologies and knowledge-graphs elaborated by the SPARC MAP-CORE team), and offering geometry and functionalization layers as selectable outputs that are then further processed/employed throughout a project's graph.
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FIGURE 7. Structure of the o2S2PARC implementation. The online GUI communicates with a director that orchestrates a scalable network of computational service modules (left). The components of the backend: 1. computational pipeline, 2. nodes, 3. director, 4. Docker image registry, 5. scheduler/broker, 6. database, 7. S3 storage, 8. sidecar, and 9. computational services. For more information, see https://github.com/ITISFoundation/osparc-simcore.






3. DISCUSSION

The results obtained using functionalized anatomical models presented in section 2.2 illustrate the value and importance of bringing anatomical representation, information supporting modeling and model validation, as well as physiological dynamics closer together and synchronizing them. Combining these factors not only helps to ensure consistency, but is also a way of leveraging the value of individual contributions to modeling and of integrating parts into a bigger total. Once validated, functionalization layers can become established model components for third party users, just like anatomical models currently are. An important benefit of the functionalized anatomical model paradigm is that it can also facilitate interoperability for heterogeneous models developed by research group from different modeling backgrounds and fields.

The functionalized anatomical model concept presented here does not stand alone. It is related to other initiatives, such as the IUPS and VPH Physiome Projects mentioned before (see also section 3.1) and—when coupled with model personalization—to the concept of the digital patient ‘avatar’ and precision medicine in general (section 3.3).


3.1. Physiome Projects and the Functionalized Anatomical Models Concept

The Physiome Project was initiated by the IUPS in 1997 to bring multi-scale engineering modeling approaches to the physiological interpretation of the vast data, from the molecular to the organism level, that was becoming increasingly available (Hunter and Borg, 2003; Hunter, 2016). It aims at providing a quantitative, multi-scale description of physiological dynamics and functional behavior of the intact organism. The Physiome idea has produced a range of initiatives, such as the VPH Physiome Project, which emerged from the European Commission VPH Project, in combination with the US Interagency Modeling and Analysis Group (IMAG) initiative and others (for more background on different Physiome Projects and related initiatives, see http://tutorial-on-cellml-opencor-and-pmr.readthedocs.io/en/latest/background.html). Particularly the VPH Physiome Project pursues a vision where models and sub-models are reproducible, reusable, and discoverable (Nickerson and Hunter, 2017), e.g., by elaborating standardized markup-language descriptions of computational models, data, and measurement protocols. The project aims to describe the Physiome through ordinary and partial differential equations (ODEs and PDEs) that are made compatible, e.g., by enforcing energy and mass fluxes through Bond-graph theory (Paynter, 1961; Safaei et al., 2018), and by employing standardized naming conventions/ontologies and formats (e.g., CellML, SBML Chaouiya et al., 2013, FieldML) that are in turn compatible with general purpose solvers such as OpenCOR and OpenCMISS (Hunter, 2016).

The functionalized anatomical model concept is, in parts, a realization of the Physiome vision in that it also pursues the integration of computational physiology models, with the goal of achieving model reuse and potentiation, as well as a more comprehensive description of the organism. However, it is also distinct on several levels:

• The functionalized anatomical model concept emerged from the need to consider the human anatomy and body as an environment that is subject to physical exposure or within which physical exposure occurs that interacts with physiological activity. The interaction with physiology can be intended (e.g., therapeutic) or unintended, in which case human safety is the motivation. Hence, the anatomical geometry, the tissue and external environments, and the modeling of physical exposure and physical processes in and around the body are central. In contrast, the Physiome Projects have a holistic approach: they aim to explain how each and every component in the body works as part of the integrated whole by establishing a multi-scale model of the physiology.

• The multi-scale physiology models in Physiome Projects can in some cases be related to the spatial distribution of molecules, cells, tissues etc. and therefore can also involve anatomy. However, anatomy is only a potential contributor to the computational physiology model, while the interconnection between anatomy, physical interaction, and physiological response or dynamics is at the center of the functionalized anatomical model concept. Whereas conservation of mass and energy fluxes serves as primary integration frame in the VPH Physiome Project (Hunter and Viceconti, 2009), it is the anatomical space that is central in functionalized anatomical models. The anatomical space not only allows one to integrate sub-models, but also serves as a coordinate system for locating and storing other information, such as measurement data.

• The Physiome vision (Hunter and Borg, 2003) pursues a strong integration of sub-models through standardized (markup language) formats, descriptions, and meta-data. Its ultimate goal is to accumulate mathematical descriptions of physiome components at all model scales resulting in an emerging organism physiome model that can be solved using dedicated software such as OpenCMISS and OpenCOR. It employs methods, such as Bond-graph theory, to ensure flux conservation and physico-chemical consistency.

While we embrace these initiatives for unified descriptive or markup languages and model databases, wide adoption of such markup languages is still lacking. The process of a posteriori converting established models into Physiome Project-compatible models and descriptions is often a considerable burden for groups. In addition, models are often implemented using numerous custom or proprietary software tools, which do not (yet) support Physiome standards and formats, and which are difficult to replace with other tools for performance or robustness reasons. Furthermore, not all forms of modeling are amenable to mathematical descriptions that can be used to ensure flux conservation—for example, machine learning produces models that frequently have no known mathematical description or guaranteed conservation. We believe that a more heterogeneous and flexible integration approach is needed to ensure a wide adoption and the emergence of a broad range of functionalized anatomical models, even though this comes with the expense of typically being limited to looser integration and weaker coupling.

Recent progress—in particular the emergence of Docker microservices, with the wealth of software tools becoming available in dockerized form and the simplicity of creating and deploying such services—enables the easy integration of heterogeneous models developed with widely differing technologies, as proposed in the o2S2PARC platform. The platform is designed to facilitate orchestration and communication between the services and only requires to provide translators between outputs of one service and inputs of another service.



3.2. o2S2PARC and Beyond

Realizing o2S2PARC permits to demonstrate the value of the functionalized anatomical model vision, as a means of reflecting the tight interconnectedness between anatomical geometry, physics, and physiology, and of providing users with leveraged benefits from data and computational models developed by others as stepping-stones and building blocks for their own models and studies. The open-source, online technology generated for o2S2PARC is sufficiently general to be of broad usability for a large variety of computational life sciences communities and applications.

To take this forward, the CLS community needs to agree, at least at the level of application-specific communities, on standardizing at the minimum (i) coordinate mapping between anatomical models and functionalization layers, (ii) descriptors of required input and provided output for computational models, to facilitate model coupling, as well as (iii) data descriptors, minimal data standards, and ontologies. Some standards and ontologies have already been developed, e.g., in the VPH Physiome Project, and remaining close to these standards will maximize compatibility. Additional valuable meta-data include information about the degree of verification, validation, and certification, corresponding experimental data, unique identifiers (also to facilitate referenceability), documentation (for example: How was a model/data generated? What are the associated uncertainties? How is it correctly used?), version log, related publications, usage history, access- and copyrights, to name a few. As already mentioned, the right balance between facilitating compatibility and avoiding high integration are significant challenges for model and sub-model creators. Means to incentivise this additional effort must be found. Apart from offering model integrators the benefit of increasing the use and usefulness of their own models and giving them access to third party integrated models, platforms such as o2S2PARC serve as powerful integration motivators, as they afford model creators with a complete platform infrastructure that enhances the model—with minimal effort—with features such as an attractive GUI and support for cloud execution.



3.3. Personalized Functionalized Anatomical Models

Another level in the value of functionalized anatomical models can be achieved through model personalization, which supports and enables a wide range of additional applications, e.g., in precision medicine or in silico clinical trials.

As repeatedly illustrated in section 2.2, image-data offers a way to personalize functionalized anatomical models. At the scale of the whole body, organs, and tissues, personalization is achieved by registration of a reference anatomical model to patient- or subject-specific image-data. For functionalized anatomical models, the functionalization layers can be transformed along with the anatomy. Once the anatomy is co-registered to the subject-specific image-data, further-going use of subject-specific image-data can be made, to personalize tissue property distributions, boundary conditions, organ motion, and more.

Personalized functionalized anatomical models can be valuable for personalized safety assessment (e.g., dosimetric evaluation of MRI exposure based on patient-specific anatomical geometries to relax restrictions of scan sequences Murbach et al., 2017b) or for patient-specific treatment planning (e.g., personalization of hyperthermic oncology treatments through optimization of the energy deposition considering thermoregulatory response Paulides et al., 2013). The latter can be seen as an implementation of the “Precision Medicine” concept, where healthcare is customized and tailored to the individual patient through patient-specific data obtained, e.g., from molecular diagnostics, imaging, and analytics. An extension of the use of patient-specific anatomical models is the concept of digital patient “avatars” (Maniadi et al., 2013; Brown, 2015), “a vision for the digital representation of personal health status in body centric views. It is designed as an integrated facility that allows collection of, access to, and sharing to life-long and consistent data.” (Maniadi et al., 2013). The digital avatars concept envisions comprehensive digital models which allow to integrate patient-specific information, such as diagnostic measurements and computational models, in order to provide a comprehensive and accessible patient picture, tailored predictions of disease progression and therapy outcome, and to facilitate precision medicine. Large scale, ideally automatized, creation of personalized functionalized anatomical models will support the digital avatar vision and will also result in patient functionalized anatomical model populations. Such functionalized anatomical model populations are valuable for the assessment of variability, e.g., of dosimetric exposure or therapeutic impact. They are fundamental for the realization of in silico clinical trials, where sufficient coverage of the target population is required.




4. CONCLUSIONS

In the last 20 years, the use of computational anatomical models has driven the field of CLS to new heights and as such they have become an indispensable staple. More recently, the possibility of model functionalization with geometry parametrization, physical and physiological dynamics, and simulated/measured data has empowered researchers to take another major step forward (i) by increasing model dynamism and realism through consideration of the coupled nature of anatomy and physiology, and (ii) by supporting reuse of established models/data. The development of functionalized models and the related techniques has already started to broaden the application range of CLS dramatically, e.g., in in silico treatment optimization and personalization, medical device research and development, as well as safety and efficacy assessment. In the near future, it is expected that this approach will bring CLS even closer to the goal of replacing clinical human trials with in silico human trials.

Functionalization properly accounts for the interconnection between anatomical geometry and bodily dynamics—both the impact of physiology and motion on the anatomical geometry and the impact of changes in anatomical geometry on the environment within which physical exposure occurs, which in turn affects physiology. It leverages the value of individual model components, especially if care has been taken to ensure consistency between the underlying anatomical model and the functionalization layers. Functionalized anatomical models can serve as natural integration approach in collaborative efforts, as illustrated by the introduction of the paradigm for the o2S2PARC platform. Furthermore, functionalization with measurement information can help realize the vision of validation evidence, as formulated, e.g., by the ASME V&V 40 committee, toward scientifically sound validation. The value of functionalized anatomical models has already been demonstrated in a wide range of application, but it is a very general concept, suitable as one of the fundamental components of CLS.

The integration of models and sub-models within functionalized anatomical models can be both facilitated and advanced by reducing the model integration effort through the support of heterogeneous model functionalization—one of the main aspects of the o2S2PARC platform—and by offering the motivation of benefiting the model with the functionality of a comprehensive computational platform, including an attractive GUI and cloud computing.
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Natural materials exhibit smart properties including gradients in biophysical properties that engender higher order functions, as well as stimuli-responsive properties which integrate sensor and/or actuator capacities. Elucidation of mechanisms underpinning such smart material properties (i), and translation of that understanding (ii), represent two of the biggest challenges in emulating natural design paradigms for design and manufacture of disruptive materials, parts, and products. Microscopy Aided Design And ManufacturE (MADAME) stands for a computer-aided additive manufacturing platform that incorporates multidimensional (multi-D) printing and computer-controlled weaving. MADAME enables the creation of composite design motifs emulating e.g., patterns of woven protein fibers as well as gradients in different caliber porosities, mechanical, and molecular properties, found in natural tissues, from the skin on bones (periosteum) to tree bark. Insodoing, MADAME provides a means to manufacture a new genre of smart materials, products and replacement body parts that exhibit advantageous properties both under the influence of as well as harnessing dynamic mechanical loads to activate material properties (mechanoactive properties). This Technical Report introduces the MADAME technology platform and its associated machine-based workflow (pipeline), provides basic technical background of the novel technology and its applications, and discusses advantages and disadvantages of the approach in context of current 3 and 4D printing platforms.
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INTRODUCTION

With the increasing mean age of the population and pressures on the health care system to increase accessibility to while also decreasing cost of care, there is an acute imperative to develop smarter materials enabling the creation and manufacture of products, devices, replacement tissue body parts, and associated therapeutic approaches. Such products, devices, and approaches will obviate the need for allo- and xeno-grafts (i.e., tissue graft from same species but not the same subject, and respectively from a different species) and their inherent limitations. At the same time, as the regulatory processes regarding combination products and devices become more streamlined, there is a great opportunity to use computational modeling for prospective design as well as rapid manufacture of such materials, products, devices, therapies, materials, and parts. This technology report lays out the process for the novel Microscopy Aided Design and ManufacturE (MADAME) technology platform (1), spanning ideation through to manufacture of such smart materials, products and parts. Smart in this context refers to materials that respond to stimuli in their environment, adapting their own structure to their prevailing environment, in short and/or long time periods with respect to design life, and thereby augment function through their entire lifecycle.

The impetus for MADAME's development lies in the acute need to engineer and manufacture materials, products, and devices that emulate the smart mechanical and transport properties of nature's own (Figure 1). Nature abounds with advanced, stimuli responsive materials, that if emulated, provide new solutions to currently untenable design problems. Such problems include the discrepancy between the human life span and the design life of the human hip and its contemporary implant replacement. Human joints offer complex geometrical solutions to increase range of motion and stability during daily activities, e.g., ball and socket for the hip or complex composite bone and composite bone and ligamentous structure of the plane synovial acromioclaviular joint. Yet, novel design solutions may emulate emergent properties of natural joints and springs. For example, the eucalyptus tree exhibits a gradient in mechanical properties, enabling it to bend like a blade of grass under gale force winds while transporting nutrients upwards of 100 meters from the roots to the tip. At a different length scale, the grasshopper knee also exhibits gradients enabling “jointedness” and an intrinsic leaf spring. While 3D printing offers advantages with regard to rapid manufacturing materials and parts with mechanical gradients, it shows distinct disadvantages in particular for parts exposed to bending and tension (1, 3, 4). Recent advances in 4D printing incorporate actuator and sensor functions intrinsic to i.a. piezoelectric properties of 3D printed pieces (5–9), engineering of residual stresses into parts that can transform their geometry reversibly via folding (10–12). One such disruptive 4D printing modality harnesses natural movements, e.g., of the wearer or attributable to nature's cycles (tidal, weather, seasons, etc.), to design novel wearables and smart systems. MADAME uses computer-aided additive manufacturing incorporating three dimensional (4D) printing and computer-controlled weaving to create composite design motifs that emulate tissue patterns of woven protein fibers (3, 4), gradients in different caliber porosities, and mechanical and molecular properties intrinsic to tissues (13, 14). In so doing, MADAME enables a new genre of smart materials, products and replacement body parts that exhibit advantageous properties in bending and tension as well as in compression and materials that harness forces linked to physiological activity to activate material properties.
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FIGURE 1. MADAME describes a design and manufacturing process that is applicable for the creation of diverse materials exhibiting unique gradients in mechanical structure. These gradients underpin the remarkable higher order function of such structures. For example, (A) the towering eucalyptus tree that bends like a blade of grass in high winds, (B) the mechanical gradients intrinsic to joint function in insect exoskeletons, and (C) the internal musculoskeletal system of vertebrates are all enabled through prescient distribution of mechanical properties in space and time. Nature provides infinite patterns that provide inspiration for ideation of smart materials. (D) Such mechanical gradient properties can be implemented to harness natural movements (D1, D2) for external (wearables, D3) and internal (implants, D4) applications that harness the movement of the local system e.g., to deliver directional pressure gradients and/or gradients in strain at interfaces. Figure adapted and used with permission (2).



This Technical Report introduces the MADAME technology platform and the technical background of the new technology and its applications. Advantages and disadvantages of the approach are discussed in context of future directions.


Recursive Logic and Weaving of Textiles With Biophysical and Spatiotemporal Patterns

MADAME describes the novel process of mapping spatial and temporal properties intrinsic to nature's smart materials, using imaging, and advanced computational methods (Figures 1, 2) (1, 3). The patterns intrinsic to such materials are then recreated using recursive logic. Remarkably, the loom was the earliest computer–prior to the first punch card driven computers, the Jacquard loom wove patterns using loops of paper with holes to guide when hooks fell through the paper loop (hook down) or stayed above the loop (hook up), thereby encoding binary patterns of e.g., tapestry weaves (1, 3). Recursive logic provides a basis for computer coding algorithms (15) and computer-controlled Jacquard looms enable creation of physical embodiments (textiles) of mechanical and other biophysical and spatiotemporal patterns intrinsically encoded in natural materials.


[image: image]

FIGURE 2. ”Pipeline” for microscopy-enabled, scaled-up computer-aided design, and manufacture of composite multifunctional textiles and 3D prints emulating the body's own tissues, on hand from an example mapping, and weaving patterns emulating those of structural proteins, collagen, and elastin, in tissues. “Pipeline” describes the process of acquisition, filtering, and transformation of data, taking the raw data as input, processing it, and producing a final result as the end process in the pipeline. (A–D) Second harmonic generation and two photon microscopy of tissues reveals a spatial map of elastin and collagen, e.g., in the periosteum, a soft, and elastic tissue sheath that bounds all non-articular surfaces of bone. In this example, microscopy is used to map the precise pattern of elastin and collagen in native tissue. As the initial step in the pipeline, the raw microscopy data is thus transformed to patterns of representing material properties, e.g., stiffness. (E) These tissue maps are then rendered using computer-aided design software, where the patterns can be optimized for desired design specifications. This step in the pipeline creates stl files that are input into rapid manufacturing processes including e.g., integrated weaving and/or multi-dimensional printing. (F) Optimized designs thus provide inputs for computer controlled weaving of textiles and combined printing of composites that emulate the tissue studied under the microscope. This end process in the pipeline results in novel composite textiles that can be implemented in multiple fields of use. Figure adapted from (1) and used with permission.



The MADAME technology was developed to emulate the intrinsic weaves of natural tissues, from tree bark to grasshopper joints to human skin and bones. As an example, the patterns of structural proteins including elastin and collagen which imbue tissues with their respective elastic and toughness properties can be recursively mapped out and then imported into computer aided design files to weave textiles with scaled up mechanical property patterns mimicking those of the natural tissue (Figure 3) (1, 3, 4). In this way, the Jacquard loom technology provides a platform to create patterns of a variety of biophysical properties instead of its traditional use for the creation of color patterns in fabric and/or tapestries. Modern computer-controlled looms provide a rapid manufacturing method enabling control over 5,000 individual fibers, which themselves have different physical properties such as elasticity, respectively, stiffness. Composite materials are thus created in combination with 3D printing.
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FIGURE 3. Recursive weaving of advanced materials that emulate Nature's own. (a–e) Example depicting anisotropic mechanical properties of periosteum, the hyperelastic sheath covering all bony surfaces in vertebrates. In the sheep femur (a) strain maps are created during loading in tension using digital image correlation, on sections of periosteum (a–e) cut in either the longitudinal or circumferential direction (a). High resolution strain maps of the entire periosteum of the femur, in situ during stance shift loading, show heterogeneity of mechanical properties in space and time over the course of the loading cycle [(f), still image taken from single frame of digital video over the loading cycle]. (g) Conceptually, a singular solution to recursively weave the tissue fabric of the periosteum tested would be to “unravel” a single strand's mechanical properties that would vary along the entire length of the strand. Many more solutions exist through creation of fiber patterns comprised of elastic and tough fibers such as elastin and collagen using computer-controlled weaving (1, 3, 4). Figure adapted from (1, 16–18) and used with permission.





Mapping of Hierarchical Porosities in Natural Tissues

A critical aspect of MADAME is the quantification and visualization of several orders of magnitude different length scale features within the same natural sample, which is often studied in the form of a histological section. The process from which patterns are derived from biological samples can involve recursive logic, as previously described, or clever image analysis approaches to identify and separate out (segment) different sized features, after which gradients can be described spatially, e.g., as heat maps, to better visualize their distribution in space and in relationship to each other.

In addition to the importance of mechanical property gradients in natural materials, porosity gradients provide transport pathways while also modulating mechanical properties of natural materials. As an exemplary case study, bone exhibits at least three levels of hierarchical porosity and gradients thereof (14, 19) which are characteristic to the tissue and which imbue the tissue with remarkable smart properties, such as counterintuitive flow properties (exuding fluid under compression and imbibing fluid under tension) (13, 14, 20–22), and flow directing transport areas of the tissue that are poorly vascularized, as well as providing direct conduits (resorption cavities created by osteoclasts) for osteoblasts to penetrate and lay down new bone in an oriented fashion, achieving anisotropic structural stability similar to reinforced concrete (21).

Automated segmentation and mapping of different calibers of porosity within the sample sample is a non-trivial problem. In the following case study we address the problem in detail for clarity and to allow for reduction to practice using different imaging modalities. To analyze porosity of whole bone cross-sections and multiple length scales, enabling spatial mapping and analysis of vascular porosity and pericellular porosity, a computer algorithm was developed in MATLAB (MathWorks, Inc., Natick, MA, United States) (14, 19). First, the vascular porosity of bone was mapped. High resolution confocal microscopy collages were acquired for the entire cross section of a histological sample containing a rat ulna and radius which had been injected intravitally with a 300 Da fluorescent tracer (Figure 4) (9). Vessels were identified automatically using the MATLAB algorithm and a mask of bone devoid of vessels was created to segment bone and calculate internal porosity. In this particular sample, the vascular porosity made up 2.46% of the cross sectional area of bone (Figure 4).
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FIGURE 4. (A–C). Mapping of the vascular porosity in bone. (A) Fluorescent confocal image. (B) Mask depicting area with vascular pores, area(bone) in the equation (D). (C) Mask depicting area without vascular pores or area(mask) in the equation (D). (D) Equation to calculate vascular porosity. (E,F) Calculation of lacunar porosity in bone, using (E) transmitted light images.



To calculate the cell-length scale lacunar porosity (the lacunae are the voids in which the cells reside), transmitted light images were used similar to the way that the confocal images were used to calculate vascular porosity in the previous example. A mask was created, first without porosity, and then the lacunar porosity was calculated in 100 micron thick samples. The different caliber pores were identified as vessels and lacunae, while also accounting for the volume (Figures 4E,F). The lacunar porosity was calculated by generating a mask without porosity, and calculating the number of lacunae (Figures 5A,B), resulting in a lacunar porosity of 1.1% for the example. This process was then carried out for specific areas around the cross section to determine the site specific lacunar porosity (Figures 5C1–5).
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FIGURE 5. Mapping of the lacunar porosity in bone using transmitted light images (A,B) and mapping of site specific lacunar porosity in bone (C1–5). (A) Mask of bone with lacunae. (B) MaskVolume of bone without lacunae. Based on the calculations, the lacunar porosity is 1.1% for the example shown. (C1) Different colors represent different lacunar porosities in specific sites of the cross section. (C2-5) Color plots depicting regions on different cross sections exhibiting characteristic porosities, e.g., 1.78 and 0.65%.



Then the site specific distribution of the vascular and lacunar porosities that make up the transport pathways were mapped using collages of high resolution confocal images (Figures 6A–C), which are depicted as “heatmaps” (warm colors represent high densities of particular features and cool colors reresent respective low densities, Figure 7). The logic underpinning the “heatmaps” forms the basis of a MatLab algorithm. In short, the measured porosity values are displayed in the form of color contour plots. These plots resemble the false color images obtained from imaging. MATLAB stores most images as two-dimensional arrays (i.e., matrices), in which each element of the matrix corresponds to a single pixel in the displayed image. A matrix with exactly the same dimension as the input image comprises all zero values. Next a randomly chosen region in the image is analyzed and two outputs are calculated including number of lacunae per area and vascular pores per area. These two parameters are then linked to the region in a way that the values are assigned to every matrix element representing the randomly selected area. Repeating this procedure several times causes regions to overlap (Figure 6D). Overlapping regions are averaged (Figure 7A), which leads to a good representation of the output-data over the cross-section if enough iterations are performed. In this way, a heat map of density of pores of two different calibers is created for the entire cross section, with warm colors depicting areas of high density and cool colors depicting areas of low density of e.g., lacunar and vascular porosity (Figures 7C,D).
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FIGURE 6. From high resolution maps of different caliber porosities [vascular, lacunar–(A,B)] to generation of matrices representing imaging data (C,D).
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FIGURE 7. Heat maps are generated from random assessment of areas (A), for lacunar and vascular porosity (B) in this case, and depicted as density gradients (C,D), using hot-warm colors (red, orange, yellow) and low density using cool colors (blue, green). Images adapted from Knothe Tate et al. (14) and used with permission.



This algorithm can be used to co-register images and their collages from imaging modalities as diverse as confocal laser imaging (yielding e.g., porosity gradients) (22, 23), second harmonic imaging (yielding e.g., collagen and elastin fiber gradients) (4), atomic force and electron microscopy (24, 25), multibeam scanning electron microscopy (26), computed tomography, magnetic resonance imaging (27), etc. These data sets, when encoded in computer aided design and computer aided manufacture file formats, serve as inputs for combined weaving of fiber patterns and multidimensional advanced manufacture (e.g., 3D printing or laser sintering) of porous structures. This enables creation of composite materials with strength in tension and bending and with smart, poroelastic properties such as flow directing materials. Hence, MADAME can be used to create novel materials and parts with gradients in poroelastic properties emulating those found in smart, natural materials.



Additive Manufacturing of Scaled Up Natural Properties, Including Pore Gradients

Encoded in computer aided design and computer aided manufacture file formats, i.a. stereolithography (stl) or 3D Manufacturing Format (3MF) files, spatial plots of features provide inputs for additive manufacturing of materials, products, and parts that exhibit gradients and/or distributions in properties of natural materials. Additive manufacturing can take place via either computer-controlled weaving and/or additive manufacturing processes including i.a. stereolithography, powder sintering, 3D printing, etc. and/or electrospinning, weaving, and knitting.

The order and/or combined processes of weaving, knitting and spinning with 3D printing can be tuned to achieve the desired final properties of the materials, products and parts. For example, a weave can be placed within a stereolithography bath, enabling polymerization of polymeric matrix in gradients defined by scaled microscopy data around the weave. Similarly, with laser sintering, apatite and other mineral or metal based powders can be sintered around the weave. Integrated weaving and 3D systems will enable the weaving of textiles within the monomer baths using jets instead of hook-based weaving looms that are completely integrated with 3D printing modalities (18).

Thus, we have described a pipeline or machine-based workflow (Figure 2) to design and manufacture smart dressings, drug deivery patches, and replacement body parts using MADAME. While “pipeline” refers to data driven processes that execute on the order of minutes and hours, “workflows” have more human interaction and periods of execution can be extend to days and years. MADAME shows great promise for the realization of new classes of materials, products and devices that will benefit patients, allowing for incorporation of unprecedented spatial and temporal patterns. One example is a new class of “designer” wound dressings cum delivery devices that are tuned to the spatial and temporal wound healing and drug release kinetics of individual patients, that harness the patient's movements to facilitate delivery, and that signal the wearer or the carer when the active ingredients are spent (Figure 8). This application can be further expanded as a disruptive platform for development of new classes of wearable materials and devices as well as internal applications, such as implants and medical devices.
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FIGURE 8. Application of MADAME to designer dressings and wearables. Modular designs (A) can be scaled up and tuned e.g., for bespoke bandages with spatial and temporal control of drug delivery. (B–D) Directionality of delivery dots and surrounding areas can be controlled by the architecture of the module. Scale bars depict fluid velocity, with warm colors indicating flow outwards and cool colors, flow inwards; e.g., pushing on the patch (B,C) results in flow out of the delivery dots. (E) Example of large scale, wearable wound dressing for e.g., burn treatment. Images recreated with permission from (14, 17).



The pipeline has been tested on scaled up, three dimensional confocal microscopy datasets of the pericellular space in cortical bone (Figure 9). In this case, volumetric microscopy data was inverted to represent the fluorescent-dye infused cellular features as voids, and approximated in stl file format. The stl files contain no scale information, i.e., can be scaled up or down and used as inputs to create physical renderings at any desired scale and using any compatible rapid manufacturing modality. The physical renderings thus created, e.g., via 3D printing, enable unprecedented measurements using similitude theory, where measures at actual length scale are scaled up and down from the physical rendering. Similitude is a powerful, classical tool in mechanical engineering, applied by Da Vinci through to the modern day (14, 22). In the current example of the pericellular fluid space in cortical bone, for the first time pericellular tissue permeability could be measured on scaled up physical renderings of actual tissues. Pericellular permeability measures are of particular relevance for predicting of pharmaceutical delivery kinetics at local and global length scales.
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FIGURE 9. Early example of scale up and rapid prototyping of micron scale systems to emulate smart permeability properties in 1,000x scaled up (cm length scale) system. The intrinsic tissue permeability cannot be measured based on microscopy alone (B). 1,000x scaled up physical renderings of the microscopic data are depicted as inverse microscopy data to encode flow around cells and their networks (A). Virtual renderings of single cells enable analysis of the effect of pericellular matrix permeability on bulk pericellular tissue permeability (C). Only through parallel study of virtual, scaled up physical renderings, and virtual in silico modeling based renderings of the system at different length scales, can the interactions between the elements and bulk properties of the tissue be estimated and validated. These studies were the first of their kind and they paved the way for organ to nano scale maps of human tissues and organs using other imaging modalities. Images used with permission after (28).



Similarly, the pipeline was tested and validated in scaled up patterns of structural proteins mapped in ovine periosteum, an elastic and soft tissue sheath covering all bone surfaces and providing a niche for stem cells (1, 3, 4, 29–32). For the first time, using MADAME it was possible to create textiles that emulate the smart mechanical properties of the periosteum. The value proposition of MADAME is to scale up gradients in i.a. mechanical properties, porosities, and protein patterns to rapid prototype new materials that emulate patterns in natural materials. This provides an unprecedented means by which smart properties of natural tissues and systems can be mapped precisely using high resolution microscopy and used as a basis for manufacturing of scaled up materials that emulate nature systems.

The pipeline can be further tailored to best harness the wearer's natural movements and thereby to e.g., augment transport to and from the wound surface via material design that directs convective flow by harnessing displacements at the interface with the skin (Figures 8, 10). Thus, MADAME integrates inputs encoding material properties in context of the physiological mechanical environment in which the thus designed and manufactured products will be used, which provides independent and synergistic optimization of materials design and manufacture.
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FIGURE 10. Coupled experimental mechanics and modeling studies enable determination of the range of strains on the surface of the human arm typical for daily activities. Digital imaging correlation methods and custom computer code developed for mapping strains in situ on the surface of the periosteum (cf. Figure 3) were used to measures strain on the surface of the arms of three subjects, with and without the presence of a compressive dressing. Strains are mapped at one point in time (one frame of digital video) during flexion and compression of the arm. Figure after (33) and used with permission.



The inherent advantages and disadvantages of the enabling and disruptive MADAME technology align with those of current 3D- and 4D-printing technology platforms (Table 1). The major advantage of MADAME over current 3D- and 4D-printing modalities is that provides a means to manufacture novel composites with biophysical and spatiotemporal gradients and associated sensor and actuator functions that harness natural movements or transformations. The major disadvantages of MADAME include the need for high resolution imaging that crosses length scales, as well as cutting edge testing and validation, both of which requires operators with multidisciplinary, technical, and soft skillsets. With increasing sophistication of manufacturing and design capabilities, the need for creation of a future workforce with multivalent skillsets as well as creative ideation capacity will increase in importance, which in turn will drive the need for an educational curricula and training opportunities to gain those skillsets. At the same time, opportunities for integration of clean manufacturing methods and for employment of a highly educated workforce presents new opportunities for economic growth in geographical regions with lagging traditional manufacturing sectors.



Table 1. Comparison of the relative advantages and disadvantages of MADAME, 3D- and 4D-printing.
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DISCUSSION AND CONCLUSIONS

Using rapid prototyping, we expect the next generation of external and internal wearables including garments and implants, designer dressings, and drug delivery devices to be customizable and 3D printable in the General Practitioner's or nurse's office, and/or at the drug store/chemists. In the future, such devices will exhibit novel functionality, from delivery of drugs and biologics including stem cells, to active collection and monitoring of wound exudate, to modulation of the wound healing cascade through spatial and temporal presentation of factors that modulate cell behavior (migration, adhesion, proliferation, differentiation). Through clever implementation of e.g., click chemistry, they will signal the patient when it is time to return to the medical provider for follow up care (or, alternatively they will signal the wound care team when it is time for dressing change).

Aging is associated with impairment to healing and repair processes. Mobility decreases with increasing age and, in conjunction with incidence of diabetes or other comorbidities, the incidence and challenges intrinsic to treatment of chronic wounds increases. Concomitant to the increasing incidence of difficult to treat wounds, providing care to the ever-increasing aged population presents significant societal and economic challenges. Ultimately this approach will facilitate repair and healing processes that promote longevity through the described pipeline to rapid prototype bespoke external (wearables) and internal (implants, medical devices) wound dressings that deliver drugs and take up wound exudate.

MADAME is paradigm shifting and its significance can be demonstrated by the fact that it addresses an important problem as well as a critical barrier to progress in the field. Applied to medical products, materials and replacement parts, MADAME will provide caregivers a new means by which to treat wounds and physical impairments in a manner that is doubly efficient in that it will facilitate and thereby speed wound healing while also reducing the burden to caregivers.
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A Study on the Feasibility of the Deep Brain Stimulation (DBS) Electrode Localization Based on Scalp Electric Potential Recordings
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Deep Brain Stimulation (DBS) is an effective therapy for patients disabling motor symptoms from Parkinson’s disease, essential tremor, and other motor disorders. Precise, individualized placement of DBS electrodes is a key contributor to clinical outcomes following surgery. Electroencephalography (EEG) is widely used to identify the sources of intracerebral signals from the potential on the scalp. EEG is portable, non-invasive, low-cost, and it could be easily integrated into the intraoperative or ambulatory environment for localization of either the DBS electrode or evoked potentials triggered by stimulation itself. In this work, we studied with numerical simulations the principle of extracting the DBS electrical pulse from the patient’s EEG – which normally constitutes an artifact – and localizing the source of the artifact (i.e., the DBS electrodes) using EEG localization methods. A high-resolution electromagnetic head model was used to simulate the EEG potential at the scalp generated by the DBS pulse artifact. The potential distribution on the scalp was then sampled at the 256 electrode locations of a high-density EEG Net. The electric potential was modeled by a dipole source created by a given pair of active DBS electrodes. The dynamic Statistical Parametric Maps (dSPM) algorithm was used to solve the EEG inverse problem, and it allowed localization of the position of the stimulus dipole in three DBS electrode bipolar configurations with a maximum error of 1.5 cm. To assess the accuracy of the computational model, the results of the simulation were compared with the electric artifact amplitudes over 16 EEG electrodes measured in five patients. EEG artifacts measured in patients confirmed that simulated data are commensurate to patients’ data (0 ± 6.6 μV). While we acknowledge that further work is necessary to achieve a higher accuracy needed for surgical navigation, the results presented in this study are proposed as the first step toward a validated computational framework that could be used for non-invasive localization not only of the DBS system but also brain rhythms triggered by stimulation at both proximal and distal sites in the human central nervous system.

Keywords: electroencephalography (EEG), source localization, DBS placement, surgical navigation, finite difference time domain, computational electromagnetic modeling, forward and inverse problem


INTRODUCTION

Deep brain stimulation (DBS) of globus pallidus internus (GPi), subthalamic nucleus (STN), and ventral intermediate nucleus (Vim) significantly improves symptoms from patients affected by Parkinson’s disease (PD), essential tremor, dystonia, and obsessive-compulsive disorder that no longer respond to drug therapy. Furthermore, recent evidence suggests that DBS may provide therapeutic benefit to patients with other neurological disorders, including Tourette syndrome, epilepsy, and psychiatric disorders such as depression (Vercueil et al., 2001; Hodaie et al., 2002; Gabriels et al., 2003; Hemm et al., 2005).

Despite the therapeutic success of DBS and its increasing adoption in clinical practice, outcomes are not uniform among different studies (Kleiner Fisman et al., 2006). Significant effort has been dedicated to investigating the wide range of factors that can influence outcomes including stimulation parameters [i.e., contact configurations, frequency, pulse width and voltage (Holsheimer et al., 2000; Moro et al., 2002; O’Suilleabhain et al., 2003; Kuncel and Grill, 2004; McIntyre et al., 2004b; Volkmann et al., 2006)], electrode geometry (Kuncel and Grill, 2004; Butson and McIntyre, 2005; Butson and McIntyre, 2006; Butson et al., 2006), electrode location (Maks et al., 2009), and the electrical properties of the tissues surrounding the implant (Grill and Mortimer, 1994; Grill, 1999; Butson et al., 2007; Yousif et al., 2007). Furthermore, evidence suggests that precise placement of DBS electrodes is key for the optimal clinical outcome of the DBS treatment. A misplaced DBS electrode not only results in decreased effectiveness but could also increase the risk for motor side-effects, such as increased muscular contractions, difficult articulation of speech, oculomotor disturbances or altered sensory phenomena, such as somatosensory paresthesia, diplopia or visual field phosphenes (Montgomery, 2010).

Deep Brain Stimulation is conventionally placed through stereotaxic guidance and microelectrode recording (MER) of single neuron activity. Preoperative images are usually co-registered into the stereotactic coordinate system, and MER is used to confirm the location of the DBS targets by recording and identifying characteristic neuronal discharge patterns that have been associated specifically with GPi, STN, and Vim, as well as other adjacent nuclei. Retrospective analysis of microelectrode track error between the planned trajectory and the microelectrode tip was performed in (Brahimaj et al., 2018), and a total radial error of 1.2 mm was reported. However, MER is time-consuming and requires the patient to be awake due to effects of the anesthesia on neuronal firing. On the other hand, localizing the exact DBS position by visual inspection using conventional imaging techniques such as magnetic resonance imaging (MRI) and computed tomography (CT) during surgery is still a great challenge as they are both affected by metal artifacts (Barrett and Keat, 2004). MRI artifacts induced by DBS have been reported in (Pollo et al., 2004) to be up to 10.4 mm and significant discrepancy between the centers of electrodes estimated by CT and MRI have also been reported. Furthermore, there are also concerns associated with the safety of MRI in patients with DBS electrodes (Gleason et al., 1992; Rezai et al., 2001, 2002, 2004; Bhavaraju et al., 2002).

Several numerical models with varying levels of complexity have been proposed in the literature for low-frequency electromagnetic analysis of the effectiveness of DBS (McIntyre et al., 2004a; Astrom et al., 2009; Grant and Lowery, 2009). Most of these studies model only the electrodes and a few surrounding structures, not the entire human head. Furthermore, available DBS numerical models (McIntyre et al., 2004a, 2007; Astrom et al., 2009; Grant and Lowery, 2009; Miocinovic et al., 2009; Vasques et al., 2009; Yousif and Liu, 2009) are limited by two sequential challenges: 1) prediction of stimulation-induced electromagnetic (EM) field and potential (“forward problem”), and 2) detection/interpretation of EM fields noninvasively from outside the skull (“inverse problem”). We propose a model aimed to bridge the pathway from DBS to noninvasive EEG readout.

To address the first point, we have built an MRI-based anatomical model of the human head previously proposed for RF dosimetry studies (Makris et al., 2008), which has also been adopted for studies with DBS implants in MRI (Angelone et al., 2010; Iacono et al., 2013). We have performed whole-head bioelectromagnetic simulations based on Finite Differences Time Domain (FDTD) method and predicted the DBS signal propagation throughout the head and on the scalp (simulated DBS voltage artifact).

To address the second point, we predicted potential on the scalp to solve the inverse problem and localize the source of the stimulation, i.e., the dipole that generates the DBS stimulation and the large artifact on the EEG. Filtering is commonly used to remove this artifact while preserving the spectral and temporal fidelity of the underlying brain signal. In our methodology, however, we propose to exploit such an artifact present on the EEG recordings of DBS patients and noninvasively “decode” its source with the aim of locating or guiding the DBS electrode implantation during DBS surgery. Dipole source localization – commonly performed to localize the source of brain electrical activity, such as the epileptogenic foci – is proposed in this case to localize the device. In this proof of concept study, we have addressed the technical challenges to achieving a robust DBS localization that could be used in the future for electrode navigation guidance during surgery or spatial localization of stimulus evoked electrical potential to better understand stimulation dose, spatial propagation, or time-dependent effects on distal components in the central nervous system motor network.



MATERIALS AND METHODS

Electromagnetic Simulations

The simulations were based on a head model described in (Makris et al., 2008), based on 1 mm3 resolution T1-weighted MRI of a healthy adult human subject. 28 non-brain and 21 brain structural entities were distinguished and segmented on the dataset. Each anatomical structure was converted into its corresponding electrical structural entity as described in (Makris et al., 2008). The result was a heterogeneous model with uniform electrical properties within each anatomical structure. Since the electrical properties of human tissues are frequency-dependent, each electrical structural entity was modeled using the one-pole Debye approximation (Gabriel et al., 1996).

One left unilateral DBS implant was modeled for the study. The lead was placed along a unique sagittal plane in the subcutaneous structure between the epidermis and the outer table, and then in a coronal plane through the outer table along the brain down to the basal ganglia (Figure 1A). The proximal end of the lead was placed in the neck of the head model and the distal end placed in the white matter region below the thalamus where the subthalamic nucleus is located. The implant was modeled as an insulated lead with an array of four perfect electric conductor cylindrical electrode contacts (Elwassif et al., 2012) at the distal end of the lead (Figure 1C). The length of each electrode was 1.5 mm. A bipolar configuration was considered for the stimulation, and the two electrodes were modeled as a cathode and anode and connected by a conducting wire, as shown in Figure 1C.
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FIGURE 1. (A) Illustration of the DBS placed in the STN. (B) waveform used as input for stimulation. (C) DBS electrode geometry. (D) DBS voltage artifact present on the clinical EEG recordings extracted from Figure 3. (E) Source localization of the DBS based on the 256 scalp potential samples. (F) Estimated source location on the coronal (let), sagittal (middle), and axial (right) original MRIs.



A smoothed voltage waveform, resembling the anodic pulse from an implantable pulse generator (IPG) from our clinical data, with an equivalent amplitude of 1 V and 60 μs pulse width was used for stimulation through the DBS electrode. The smoothed voltage step was computed by filtering the 60 μs pulse with a Butterworth low-pass filter of the first order and with a cut-off frequency of 100 MHz (Figure 1B).

Electromagnetic simulations were performed using commercially available software (XFDTD, Remcom, Inc., State College, PA) and each of the electric fields generated by the DBS for three bipolar configurations (1-2, 1-3, 1-4) was transferred into Multiphysics (COMSOL, Burlington MA) for post-processing to calculate the electric potential distribution on the scalp and generate a simulated signal mimicking the magnitude of the DBS voltage artifact present on the EEG recordings of patients with DBS. An example of such an artifact can be seen in Figure 1D and (Frysinger et al., 2006). We called this signal “simulated DBS voltage artifact,” and we used it as input to solve the inverse EEG problem to localize the electric dipole generated by two active DBS electrodes. The three bipolar configurations were chosen as they matched those used in the clinical setting and they produced fields that ranged from narrow (1-2) to wide (1-4) stimulation. Each simulation took 10 days on a workstation that used four NVIDIA Tesla Dual GPU Kepler K80 Graphics Cards with 24 GB of memory each, installed on a 14-core system with 768 GB of RAM. The remaining possible configurations (2-3, 3-4, and 2-4) were not analyzed because they were expected to generate similar results with a shift of 3 mm (1.5 mm length of the electrode + 1.5 mm length of the insulation in between).

The electric scalar potential V was calculated by solving Gauss’s law: -∇⋅(εz ∇V) = ∇⋅(εz E), where V is the unknown electric potential, E is the electric field computed by XFDTD, and εz is the complex permittivity of tissues. A ground boundary condition (V = 0) was set on the side underneath the neck of the bounding box, which encloses the entire head geometrical model. On the remaining sides of the bounding box, an electric insulation boundary condition was used: εz n⋅E = 0, where n is a vector perpendicular to the bounding box.

Source Localization

Source localization was performed with Brainstorm (Tadel et al., 2011) in MATLAB (Mathworks, Natick, MA, United States). The original MRI data used to build the numerical head model (Makris et al., 2008) was used to build a three-shell forward head model including scalp, skull, and brain for localization. Once the forward model was built, a 256 channels EEG electrodes net was co-registered onto the head model (Figure 1E). The simulated potentials were then sampled at the 256 channels electrodes positions of the EEG net and imported into Brainstorm. The built-in source localization module of Brainstorm was then used to solve the inverse problem using the unconstrained dynamic Statistical Parametric Maps (dSPM) method with the following default parameters: depth weighting order of 0.5, regularization noise covariance of 0.1 and SNR of 3. Once the inverse problem was solved, full results were exported into MATLAB to find the center of mass of the largest dipole source(s) and its location (Figure 1F). The estimated source location (Sloc) for the three bipolar configurations (Sloc 1-2, Sloc 1-3, and Sloc 1-4, respectively) were compared with the physical center of mass (Mc) of the three pairs of electrodes (Mc 1-2, Mc 1-3, and Mc 1-4, respectively) and the localization error was calculated as the Euclidean distance between the estimated location (Sloc) and the physical one (Mc).

Clinical Data

All clinical data were acquired according to the IRB (Institutional Review Board) for the protection of human subjects and consist of a cross-sectional sample of resting 10-20 clinical EEG of five PD patients with chronically (>6 weeks) implanted DBS electrodes in the STN. Standard EEG was acquired during delivery of biphasic and bipolar DBS stimulation pulses (amplitude of 3.5 V or 4.5V, width of 60 μs, 10 pulses per second, and two adjacent contacts activated). To assess the accuracy of the FDTD model, the results of the simulation with adjacent contact bipolar activation (i.e., 1–2) were compared with the electric artifact measured in this population. The EEG data were reformatted using a common average reference, linearly scaled to adjust them to the same voltage input (1 V) of the simulated data, and filtered using a high-pass filter with a cut-off frequency of 300 Hz to extract the electrical artifact.



RESULTS

Figure 2 shows the spatial distribution of the electric field amplitude (top) overlaid with the precise anatomy of the area surrounding the DBS implant and the potential (bottom) on the scalp. The maximum intensity of the electric field produced for the narrow (1-2) and the wide bipolar stimulation configurations (1-3) was 713 V/m and 993 V/m, respectively. The electric field increased up to twofold (1472 V/m) when the widest bipolar configuration (1-4) was used. The peak of the potential was found in proximity to the DBS electrodes and was 5.3 mV, -6 mV, -7.4 mV for the pair 1–2, 1–3, and 1–4, respectively.
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FIGURE 2. Global and zoomed local spatial distribution of the electric field magnitude overlaid with the precise anatomy of the area surrounding the DBS implant (top row) and the electric potential on the scalp (bottom row).



The electric potential on the scalp followed a dipole pattern oriented according to the DBS electrodes axis in the head. The 256 sampled scalp potentials (Figure 1E), allowed localization of the DBS electrode pair center of mass (Table 1) with an error of 1.5 cm, 1.4 cm, and 1.2 cm for the three cases, respectively.

TABLE 1. The estimated source location (Sloc) for the three bipolar configurations (Sloc 1-2, Sloc 1-3, and Sloc 1-4, respectively) compared with the corresponding physical centers of mass (Mc) of the same three pairs of electrodes (Mc 1-2, Mc 1-3, and Mc 1-4, respectively).
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Furthermore, we compared the results obtained with the FDTD model to a cross-sectional sample of clinical EEG of PD patients with DBS. The amplitude of electrical artifact measured from the EEG clinical data averaged over all the patients and the EEG electrodes was 0 ± 6.6 μV. All EEG potentials are zero mean averaged as a common average reference was used. Figure 3 (left) shows the raw EEG traces of a patient with the DBS on at 10Hz. The average electric artifact amplitudes over 16 EEG electrodes estimated from five patients were compared with those predicted by the electromagnetic simulation with bipolar electrode configuration 1-2 (right).
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FIGURE 3. Raw EEG traces of a patient stimulated with 10 Hz and 60 μs DBS pulses (left). The average electric artifact amplitudes over 16 EEG electrodes estimated from five patients vs. those predicted by the electromagnetic simulation with bipolar electrode configuration 1-2 (right).





DISCUSSION

Intraoperative brain imaging would be the optimal approach for guiding DBS surgery. However, one of the main concerns regarding the use of imaging systems such as MRI for DBS patients is related to possible induced heating. There is an example of a patient reporting edema near the tip of one of the electrodes with the consequent paralysis after undergoing MRI (Henderson et al., 2005) (notably, the FDA-approved manufacturer’s guidelines were not followed). Additionally, MRI acquisition considerably lengthens the duration of the surgery and requires the use of general anesthesia for targeting, without the ability to adjust the electrode position in real time based on MER and/or assessment of stimulation effectiveness and side effects during surgery. EEG has the potential for being a high impact and disruptive technology compared to the intra-operative imaging for non-invasive guidance of DBS surgery procedures because of the low cost of the device, installation, operation, ease of use and safety. When performing EEG on a patient with an active DBS, the DBS pulse typically constitutes an artifact on the EEG signal. In this paper, we have instead studied such pulse and shown that it is possible to non-invasively localize a DBS electrode analyzing the distribution of electric potential on the scalp generated by this DBS pulse.

Notably, the method is still in its infancy and significant limitations still exist with EEG, most important of which is the accuracy of the localization of the brain sources from the recorded EEG due to the ill-posed nature of the methodology which leads to multiple solutions (Bonmassar, 2016). An error of 1-3 cm has been reported by studies investigating source localization using simplified spherical models (Acar and Makeig, 2013). In line with these studies, we report a maximum localization error of 1.5 cm.

In this study we describe a set of technical strategies that can be adapted to improve localization accuracy further. To the best of our knowledge, the proposed model is the first of its kind and is provided as a proof-of-concept methodology for device localization. Further methods are under development for minimizing/eliminating the stimulus artifact from electrophysiological recordings (Walker et al., 2012a,b). Future studies could conceivably expand on these methods, in order to better understand how DBS interacts with local and distant neuronal elements as a function of time after the stimulus pulse. For these explorations, confirmation of the known location of the DBS electrode with the stimulus transient could be used to constrain other investigations of brain activation as a function of time after the stimulus pulse.

These methods have some potential limitations. The most critical source of error is the forward head model employed in the source localization algorithm. Herein we used a forward head model that was automatically segmented into three tissue types: skin, skull, and brain. Errors due to automatic segmentation can jeopardize the localization accuracy. Furthermore, taking into account the anisotropic conductivity of tissues can improve volume conduction modeling.

Additionally, uncertainties in electrical parameters should be taken into account as a dominant source of localization error in the simulation results. For example, EEG models are sensitive to the skull conductivity and anisotropy. In addition, electrical properties may vary between individuals (Atefi, 2015; Atefi et al., 2016).

Another possible source of errors is due to the co-registration of the EEG cap onto the head model. Co-registration was performed by visually adjusting the position of the electrodes on the scalp of the virtual patient. More accurate co-registration strategies, e.g., non-linear co-registration methods, could be performed to fit the EEG electrode cap on the head.

The performance of the proposed source localization method should be assessed in the presence of noise (i.e., which is in our case better than standard EEG given that the DBS artifact is usually greater than any physiological EEG signal), using reduced electrode numbers (16, 32, 64, and 128 electrodes) and different localization algorithms such as the Minimum Norm Estimate (MNE) and LORETA (Pascual-Marqui, 1999). A new type of source localization, namely Direct Electromagnetic Source Tomographic Imaging Neurotechnology (DESTIN), may allow us to study DBS patients during DBS surgery not using a traditional source localization approach but rather a time of flight localization as it is similarly done in PET (Bonmassar, 2016). This could result in improved results as well as in decreased computational load.

Additional error mitigation – independent from the source localization method – could be achieved by improving the prediction of the simulated EEG potential on the scalp used to feed the inverse problem. A uniform 1 mm3 electric grid was used to discretize the head and the DBS model in the FDTD EM simulations due to available computational resources. However, a multi-scale discretization with both millimetric and micrometric resolution, as used in (Iacono et al., 2013) may be needed to calculate a more accurate solution of the electric field generated by the DBS. Micro-resolution is crucial in order to precisely sample objects like DBS electrodes and to avoid errors such as staircasing (Railton and Schneider, 1999; Gajsek et al., 2002). The millimetric resolution is also crucial because performing simulations using a uniform submillimetric resolution for the entire head (Iacono et al., 2015) would require an extremely long processing time with the available computational resources. The uniform milli-resolution modeling alone – that was used in our simulations – may have resulted in a loss of accuracy in the mimicked scalp electric potential which in turn can confound the source localization.

Finally, the electrical properties of the head model used in the FDTD simulations were considered isotropic (i.e., the Debye model is isotropic). The inclusion of anisotropic electrical properties may enhance the accuracy of the simulated electric potential on the scalp. However, due to limitations in memory of the GPU cards, the inclusion of the anisotropic material was not feasible. Furthermore, the dielectric properties of the electrode/tissue interface did not include a capacitive component to model the drop in voltage that occurs in the transition from the polarization of the DBS electrode contact to the ionic medium because of convergence issues with the FDTD algorithm (Yousif and Liu, 2007).

Nevertheless, an improved EEG localization method tailored specifically to DBS, like the one proposed in this paper, could one day revolutionize DBS implantation resulting in a more uniform procedure across centers, using the EEG as a non-invasive image-guided tool. Pre-operative MRI data of the patients could be segmented in advance to generate the forward model. Real-time EEG recording with the implantable pulse generator of the DBS turned ON could be filtered to isolate the DBS artifact (Allen et al., 2010) and used to localize the electrode in the brain during surgical navigation similarly to how a Global Positioning System (GPS) is used in terrestrial navigation. Sterilization of the EEG system could be one obstacle to put in practice such a procedure while performing a stereotaxic surgery. However, safe use of disposable sterilized high-density EEG net has been previously reported (Yamazaki et al., 2013; Ahmadi et al., 2016).

Other applications may stem from this methodology: for example, the DBS artifact present on EEG recording can be used during the post-operative reprogramming of the IPG and provide the clinician with information about the composition and electrical changes of the tissues that surround the electrode, which may be important in patients with reduced stimulation efficacy to establish whether glial scar or changes in electrode impedance may play a role in changing clinical state after surgery. Furthermore, closed-loop smart DBS devices have already been proposed to dynamically and automatically adjust the stimulation to suppress pathological synchronization in patients with PD (Eusebio et al., 2011; Rosin et al., 2011). In these devices, the EEG electrical artifact may represent a simple yet widely available means of obtaining DBS pulse amplitude information in order to adjust the stimulation automatically during IPG programming/calibration. Finally, automatic calibration based on EEG artifact may become even more significant when applied to psychiatric disorders like obsessive-compulsive disorder and depression where the symptoms and the effects of the therapy are more difficult to observe and quantify.



CONCLUSION

We presented a computational modeling framework proposed as a proof-of-concept for non-invasive localization of DBS by means of EEG recording on the scalp. Numerical results were comparable with EEG clinical data recorded from PD patients with implanted DBS. Our findings showed that the subcortical DBS sources were localized using EEG data on the scalp with a ∼1 cm accuracy. While we acknowledge that further work is necessary to achieve a higher accuracy needed for surgical navigation, the results presented in this study are proposed as the first step toward a validated computational framework that could be used for non-invasive localization not only of the DBS system but also for other types of medical implants.
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Implanted and non-implanted medical devices, including artificial joints, are widely accepted to improve the quality of life of patients. While implant survival rates of over 80% can be accepted for artificial joints, there is still a large need to achieve higher survival rates at 15 years or longer to reduce the need for revisions due to implant failure before the end of the patient's life. Therefore, artificial joints are constantly improved with design changes and new designs, including modified or new materials. Most of these improvements perform as expected, but there are still cases where previously unknown failures occur, requiring premature revisions. A few examples of such unsuccessful improvements in the last 20 years are mentioned in this technical case report. The main focus of this paper is on an acetabular cup that was recalled due to unexpected revisions after a few weeks to a few months in vivo. The main reason for the revisions were small amounts of an oily residue containing endotoxins trapped inside the porous coating applied to the cup to facilitate bone ingrowth. The cup was recalled within 4 months after the company become aware of the problem, and prior to knowing exactly why the cups were failing early. The root cause analysis took several more months to complete. The lessons learned during the analysis are discussed so that similar events in other implantable medical devices can be avoided. The acetabular cup case aims to highlight that a timely root cause analysis, triggered by very few unexplained revisions, will benefit patients and improve the quality of life.

Keywords: medical devices, implants, adverse events, root cause analysis, joint replacements


INTRODUCTION

Implanted and non-implanted medical devices such as pacemakers, artificial joints, fracture fixation devices, dental implants, catheters, syringes, artificial limbs, braces, wheelchairs, etc., have become widely accepted to improve the quality of life for patients. These devices perform very well, depending on the application, for hours, days, months, or many years.

The focus of this paper is on artificial joints, where patient survival rates of 80% or higher after 15 years of use can be expected. An 80% implant survival rate means that up to 20% of today's implants must be replaced after <15 years of use, and implant revisions (replacement of the original, so-called primary implant) are often not as functional as primary implants. Therefore, a great need exists for survival rates much higher than 80% and for artificial joints that last twenty, 30 or more years, so that no revision is required before the end of the patient's life. While some revisions are necessary for reasons that are not related to the implant per se, those that are caused by the implant must be reduced.

Artificial joints have continuously been improved by more realistic modeling and simulation work, and improved in vitro testing. Pre-operative techniques are based on the understanding of the anatomy and physiology of normal and pathological structures that the artificial joints are replacing, and how these structures are being modified under the influence of the implant. Earlier analysis and understanding of adverse events has significantly contributed to the improvement of pre-operative evaluation methods. Often it would take months or even years, before adverse events leading to premature revisions were understood well enough to develop better modeling and simulation work, and more accurate in vitro testing protocols. The time it takes to fully understand adverse events means that tens of thousands of artificial joints that put patients at a higher risk for revision than necessary are still implanted.

Recent adverse events with artificial joints will be briefly described. The recall of the Inter-Op cup in December 2000 will be described in more detail. Legal issues were the main reason why not much was published about that event. The lessons learned from the Inter-Op cup event are still not well-known today, and the possibility of similar problems occurring with other artificial joints cannot be excluded.



RECENT ADVERSE EVENTS

The DePuy ASR artificial metal-on-metal hip joint (Articular Surface Replacement) was sold since 2005 to more than 90,000 persons worldwide, and the device was voluntarily recalled by the company in August of 2010 (1, 2). There were reports of higher than normal revision rates for over 1 year before the recall. The reasons for the higher than normal revisions were not obvious, but it appeared that they were related to the metal-on-metal articulation of the device. The multi-billion dollar settlements with the patients after the recall were costly for the company, but the real cost was to the patients who required a premature revision with all the associated risks of an additional surgical intervention. An earlier recognition of the cause could have saved thousands of patients from suffering from a potentially faulty implant.

Another recent adverse event was the Zimmer Durom hip replacement where the cementless acetabular cup did not grow in properly in all cases, and eventually came loose, requiring revision surgery (3). There have also been reports of a higher ion release with the large diameter Durom hip (LDH). The company took the device from the market in 2012 and offered to settle outstanding lawsuits.

It has been known since at least 1992 (4) that corrosion can occur in modular hip implants, in particular between the implant head and the neck. The corrosion was noticed at revision surgery, but it was not believed to be a major concern. More corrosion in a larger number of revised implants was observed in larger heads that were introduced by several manufacturers since 2000. Higher corrosion at the head-neck taper connection appears to lead to an adverse tissue reaction due to the released corrosion substances. Several factors, such as material properties, surface structure, tolerances, the toggling moment, and others are responsible for the problems (5, 6). Much has been learned about head-neck corrosion in the meantime by a detailed retrieval analysis, simulation and modeling work, as well as in vitro tests. Nevertheless, there is still a need for better understanding why the corrosion occurs, and how it can be prevented, to eliminate corrosion at modular connections as a problem requiring revisions.

In addition to adverse events related to hip implants, other recent adverse issues also occurred with e.g., the Zimmer Persona trabecular metal tibia plate that was voluntarily recalled in 2015 (7). The reason was an increase in complaints of radiolucent lines and loosening. Another recent recall was the Zimmer Biomet Comprehensive Reverse Shoulder (8).

It is important to remember that the majority of artificial joints and other implants function well and remain in the body for a very long time. Frequent technical and/or manufacturing modifications and new implant designs aim to improve function and longevity. Some, however, do not work as expected and require early revision surgery, while others must be recalled and taken off the market immediately. Therefore, it is crucial to detect and understand adverse events as early as possible, so that as few as possible additional devices are implanted. Understanding adverse events in a timely manner will aid in the development of better modeling and simulation work and more realistic in vitro testing, ultimately improving in vivo success and patient outcomes.



INTER-OP RECALL ON DECEMBER 5, 2000


The Inter-op cup

The Inter-Op cup was manufactured by Sulzer Orthopedics, Inc. in Austin, Texas. The Ti-alloy cup was hemispherical and coated with cancellous-structured Titanium (CSTi) on the bone side, allowing for bone ingrowth. The bone was reamed slightly smaller than the cup, so that a press-fit seating for primary fixation could be achieved during surgery. Screws could be used for additional initial primary fixation. The inside of the cup allowed for the insertion of a metal-on-metal or polyethylene articulation.



Disclaimer

The description of the Inter-Op cup recall, how it happened and what was learned, is based solely on the knowledge of the author, who was Vice President of Research at Sulzer Orthopedics when it happened, and who coordinated the internal company investigation that followed the recall. The author feels strongly that the company dealt with this adverse event in a very timely manner, making the voluntary recall only a few months after it first became aware of a potentially higher failure rate of this particular cup. Of course, in hindsight, it is easy to argue that an even earlier recall would have saved many patients from receiving a faulty device.



Investigations Before the Recall

In the summer of 2000, the product manager of the Inter-Op acetabular cup was informed by a surgeon from Los Angeles that a few unexpected early revisions had to be made in hip implants with a metal-on-metal articulation. The patients complained within weeks after surgery about pain. Some patients already showed reddening and swelling near the hip joint, which appeared to be a localized inflammatory reaction near the implant, and no positive bacterial culture could be detected. The surgeon was aware that in Europe between ten and twenty metal-on-metal articulation revisions were made, and that there was concern the metal-on-metal articulation was responsible. This was one reason why he contacted the company soon after he had to perform the first few unexpected revisions. As soon as the president of the company was made aware of higher than expected revisions, a task force consisting of project management, development, research, clinical studies, manufacturing, biology and legal was formed. The surgeon who made the company aware of the adverse events sent the retrieved cups to Dr. Pat Campbell, an international retrieval analysis specialist, for neutral analysis (Figure 1). Within a few weeks it was possible to rule out tolerance issues in the cup and/or the instruments as the possible cause of the problems, either on the articulation side and on the bone side. Adverse reactions due to the metal-on-metal articulation, first thought to be a possible cause, could be ruled out as a number of the same cups with a polyethylene articulation also had to be revised due to similar symptoms.
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FIGURE 1. Revised Inter-Op cup after 11 months in vivo showing no bone ingrowth and a few areas with a red and gray gel-like residue.



The time between the end of September and the recall on December 5, 2000 was very difficult, as the number of revisions started to increase and the company was at a loss about what was causing the problems. Recalling the Inter-Op cup, with all the consequences that a recall triggers, was discussed as the right thing to do, however, recalling an otherwise successful device without understanding the root cause of the problem would have been problematic. In November of 2000 extraction studies looking at residues on some off-the-shelf stored cups showed small amounts of oily residue. The oily residue of a few milligrams was trapped in the CSTi surface that has about 50% porosity. Dr. Campbell (retrieval analysis specialist) and Dr. Mirra (pathologist) from Los Angeles, who received many of the revised cups, suggested to the company that a biological problem was the most likely cause for the adverse reaction leading to pain and early revision. The absence of finding any other possible causes, and the fact that the revisions started to increase, led the company to make a voluntary recall of the Inter-Op cup on December 5, 2000. The reason for the recall was communicated as unacceptable levels of oily residues. Of the 25,000 cups that were recalled 17,000 were already implanted.



Investigations After the Recall

Oily Residue in Porous CSTi Structure

The analysis of the residue was continued after the recall, on hundreds of not yet implanted cups in the company laboratory, and in two independent laboratories. The data was put into groups based on lot number and manufacturing and cleaning processes. The lot numbers of the revised devices were compared with the data from the off-the-shelf devices. This resulted in the following observations:

• Oily residue levels between a few mg and occasionally as high as 50 mg were found in manufacturing lots going back to 1997

• Most revisions were in one manufacturing group, where nitric acid passivation had been eliminated, as it was determined that nitric passivation did not enhance the existing self-passivation of Ti-alloy

• There were fewer revisions in cups manufactured within the first few weeks after the summer holiday shut down of manufacturing

The source of the oily residue was in the machine used to finish the parts after porous coating (Figure 2). The CSTi porous coating requires very high temperatures under vacuum to eliminate all non-metallic residues. Ideally, machining should not be necessary after porous coating in order to avoid contamination of the porous bone ingrowth structure. Oily residue can be cleaned from smooth surfaces during the final cleaning process, but it is not possible to completely clean a porous structure once it has been contaminated. The cooling fluid used during machining can contain small amounts of oil from the way bed of the machine, as well as the machine's gearbox and hydraulics. All manufacturing groups of the Inter-Op cup required some machining after porous coating, leaving various amounts of oily residue in the porous structure, even after the final cleaning process (9).
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FIGURE 2. Coolant applied during machining finishing of the cup after porous coating.



Very few revisions were observed in the groups where nitric acid passivation was applied after porous coating, as the nitric acid largely eliminated the oily residue within the porous structure. The holiday shut down was used to clean all machines and was also the time the cooling fluid was replaced. This meant that after the holiday break, the cooling fluid used contained very little oily residue. The different oily residues were identified and assessed for toxicity. Very small amounts of toxic additives could be detected, but in such small amounts that it could not explain the adverse tissue reaction observed in the retrieved devices. The pathologist Dr. Mirra from Los Angeles also did not feel that the oily residue alone could explain the inflammatory response requiring a revision of the cup. Endotoxins, sterile residues from bacteria, were already considered before the recall as a possible cause for the adverse tissue reaction. Endotoxin tests on finished off-the-shelf cups, however, were all negative.




ENDOTOXINS

Endotoxins are a toxin associated with the outer membranes of certain gram-negative bacteria. They are released upon disruption of intact bacteria (death, cell lysis). Their presence in the blood stream may cause septic reactions, and high concentrations can, amongst other reactions, lead to very serious intravascular coagulation or blood clotting (10). Therefore, standards exist for testing of cardiovascular medical devices, which dictate acceptable lower limits of endotoxins. Tests for endotoxins use the limulus amoebocyte lysate (LAL), which tests the fluid extract after immersing the medical device in the water, usually using ultrasonic cleaners. No standards or acceptable limits exist for endotoxin tests for orthopedic devices. Nevertheless, the Inter-Op cups were tested before and after the recall for endotoxins, but none could be detected.

An oily residue within the CSTi porous coating was given as the cause for the adverse tissue reactions in patients requiring cup revisions at the time of the recall. Only in the months after the recall was it possible to investigate the oily residue further, in order to understand the failure mechanism. It was already known by the assessment of Drs. Mirra and Campbell that the failure was likely be caused by an inflammatory process.

Coolant fluid was tested for endotoxins from a number of tool machines used for machining after porous coating. Various levels of live and dead bacteria (endotoxins) were found, depending on how much time had elapsed since the last coolant replacement. Several dozens of different bacteria were found when the air and many surfaces in the plant were tested. This explains how the bacteria were able to get into the coolant of the tool machines.

The coolant is a water-based, warm solution, i.e., an ideal environment for bacteria growth. These bacteria also mixed with the oil, leading to an endotoxin-loaded oily residue left in the porous coating of the cup. The subsequent washing was unable to remove all residues from the porous structure. The sterilization process took care of the live bacteria, but did nothing to the endotoxins. No endotoxin could be detected with the LAL test, as no oily residue could be extracted during the ultrasonic cleaning. Once the cup was implanted, it appears that when the body fluid came into contact with the endotoxin contaminated oily residue in the cup, it started an inflammatory reaction, preventing the bone from growing into the CSTi porous structure. This led to the loosening of the cup within a few weeks to a few months.

About a third of the 17,000 patients that had received an Inter-Op cup required a revision. Not all cups had the same amount of oily residue and endotoxins. This explains why fewer revisions were observed after the coolant replacement during the summer holiday shut down. Furthermore, some patients might have already had antibodies against some of the bacteria, leading to a lower or no inflammatory reaction. It was also learned during the investigation of the root cause that mineral oil acts as an adjuvant when mixed with endotoxin leading to a much stronger inflammatory response than endotoxin alone.



VITALITY OF BONE AFTER REVISION

The annual meeting of the American Academy of Orthopedic Surgeons took place, almost 3 months after the recall, in February of 2001. A few hundred revisions had already been made at that time, and the surgeons were wondering how deep into the bone the adverse tissue reaction had spread. Therefore, a tetracycline double labeling bone study was initiated in January of 2001 (11). Patients scheduled for revision surgery that had consented to the study were injected with tetracycline 2 weeks before surgery, and a second time again immediately before surgery. A thin layer of bone was removed after the cup had been taken out until fresh bleeding bone appeared. The bone chips were then analyzed for chips showing two bands, indicating that the bone was alive and growing (Figure 3). The results showed that only a thin layer of bone below the contaminated cup was compromised, and it was possible to ream it out without problems. This was very important for surgeons, who were faced with having to revise patients who developed pain and implant loosening due to the affected cup. The author, an engineer, was not aware that the revisions were abnormally difficult.
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FIGURE 3. Tetracycline labeled bone chips showing the dual band of live bone.





LESSONS LEARNED

The recall of the Inter-Op cup was an adverse event that took about 4 months from first reports about problems to the voluntary recall of the cup. While this was, in the opinion of the author, a timely process, one might question why the company did not act even earlier, preventing many patients from receiving a faulty device. Much was learned during the analysis of the root cause of the problem, but it could not be published for legal reasons. Here are a few of the lessons learned:

• It was important to recall the product once it appeared obvious that the Inter-Op cup was the reason for the majority of the premature revisions, even without fully understanding the failure mechanism

• It was crucial to send the retrieved cups to a specialized laboratory for independent analysis. This gave the surgeons confidence, as some did not trust the company to be completely open about the findings

• The adverse reactions endotoxins can cause when they get into porous structures of implantable medical devices is much better understood as a result of the implant failure and subsequent root cause analysis.

Recommendation:

- Any possibility of endotoxin contamination of rough or porous coating must be avoided, as it is extremely difficult to remove endotoxins from such surfaces. Endotoxins can enter porous surfaces during machining, through final cleaning in the case that the industrial water contains endotoxins, or through the air if the otherwise finished implants are not handled in a sterile environment before packaging

- The industrial water upgraded from regular city water must be routinely tested for endotoxins

• Small changes in the manufacturing process should not be underestimated, and a thorough risk analysis is very important when any changes are made

• Relying on existing standards and tests is not sufficient, as with every change or potential improvement, previously unknown adverse events can occur. Standards and published in vitro tests are typically years behind the current knowledge, as it takes time to incorporate new knowledge into a standardized test.

• It is crucial to review the literature thoroughly about any aspect that could lead to an adverse event of a medical device. An article by Hollingsworth and Atkins published in (12) describes a synovial inflammatory response to bacterial endotoxin. The company was not aware of this article; knowledge of the article might have helped to understand the failure mechanism at an earlier time point.

• It is essential to take one or only a few adverse events with a medical device seriously and quickly analyze the cause of the problem. In many cases, there might not be a problem with the device, but missing a problem can put many patients unnecessarily at risk for a premature revision. If there appears to be a problem with the device, action should start without delay.



CONCLUSIONS

It is important to remember that hundreds of thousands of patients experience a long lasting improvement in their quality of life after joint replacement. Nevertheless, there are routinely changes in existing and new devices to further improve the survival rate of artificial joints. Every change, however, bears the risk of unexpected consequences, which is why it is so important to perform excellent clinical studies, and to do a timely analysis of even the smallest number of adverse events. The Inter-Op example shows how important it was to quickly start the analysis of only a few initial unexpected revisions. The recall with all the severe consequences for the company, and more importantly the patients, was made only months after first hearing about problems with the cup. Of course it can always be argued that the recall should have been made earlier. The root cause analysis involved assessing a large number of retrieved and off-the-shelf devices. It showed the potential problems with endotoxins, especially on rough or porous surfaces. Once there endotoxins can hardly be detected or removed. Doing everything possible to prevent endotoxins from attaching themselves to such surfaces is crucial. It would be useful if companies would be required to publish what was learned in the root cause analysis of every recall, as other companies would be prevented from marketing devices with similar problems. Ultimately, patients would benefit from getting fewer faulty artificial joints.
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Basic life science literature is rich with information, however methodically quantitative attempts to organize this information are rare. Unlike clinical research, where consolidation efforts are facilitated by systematic review and meta-analysis, the basic sciences seldom use such rigorous quantitative methods. The goal of this study is to present a brief theoretical foundation, computational resources and workflow outline along with a working example for performing systematic or rapid reviews of basic research followed by meta-analysis. Conventional meta-analytic techniques are extended to accommodate methods and practices found in basic research. Emphasis is placed on handling heterogeneity that is inherently prevalent in studies that use diverse experimental designs and models. We introduce MetaLab, a meta-analytic toolbox developed in MATLAB R2016b which implements the methods described in this methodology and is provided for researchers and statisticians at Git repository (https://github.com/NMikolajewicz/MetaLab). Through the course of the manuscript, a rapid review of intracellular ATP concentrations in osteoblasts is used as an example to demonstrate workflow, intermediate and final outcomes of basic research meta-analyses. In addition, the features pertaining to larger datasets are illustrated with a systematic review of mechanically-stimulated ATP release kinetics in mammalian cells. We discuss the criteria required to ensure outcome validity, as well as exploratory methods to identify influential experimental and biological factors. Thus, meta-analyses provide informed estimates for biological outcomes and the range of their variability, which are critical for the hypothesis generation and evidence-driven design of translational studies, as well as development of computational models.

Keywords: meta-analysis, basic research, rapid review, systematic review, MATLAB, methodology


INTRODUCTION

Evidence-based medical practice aims to consolidate best research evidence with clinical and patient expertise. Systematic reviews and meta-analyses are essential tools for synthesizing evidence needed to inform clinical decision making and policy. Systematic reviews summarize available literature using specific search parameters followed by critical appraisal and logical synthesis of multiple primary studies (Gopalakrishnan and Ganeshkumar, 2013). Meta-analysis refers to the statistical analysis of the data from independent primary studies focused on the same question, which aims to generate a quantitative estimate of the studied phenomenon, for example, the effectiveness of the intervention (Gopalakrishnan and Ganeshkumar, 2013). In clinical research, systematic reviews and meta-analyses are a critical part of evidence-based medicine. However, in basic science, attempts to evaluate prior literature in such rigorous and quantitative manner are rare, and narrative reviews are prevalent. The goal of this manuscript is to provide a brief theoretical foundation, computational resources and workflow outline for performing a systematic or rapid review followed by a meta-analysis of basic research studies.

Meta-analyses can be a challenging undertaking, requiring tedious screening and statistical understanding. There are several guides available that outline how to undertake a meta-analysis in clinical research (Higgins and Green, 2011). Software packages supporting clinical meta-analyses include the Excel plugins MetaXL (Barendregt and Doi, 2009) and Mix 2.0 (Bax, 2016), Revman (Cochrane Collaboration, 2011), Comprehensive Meta-Analysis Software [CMA (Borenstein et al., 2005)], JASP (JASP Team, 2018) and MetaFOR library for R (Viechtbauer, 2010). While these packages can be adapted to basic science projects, difficulties may arise due to specific features of basic science studies, such as large and complex datasets and heterogeneity in experimental methodology. To address these limitations, we developed a software package aimed to facilitate meta-analyses of basic research, MetaLab in MATLAB R2016b, with an intuitive graphical interface that permits users with limited statistical and coding background to proceed with a meta-analytic project. We organized MetaLab into six modules (Figure 1), each focused on different stages of the meta-analytic process, including graphical-data extraction, model parameter estimation, quantification and exploration of heterogeneity, data-synthesis, and meta-regression.
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FIGURE 1. General framework of MetaLab. The Data Extraction module assists with graphical data extraction from study figures. Fit Model module applies Monte-Carlo error propagation approach to fit complex datasets to model of interest. Prior to further analysis, reviewers have opportunity to manually curate and consolidate data from all sources. Prepare Data module imports datasets from a spreadsheet into MATLAB in a standardized format. Heterogeneity, Meta-analysis and Meta-regression modules facilitate meta-analytic synthesis of data.



In the present manuscript, we describe each step of the meta-analytic process with emphasis on specific considerations made when conducting a review of basic research. The complete workflow of parameter estimation using MetaLab is demonstrated for evaluation of intracellular ATP content in osteoblasts (OB [ATP]ic dataset) based on a rapid literature review. In addition, the features pertaining to larger datasets are explored with the ATP release kinetics from mechanically-stimulated mammalian cells (ATP release dataset) obtained as a result of a systematic review in our prior work (Mikolajewicz et al., 2018).

MetaLab can be freely accessed at Git repository (https://github.com/NMikolajewicz/MetaLab), and a detailed documentation of how to use MetaLab together with a working example is available in the Supporting materials.



VALIDITY OF EVIDENCE IN THE BASIC SCIENCES

To evaluate the translational potential of basic research, the validity of evidence must first be assessed, usually by examining the approach taken to collect and evaluate the data. Studies in the basic sciences are broadly grouped as hypothesis-generating and hypothesis-driven. The former tend to be small-sampled proof-of-principle studies and are typically exploratory and less valid than the latter. An argument can even be made that studies that report novel findings fall into this group as well, since their findings remain subject to external validation prior to being accepted by the broader scientific community. Alternatively, hypothesis-driven studies build upon what is known or strongly suggested by earlier work. These studies can also validate prior experimental findings with incremental contributions. Although such studies are often overlooked and even dismissed due to a lack of substantial novelty, their role in external validation of prior work is critical for establishing the translational potential of findings.

Another dimension to the validity of evidence in the basic sciences is the selection of experimental model. The human condition is near-impossible to recapitulate in a laboratory setting, therefore experimental models (e.g., cell lines, primary cells, animal models) are used to mimic the phenomenon of interest, albeit imperfectly. For these reasons, the best quality evidence comes from evaluating the performance of several independent experimental models. This is accomplished through systematic approaches that consolidate evidence from multiple studies, thereby filtering the signal from the noise and allowing for side-by-side comparison. While systematic reviews can be conducted to accomplish a qualitative comparison, meta-analytic approaches employ statistical methods which enable hypothesis generation and testing. When a meta-analysis in the basic sciences is hypothesis-driven, it can be used to evaluate the translational potential of a given outcome and provide recommendations for subsequent translational- and clinical-studies. Alternatively, if meta-analytic hypothesis testing is inconclusive, or exploratory analyses are conducted to examine sources of inconsistency between studies, novel hypotheses can be generated, and subsequently tested experimentally. Figure 2 summarizes this proposed framework.
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FIGURE 2. Schematic of proposed hierarchy of translational potential in basic research.





STEPS IN QUANTITATIVE LITERATURE REVIEW

All meta-analytic efforts prescribe to a similar workflow, outlined as follows:

1) Formulate research question

• Define primary and secondary objectives

• Determine breadth of question

2) Identify relevant literature

• Construct search strategy: rapid or systematic search

• Screen studies and determine eligibility

3) Extract and consolidate study-level data

• Extract data from relevant studies

• Collect relevant study-level characteristics and experi-mental covariates

• Evaluate quality of studies

• Estimate model parameters for complex relation-ships (optional)

4) Data appraisal and preparation

• Compute appropriate outcome measure

• Evaluate extent of between-study inconsistency (heterogeneity)

• Perform relevant data transformations

• Select meta-analytic model

5) Synthesize study-level data into summary measure

• Pool data and calculate summary measure and confidence interval

6) Exploratory analyses

• Explore potential sources of heterogeneity (ex. biological or experimental)

• Subgroup and meta-regression analyses

7) Knowledge synthesis

• Interpret findings

• Provide recommendations for future work



META-ANALYSIS METHODOLOGY


Search and Selection Strategies

The first stage of any review involves formulating a primary objective in the form of a research question or hypothesis. Reviewers must explicitly define the objective of the review before starting the project, which serves to reduce the risk of data dredging, where reviewers later assign meaning to significant findings. Secondary objectives may also be defined; however, precaution must be taken as the search strategies formulated for the primary objective may not entirely encompass the body of work required to address the secondary objective. Depending on the purpose of a review, reviewers may choose to undertake a rapid or systematic review. While the meta-analytic methodology is similar for systematic and rapid reviews, the scope of literature assessed tends to be significantly narrower for rapid reviews permitting the project to proceed faster.

Systematic Review and Meta-Analysis

Systematic reviews involve comprehensive search strategies that enable reviewers to identify all relevant studies on a defined topic (DeLuca et al., 2008). Meta-analytic methods then permit reviewers to quantitatively appraise and synthesize outcomes across studies to obtain information on statistical significance and relevance. Systematic reviews of basic research data have the potential of producing information-rich databases which allow extensive secondary analysis. To comprehensively examine the pool of available information, search criteria must be sensitive enough not to miss relevant studies. Key terms and concepts that are expressed as synonymous keywords and index terms, such as Medical Subject Headings (MeSH), must be combined using Boolean operators AND, OR and NOT (Ecker and Skelly, 2010). Truncations, wildcards, and proximity operators can also help refine a search strategy by including spelling variations and different wordings of the same concept (Ecker and Skelly, 2010). Search strategies can be validated using a selection of expected relevant studies. If the search strategy fails to retrieve even one of the selected studies, the search strategy requires further optimization. This process is iterated, updating the search strategy in each iterative step until the search strategy performs at a satisfactory level (Finfgeld-Connett and Johnson, 2013). A comprehensive search is expected to return a large number of studies, many of which are not relevant to the topic, commonly resulting in a specificity of <10% (McGowan and Sampson, 2005). Therefore, the initial stage of sifting through the library to select relevant studies is time-consuming (may take 6 months to 2 years) and prone to human error. At this stage, it is recommended to include at least two independent reviewers to minimize selection bias and related errors. Nevertheless, systematic reviews have a potential to provide the highest quality quantitative evidence synthesis to directly inform the experimental and computational basic, preclinical and translational studies.

Rapid Review and Meta-Analysis

The goal of the rapid review, as the name implies, is to decrease the time needed to synthesize information. Rapid reviews are a suitable alternative to systematic approaches if reviewers prefer to get a general idea of the state of the field without an extensive time investment. Search strategies are constructed by increasing search specificity, thus reducing the number of irrelevant studies identified by the search at the expense of search comprehensiveness (Haby et al., 2016). The strength of a rapid review is in its flexibility to adapt to the needs of the reviewer, resulting in a lack of standardized methodology (Mattivi and Buchberger, 2016). Common shortcuts made in rapid reviews are: (i) narrowing search criteria, (ii) imposing date restrictions, (iii) conducting the review with a single reviewer, (iv) omitting expert consultation (i.e., librarian for search strategy development), (v) narrowing language criteria (ex. English only), (vi) foregoing the iterative process of searching and search term selection, (vii) omitting quality checklist criteria and (viii) limiting number of databases searched (Ganann et al., 2010). These shortcuts will limit the initial pool of studies returned from the search, thus expediting the selection process, but also potentially resulting in the exclusion of relevant studies and introduction of selection bias. While there is a consensus that rapid reviews do not sacrifice quality, or synthesize misrepresentative results (Haby et al., 2016), it is recommended that critical outcomes be later verified by systematic review (Ganann et al., 2010). Nevertheless, rapid reviews are a viable alternative when parameters for computational modeling need to be estimated. While systematic and rapid reviews rely on different strategies to select the relevant studies, the statistical methods used to synthesize data from the systematic and rapid review are identical.

Screening and Selection

When the literature search is complete (the date articles were retrieved from the databases needs to be recorded), articles are extracted and stored in a reference manager for screening. Before study screening, the inclusion and exclusion criteria must be defined to ensure consistency in study identification and retrieval, especially when multiple reviewers are involved. The critical steps in screening and selection are (1) removing duplicates, (2) screening for relevant studies by title and abstract, and (3) inspecting full texts to ensure they fulfill the eligibility criteria. There are several reference managers available including Mendeley and Rayyan, specifically developed to assist with screening systematic reviews. However, 98% of authors report using Endnote, Reference Manager or RefWorks to prepare their reviews (Lorenzetti and Ghali, 2013). Reference managers often have deduplication functions; however, these can be tedious and error-prone (Kwon et al., 2015). A protocol for faster and more reliable de-duplication in Endnote has been recently proposed (Bramer et al., 2016). The selection of articles should be sufficiently broad not to be dominated by a single lab or author. In basic research articles, it is common to find data sets that are reused by the same group in multiple studies. Therefore, additional precautions should be taken when deciding to include multiple studies published by a single group. At the end of the search, screening and selection process, the reviewer obtains a complete list of eligible full-text manuscripts. The entire screening and selection process should be reported in a PRISMA diagram, which maps the flow of information throughout the review according to prescribed guidelines published elsewhere (Moher et al., 2009). Figure 3 provides a summary of the workflow of search and selection strategies using the OB [ATP]ic rapid review and meta-analysis as an example.


[image: image]

FIGURE 3. Example of the rapid review literature search. (A) Development of the search parameters to find literature on the intracellular ATP content in osteoblasts. (B) PRISMA diagram for the information flow.





Data Extraction, Initial Appraisal, and Preparation

Identification of Parameters to be Extracted

It is advised to predefine analytic strategies before data extraction and analysis. However, the availability of reported effect measures and study designs will often influence this decision. When reviewers aim to estimate the absolute mean difference (absolute effect), normalized mean difference, response ratio or standardized mean difference (ex. Hedges' g), they need to extract study-level means (θi), standard deviations (sd(θi)), and sample sizes (ni), for control (denoted [image: image], [image: image], and [image: image]) and intervention (denoted [image: image], [image: image], and [image: image]) groups, for studies i. To estimate absolute mean effect, only the mean ([image: image]), standard deviation [image: image], and sample size ([image: image]) are required. In basic research, it is common for a single study to present variations of the same observation (ex. measurements of the same entity using different techniques). In such cases, each point may be treated as an individual observation, or common outcomes within a study can be pooled by taking the mean weighted by the sample size. Another consideration is inconsistency between effect size units reported on the absolute scale, for example, protein concentrations can be reported as g/cell, mol/cell, g/g wet tissue or g/g dry tissue. In such cases, conversion to a common representation is required for comparison across studies, for which appropriate experimental parameters and calibrations need to be extracted from the studies. While some parameters can be approximated by reviewers, such as cell-related parameters found in BioNumbers database (Milo et al., 2010) and equipment-related parameters presumed from manufacturer manuals, reviewers should exercise caution when making such approximations as they can introduce systematic errors that manifest throughout the analysis. When data conversion is judged to be difficult but negative/basal controls are available, scale-free measures (i.e., normalized, standardized, or ratio effects) can still be used in the meta-analysis without the need to convert effects to common units on the absolute scale. In many cases, reviewers may only be able to decide on a suitable effect size measure after data extraction is complete.

It is regrettably common to encounter unclear or incomplete reporting, especially for the sample sizes and uncertainties. Reviewers may choose to reject studies with such problems due to quality concerns or to employ conservative assumptions to estimate missing data. For example, if it is unclear if a study reports the standard deviation or standard error of the mean, it can be assumed to be a standard error, which provides a more conservative estimate. If a study does not report uncertainties but is deemed important because it focuses on a rare phenomenon, imputation methods have been proposed to estimate uncertainty terms (Chowdhry et al., 2016). If a study reports a range of sample sizes, reviewers should extract the lowest value. Strategies to handle missing data should be pre-defined and thoroughly documented.

In addition to identifying relevant primary parameters, a priori defined study-level characteristics that have a potential to influence the outcome, such as species, cell type, specific methodology, should be identified and collected in parallel to data extraction. This information is valuable in subsequent exploratory analyses and can provide insight into influential factors through between-study comparison.

Quality Assessment

Formal quality assessment allows the reviewer to appraise the quality of identified studies and to make informed and methodical decision regarding exclusion of poorly conducted studies. In general, based on initial evaluation of full texts, each study is scored to reflect the study's overall quality and scientific rigor. Several quality-related characteristics have been described (Sena et al., 2007), such as: (i) published in peer-reviewed journal, (ii) complete statistical reporting, (iii) randomization of treatment or control, (iv) blinded analysis, (v) sample size calculation prior to the experiment, (vi) investigation of a dose-response relationship, and (vii) statement of compliance with regulatory requirements. We also suggest that the reviewers of basic research studies assess (viii) objective alignment between the study in question and the meta-analytic project. This involves noting if the outcome of interest was the primary study objective or was reported as a supporting or secondary outcome, which may not receive the same experimental rigor and is subject to expectation bias (Sheldrake, 1997). Additional quality criteria specific to experimental design may be included at the discretion of the reviewer. Once study scores have been assembled, study-level aggregate quality scores are determined by summing the number of satisfied criteria, and then evaluating how outcome estimates and heterogeneity vary with study quality. Significant variation arising from poorer quality studies may justify study omission in subsequent analysis.

Extraction of Tabular and Graphical Data

The next step is to compile the meta-analytic data set, which reviewers will use in subsequent analysis. For each study, the complete dataset which includes parameters required to estimate the target outcome, study characteristics, as well as data necessary for unit conversion needs to be extracted. Data reporting in basic research are commonly tabular or graphical. Reviewers can accurately extract tabular data from the text or tables. However, graphical data often must be extracted from the graph directly using time consuming and error prone methods. The Data Extraction Module in MetaLab was developed to facilitate systematic and unbiased data extraction; Reviewers provide study figures as inputs, then specify the reference points that are used to calibrate the axes and extract the data (Figures 4A,B).


[image: image]

FIGURE 4. MetaLab data extraction procedure is accurate, unbiased and robust to quality of data presentation. (A,B) Example of graphical data extraction using MetaLab. (A) Original figure (Bodin et al., 1992) with axes, data points and corresponding errors marked by reviewer. (B) Extracted data with error terms. (C–F) Validation of MetaLab data-extraction module. (C) Synthetic datasets were constructed using randomly generated data coordinates and marker sizes. (D) Extracted values were consistent with true values evaluated by linear regression with the slope βslope, red line: line of equality. (E) Data extraction was unbiased, evaluated with distribution of percent errors between true and extracted values. Emean, Emedian, Emin, and Emax are mean, median, minimum, and maximum % error respectively. (F) The absolute errors of extracted data were independent of data marker size, red line: line regression with the slope βslope.



To validate the performance of the MetaLab Data Extraction Module, we generated figures using 319 synthetic data points plotted with varying markers sizes (Figure 4C). Extracted and actual values were correlated (R2 = 0.99) with the relationship slope estimated as 1.00 (95% CI: 0.99 to 1.01) (Figure 4D). Bias was absent, with a mean percent error of 0.00% (95% CI: −0.02 to 0.02%) (Figure 4E). The narrow range of errors between −2.00 and 1.37%, and consistency between the median and mean error indicated no skewness. Data marker size did not contribute to the extraction error, as 0.00% of the variation in absolute error was explained by marker size, and the slope of the relationship between marker size and extraction error was 0.000 (95% CI: −0.001, 0.002) (Figure 4F). There data demonstrate that graphical data can be reliably extracted using MetaLab.

Extracting Data From Complex Relationships

Basic science often focuses on natural processes and phenomena characterized by complex relationships between a series of inputs (e.g., exposures) and outputs (e.g., response). The results are commonly explained by an accepted model of the relationship, such as Michaelis-Menten model of enzyme kinetics which involves two parameters–Vmax for the maximum rate and Km for the substrate concentration half of Vmax. For meta-analysis, model parameters characterizing complex relationships are of interest as they allow direct comparison of different multi-observational datasets. However, study-level outcomes for complex relationships often (i) lack consistency in reporting, and (ii) lack estimates of uncertainties for model parameters. Therefore, reviewers wishing to perform a meta-analysis of complex relationships may need to fit study-level data to a unified model y = f(x, β) to estimate parameter set β characterizing the relationship (Table 1), and assess the uncertainty in β.



Table 1. Commonly used models of complex relationships in basic sciences.
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The study-level data can be fitted to a model using conventional fitting methods, in which the model parameter error terms depend on the goodness of fit and number of available observations. Alternatively, a Monte Carlo simulation approach (Cox et al., 2003) allows for the propagation of study-level variances (uncertainty in the model inputs) to the uncertainty in the model parameter estimates (Figure 5). Suppose that study i reported a set of k predictor variables x = {xj|1 ≤ j ≤ k} for a set of outcomes θ = {θj|1 ≤ j ≤ k}, and that there is a corresponding set of standard deviations sd(θ) = {sd(θj)|1 ≤ j ≤ k} and sample sizes n = {nj|1 ≤ j ≤ k} (Figure 5A). The Monte Carlo error propagation method assumes that outcomes are normally distributed, enabling pseudo random observations to be sampled from a distribution approximated by [image: image]. The pseudo random observations are then averaged to obtain a Monte-Carlo estimate [image: image] for each observation such that

[image: image]

where θ(j, m)* represents a pseudo-random variable sampled nj times from [image: image]. The relationship between x and [image: image] is then fitted with the model of interest using the least-squares method to obtain an estimate of model parameters β (Figure 5B). After many iterations of resampling and fitting, a distribution of parameter estimates [image: image] is obtained, from which the parameter means [image: image] and variances [image: image] can be estimated (Figures 5C,D). As the number of iterations M tend to infinity, the parameter estimate converges to the expected value E(β).
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FIGURE 5. Model parameter estimation with Monte-Carlo error propagation method. (A) Study-level data taken from ATP release meta-analysis. (B) Assuming sigmoidal model, parameters were estimated using Fit Model MetaLab module by randomly sampling data from distributions defined by study level data. Model parameters were estimated for each set of sampled data. (C) Final model using parameters estimated from 400 simulations. (D) Distributions of parameters estimated for given dataset are unimodal and symmetrical.



It is critical for reviewers to ensure the data is consistent with the model such that the estimated parameters sufficiently capture the information conveyed in the underlying study-level data. In general, reliable model fittings are characterized by normal parameter distributions (Figure 5D) and have a high goodness of fit as quantified by R2. The advantage of using the Monte-Carlo approach is that it works as a black box procedure that does not require complex error propagation formulas, thus allowing handling of correlated and independent parameters without additional consideration.

Study-Level Effect Sizes

Depending on the purpose of the review product, study-level outcomes θi can be expressed as one of several effect size measures. The absolute effect size, computed as a mean outcome or absolute difference from baseline, is the simplest, is independent of variance, and retains information about the context of the data (Baguley, 2009). However, the use of absolute effect size requires authors to report on a common scale or provide conversion parameters. In cases where a common scale is difficult to establish, a scale-free measure, such as standardized, normalized or relative measures can be used. Standardized mean differences, such Hedges' g or Cohen d, report the outcome as the size of the effect (difference between the means of experimental and control groups) relative to the overall variance (pooled and weighted standard deviation of combined experimental and control groups). The standardized mean difference, in addition to odds or risk ratios, is widely used in meta-analysis of clinical studies (Vesterinen et al., 2014), since it allows to summarize metrics that do not have unified meaning (e.g., a pain score), and takes into account the variability in the samples. However, the standardized measure is rarely used in basic science since study outcomes are commonly a defined measure, sample sizes are small, and variances are highly influenced by experimental and biological factors. Other measures that are more suited for basic science are the normalized mean difference, which expresses the difference between the outcome and baseline as a proportion of the baseline (alternatively called the percentage difference), and response ratio, which reports the outcome as a proportion of the baseline. All discussed measures have been included in MetaLab (Table 2).



Table 2. Types of effect sizes.
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Data Synthesis

The goal of any meta-analysis is to provide an outcome estimate that is representative of all study-level findings. One important feature of the meta-analysis is its ability to incorporate information about the quality and reliability of the primary studies by weighing larger, better reported studies more heavily. The two quantities of interest are the overall estimate and the measure of the variability in this estimate. Study-level outcomes θi are synthesized as a weighted mean [image: image] according to the study-level weights wi:

[image: image]

where N is number of studies or datasets. The choice of a weighting scheme dictates how study-level variances are pooled to estimate the variance of the weighted mean. The weighting scheme thus significantly influences the outcome of meta-analysis, and if poorly chosen, potentially risks over-weighing less precise studies and generating a less valid, non-generalizable outcome. Thus, the notion of defining an a priori analysis protocol has to be balanced with the need to assure that the dataset is compatible with the chosen analytic strategy, which may be uncertain prior to data extraction. We provide strategies to compute and compare different study-level and global outcomes and their variances.

Weighting Schemes

To generate valid estimates of cumulative knowledge, studies are weighed according to their reliability. This conceptual framework, however, deteriorates if reported measures of precision are themselves flawed. The most commonly used measure of precision is the inverse variance which is a composite measure of total variance and sample size, such that studies with larger sample sizes and lower experimental errors are more reliable and more heavily weighed. Inverse variance weighting schemes are valid when (i) sampling error is random, (ii) the reported effects are homoscedastic, i.e., have equal variance and (iii) the sample size reflects the number of independent experimental observations. When assumptions (i) or (ii) are violated, sample size weighing can be used as an alternative. Despite sample size and sample variance being such critical parameters in the estimation of the global outcome, they are often prone to deficient reporting practices.

Potential problems with sample variance and sample size

The standard error se(θi) is required to compute inverse variance weights, however, primary literature as well as meta-analysis reviewers often confuse standard errors with standard deviations sd(θi) (Altman and Bland, 2005). Additionally, many assays used in basic research often have uneven error distributions, such that the variance component arising from experimental error depends on the magnitude of the effect (Bittker and Ross, 2016). Such uneven error distributions will lead to biased weighing that does not reflect true precision in measurement. Fortunately, the standard error and standard deviation have characteristic properties that can be assessed by the reviewer to determine whether inverse variance weights are appropriate for a given dataset. The study-level standard error se(θi) is a measure of precision and is estimated as the product of the sample standard deviation sd(θi) and margin of error [image: image] for study i. Therefore, the standard error is expected to be approximately inversely proportionate to the root of the study-level sample size ni

[image: image]

Unlike the standard error, the standard deviation–a measure of the variance of a random variable sd(θ)2-is assumed to be independent of the sample size because it is a descriptive statistic rather than a precision statistic. Since the total observed study-level sample variance is the sum of natural variability (assumed to be constant for a phenomenon) and random error, no relationship is expected between reported standard deviations and sample sizes. These assumptions can be tested by correlation analysis and can be used to inform the reviewer about the reliability of the study-level uncertainty measures. For example, a relationship between sample size and sample variance was observed for the OB [ATP]ic dataset (Figure 6A), but not for the ATP release data (Figure 6B). Therefore, in the case of the OB [ATP]ic data set, lower variances are not associated with higher precision and inverse variance weighting is not appropriate. Sample sizes are also frequently misrepresented in the basic sciences, as experimental replicates and repeated experiments are often reported interchangeably (incorrectly) as sample sizes (Vaux et al., 2012). Repeated (independent) experiments refer to number of randomly sampled observations, while replicates refer to the repeated measurement of a sample from one experiment to improve measurement precision. Statistical inference theory assumes random sampling, which is satisfied by independent experiments but not by replicate measurements. Misrepresentative reporting of replicates as the sample size may artificially inflate the reliability of results. While this is difficult to identify, poor reporting may be reflected in the overall quality score of a study.
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FIGURE 6. Assessment of study-level outcomes. (A,B) Reliability of study-level error measures. Relationship between study-level squared standard deviation [image: image] and sample sizes ni are assumed to be independent when reliably reported. Association between [image: image] and ni was present in OB [ATP]ic data set (A) and absent in ATP release data set (B), red line: linear regression. (C,D) Distributions of study-level outcomes. Assessment of unweighted (UW–black) and weighted (fixed effect; FE–blue, random effects; RE–red, sample-size weighting; N–green) study-level distributions of data from OB [ATP]ic (C) and ATP release (D) data sets, before (left) and after log10 transformation (right). Heterogeneity was quantified by Q, I2, and H2 heterogeneity statistics. (E,F) After log10 transformation, H2 heterogeneity statistics increased for OB [ATP]ic data set (E) and decreased for ATP release (F) data set.



Inverse variance weighting

The inverse variance is the most common measure of precision, representing a composite measure of total variance and sample size. Widely used weighting schemes based on the inverse variance are fixed effect or random effects meta-analytic models. The fixed effect model assumes that all the studies sample one true effect γ. The observed outcome θi for study i is then a function of a within-study error εi, θi = γ + εi, where εi is normally distributed [image: image]. The standard error se(θi) is calculated from the sample standard deviation sd(θi) and sample size ni as:

[image: image]

Alternatively, the random effects model supposes that each study samples a different true outcome μi, such that the combined effect μ is the mean of a population of true effects. The observed effect θi for study i is then influenced by the intrastudy error εi and interstudy error ξi, θi = μi + εi + ξi, where ξi is also assumed to be normally distributed ξi~ [image: image](0, τ2), with τ2 representing the extent of heterogeneity, or between-study (interstudy) variance.

Study-level estimates for a fixed effect or random effects model are weighted using the inverse variance:

[image: image]

These weights are used to calculate the global outcome [image: image] (Equation 3) and the corresponding standard error [image: image]:
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where N = number of datasets/studies. In practice, random effects models are favored over the fixed effect model, due to the prevalence of heterogeneity in experimental methods and biological outcomes. However, when there is no between-study variability (τ2 = 0), the random effects model reduces to a fixed effect model. In contrast, when τ2 is exceedingly large and interstudy variance dominates the weighting term [τ2 [image: image] [image: image]], random effects estimates will tend to an unweighted mean.

Interstudy variance τ2 estimators. Under the assumptions of a random effects model, the total variance is the sum of the intrastudy variance (experimental sampling error) and interstudy variance τ2 (variability of true effects). Since the distribution of true effects is unknown, we must estimate the value of τ2 based on study-level outcomes (Borenstein, 2009). The DerSimonian and Laird (DL) method is the most commonly used in meta-analyses (DerSimonian and Laird, 1986). Other estimators such as the Hunter and Schmidt (Hunter and Schmidt, 2004), Hedges (Hedges and Olkin, 1985), Hartung-Makambi (Hartung and Makambi, 2002), Sidik-Jonkman (Sidik and Jonkman, 2005), and Paule-Mandel (Paule and Mandel, 1982) estimators have been proposed as either alternatives or improvements over the DL estimator (Sanchez-Meca and Marin-Martinez, 2008) and have been implemented in MetaLab (Table 3). Negative values of τ2 are truncated at zero. An overview of the various τ2 estimators along with recommendations on their use can be found elsewhere (Veroniki et al., 2016).



Table 3. Interstudy variance estimators.
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Sample-size weighting

Sample-size weighting is preferred in cases where variance estimates are unavailable or unreliable. Under this weighting scheme, study-level sample sizes are used in place of inverse variances as weights. The sampling error is then unaccounted for; however, since sampling error is random, larger sample sizes will effectively average out the error and produce more dependable results. This is contingent on reliable reporting of sample sizes which is difficult to assess and can be erroneous as detailed above. For a sample size weighted estimate, study-level sample sizes ni replace weights that are used to calculate the global effect size [image: image], such that
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The pooled standard error [image: image] for the global effect is then:

[image: image]

While sample size weighting is less affected by sampling variance, the performance of this estimator depends on the availability of studies (Marin-Martinez and Sanchez-Meca, 2010). When variances are reliably reported, sample-size weights should roughly correlate to inverse variance weights under the fixed effect model.

Meta-Analytic Data Distributions

One important consideration the reviewer should attend to is the normality of the study-level effects distributions assumed by most meta-analytic methods. Non-parametric methods that do not assume normality are available but are more computationally intensive and inaccessible to non-statisticians (Karabatsos et al., 2015). The performance of parametric meta-analytic methods has been shown to be robust to non-normally distributed effects (Kontopantelis and Reeves, 2012). However, this robustness is achieved by deriving artificially high estimates of heterogeneity for non-normally distributed data, resulting in conservatively wide confidence intervals and severely underpowered results (Jackson and Turner, 2017). Therefore, it is prudent to characterize the underlying distribution of study-level effects and perform transformations to normalize distributions to preserve the inferential integrity of the meta-analysis.

Assessing data distributions

Graphical approaches, such as the histogram, are commonly used to assess the distribution of data; however, in a meta-analysis, they can misrepresent the true distribution of effect sizes that may be different due to unequal weights assigned to each study. To address this, we can use a weighted histogram to evaluate effect size distributions (Figure 6). A weighted histogram can be constructed by first binning studies according to their effect sizes. Each bin is then assigned weighted frequencies, calculated as the sum of study-level weights within the given bin. The sum of weights in each bin are then normalized by the sum of all weights across all bins
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where Pj is the weighted frequency for bin j, wij is the weight for the effect size in bin j from study i, and nBins is the total number of bins. If the distribution is found deviate from normality, the most common explanations are that (i) the distribution is skewed due to inconsistencies between studies, (ii) subpopulations exist within the dataset giving rise to multimodal distributions or (iii) the studied phenomenon is not normally distributed. The source of inconsistencies and multimodality can be explored during the analysis of heterogeneity (i.e., to determine whether study-level characteristics can explain observed discrepancies). Skewness may however be inherent to the data when values are small, variances are large, and values cannot be negative (Limpert et al., 2001) and has been credited to be characteristic of natural processes (Grönholm and Annila, 2007). For sufficiently large sample sizes the central limit theorem holds that the means of a skewed data are approximately normally distributed. However, due to common limitation in the number of studies available for meta-analyses, meta-analytic global estimates of skewed distributions are often sensitive to extreme values. In these cases, data transformation can be used to achieve a normal distribution on the logarithmic scale (i.e., lognormal distribution).

Lognormal distributions

Since meta-analytic methods typically assume normality, the log transformation is a useful tool used to normalize skewed distributions (Figures 6C–F). In the ATP release dataset, we found that log transformation normalized the data distribution. However, in the case of the OB [ATP]ic dataset, log transformation revealed a bimodal distribution that was otherwise not obvious on the raw scale.

Data normalization by log transformation allows meta-analytic techniques to maintain their inferential properties. The outcomes synthesized on the logarithmic scale can then be transformed to the original raw scale to obtain asymmetrical confidence intervals which further accommodate the skew in the data. Study-level effect sizes θi can be related to the logarithmic mean Θi through the forward log transformation, meta-analyzed on the logarithmic scale, and back-transformed to the original scale using one of the back-transformation methods (Table 4). We have implemented three different back-transformation methods into MetaLab, including geometric approximation (anti-log), naïve approximation (rearrangement of forward-transformation method) and tailor series approximation (Higgins et al., 2008). The geometric back-transformation will yield an estimate of [image: image] that is approximately equal to the median of the study-level effects. The naïve or tailor series approximation differ in how the standard errors are approximated, which is used to obtain a point estimate on the original raw scale. The naïve and tailor series approximations were shown to maintain adequate inferential properties in the meta-analytic context (Higgins et al., 2008).



Table 4. Logarithmic Transformation Methods.
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Confidence Intervals

Once the meta-analysis global estimate and standard error has been computed, reviewers may proceed to construct the confidence intervals (CI). The CI represents the range of values within which the true mean outcome is contained with the probability of 1-α. In meta-analyses, the CI conveys information about the significance, magnitude and direction of an effect, and is used for inference and generalization of an outcome. Values that do not fall in the range of the CI may be interpreted as significantly different. In general, the CI is computed as the product of the standard error [image: image] and the critical value v1−α/2:

[image: image]

CI estimators

The critical value v1−α/2 is derived from a theoretical distribution and represents the significance threshold for level α. A theoretical distribution describes the probability of any given possible outcome occurrence for a phenomenon. Extreme outcomes that lie furthest from the mean are known as the tails. The most commonly used theoretical distributions are the z-distribution and t-distribution, which are both symmetrical and bell-shaped, but differ in how far reaching or “heavy” the tails are. Heavier tails will result in larger critical values which translate to wider confidence intervals, and vice versa. Critical values drawn from a z-distribution, known as z-scores (z), are used when data are normal, and a sufficiently large number of studies are available (>30). The tails of a z-distribution are independent of the sample size and reflect those expected for a normal distribution. Critical values drawn from a t-distribution, known as t-scores (t), also assume data are normally-distributed, however, are used when there are fewer available studies (<30) because the t-distribution tails are heavier. This produces more conservative (wider) CIs, which help ensure that the data are not misleading or misrepresentative when there is limited evidence available. The heaviness of the t-distribution tails is dictated by the degree of freedom df, which is related to the number of available studies N (df = N−1) such that fewer studies will result in heavier t-distribution tails and therefore larger critical values. Importantly, the t-distribution is asymptotically normal and will thus converge to a z-distribution for a sufficiently large number of studies, resulting in similar critical values. For example, for a significance level α = 0.05 (5% false positive rate), the z-distribution will always yield a critical value v = 1.96, regardless of how many studies are available. The t-distribution will however yield v = 2.78 for 5 studies, v = 2.26 for 10 studies, v = 2.05 for 30 studies and v = 1.98 for 100 studies, gradually converging to 1.96 as the number of studies increases. We have implemented the z-distribution and t-distribution CI estimators into MetaLab.

Evaluating Meta-Analysis Performance

In general, 95% of study-level outcomes are expected to fall within the range of the 95% global CI. To determine whether the global 95% CI is consistent with the underlying study-level outcomes, the coverage of the CI can be computed as the proportion of study-level 95% CIs that overlap with the global 95% CI:
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The coverage is a performance measure used to determine whether inference made on the study-level is consistent with inference made on the meta-analytic level. Coverage that is less than expected for a specified significance level (i.e., <95% coverage for α = 0.05) may be indicative of inaccurate estimators, excessive heterogeneity or inadequate choice of meta-analytic model, while coverage exceeding 95% may indicate an inefficient estimator that results in insufficient statistical power.

Overall, the performance of a meta-analysis is heavily influenced by the choice of weighting scheme and data transformation (Figure 7). This is especially evident in the smaller datasets, such as our OB [ATP]i example, where both the global estimates and the confidence intervals are dramatically different under different weighting schemes (Figure 7A). Working with larger datasets, such as ATP release kinetics, allows to somewhat reduce the influence of the assumed model (Figure 7B). However, normalizing data distribution (by log transformation) produces much more consistent outcomes under different weighting schemes for both datasets, regardless of the number of available studies (Figures 7A,B, log10 synthesis).
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FIGURE 7. Comparison of global effect estimates using different weighting schemes. (A,B) Global effect estimates for OB [ATP]ic (A) and ATP release (B) following synthesis of original data (raw, black) or of log10-transformed data followed by back-transformation to original scale (log10, gray). Global effects ± 95% CI were obtained with unweighted data (UW), or using fixed effect (FE), random effects (RE), and sample-size (n) weighting schemes.





Analysis of Heterogeneity

Heterogeneity refers to inconsistency between studies. A large part of conducting a meta-analysis involves quantifying and accounting for sources of heterogeneity that may compromise the validity of meta-analysis. Basic research meta-analytic datasets are expected to be heterogeneous because (i) basic research literature searches tend to retrieve more studies than clinical literature searches and (ii) experimental methodologies used in basic research are more diverse and less standardized compared to clinical research. The presence of heterogeneity may limit the generalizability of an outcome due to the lack of study-level consensus. Nonetheless, exploration of heterogeneity sources can be insightful for the field in general, as it can identify biological or methodological factors that influence the outcome.

Quantifying of Heterogeneity

Higgins and Thompson emphasized that a heterogeneity metric should be (i) dependent on magnitude of heterogeneity, (ii) independent of measurement scale, (iii) independent of sample size and (iv) easily interpretable (Higgins and Thompson, 2002). Regrettably, the most commonly used test of heterogeneity is the Cochrane's Q test (Borenstein, 2009), which has been repeatedly shown to have undesirable statistical properties (Higgins et al., 2003). Nonetheless, we will introduce it here, not because of its widespread use, but because it is an intermediary statistic used to obtain more useful measures of heterogeneity, H2 and I2. The measure of total variation Qtotal statistic is calculated as the sum of the weighted squared differences between the study-level means θi and the fixed effect estimate [image: image]:
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The Qtotal statistic is compared to a chi-square (χ2) distribution (df = N-1) to obtain a p-value, which, if significant, supports the presence of heterogeneity. However, the Q-test has been shown to be inadequately powered when the number of studies is too low (N < 10) and excessively powered when study number is too high (N > 50) (Gavaghan et al., 2000; Higgins et al., 2003). Additionally, the Qtotal statistic is not a measure of the magnitude of heterogeneity due to its inherent dependence on the number of studies. To address this limitation, H2 heterogeneity statistics was developed as the relative excess in Qtotal over degrees of freedom df:
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H2 is independent of the number of studies in the meta-analysis and is indicative of the magnitude of heterogeneity (Higgins and Thompson, 2002). For values <1, H2 is truncated at 1, therefore values of H2 can range from one to infinity, where H2 = 1 indicates homogeneity. The corresponding confidence intervals for H2 are
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Intervals that do not overlap with 1 indicate significant heterogeneity. A more easily interpretable measure of heterogeneity is the I2 statistic, which is a transformation of H2:
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The corresponding 95% CI for I2 is derived from the 95% CI for H2
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Values of I2 range between 0 and 100% and describe the percentage of total variation that is attributed to heterogeneity. Like H2, I2 provides a measure of the magnitude of heterogeneity. Values of I2 at 25, 50, and 75% are generally graded as low, moderate and high heterogeneity, respectively (Higgins and Thompson, 2002; Pathak et al., 2017). However, several limitations have been noted for the I2 statistic. I2 has a non-linear dependence on τ2, thus I2 will appear to saturate as it approaches 100% (Huedo-Medina et al., 2006). In cases of excessive heterogeneity, if heterogeneity is partially explained through subgroup analysis or meta-regression, residual unexplained heterogeneity may still be sufficient to maintain I2 near saturation. Therefore, I2 will fail to convey the decline in overall heterogeneity, while H2 statistic that has no upper limit will allow to track changes in heterogeneity more meaningfully. In addition, a small number of studies (<10) will bias I2 estimates, contributing to uncertainties inevitable associated with small meta-analyses (von Hippel, 2015). Of the three heterogeneity statistics Qtotal, H2 and I2 described, we recommend that H2 is used as it best satisfies the criteria for a heterogeneity statistic defined by Higgins and Thompson (2002).

Identifying bias

Bias refers to distortions in the data that may result in misleading meta-analytic outcomes. In the presence of bias, meta-analysis outcomes are often contradicted by higher quality large sample-sized studies (Egger et al., 1997), thereby compromising the validity of the meta-analytic study. Sources of observed bias include publication bias, methodological inconsistencies and quality, data irregularities due to poor quality design, inadequate analysis or fraud, and availability or selection bias (Egger et al., 1997; Ahmed et al., 2012). At the level of study identification and inclusion for meta-analysis, systematic searches are preferred over rapid review search strategies, as narrow search strategies may omit relevant studies. Withholding negative results is also a common source of publication bias, which is further exacerbated by the small-study effect (the phenomenon by which smaller studies produce results with larger effect sizes than larger studies) (Schwarzer et al., 2015). By extension, smaller studies that produce negative results are more likely to not be published compared to larger studies that produce negative results. Identifying all sources of bias is unfeasible, however, tools are available to estimate the extent of bias present.

Funnel plots. Funnel plots have been widely used to assess the risk of bias and examine meta-analysis validity (Light and Pillemer, 1984; Borenstein, 2009). The logic underlying the funnel plot is that in the absence of bias, studies are symmetrically distributed around the fixed effect size estimate, due to sampling error being random. Moreover, precise study-level estimates are expected to be more consistent with the global effect size than less precise studies, where precision is inversely related to the study-level standard error. Thus, for an unbiased set of studies, study-level effects θi plotted in relation to the inverse standard error 1/se(θi) will produce a funnel shaped plot. Theoretical 95% CIs for the range of plotted standard errors are included as reference to visualize the expected distribution of studies in the absence of bias (Sterne and Harbord, 2004). When bias is present, study-level effects will be asymmetrically distributed around the global fixed-effect estimate. In the past, funnel plot asymmetries have been attributed solely to publication bias, however they should be interpreted more broadly as a general presence of bias or heterogeneity (Sterne et al., 2011). It should be noted that rapid reviews (Figure 8A, left) are far more subject to bias than systematic reviews (Figure 8A, right), due to the increased likelihood of relevant study omission.


[image: image]

FIGURE 8. Analysis of heterogeneity and identification of influential studies. (A) Bias and heterogeneity in OB [ATP]ic (left) and ATP release (right) data sets were assessed with funnel plots. Log10-transformed study-level effect sizes (black markers) were plotted in relation to their precision assessed as inverse of standard error (1/SE). Blue dashed line: fixed effect estimate, red dashed line: random effects estimate, gray lines: Expected 95% confidence interval (95% CI) in the absence of bias/heterogeneity. (B) OB [ATP]ic were evaluated using Baujat plot and inconsistent and influential studies were identified in top right corner of plot (arrows). (C,D) Effect of the single study exclusion (C) and cumulative sequential exclusion of the most inconsistent studies (D). Left: heterogeneity statistics, H2 (red line) and I2 (black line). Right: 95% CI (red band) and Q-test p-value (black line). Arrows: influential studies contributing to heterogeneity (same as those identified on Baujat Plot). Dashed Black line: homogeneity threshold TH where Q-test p = 0.05.



Heterogeneity sensitivity analyses

Inconsistencies between studies can arise for a number of reasons, including methodological or biological heterogeneity (Patsopoulos et al., 2008). Since accounting for heterogeneity is an essential part of any meta-analysis, it is of interest to identify influential studies that may contribute to the observed heterogeneity.

Baujat plot. The Baujat Plot was proposed as a diagnostic tool to identify the studies that contribute most to heterogeneity and influence the global outcome (Baujat, 2002). The graph illustrates the contribution [image: image] of each study to heterogeneity on the x-axis

[image: image]

and contribution [image: image] to global effect on the y-axis

[image: image]

Studies that strongly influence the global outcome and contribute to heterogeneity are visualized in the upper right corner of the plot (Figure 8B). This approach has been used to identify outlying studies in the past (Anzures-Cabrera and Higgins, 2010).

Single-study exclusion sensitivity. Single-study exclusion analysis assesses the sensitivity of the global outcome and heterogeneity to exclusion of single studies. The global outcomes and heterogeneity statistics are computed for a dataset with a single omitted study; single study exclusion is iterated for all studies; and influential outlying studies are identified by observing substantial declines in observed heterogeneity, as determined by Qtotal, H2, or I2, and by significant differences in the global outcome (Figure 8C). Influential studies should not be blindly discarded, but rather carefully examined to determine the reason for inconsistency. If a cause for heterogeneity can be identified, such as experimental design flaw, it is appropriate to omit the study from the analysis. All reasons for omission must be justified and made transparent by reviewers.

Cumulative-study exclusion sensitivity. Cumulative study exclusion sequentially removes studies to maximize the decrease in total variance Qtotal, such that a more homogenous set of studies with updated heterogeneity statistics is achieved with each iteration of exclusion (Figure 8D).

[image: image]

This method was proposed by Patsopoulos et al. to achieve desired levels of homogeneity (Patsopoulos et al., 2008), however, Higgins argued that its application should remain limited to (i) quantifying the extent to which heterogeneity permeates the set of studies and (ii) identifying sources of heterogeneity (Higgins, 2008). We propose the homogeneity threshold TH as a measure of heterogeneity that can be derived from cumulative-study exclusion sensitivity analysis. The homogeneity threshold describes the percentage of studies that need to be removed (by the maximal Q-reduction criteria) before a homogenous set of studies is achieved. For example, in the OB [ATP]ic dataset, the homogeneity threshold was 71%, since removal of 71% of the most inconsistent studies resulted in a homogeneous dataset (Figure 8D, right). After homogeneity is attained by cumulative exclusion, the global effect generally stabilizes with respect to subsequent study removal. This metric provides information about the extent of inconsistency present in the set of studies that is scale invariant (independent of the number of studies), and is easily interpretable.

Exploratory Analyses

The purpose of an exploratory analysis is to understand the data in ways that may not be represented by a pooled global estimate. This involves identifying sources of observed heterogeneity related to biological and experimental factors. Subgroup and meta-regression analyses are techniques used to explore known data groupings define by study-level characteristics (i.e., covariates). Additionally, we introduce the cluster-covariate dependence analysis, which is an unsupervised exploratory technique used to identify covariates that coincide well will natural groupings within the data, and the intrastudy regression analysis, which is used to validate meta-regression outcomes.

Cluster-covariate dependence analysis

Natural groupings within the data can be informative and serve as a basis to guide further analysis. Using an unsupervised k-means clustering approach (Lloyd, 1982), we can identify natural groupings within the study-level data and assign cluster memberships to these data (Figure 9A). Reviewers then have two choices: either proceed directly to subgroup analysis (Figure 9B) or look for covariates that co-cluster with cluster memberships (Figure 9C) In the latter case, dependencies between cluster memberships and known data covariates can be tested using Pearson's Chi-Squared test for independence. Covariates that coincide with clusters can be verified by subgroup analysis (Figure 9D). The dependence test is limited by the availability of studies and requires that at least 80% of covariate-cluster pairs are represented by at least 5 studies (McHugh, 2013). Clustering results should be considered exploratory and warrant further investigation due to several limitations. If the subpopulations were identified through clustering, however they do not depend on extracted covariates, reviewers risk assigning misrepresentative meaning to these clusters. Moreover, conventional clustering methods always converge to a result, therefore the data will still be partitioned even in the absence of natural data groupings. Future adaptations of this method might involve using different clustering algorithms (hierarchical clustering) or independence tests (G-test for independence) as well as introducing weighting terms to bias clustering to reflect study-level precisions.


[image: image]

FIGURE 9. Exploratory subgroup analysis. (A) Exploratory k-means clustering was used to partition OB [ATP]ic (left) and ATP release (right) data into potential clusters/subpopulations of interest. (B) Subgroup analysis of OB [ATP]ic data by differentiation status (immature – 0 to 3 day osteoblasts vs. mature – 4 to 28 day osteoblasts). Subgroup outcomes (fmol ATP/cell) estimated using sample-size weighting-scheme; black markers: Study-level outcomes ± 95% CI, marker sizes are proportional to sample size n. Orange and green bands: 95% CI for immature and mature osteoblast subgroups, respectively. (C) Dependence between ATP release cluster membership and known covariates/characteristics was assessed using Pearson's χ2 independence test. Black bars: χ2 test p-values for each covariate-cluster dependence test. Red line: α = 0.05 significance threshold. Arrow: most influential covariate (ex. recording method). (D) Subgroup analysis of ATP release by recording method. Subgroup outcomes (thalf) estimated using random effects weighting, τ2 computed using DerSimonian-Laird estimator. Round markers: subgroup estimates ± 95% CI, marker sizes are proportional to number of studies per subgroup N. Gray band/diamond: global effect ± 95% CI.



Subgroup analysis

Subgroup analyses attempt to explain heterogeneity and explore differences in effects by partitioning studies into characteristic groups defined by study-level categorical covariates (Figures 9B,D; Table 5). Subgroup effects are estimated along with corresponding heterogeneity statistics. To evaluate the extent to which subgroup covariates contribute to observed inconsistencies, the explained heterogeneity Qbetween and unexplained heterogeneity Qwithin can be calculated.

[image: image]

where S is the total number of subgroups per given covariate and each subgroup j contains Nj studies. The explained heterogeneity Qbetween is then the difference between total and subgroup heterogeneity:

[image: image]



Table 5. Exploratory subgroup analysis.

[image: image]




If the p-value for the χ2 distributed statistic Qbetween is significant, the subgrouping can be assumed to explain a significant amount of heterogeneity (Borenstein, 2009). Similarly, Qwithin statistic can be used to test whether there is any residual heterogeneity present within the subgroups.

The [image: image] is a related statistic that can be used to describe the percent of total heterogeneity that was explained by the covariate and is estimated as

[image: image]

Where pooled heterogeneity within subgroups [image: image] represents the remaining unexplained variation (Borenstein, 2009):

[image: image]

Subgroup analysis of the ATP release dataset revealed that recording method had a major influence on ATP release outcome, such that method A produced significantly lower outcomes than method B (Figure 9D; Table 5, significance determined by non-overlapping 95% CIs). Additionally, recording method accounted for a significant amount of heterogeneity (Qbetween, p < 0.001), however it represented only 4% ([image: image]) of the total observed heterogeneity. Needless to say, the remaining 96% of heterogeneity is significant (Qwithin, p < 0.001). To explore the remaining heterogeneity, additional subgroup analysis can be conducted by further stratifying method A and method B subgroups by other covariates. However, in many meta-analyses multi-level data stratification may be unfeasible if covariates are unavailable or if the number of studies within subgroups are low.

Multiple comparisons. When multiple subgroups are present for a given covariate, and the reviewer wishes to investigate the statistical differences between the subgroups, the problem of multiple comparisons should be addressed. Error rates are multiplicative and increase substantially as the number of subgroup comparisons increases. The Bonferroni correction has been advocated to control for false positive findings in meta-analyses (Hedges and Olkin, 1985) which involves adjusting the significance threshold:

[image: image]

α* is the adjusted significance threshold to attain intended error rates α for m subgroup comparisons. Confidence intervals can then be computed using α* in place of α:

[image: image]

Meta-regression

Meta-regression attempts to explain heterogeneity by examining the relationship between study-level outcomes and continuous covariates while incorporating the influence of categorical covariates (Figure 10A). The main differences between conventional linear regression and meta-regression are (i) the incorporation of weights and (ii) covariates are at the level of the study rather than the individual sample. The magnitude of the relationship βn between the covariates xn,i and outcome yi for study i and covariate n are of interest when conducting a meta-regression analysis. It should be noted that the intercept β0 of a meta-regression with negligible effect of covariates is equivalent to the estimate approximated by a weighted mean (Equation 3). The generalized meta-regression model is specified as

[image: image]

where intrastudy variance εi is

[image: image]

and the deviation from the distribution of effects ηi depends on the chosen meta-analytic model:

[image: image]

The residual Q statistic that explains the dispersion of the studies from the regression line is calculated as follows

[image: image]

Where yi is the predicted value at xi according to the meta-regression model. Qresidual is analogous to Qbetween computed during subgroup analysis and is used to test the degree of remaining unaccounted heterogeneity. Qresidual is also used to approximate the unexplained interstudy variance [image: image]
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Which can be used to calculate [image: image] estimated as

[image: image]

Qmodel quantifies the amount of heterogeneity explained by the regression model and is analogous to Qwithin computed during subgroup analysis.

[image: image]
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FIGURE 10. Meta-regression analysis and validation. (A) Relationship between osteoblast differentiation day (covariate) and intracellular ATP content (outcome) investigated by meta-regression analysis. Outcomes are on log10 scale, meta-regression markers sizes are proportional to weights. Red bands: 95% CI. Gray bands: 95% CI of intercept only model. Solid red lines: intrastudy regression. (B) Meta-regression coefficient βinter (black) compared to intrastudy regression coefficient βintra (red). Shown are regression coefficients ± 95% CI.



Intrastudy regression analysis The challenge of interpreting results from a meta-regression is that relationships that exist within studies may not necessarily exist across studies, and vice versa. Such inconsistencies are known as aggregation bias and in the context of meta-analyses can arise from excess heterogeneity or from confounding factors at the level of the study. This problem has been acknowledged in clinical meta-analyses (Thompson and Higgins, 2002), however cannot be corrected without access to individual patient data. Fortunately, basic research studies often report outcomes at varying predictor levels (ex. dose-response curves), permitting for intrastudy (within-study) relationships to be evaluated by the reviewer. If study-level regression coefficients can be computed for several studies (Figure 10A, red lines), they can be pooled to estimate an overall effect βintra. The meta-regression interstudy coefficient βinter and the overall intrastudy-regression coefficient βintra can then be compared in terms of magnitude and sign. Similarity in the magnitude and sign validates the existence of the relationship and characterizes its strength, while similarity in sign but not the magnitude, still supports the presence of the relationship, but calls for additional experiments to further characterize it. For the Ob [ATP]i dataset, the magnitude of the relationship between osteoblast differentiation day and intracellular ATP concentration was inconsistent between intrastudy and interstudy estimates, however the estimates were of consistent sign (Figure 10B).

Limitations of exploratory analyses

When performed with knowledge and care, exploratory analysis of meta-analytic data has an enormous potential for hypothesis generation, cataloging current practices and trends, and identifying gaps in the literature. Thus, we emphasize the inherent limitations of exploratory analyses:

Data dredging. A major pitfall in meta-analyses is data dredging (also known as p-hacking), which refers to searching for significant outcomes only to assign meaning later. While exploring the dataset for potential patterns can identify outcomes of interest, reviewers must be wary of random patterns that can arise in any dataset. Therefore, if a relationship is observed it should be used to generate hypotheses, which can then be tested on new datasets. Steps to avoid data dredging involve defining an a priori analysis plan for study-level covariates, limiting exploratory analysis of rapid review meta-analyses and correcting for multiple comparisons.

Statistical power. The statistical power reflects the probability of rejecting the null hypothesis when the alternative is true. Meta-analyses are believed to have higher statistical power than the underlying primary studies, however this is not always true (Hedges and Pigott, 2001; Jackson and Turner, 2017). Random effects meta-analyses handle data heterogeneity by accounting for between-study variance, however this weakens the inference properties of the model. To maintain statistical powers that exceed those of the contributing studies in a random effects meta-analysis, at least five studies are required (Jackson and Turner, 2017). This consequently limits subgroup analyses that partition studies into smaller groups to isolate covariate-dependent effects. Thus, reviewers should ensure that group are not under-represented to maintain statistical power. Another determinant of statistical power is the expected effect size, which if small, will be much more difficult to support with existing evidence than if it is large. Thus, if reviewers find that there is insufficient evidence to conclude that a small effect exists, this should not be interpreted as evidence of no effect.

Causal inference. Meta-analyses are not a tool for establishing causal inference. However, there are several criteria for causality that can be investigated through exploratory analyses that include consistency, strength of association, dose-dependence and plausibility (Weed, 2000, 2010). For example, consistency, the strength of association, and dose-dependence can help establish that the outcome is dependent on exposure. However, reviewers are still posed with the challenge of accounting for confounding factors and bias. Therefore, while meta-analyses can explore various criteria for causality, causal claims are inappropriate, and outcomes should remain associative.




CONCLUSIONS

Meta-analyses of basic research can offer critical insights into the current state of knowledge. In this manuscript, we have adapted meta-analytic methods to basic science applications and provided a theoretical foundation, using OB [ATP]i and ATP release datasets, to illustrate the workflow. Since the generalizability of any meta-analysis relies on the transparent, unbiased and accurate methodology, the implications of deficient reporting practices and the limitations of the meta-analytic methods were discussed. Emphasis was placed on the analysis and exploration of heterogeneity. Additionally, several alternative and supporting methods have been proposed, including a method for validating meta-regression outcomes—intrastudy regression analysis, and a novel measure of heterogeneity—the homogeneity threshold. All analyses were conducted using MetaLab, a meta-analysis toolbox that we have developed in MATLAB R2016b. MetaLab has been provided for free to promote meta-analyses in basic research (https://github.com/NMikolajewicz/MetaLab).

In its current state, the translational pipeline from benchtop to bedside is an inefficient process, in one case estimated to produce ~1 clinically favorable clinical outcome for ~1,000 basic research studies (O'Collins et al., 2006). The methods we have described here serve as a general framework for comprehensive data consolidation, knowledge gap-identification, evidence-driven hypothesis generation and informed parameter estimation in computation modeling, which we hope will contribute to meta-analytic outcomes that better inform translation studies, thereby minimizing current failures in translational research.
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The four strategic areas with a specific call for
computational modeling

1. Modernize Toxicology to Enhance Safety

2. Stimulate Innovation in Clinical Evaluations and
Personalized Medicine to Improve Product
Development and Patient Outcomes

3. Ensure FDA Readiness to Evaluate Innovative
Emerging Technologies

4. Harness Diverse Data through Information
Sciences to Improve Health Outcomes

Relevance to medical devices

Improving medical device safety; analyzing medical
device performance

Improving health of pediatric and other special
populations; identifying new sources of evidence for
clinical evaluation

Advancing innovation and evaluating new and
emerging technologies

Developing novel ways to use clinical data in
evaluating medical devices

Proposed computational modeling methods
and approaches

* (Q)SARA models to prediit the risk to human due
to exposure to molecules

Computer models of cells, organs, and systems
to better predict product safety and efficacy

Virtual physiological patients for testing medical
products

Clinical trial simulations that reveal interactions
between therapeutic effects, patient
characteristics, and disease variables

Knowledge building tools: data mining, machine
and deep learning, visualization, knowledge
bases, high throughput methods

Mechanism for sharing and reuse of data,
models, and algorithms.

FDA's Center for Devices and Radiological Health also published a special report on regulatory science® to align with these efforts. The table highlights the priority areas on the left, the
medical device relevance in the middle, and the proposed methods and approaches on the right.

aNote that (Q)SAR models are classification models that relate the structure of a chemical to its activity, i.

quantitative structure activity relationship.
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Characteristic AGH patients INTERMAGS patients (n = 10,277) p-value

(n =100)
Mean (SD) Mean (SD)
Age 56.2(12.7) 56.9(13) 0592
n % n %
Gender Male 73 78% 8,044 78% 0280
Ischemic Etiology Yes 52 52% 4,637 45% 0.189
INTERMACS 1 20 20% 1,671 16%
2 48 48% 3548 35%
3 14 14% 3318 32%
47 18 18% 1,740 17% <0.001
Device Strategy BTT likely 67 67% 5261 51%
BTT unlikely 5 5% 267 3%
oT 25 25% 4,658 5%
Other 3 3% ot 1% <0.001
Mortality 1-month 4 4% 540 5% 0820
3-months 8 8% 976 9% 0733
12-months 18 18% 1,849 18% 1.000

INTERMACS, Interagency Registry for Mechanically Assisted Circulatory Support; BTT, bridge to transplant; DT, destination therapy.
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Quantity

Standard model

Normal human range (mean & standard deviation)

References

LV End diast.volume
LV End syst. volume

LV Ejection fraction
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Subgroup summary statistics

Group (N) b 95% CI 2 (%) H? Q

Total (74) 101 (86, 117) 94 16 1133

Method A (22) 32 (16, 66) % 17 358

Method B (52) 136 (117, 159) @ 13 669
Accounting for heterogeneity with subgroup analysis

Q df p-value Interpretation

Total 1,133 73 <0.001 Data are heterogeneous

Method A 358 21 <0001 Data are heterogeneous

Method B 669 51 <0.001 Data are heterogeneous
Between 106 1 <0001 Subgrouping explained significant heterogeneity
Within 1,027 72 <0.001 Significant heterogeneity remains

Effect and heterogeneity estimates of ATP release by recording method.
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Combinations Baseplate Number of Inferior offset Screw-bone

size (mm) peripheral block
screws Type mm interface
1 28 2 inimum 0.5
2 28 2 aximum 3.5 cyl-b
3 28 4 Minimum 0.5 OR
4 28 4 aximum 3.5 thr-b
5 25 2 Minimum 1.5 OR
6 25 2 aximum 3.5 thr-f
7 25 4 inimum 1.5
8 25 4 aximum 3.5
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Combinations Baseplate size (mm) Number of peripheral screws Inferior offset Screw-bone block micromotion

Type mm cyl-b thr-b thr-f
1 28 2 Minimum 05 0.698 0.665 0.890
2 28 2 Maximum 35 0.628 0564 0.793
3 28 4 Minimum 05 0.625 0582 0.826
4 28 4 Maximum 35 0549 0512 0.738
5 25 2 Minimum 15 0570 0,677 1.000
6 25 2 Maximum 35 0.652 0616 0.902
7 25 4 Minimum 15 0.454 0564 0.866
8 25 4 Maximum 35 0.558 0509 0.823
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Patient no. vPd/Pa (incl. vPd/Pa (excl. difference Pd [Pa]

aorta) aorta) [%]
7 0.847 0.865 2.1 13374 £ 69
10 (Right) 0.829 0.862 3.8 12806 + 8
10 (Left) 0.852 0.853 0.1 13037 £ 169

Quantitative differences of vPd/Pa when implementing CFD with geometries that
include and exclude the aortic segment, for Patients 7 and 10 (Patient 10 presents
a renal stenosis on both the right and the left renal artery). The last column reports
the arithmetic average and standard deviation (SD) of the downstream pressure
(Pd) calculated at three different locations for the case without the aorta only.
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Patient no. mPd/Pa vPd/Pa Diameter stenosis (%)

2 0.981 0.954 46
5 1.016 0.954 42
6 0.958 0.862 43
7 0.903 0.865 53
8 0.872 0.865 76
10R 0.690 0.862 n.a.
10L 0.900 0.853 n.a.

Measures of accuracy

Mean difference + 0.015
Standard deviation 0.087
Mean absolute error + 0.064
Mean absolute error (%) 8.1

Pearson’s coefficient (r) 0.604

Quantitative comparison between mPd/Pa and vPd/Pa for our patient-specific
data set, evaluating the mean difference between mPd/Pa and vPd/Pa, standard
deviation, average absolute error, and Pearson’s correlation coefficient.
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Patient no. Test outcome

2 True negative
5 True negative
6 False negative
7 True positive
8 True positive
10R True positive
10L True positive

Diagnostic accuracy of vPd/Pa for our patient-specific data set on the basis of
identifying a physiologically significant RAS.





OPS/images/fphys-09-01116/cross.jpg
3,

i





OPS/images/fphys-09-01106/fphys-09-01106-g008.jpg
Virtual FFR

1.0

0.9

0.8

0.7

0.6
0.6

0.7

0.8
Measured FFR

0.9

1.0





OPS/images/fphys-09-01106/fphys-09-01106-g009.jpg
Vadocitr
R16.1 Veclor R16.1
Academic ademic

0.50 Acdessic
045
0.40 \ )

0.10
0.05
0.00

[m s*-1]

>ﬂ (if) " S— T »>"





OPS/images/fphys-09-01106/fphys-09-01106-g010.jpg
Pressure ANSYS Pressure ANSYS Pressure ANSYS

R16.1 R16.1 R16.1
25000 Acodemic 18000 Academic 18000 Acatemic
23500 17400 17400
22000 16800 16800
20500 16200 16200
19000 15600 15600
17500 15000 15000
16000 14400 14400
14500 13800 13800
13000 13200 13200
11500 12600 12600
10000 12000 12000
[Pa] [Pa] [Pa]
. N
| — | — — | — — —
s 207 e e o 018
Veloci ANSYS  veloci Veloci ANSYS
Sreandnes RET Sooamines Socantines R161
2.20 Acatamic 220 50 L
176
132
0.88
0.44
[m s*‘-i]

Patient 6 \~ Patient7 {<‘ Patient 10 N

¢ oo 002 [ o5 0000 =) [) oms 081 (=)





OPS/images/fphys-09-01106/fphys-09-01106-t001.jpg
Patient no.

©® N O AN

0

Age (yrs)

74
65
64
79
58
57
49
74
72
40

Gender

Female
Female
Male
Male
Male
Female
Female
Male
Female
Female

Right
Left
Right
Left
Left
Right
Both

Condition

ARAS
ARAS
ARAS
ARAS
ARAS

FMD
ARAS
ARAS
ARAS

FMD

Diameter stenosis (%)

72
46
72
20
42
43
53
76
67

na.

eGFR (mL/min/1.73m?2)

62
46
72
43
86
87
125
33
65
102

Age was at the time of the CT image acquisition. ARAS, atherosclerotic renal artery stenosis; FMD, fibromuscular dysplasia; eGFR, estimated Glomerular Filtration Rate.
Diameter stenosis values were calculated using the formula DS = 100-(MLD/RLD)* 100, where DS is diameter stenosis, MLD is minimum lumen diameter, RLD is reference

lumen diameter.
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