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Clinical Psychometrics can be defined as a discipline that deals with the definition 
and measurement of clinical constructs. Among its interests, it includes dimensions, 
such as skills, behavior, psychopathology, quality of life, and personality. Indeed, 
this discipline focuses on individual differences, the theory of measurement, the 
construction of measure instruments and their application in an international context.

Clinical Psychometrics can be considered as an essential tool in many fields of research 
related to psychological and psychiatric interventions: for example, it is useful for 
diagnostic assessment (in various fields, including clinical and forensic areas), for the 
design and evaluation of specific psychological and pharmacological treatments. 
Therefore, Clinical Psychometrics is an applied discipline using psychometric tools 
to develop evidence-based type procedures relating to the understanding and 
improvement of the psychological conditions of individuals.

This Research Topic on “Clinical Psychometrics” is interested in several aspects 
of measurement of psychological variables, focusing on the two fundamental 
paradigmatic aspects of the discipline, the Classical Test Theory and the Item 
Response Theory.

This Research Topic seeks to stimulate a scientific debate between psychotherapists 
and psychometricians in this area. It could have applicative fallouts, such as designing 
trans-cultural studies in order to: 1) investigate the invariance of new instruments 
for measuring clinical variables; 2) test the invariance of existing instruments used 
in clinical research; 3) develop more refined measure instruments for the evaluation 
of clinical dimensions, similarly to work conducted by the Obsessive Compulsive 
Cognitions Working Group in identifying domains considered central to OCD and 
developing the 87-item Obsessive Beliefs Questionnaire; 4) evaluate therapeutic 
outcomes and processes (such as, states stress, psychological distress, psychological 
adjustment to illness, health-related quality of life, mood disorders, sexual functioning, 
etc.).

The goal of this Research Topic is to disseminate a culture of integration between 
“psychometric model” and “clinical model”, promoting the scientific debate about 
the deepening of the existing methods and/or the proposal of new methods capable 
of combining clinical significance with quantitative rigor.
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This Research Topic welcomed all types of articles, with the exception of case reports. 
We were particularly interested in:

1. Systematic reviews shedding new lights on the psychometric properties of the 
most used psychological measures in clinical psychology, neuroscience, psychiatry, 
psychosomatics, etc.;
2. Guidelines and suggestions on the correct use and gold standards in psychological 
assessment in the form of research studies and brief reports on the development of 
new measures and adaptation of existing ones.
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Editorial on the Research Topic

Clinical Psychometrics: Old Issues and New Perspectives

Clinical Psychometrics is defined as a discipline that deals with the definition and measurement
of clinical constructs. It focuses on the theory of measurement, the construction and validation
of psychological measures, and their application in the assessment of individual differences.
Therefore, Clinical Psychometrics is an applied discipline, which uses psychometric tools in order
to develop evidence-based procedures aimed at understanding and improving the psychological
well-being of individuals.

Clinical Psychometrics can be considered as an essential tool in many fields of research related to
psychological and psychiatric interventions: for example, it is useful for diagnostic assessment (in
various fields, including clinical and forensic areas), and for the design and evaluation of specific
psychological and pharmacological treatments.

In the Research Topic “Clinical Psychometrics: Old Issues and New Perspectives,” we were
interested in disseminating a culture of integration between the “psychometric model” and
the “clinical model,” promoting a scientific debate around existing measures and methods,
and proposing new methods capable of combining clinical significance with quantitative rigor
(Balsamo et al., 2015a,b).

Therefore, we brought together, within this research topic, contributions from researchers
investigating factor invariance of new and existing instruments for measuring clinical variables;
research studies developing more refined instruments for the evaluation of clinical dimensions;
as well as research studies evaluating methodological issues involved in therapeutic outcomes
and processes.

INVESTIGATING THE MEASUREMENT INVARIANCE OF NEW AND

EXISTING INSTRUMENTS FOR MEASURING

CLINICAL VARIABLES

An area of interest in this Research Topic was the investigation of factor
invariance of psychological tests and questionnaires (e.g., Saggino et al., 2017). In
fact, psychological tests are frequently administered to different populations and
ethnic groups without ever testing the assumption that scores are comparable and
interpretable when tests are administered to males and females, adolescents and late
adults, or different populations (Balsamo et al., 2015a, 2016, 2018). As reported in
“Consequences of disregarding metric invariance on diagnosis and prognosis using psychological
tests,” this assumption could have severe consequences when using psychological measures
in clinical contexts. In this simulation study, the authors have shown that the lack of

6
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measurement invariance can lead in different samples to over-
diagnose a measured condition or diagnose it randomly without
any consideration about its real presence.

In this Research Topic, papers directly tested measurement
invariance of several questionnaires. For example, two articles
investigated factor invariance across sex of two different
instruments assessing anxiety severity (“Testing factor structure
and measurement invariance across gender with Italian Geriatric
Anxiety Scale)”; (“Dimensions of anxiety, age, and gender:
assessing dimensionality and measurement invariance of the
State-Trait for Cognitive and Somatic Anxiety (STICSA) in an
Italian sample)”. Moreover, in another paper (“Psychometric
Properties and Measurement Invariance of the Brief Symptom
Inventory-18 Among Chinese Insurance Employees”), the
authors investigated factor invariance for the Brief Symptom
Inventory-18, a common screening tool for psychological
symptoms. Lastly, the paper “Is parent–child disagreement
on child anxiety explained by differences in measurement
properties? An examination of measurement invariance across
informants and time” aimed to longitudinally investigate
measurement invariance between maternal and child reports
across ages in anxiety assessment. The authors moved from
the evidence that agreement between parent-reports of youth
and youth self-reports of anxiety problems is modest at best
and demonstrated that inter-informant agreement could be
compromised for most of the dimensions of anxiety.

DEVELOPING MORE REFINED

INSTRUMENTS FOR MEASURING

CLINICAL VARIABLES

The majority of the contributions was related to the development
and refinement of psychological tests using a transcultural
approach. Some Authors presented national adaptation of
questionnaires assessing emotional regulation in clinical and
non-clinical populations (“Assessment of Affect Lability:
Psychometric Properties of the ALS-18,” “Psychometric
properties of the Cognitive Emotion Regulation Questionnaire
(CERQ) in patients with fibromyalgia syndrome”; “Confirmatory
Factor Analysis of the French Version of the Savoring
Beliefs Inventory”).

Other papers were illustrative of the psychometric functioning
of questionnaires assessing dispositional traits, such as the
capacity to love (“Measuring the Capacity to Love: development
of the CTL-Inventory,” “Italian validation of the Capacity to Love
Inventory: preliminary results”), that is an important diagnostic
marker in clinical contexts (e.g., in pathological narcissism),
was and a significant outcome parameter of psychotherapeutic
treatment; the intolerance of uncertainty (“The Intolerance
of Uncertainty Inventory: validity and comparison of scoring
methods to assess individuals screening positive for anxiety and
depression”), which was found to be associated with a difficulty
to tolerate absence of sufficient information and sustain the
perception of uncertainty (Carleton, 2016a,b); the expectations
correlated with selfies-taking and posting in adolescents (“Selfie
expectancies among adolescents: construction and validation

of an instrument to assess expectancies toward selfies among
boys and girls”); or assessing the cognitive self-defeating
schemas (“Early Maladaptive Schemas” conceptualized by Young
et al., 2003), associated with the development of personality
disorders and many axis-I disorders (“Psychometric properties
of the Italian version of the Young Schema Questionnaire L-3:
preliminary results”).

Particularly, instruments such as the CTL-Inventory (Kapusta
et al.), composed of six dimensions of the human disposition
to establish relationships strictly connected to a person’s psychic
development, yields good internal consistency with stable and
consistent results in three culturally different (Austrian, Poland,
and Italian) samples, and very good test–retest reliability, as
well as negative associations with depression, narcissism and
promiscuity, and positive associations with relationship qualities
such as conflicts, support and depth. Correlated with this
disposition, in the paper “Measuring intimate partner violence
and traumatic affect: development of VITA, an Italian scale”
the author proposed an interesting self-report questionnaire
(VITA Scale: Intimate Violence and Traumatic Affects Scale)
for measuring intensity of post-traumatic affect, derived from
intimate partner violence, the most widespread form of violence
against women (World Health Organization [WHO], 2013).

Finally, “The reliability of the DEM test in the clinical
environment” paper represents an example of adaptation of
psychological test with medical outcome using a transcultural
approach. The developmental eye movement (DEM) test could
represent a practical and easy method for assessing and
quantifying ocular motor skills and evaluating performance over
time in children in clinical settings.

One of the common issues for practitioners or those using self-
report inventories of personality and psychopathology concerns
the susceptibility to malingering or faking. In the “Could time
detect a faking-good attitude? A study with the MMPI-2-RF”
paper, the authors addressed the role of time in detecting the
intentional and deliberate behaviors that helps an individual
achieve personal goals (Faking-Good attitude).

EVALUATING METHODOLOGICAL ISSUES

INVOLVED INTO THERAPEUTIC

OUTCOMES AND PROCESSES

Reflecting state-of-the-art scientific literature, all the papers
described above are based on the classical test theory (CTT;
Spearman, 1904; Novick, 1965; Gulliksen, 2013). The CTT relies
on the evaluation of the reliability, validity, and factor structure
of a defined psychological measure (e.g., Innamorati et al., 2013,
2014b, 2015), but within this framework it is impossible to
distinguish and compare the parameters related to the individuals
(abilities or traits or clinical dimensions, such as depression,
anxiety; e.g., Balsamo, 2013; Balsamo and Saggino, 2014; Balsamo
et al., 2014) and those relative to the items (difficulties).

Two additional papers presented important contributions
from two different methodological frameworks, the Item
Response Theory (IRT; Rasch, 1960; Lord, 1980), and the Formal
Psychological Assessment (FPA; Spoto, 2011; Spoto et al., 2013).
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IRT has been found to offer a useful approach to address
some drawbacks of the CTT-based instruments (e.g., to
develop new assessment measures to use in psychiatric settings;
to shorten full-length tools or refine existing instruments,
to address content redundancy). In the paper “Using Item
Response Theory for the Development of a New Short
Form of the Eysenck Personality Questionnaire-Revised,” the
IRT was used to develop a new version of a short form
of the Eysenck Personality Questionnaire-Revised (EPQ-R),
which includes Psychoticism, Extraversion, Neuroticism, and
Lie scales. It outperformed the original instrument (EPQ-R;
Eysenck et al., 1985), providing further evidence toward the
usefulness of assessing personality traits in clinical settings
via IRT.

One intriguing IRT feature concerns the ability to detect
respondents in the faking condition from those in the
sincere condition. In the study “Using overt and covert items
in self-report personality tests: susceptibility to faking and
identifiability of possible fakers”, a one-parameter Rasch model,
Rasch, 1960; Andrich, 1988) was applied for analyzing items
of the alexithymia scale categorized as overt or covert by
expert psychotherapists in order to investigate the influence
of faking on overt and covert items, and to identify these
possible fakers.

An interesting perspective in the assessment of emotional
psychopathology was provided by authors of the paper
“New perspectives in the adaptive assessment of depression:
the ATS-PD version of the QuEDS.” They proposed an
Adaptive Testing System for Psychological Disorders (ATS-
PD) version of the Qualitative-Quantitative Evaluation of
Depressive Symptomatology questionnaire (QuEDS). Adaptive
testing could be used to shorten questionnaires without loss
of information, reducing the assessment time and focusing on
the specific clinical configuration presented from the patients
(Petersen et al., 2006).

CONCLUSION

Scientists were invited to submit contributions that could
facilitate sharing of knowledge among clinicians and researchers
engaged in the metric evaluation of clinical phenomena. The
ultimate goal is to disseminate a culture of the integration
between “psychometric model” and “clinical model,” promoting
the scientific debate about the enhancement of the existing
methods and/or the proposal of new methods capable of
combining clinical significance with the quantitative rigor
(Balsamo, 2010; Balsamo et al., 2015c).

Much work needs to be done, but somemajor issues have been
raised by several authors committed to this discipline and have
some answers have been obtained in this Research Topic. The
response to the call for papers yielded a wealth of proposals with
19 accepted papers by 92 contributing authors.

Our Research Topic included important studies which
provide a state-of-the-art scientific compendium of recent and
sound psychometric tools useful for improving evidence-based
procedures. To the extent that we managed to counter the

widespread tendency of the research in clinical psychology
and psychiatry to persevere in using inadequate measurement
instruments for the diagnosis of disorders and the evaluation
process of treatment, we have attained the goal we set ourselves.
Only in this way, results derived from clinical research will be
no more purely formal and academic, but will have a significant
impact on patients’ well-being (Nierenberg and Sonino, 2004).

To our delight, several of the articles included have already
been accessed thousands of times, indicating a genuine interest
in the topics covered.

AUTHOR CONTRIBUTIONS

All authors listed have made a substantial, direct and intellectual
contribution to the work, and approved it for publication.

REFERENCES

Andrich, D. (1988). Rasch Models for Measurement. Beverly Hills, CA:

Sage Publications.

Balsamo, M. (2010). Anger and depression: evidence of a possible mediating role

for rumination. Psychol. Rep. 106, 3–12. doi: 10.2466/PR0.106.1.3-12

Balsamo, M. (2013). Personality and depression: evidence of a possible

mediating role for anger trait in the relationship between cooperativeness

and depression. Compr. Psychiatry 54, 46–52. doi: 10.1016/j.comppsych.2012.

05.007

Balsamo, M., Carlucci, L., Sergi, M. R., Murdock, K. K., and Saggino, A. (2015c).

The mediating role of early maladaptive schemas in the relation between

co-rumination and depression in young adults. PLoS ONE 10:e0140177.

doi: 10.1371/journal.pone.0140177

Balsamo, M., Carlucci, L., Sergi, M. R., Romanelli, R., D’Ambrosio, I., and Fairfield,

B. (2016). A new measure for trait and state anxiety: the State Trait Inventory

of Cognitive and Somatic Anxiety (STICSA). Standardization in an Italian

population. Ital. J. Cogn. Behav. Psychol. 22, 229–232.

Balsamo, M., Cataldi, F., Carlucci, L., and Fairfield, B. (2018). Assessment of

anxiety in older adults: a review of self-report measures. Clin. Interv. Aging 13,

573–593. doi: 10.2147/CIA.S114100

Balsamo, M., Giampaglia, G., and Saggino, A. (2014). Building a new Rasch-

based self-report inventory of depression. Neuropsychiatr. Dis. Treat. 10,

153–165. doi: 10.2147/NDT.S53425

Balsamo, M., Innamorati, M., Van Dam, N. T., Carlucci, L., and Saggino, A.

(2015a). Measuring anxiety in the elderly: psychometric properties of the state

trait inventory of cognitive and somatic anxiety (STICSA) in an elderly Italian

sample. Int. Psychogeriatr. 27, 999–1008. doi: 10.1017/S1041610214002634

Balsamo, M., Macchia, A., Carlucci, L., Picconi, L., Tommasi, M., Gilbert, P., et al.

(2015b). Measurement of external shame: an inside view. J. Pers. Assess. 97,

81–89. doi: 10.1080/00223891.2014.947650

Balsamo, M., and Saggino, A. (2014). Determining a diagnostic cut-off on

the Teate Depression Inventory. Neuropsychiatr. Dis. Treat. 10, 987–995.

doi: 10.2147/NDT.S55706

Carleton, R. N. (2016a). Fear of the unknown: one fear to rule them all? J. Anxiety

Disord. 41, 5–21. doi: 10.1016/j.janxdis.2016.03.011

Carleton, R. N. (2016b). Into the unknown: a review and synthesis of

contemporary models involving uncertainty. J. Anxiety Disord. 39, 30–43.

doi: 10.1016/j.janxdis.2016.02.007

Eysenck, S. B. G., Eysenck, H. J., and Barrett, P. (1985). A revised version of the

Psychoticism scale. Pers. Indiv. Diff. 6, 21–29.

Gulliksen, H. (2013). Theory of Mental Tests. New York, NY: Routledge.

Frontiers in Psychology | www.frontiersin.org May 2019 | Volume 10 | Article 9478

https://www.frontiersin.org/articles/10.3389/fpsyg.2018.01834/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2018.01100/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2018.01101/full
https://doi.org/10.2466/PR0.106.1.3-12
https://doi.org/10.1016/j.comppsych.2012.05.007
https://doi.org/10.1371/journal.pone.0140177
https://doi.org/10.2147/CIA.S114100
https://doi.org/10.2147/NDT.S53425
https://doi.org/10.1017/S1041610214002634
https://doi.org/10.1080/00223891.2014.947650
https://doi.org/10.2147/NDT.S55706
https://doi.org/10.1016/j.janxdis.2016.03.011
https://doi.org/10.1016/j.janxdis.2016.02.007
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Balsamo et al. Clinical Psychocmetrics

Innamorati, M., Imperatori, C., Balsamo, M., Tamburello, S., Belvederi Murri,

M., Contardi, A., et al. (2014a). Food Cravings Questionnaire-Trait (FCQ-T)

discriminates between obese and overweight patients with and without binge

eating tendencies: the Italian Version of the FCQ-T. J. Pers. Assess. 96, 632–639.

doi: 10.1080/00223891.2014.909449

Innamorati, M., Imperatori, C., Meule, A., Lamis, D. A., Contardi, A., Balsamo,

M., et al. (2015). Psychometric properties of the Italian food cravings

questionnaire-trait-reduced (FCQ-Tr). Eat. Weight Disord. 20, 129–135.

doi: 10.1007/s40519-014-0143-2

Innamorati, M., Lester, D., Balsamo, M., Erbuto, D., Ricci, F., Amore, M.,., et al.

(2014b). Factor validity of the Beck Hopelessness Scale in Italian medical

patients. J. Psychopathol. Behav. 36, 300–307. doi: 10.1007/s10862-013-9380-3

Innamorati, M., Tamburello, S., Contardi, A., Imperatori, C., Tamburello,

A., Saggino, A., et al. (2013). Psychometric properties of the attitudes

toward self-revised in Italian young adults. Depress. Res. Treat. 2013:209216.

doi: 10.1155/2013/209216

Lord, F. M. (1980). Applications of Item Response Theory to Practical Testing

Problems. Hillsdale, NJ: Lawrence Erlbaum Associates.

Nierenberg, A. A., and Sonino, N. (2004). From clinical observations to

clinimetrics: a tribute to Alvan R. Feinstein, MD. Psychother. Psychosomat. 73,

131–133. doi: 10.1159/000076447

Novick, M. R. (1965). The axioms and principal results of classical test theory. ETS

Res. Bull. Ser. 1965, 1–31.

Petersen, M. A., Groenvold, M., Aaronson, N., Fayers, P., Sprangers, M., Bjorner, J.

B., et al. (2006). Multidimensional computerized adaptive testing of the EORTC

QLQ-C30: basic developments and evaluations. Qual. Life Res. 15, 315–329.

doi: 10.1007/s11136-005-3214-z

Rasch, G. (1960). Studies in Mathematical Psychology: I. Probabilistic Models for

Some Intelligence and Attainment tests. Oxford: Nielsen & Lydiche.

Saggino, A., Carlucci, L., Sergi, M. R., D’Ambrosio, I., Fairfield, B., Cera,

N., et al. (2017). A validation study of the psychometric properties

of the Other as Shamer Scale−2. SAGE Open 7:2158244017704241.

doi: 10.1177/2158244017704241

Spearman, C. (1904). “General Intelligence,” objectively determined andmeasured.

Am. J. Psychol. 15, 201–292.

Spoto, A. (2011). Formal Psychological Assessment Theoretical and Mathematical

Foundations. Doctoral Dissertation, University of Padua. Available online

at: http://paduaresearch.cab.unipd.it/3477

Spoto, A., Bottesi, G., Sanavio, E., and Vidotto, G. (2013). Theoretical foundations

and clinical implications of formal psychological assessment. Psychother.

Psychosom. 82, 197–199. doi: 10.1159/000345317

World Health Organization [WHO] (2013). Responding to Intimate Partner

Violence and Sexual Violence against Women: WHO Clinical and Policy

Guidelines. Geneva: World Health Organization.

Young, J. E., Klosko, J. S., and Weishaar, M. E. (2003). Schema Therapy: A

Practitioner’s Guide. New York, NY: Guilford Press.

Conflict of Interest Statement: The authors declare that the research was

conducted in the absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Copyright © 2019 Balsamo, Innamorati and Lamis. This is an open-access article

distributed under the terms of the Creative Commons Attribution License (CC BY).

The use, distribution or reproduction in other forums is permitted, provided the

original author(s) and the copyright owner(s) are credited and that the original

publication in this journal is cited, in accordance with accepted academic practice.

No use, distribution or reproduction is permitted which does not comply with these

terms.

Frontiers in Psychology | www.frontiersin.org May 2019 | Volume 10 | Article 9479

https://doi.org/10.1080/00223891.2014.909449
https://doi.org/10.1007/s40519-014-0143-2
https://doi.org/10.1007/s10862-013-9380-3
https://doi.org/10.1155/2013/209216
https://doi.org/10.1159/000076447
https://doi.org/10.1007/s11136-005-3214-z
https://doi.org/10.1177/2158244017704241
http://paduaresearch.cab.unipd.it/3477
https://doi.org/10.1159/000345317
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


OPINION
published: 15 February 2018

doi: 10.3389/fpsyg.2018.00167

Frontiers in Psychology | www.frontiersin.org February 2018 | Volume 9 | Article 167

Edited by:

Marco Innamorati,

Università Europea di Roma, Italy

Reviewed by:

Claudio Barbaranelli,

Sapienza Università di Roma, Italy

*Correspondence:

Jesús M. Alvarado

jmalvara@ucm.es

Specialty section:

This article was submitted to

Quantitative Psychology and

Measurement,

a section of the journal

Frontiers in Psychology

Received: 12 December 2017

Accepted: 31 January 2018

Published: 15 February 2018

Citation:

Blanco-Canitrot D, Alvarado JM and

Ondé D (2018) Consequences of

Disregarding Metric Invariance on

Diagnosis and Prognosis Using

Psychological Tests.

Front. Psychol. 9:167.

doi: 10.3389/fpsyg.2018.00167

Consequences of Disregarding
Metric Invariance on Diagnosis and
Prognosis Using Psychological Tests
David Blanco-Canitrot, Jesús M. Alvarado* and Daniel Ondé

Department of Psychobiology - Behavioral Sciences Methods & Institute of Biofunctional Studies from Complutense

University of Madrid, Madrid, Spain

Keywords: invariance, differential item functioning, predictive value of tests, reliability and validity

INTRODUCTION

Guenole and Brown (2014) have shown how failure to meet invariance criteria affects to path
coefficients in SEM. In applied research context, these authors suggest testing non-invariance
to detect possible undesired effects in the subsequent model evaluation. According to this line
of argument, this work intends to show the negative consequences of ignoring the property of
invariance when a scale is used with selection or diagnostic purposes.

A scale is invariant when subjects from different groups with the same level on the latent variable
have the same probability of obtaining equal test score. However, invariance is not an all-or-nothing
judgment. Inmulti-group Confirmatory Factor Analysis (CFA), four levels of invariance are defined
(Meredith, 1993): configural invariance (prerequisite of same factorial structure), metric invariance
(MI) or weak invariance (equality of factor loadings), scalar or strong invariance (equality of factor
loadings and intercepts), and strict invariance (equality of factor loadings, intercepts and residuals).
When a multi-group CFA is conducted, the evaluation of these types of invariance consists on a
stepwise procedure from the least restrictive solutions (configural vs. MI) to the most restrictives
(MI vs. strong and strong vs. strict), using nested χ2 tests (Brown, 2015). Consequently, the
evaluation of MI is a necessary requirement to compare group scores (Millsap, 2011).

In the parallel model of Classical Test Theory (CTT), MI is directly related to reliability1. In this
model all items have the same standardized factor loading (λ), and the communality (λ2) is equal to
the average correlation of the scale. Consequently, for a scale of n items, reliability of a given value
of λ can be calculated from the standardized alpha coefficient: α = nλ2 / (1+ (n− 1)λ2).

Relationship between reliability and predictive validity was first established by Gulliksen (1950)
and his attenuation formula. However, the effect of loss of reliability in one of the groups of the
sample over the predictive validity is not sufficiently known. What happens when discriminability
of some items (i.e., their factor loadings) is different between groups and the instrument is used
to make predictions on a dichotomous pass/fail test criterion? How can this MI problem interfere
with the correct classification of subjects? This paper aims to explore common practices in applied
research that usually ignore MI evaluation (Borsboom, 2006). In this paper, we will try to show the
need to reconsider the practical usefulness of psychological tests and scales in decision-making, due
to the biased in the correct classification of the subjects.

1It should be noted that, when data does not fit to the parallel model (i.e., equal true scores and equal standard errors), to

estimate reliability it is necessary to know error variances in addition to factorial loadings (see Steenkamp and Baumgartner,

1998).
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METHODS

Simulation Procedure
Common values in applied research of reliability and sample
size were simulated via Monte Carlo study with 500 sample
replications (Harwell et al., 1996) of 100 statistical units for each
group (N = 200), where factor loadings of a ten-item scale were
simulated between 0.44 and 0.50, with an associated reliability of
0.71 and 0.77. In applied psychology, the median sample size of
non-students is 200 (Shen et al., 2011). There are between 1 and
10 items per scale inmore than 90% of the studies (Hinkin, 1995).
To reach Nunnally (1978) recommendation regarding reliability
in applied research contexts (minimum of 0.70), for a 10-item
scale, a factor loading of 0.44 per item is needed. Following the
parallel model, α = 10(0.44)2 / (1+9(0.44)2)= 0.706.

The database was generated based from the factorial model
that is defined in Equation (1).

Xij =

∑k

k=1
λjkFk +

√

(1−
∑k

k=1
λ2
jk
)× ej (1)

Where Xij is the simulated response of subject i on a given
item j, λjk is the loading item j in a factor k (which was
generated by an unifactorial model), Fk is the latent factor
generated by a standardized normal distribution (mean 0 and
variance 1) and ej is the random measurement error of each
item.

Predictive validity was evaluated through a generated criterion
variable with normal distribution N(0,1), correlation = 0.7 with
the 10-item scale, and dichotomized by an established cut point
of Z = 1 (p = 1 − 0.8413), a simulation situation in which only
about 15% of subjects with best scores in the criterion have been
selected.

Lack of MI was manipulated replacing progressively
discriminant items (Group 1) for items with factor loadings
equal to cero for the second sample (Group 2). In other
words, Differential Item Functioning (DIF) was introduced
progressively on the 10-item scale, so that in these items all
variance in the second sample would be attributed to error and,
thus, all responses would be entirely random.

TABLE 1 | Total, Group 1 and Group 2 sensibility and specificity regarding the number of DIF items manipulated in the simulated 10-item scale.

Reliability Number of

DIF items

Total

sensitivity

Group 1

sensitivity

Group 2

sensitivity

Total

specificity

Group 1

specificity

Group 2

specificity

0.769 0 0.749 0.748 0.751 0.763 0.773 0.750

0.745 1 0.744 0.756 0.733 0.760 0.773 0.745

0.720 2 0.740 0.764 0.716 0.751 0.775 0.724

0.696 3 0.736 0.772 0.699 0.743 0.783 0.702

0.670 4 0.726 0.783 0.669 0.739 0.794 0.681

0.645 5 0.710 0.788 0.632 0.726 0.804 0.645

0.622 6 0.698 0.801 0.595 0.711 0.811 0.607

0.604 7 0.678 0.807 0.549 0.689 0.820 0.554

0.591 8 0.655 0.812 0.497 0.668 0.821 0.510

0.585 9 0.632 0.819 0.444 0.648 0.827 0.464

0.585 10 0.605 0.825 0.384 0.624 0.833 0.410

AReceiver Operating Characteristic (ROC) curve analysis was
used to evaluate the effect of the number of items with DIF on
the correct classification in criterion variable. This analysis is a
fundamental tool to evaluate predictive validity of psychological
tests, since allows to detect cases correctly classified in the
criterion and identify the cut point that maximizes sensitivity or
true positives and specificity or true negatives (Swets and Pickett,
1982).

RESULTS

First row of Table 1 shows that, when simulated scale have no

DIF, sensibility and specificity both Group 1 and Group 2 are
between 0.75 and 0.77. Rest of the rows of Table 1 show the
progressive negative effect over sensibility and specificity as the

number of DIF items in the scale increases. For example, with 1
DIF item total scale sensitivity is 0.744, with 5 DIF items is 0.710,
and with 10 DIF items is 0.605.

This decrease in sensitivity (and specificity) may seem an

acceptable loss of discriminative capacity, although overall results
are masking its true effects. It can be observed that both Group
2 sensitivity and specificity values have a more pronounced

decrease than that observed in the total results. Conversely, in
Group 1 sensitivity and specificity increases as the number of
items with DIF increases, which is undetectable when observing
total results. Both tendencies are undesired effects of lack
of MI.

DISCUSSION

In this paper we have exposed that the presence of DIF in the

items of a scale implies an important violation of the MI of the
instrument, and this lack of MI has significant negative effects on
predictive validity.

The results show that when reliability of the scale decreases
in one of the subsamples (due to the presence of non-
discriminating items), the probability that the subjects of
this sample exceed the cut point decreases. When this
situation occurs, the cut point for the total sample will also
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decrease and, therefore, subjects of the subsample without DIF
will see their options of exceeding the corrected cut point
increased.

The loss of discrimination in one or more items from
which the lack of MI has been generated is related to non-
uniform DIF defined in the Item Response Theory (IRT)
framework. Non-uniform DIF usually goes unnoticed as it
does not affect the mean of the groups. However, as we have
shown in this paper, non-uniform DIF (and consequently, the
lack of MI), can have serious consequences when the test is
used for predictive or diagnostic purposes. The results imply
that one of the two groups (Group 2) would be randomly
diagnosed, without any consideration about the real presence of
the measured condition, while the other group (Group 1), would
be over-diagnosed. Within a selection process, such as an exam,
tests scores clearly loses reliability in Group 2 (situation that
illegitimately denying the participants any chance of passing the
test according to their skills), while increasing those chances on
Group 1.

Consequently, researchers should be conscious of the serious
implications of using scales and tests that might have non-
invariant items when approaching diagnostic and selective
processes. It is surprising to find through a simple search
that, in the 123,000 studies from 2014 to 2017 that are shown
in Google Scholar with the term “gender differences,” only
3.73% does the term “metric invariance.” Despite warnings from
psychometricians, research works that regards DIF analysis as an
important step in the process of developing a scale are scarce, so
it becomes this paper’s goal to increase awareness of the necessity
and usefulness of such analysis.
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Late-life anxiety is an increasingly relevant psychiatric condition that often goes unnoticed

and/or untreated compared to anxiety in younger populations. Consequently, assessing

the presence and severity of clinical anxiety in older adults an important challenge for

researchers and clinicians alike. The Geriatric Anxiety Scale is a 30-item geriatric-specific

measure of anxiety severity, grouped in three subscales (Somatic, Affective, and

Cognitive), with solid evidence for the reliability and validity of its scores in clinical and

community samples. Translated into several languages, it has been proven to have strong

psychometric properties. In Italy only one recent preliminarily investigative study has

appeared on its psychometric properties. However, sample data was largely collected

from one specific Italian region (Lombardy) alone. Here, our aim in testing the items of

the GAS in a sample of 346 healthy subjects (50% females; 52% fromSouthern Italy), with

mean age of 71.74 years, was 2-fold. First, we aimed to determine factor structure in a

wider sample of Italian participants. Confirmatory factor analysis showed that the GAS fits

an originally postulated three-factor structure reasonably well. Second, results support

gender invariance, entirely supported at the factorial structure, and at the intercept level.

Latent means can be meaningfully compared across gender groups. Whereas the means

of F1 (Somatic) and F3 (Affective) for males were significantly different from those for

females, the means for F2 (Cognitive) were not. More specifically, in light of the negative

signs associated with these statistically significant values, the finding showed that F1

and F3 for males appeared to be less positive on average than females. Overall, the GAS

displayed acceptable convergent validity with matching subscales highly correlated, and

satisfactory internal discriminant validity with lower correlations between non-matching

subscales. Implications for clinical practice and research are discussed.

Keywords: geriatric anxiety scale, late-life anxiety, factor structure, measurement invariance, gender differences

INTRODUCTION

Late-life anxiety is an increasingly relevant psychiatric condition and will become an increasing
cause of health care utilization, contributing to elevated personal and societal costs, as numbers of
older adults constantly increase in diverse countries across the developing world (Wolitzky-Taylor
et al., 2010; Baxter et al., 2013). In Italy, for example, 7.3% of the older adults showed symptoms of
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chronic anxiety in 2013 (Istat, 2013). Additionally, due to a
combination of declining fertility and increased life expectancy,
the percentage of people older than 65 years will likely reach
33% of the total population by 2056 (Istat, 2011) and will further
increase the percentage of chronic anxiety.

The detection of anxiety disorders in older adults, however,
can be complicated by cognitive impairment, newly emergent
changes in life circumstances, high age-related medical and
psychiatric comorbidity, and a symptom presentation that is
markedly different from younger age groups (Magni and DeLeo,
1984; Kogan et al., 2000; Cully et al., 2006; Seignourel et al.,
2008; Balsamo et al., 2010; Wolitzky-Taylor et al., 2010; Therrien
and Hunsley, 2012). For these reasons, late-life anxiety is more
likely to go unnoticed and untreated compared to anxiety in
younger populations and makes assessing the presence and
severity of clinical anxiety in older adults an important challenge
for researchers and clinicians alike. Nonetheless, relatively little
is known about the assessment of anxiety in older adults (Ayers
et al., 2007; Balsamo et al., 2018).

Among assessment methods adopted for anxiety assessment
in both research and clinical practice, self-report measures are
by far the most common (Alwahhabi, 2003; Dennis et al., 2007;
Antony and Barlow, 2011). Self-report inventories are easy-
to-use and time-saving tools for screening psychopathology,
measuring the severity of illness, limit patient/participant
burden, and for monitoring treatment outcome. Approximately
12 anxiety measures have been identified as frequently used for
the assessment of anxiety in older adults (Therrien and Hunsley,
2012). Importantly, most of these measures were originally
developed and validated in college samples and therefore lack
specific norms and sufficient psychometric evidence for use
with older adults. The remaining instruments are new measures
created specifically for use with older adults, such as the Geriatric
Anxiety Inventory (GAI; Pachana et al., 2007), the AdultManifest
Anxiety Scale-Elderly Version (Reynolds et al., 2003), and the
Geriatric Anxiety Scale (GAS; Segal et al., 2010).

Among the age-specific instruments of anxiety, the GAS
provided solid evidence for the reliability and validity of its
scores in clinical and community samples of older adults in
the US (Segal et al., 2010; Yochim et al., 2011, 2013). Already
translated in many languages such as German, Persian and
Chinese (Bolghan-Abadi et al., 2013; Gottschling et al., 2015; Lin
et al., 2016), this questionnaire has been shown to have good
psychometric properties among Italian community-dwelling
older adults (Gatti et al., 2017). However, its factorial structure
has not yet been well-investigated in a large geographically varied
sample. Indeed, in the study by Gatti et al. (2017), sample data
was largely collected from one specific Italian region (Lombardy)
alone.

In light of its promising psychometric properties functioning,
including its ability to capture several components of anxiety
(somatic, affective, and cognitive symptoms), our study aims
to investigate the factor structure of the Italian version of the
GAS within the structural equation modeling (Confirmatory
Factor Analysis) framework and, to assess internal consistency,
convergent and discriminant validity with measures of anxiety,

depression, and personality, in a large Italian sample of healthy
community-dwelling older adults. The latter feature of this
measure is most important, because it allows clinicians to
easily assess whether a patient is experiencing primarily somatic
symptoms versus affective or cognitive symptoms, and thus to
conclude whether the symptoms are related to a physical health
problem instead of an anxiety disorder (Yochim et al., 2011).
Moreover, since theoretical and empirical studies have presented
mixed results concerning gender differences in experiencing
anxiety in older adults (Mueller et al., 2015), we conducted a
multiple-group CFA to assess (configural, metric, and scalar)
measurement invariance of the GAS and latent means differences
across gender groups. Gender, in fact, is a variable which has
been identified as a risk factor for anxiety (see, for example,
De Beurs et al., 2000; McLean et al., 2011; Mueller et al.,
2015). Specifically, women tend to report higher levels of
anxiety than men. So, lower scores on GAS scales for males
than for females were expected in this sample (Owens et al.,
2000).

MATERIALS AND METHODS

Participants and Procedure
Three hundred and forty-six community-dwelling older adults
(50% females) from different regions in Italy, recruited from
student family members, friends and volunteers, participated
in the study. Mean age of the sample was 71.74 (SD = 6.78)
years. Participants did not receive monetary reimbursement for
participation. Exclusion criteria were the presence of current
treatment for memory problems, head injuries resulting in
hospitalization formore than 24 h and/ormedical conditions that
could potentially affect cognitive functioning (e.g., Alzheimer’s
disease, multiple sclerosis, and Parkinson’s disease) and, thus, the
ability to take the assessment. Moreover, all participants reported
being in good mental and physical health.

Initially, 436 questionnaires were returned. Seventeen did not
contain answers to all of the GAS items (showing 10% or more
missing values). In addition, 73 univariate outliers were detected
and removed from the initial dataset by using standard z-score
(Tabachnick and Fidell, 2007). Considering levels of education,
most participants (27.3%) had a High School diploma and
13.9% a university degree. Most participants came from Central
(40.8%) and Southern Italy (52%). Participant characteristics are
described in detail in Table 1.

For the construct validation of the GAS dimensions, 345
participants from the larger sample also completed the Big-Five
Questionnaire 2 (BFQ-2), 327 completed the Teate Depression
Inventory (TDI) and 346 completed the Geriatric Anxiety
Inventory (GAI). Each participant anonymously completed
the questionnaire packet and gave informed consent prior to
their inclusion in the study. The study was approved by the
Psychological Science Departmental ethical committee at the
University of Chieti. All participants provided written, informed
consent, in accordance with the Ethical Standards of the Helsinki
Declaration.

Frontiers in Psychology | www.frontiersin.org July 2018 | Volume 9 | Article 116414

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Picconi et al. Italian Geriatric Anxiety Scale

TABLE 1 | Demographic characteristics of participants (n = 346).

Characteristics

Age (years); mean (SD) 71.74 (6.78)

Sex; % (n)

Men 50 (173)

Women 50 (173)

Marital status; % (n)

Single 6.2 (20)

Married 68.6 (223)

Divorced 3.7 (12)

Separated 1.5 (5)

Live-in partner 0.6 (2)

Widowed 19.4 (63)

Education; % (n)

Primary or lower 36.4 (123)

Upper secondary 22.5 (76)

High School diploma 27.3 (92)

University degree 13.9 (47)

Italian geographic areas; % (n)

Northern Italy 2.4 (8)

Central Italy 40.8 (136)

Southern Italy 52 (173)

South-islands 4.8 (16)

With the exception of gender, percentages were calculated on the number of subjects who

answered questions: 325 for marital status, 338 for Education, 333 for Italian geographic

areas.

Measures
Geriatric Anxiety Scale (GAS)
The GAS (Segal et al., 2010) is a 30-item self-report measure used
to assess and quantify anxiety symptoms among older adults.
Individuals are asked to indicate how often they have experienced
each symptomduring the immediately preceding week, including
today. Respondents answer using a 4-point Likert scale ranging
from 0 (not at all) to 3 (always), with higher scores indicating
higher levels of anxiety. The GAS includes three theoretically-
derived subscales: Cognitive symptoms, Somatic symptoms, and
Affective symptoms. The number of items for each subscale
ranges from 8 to 9. The GAS total score is based on the first 25
items. The additional 5 content items assess areas of anxiety often
reported to be of concern for older adults (health and financial
concerns, fear of dying, and so on). These items are for clinical
use alone and therefore do not load on the total GAS score.

The GAS was translated from English into Italian through a
6-stage procedure, including an initial translation and a back-
translation process carried out by a group of researchers at
the University of Bergamo (Gatti et al., 2017). At stage 1, two
bilingual translators with Italian mother tongue carried out an
independent forward translation. At stage 2, the two translators
and a research group discussed and synthesized the results to
develop a single forward translation. At stage 3, two bilingual
translators with English mother tongue translated the GAS back
into English. At stage 4, all translators (2 forward translators +
2 back translators) together with the research group took part in
a focus group discussion. Another expert in geriatric psychology,

without any previous knowledge of translation procedures, also
participated in the focus group. At stage 5, the pre-final version
of the questionnaire was administered to a sample of 15–20 older
adults. At stage 6, the research group generated a final report to
provide a description of all translations and cultural adaptations
made. In the original validation study (Segal et al., 2010), internal
consistency of the measure was excellent for the GAS Total score
and the 3 Subscales (Total score α = 0.93; Cognitive α = 0.90;
Somatic α = 0.80; Affective α = 0.82). Cronbach’s alphas for the
GAS in the present sample were good: 0.88 for Total score, 0.76
for Cognitive scale, 0.77 for Somatic scale, and 0.75 for Affective
scale.

Geriatric Anxiety Inventory (GAI)
The Geriatric Anxiety Inventory (Pachana et al., 2007; Italian
version by Rozzini et al., 2009) is a 20-item self-report measure
used to assess dimensional anxiety among older adults. It has
a dichotomous yes/no response format and therefore provides
an easy to use response format for mild cognitively impaired
older adults. The total score of the GAI ranges from 0 to 20,
with higher scores corresponding to higher levels of anxiety. Its
internal consistency has been shown to be excellent in samples
of community-dwelling older adults and older adults receiving
psychiatric services (Andrew and Dulin, 2007; Pachana et al.,
2007; Diefenbach et al., 2009; Byrne et al., 2010). Evidence
regarding the concurrent validity of the GAI showed moderate to
strong correlations with other anxiety measures (Pachana et al.,
2007; Yochim et al., 2011) and worry (Pachana et al., 2007;
Diefenbach et al., 2009). Divergent validity with measures of
depression varied across studies (r = 0.38 in Byrne et al., 2010;
r = 0.74 in Yochim et al., 2011). The Italian version of the GAI
exhibited high test-retest reliability (r = 0.86), good internal
consistency (Cronbach’s alpha = 0.76), as well as a high level of
concurrent validity with the Anxiety Status Inventory (ASI, Zung,
1971) (r = 0.85) (Rozzini et al., 2009). In the present sample,
Cronbach’s alpha was 0.90.

Teate Depression Inventory (TDI)
The TDI (Balsamo and Saggino, 2013a; Balsamo et al., 2014b) is a
21-item self-report instrument designed to assess symptoms of
Major Depressive Disorder as specified in the latest edition of
the DSM (DSM-5, American Psychiatric Association, 2013), in
order to overcome psychometric weaknesses of existing measures
of depression (Balsamo and Saggino, 2007). It was developed
via Rasch logistic analysis of responses, within the framework of
Item Response Theory (Rasch, 1960; Andrich, 1995). Each item
is rated on a 5-point Likert-type scale, ranging from 0 (always)
to 4 (never). Growing literature suggests that the TDI has strong
psychometric properties in both clinical and nonclinical samples,
including an excellent Person Separation Index, no evidence
of bias due to item-trait interaction, good discriminant and
convergent validity, and control of major response sets (Balsamo
et al., 2013b, 2015a,b,c; Innamorati et al., 2013, 2014; Saggino
et al., 2014, 2017; Contardi et al., 2018). Additionally, three cut-
off scores were recommended in terms of sensitivity, specificity
and classification accuracy for screening for varying levels
(minimal, mild, moderate, and severe) of depression severity in
a group of patients diagnosed with Major Depressive Disorder
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(Balsamo and Saggino, 2014a). In the present sample, Cronbach’s
alpha was 0.88.

Big Five Questionnaire (BFQ-2)
Personality traits were assessed via the Big Five Questionnaire
(BFQ-2; Caprara et al., 1993, 2007) which comprises 134 items
rated on a 5-point Likert scale (1 = very false for me, 5 = very
true for me). The BFQ has been shown to be a valid and
reliable measure of the Big Five traits in large samples of
Italian respondents as well as in cross-cultural comparisons
(e.g., Caprara et al., 2000). In the present study, the internal
consistencies of the five traits were 0.83 (for Extraversion),
0.90 (for Agreeableness), 0.83 (for Conscientiousness), 0.91 (for
Openness), and 0.89 (for Emotional Stability).

Data Analysis
Factorial structure of the GAS was examined within the
framework of structural equation modeling (CFA) analyzed by
EQS 6.0 (Bentler, 2006), allowing for correlation among error
terms.

The analyses were performed on covariance matrices, since
SEM statistical theory relies on the distributional properties of
the elements of a covariance matrix.

The method of estimation used in all models was the
robust maximum likelihood estimator, which yields corrected
standard errors using the Satorra-Bentler method (Satorra and
Bentler, 1994; Rhemtulla et al., 2012). Accordingly, we reported
the Satorra-Bentler chi square statistic, with the following
robust indices: robust comparative fit index (CFI), robust root
mean square error of approximation (RMSEA), and robust
standardized root-mean-square residual (SRMR). The following
heuristic labels were used to describe model fit: acceptable
when CFI was 0.90–0.94, RMSEA was 0.08 and SRMR was
0.08, while good when CFI is equal to or above 0.95, RMSEA
is 0.06 or below and SRMR is 0.05 (Hu and Bentler, 1998;
Yu, 2002; Byrne, 2006; Steiger, 2007). Lagrange multiplier test
(LM) was used to identify which fixed parameters, if freely
estimated, would lead to a significantly better fitting model.
The LM test operates multivariately in determining misspecified
parameters in a model. EQS produces univariate andmultivariate
χ
2 statistics that permit evaluation of the appropriateness of the

specific restrictions; it also yields a parameter change statistic
that represents the value that would be obtained if a particular
fixed parameter were freely estimated in a future run. Statistically
significant LM χ

2 values would argue for the presence of factor
cross-loadings and error covariances, respectively. Decisions
regarding possible misspecification followed by respecification
of the model are based on the incremental univariate statistics.
The user tipically looks for parameters whose χ

2 values stand
apart from the rest and probabilities <0.05 (Byrne, 2006). We
used the Expected Parameter Change (EPC) in combination
with the Modification Index (MI) (Saris et al., 2009). For each
parameter tested via the LM Test, the parameter change statistic
represents its estimated value if this parameter is freely estimated
in a subsequent test of the model. If the EPC is rather small,
one concludes that there is no serious misspecification. However,

when the EPC is large, for example larger than 0.2, it is concluded
that there is a relevant misspecification in the model.

In addition, Multigroup Confirmatory Factor Analysis (MG-
CFA; Meredith, 1993; van de Schoot et al., 2012) was performed
to test measurement invariance of the GAS with respect to
gender on a set of nested models, that begin with the separate
determination of a baseline model for each group. Estimation
is based on the robust statistics (ML, robust; the S-B χ

2) and
analyses are based on the covariance matrix. The intercepts
in addition to variances and covariances will be modeled.
Associated with each constraint is a cumulative multivariate
LM Test χ

2 value, and an incremental univariate χ
2 value,

along with their probability values. To locate parameters that
are noninvariant across groups, we look for probability values
associated with the incremental univariate χ

2 values that are
<0.05. Invariance was tested for configural (M1), metric (M2)
and scalar (M3) invariance. According to Cheung and Rensvold
(Cheung and Rensvold, 2000), the 1CFI is a robust statistic
for testing the between-group invariance of CFA models. They
recommended that invariance can be assumed when this value is
0.01 or less, in absolute values. Finally, the invariance of Latent
Factor Means was to be examined in a CFA framework.

We used the value of the critical ratio (CR) to assess latent
mean differences. CR is calculated by parameter estimate divided
by its standard error, which tests whether the coefficient is
significantly different from 0. A CR value larger than 1.96
indicates statistically significant differences in the latent means
(Byrne, 2006).

Using IBM SPSS (2010), internal consistency was estimated
by Cronbach’s alpha (Cronbach, 1951), McDonald’s omega (ω;
Zinbarg et al., 2005; Dunn et al., 2014), and mean corrected item-
total correlations. The homogeneity assumption stating that the
population variances are equal for gender was tested by Levene’s
Test (Barbaranelli, 2006). Corrected item-total correlations were
calculated to examine how each item contributed to the overall
scale. Cronbach’s alpha below 0.60 are unacceptable, whereas
item inter-correlation coefficients higher than 0.30 are adequate
(Nunnally and Bernstein, 1994).

To assess convergent and discriminant validity, relationships
between the GAS total, its subscales, and all other measures
were investigated using correlation coefficients (Pearson’s r). The
point biserial correlation (rpb) is the value of Pearson’s product
moment correlation when one of the variables is dichotomous
and the other variable is metric. However, when the values of
the two categories of the dichotomous variables are 0 and 1,
rpb = r (Pearson’s) (p. 143, Ercolani et al., 2001). Mathematically,
the Point-Biserial Correlation Coefficient is calculated just as the
Pearson’s Bivariate Correlation Coefficient would be calculated,
where in the dichotomous variable of the two variables is either 0
or 1- which is why it is also called the binary variable.

This was followed by application of the Fisher r-to-z
transformation (Cohen and Cohen, 1983) to examine one-tailed
differences in the magnitude of the correlation coefficients to
determine whether correlations were significantly different from
each other. If ra is greater than rb, the resulting value of z will
have a positive sign; if ra is smaller than rb, the sign of z will be
negative.
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RESULTS

The descriptive statistics of all GAS items, arranged for the three
subscales, are presented in Table 2. The means of the 3-point
Likert GAS items were relatively low with values ranging from
0.17 (Item 4) to 1.10 (Item 23).

Inspection of skewness and kurtosis indexes indicated that
departures from normality were not severe, so no variable
transformations were deemed necessary (West et al., 1995).

Confirmatory Factor Analysis, Invariance
Measurement and Invariance of Latent
Factor Means
Prior to model testing, Mardia’s test of normality was used to
assess the normality of data by evaluating the kurtosis (Mardia’s
normalized estimate= 798.113; Mardia, 1974). The highMardia’s
normalized estimate of kurtosis suggested non full normality
of data. Thus, all analyses were based on the robust maximum
likelihood estimator (Satorra and Bentler, 1994).

Confirmatory factor analysis (CFA) was used to validate
both the originally postulated three factor structure of the GAS
(Model 1: Cognitive, Affective and Somatic; Segal et al., 2010),
a one general anxiety factor solution (Model 2), and to test
the two-factor structure (Model 3), found by Picconi, Balsamo
and Fairfield (report not published, 2017)1, through a Principal
Axis Factoring (PAF) with Direct Oblimin rotation, in which
Cognitive/Affective and Somatic factors emerge (see Table 3).
Goodness-of-fit statistics for all tested structural models were
presented in Table 4. The SB χ

2 goodness-of-fit tests were
significant for each of the CFA models (SB χ

2 ranged from
431.80, df = 271, to 406.15, df = 269, p < 0.001).

Together, results supported both the two factor
Cognitive/Affective and Somatic and the one factor solution
implied by the GAS item pool.

However, Model 1 (three factor structure) demonstrated
significantly better fit compared to Model 2 (one general
anxiety factor solution) (Satorra-Bentler Scaled Chi-Square

1All technical data is available from the authors.

TABLE 2 | Descriptive statistics of the Italian GAS (N = 346).

Item Subscale Mean (SD) Min-Max Skewness (SE) Kurtosis (SE)

My heart raced or beat strongly. 1 Somatic 0.66 (0.59) 0–2 0.27 (0.13) −0.66 (0.26)

My breath was short. 2 Somatic 0.63 (0.60) 0–2 0.38 (0.13) −0.67 (0.26)

I had an upset stomach. 3 Somatic 0.53 (0.61) 0–2 0.71 (0.13) −0.45 (0.26)

I had difficulty falling asleep. 8 Somatic 0.91 (0.80) 0–3 0.59 (0.13) −0.15 (0.26)

I had difficulty staying asleep. 9 Somatic 0.77 (0.81) 0–3 0.75 (0.13) −0.24 (0.26)

I had a hard time sitting still. 17 Somatic 0.33 (0.56) 0–2 1.45 (0.13) 1.15 (0.26)

I felt tired. 21 Somatic 1.08 (0.67) 0–3 0.38 (0.13) 0.45 (0.26)

My muscles were tense. 22 Somatic 0.64 (0.67) 0–3 0.73 (0.13) 0.22 (0.26)

I had back pain, neck pain, or muscle cramps. 23 Somatic 1.10 (0.78) 0–3 0.41 (0.13) −0.09 (0.26)

I felt like things were not real or like I was outside of myself. 4 Cognitive 0.17 (0.38) 0–1 1.73 (0.13) 0.99 (0.26)

I felt like I was losing control. 5 Cognitive 0.29 (0.48) 0–2 1.23 (0.13) 0.26 (0.26)

I had difficulty concentrating. 12 Cognitive 0.65 (0.56) 0–2 0.14 (0.13) −0.74 (0.26)

I felt like I was in a daze. 16 Cognitive 0.25 (0.45) 0–2 1.47 (0.13) 0.90 (0.26)

I worried too much. 18 Cognitive 0.82 (0.67) 0–3 0.34 (0.13) −0.29 (0.26)

I could not control my worry. 19 Cognitive 0.57 (0.73) 0–3 1.24 (0.13) 1.20 (0.26)

I felt like I had no control over my life. 24 Cognitive 0.18 (0.38) 0–1 1.71 (0.13) 0.92 (0.26)

I felt like something terrible was going to happen to me. 25 Cognitive 0.25 (0.47) 0–2 1.63 (0.13) 1.72 (0.26)

I was afraid of being judged by others. 6 Affective 0.53 (0.59) 0–2 0.62 (0.13) −0.55 (0.26)

I was afraid of being humiliated or embarrassed. 7 Affective 0.32 (0.53) 0–2 1.34 (0.13) 0.84 (0.26)

I was irritable. 10 Affective 0.75 (0.58) 0–2 0.10 (0.13) −0.46 (0.26)

I had outbursts of anger. 11 Affective 0.48 (0.60) 0–2 0.84 (0.13) −0.28 (0.26)

I was easily startled or upset. 13 Affective 0.41 (0.56) 0–2 0.99 (0.13) 0.01 (0.26)

I was less interested in doing something I typically enjoy. 14 Affective 0.45 (0.58) 0–2 0.87 (0.13) −0.24 (0.26)

I felt detached or isolated from others. 15 Affective 0.34 (0.53) 0–2 1.24 (0.13) 0.55 (0.26)

I felt restless, keyed up, or on edge. 20 Affective 0.62 (0.65) 0–2 0.57 (0.13) −0.65 (0.26)

Somatic subscale 9 6.65 (3.64) 0–18 0.42 (0.13) −0.13 (0.26)

Cognitive subscale 8 3.17 (2.60) 0–11 0.71 (0.13) −0.28 (0.26)

Affective subscale 8 3.91 (2.79) 0–12 0.51 (0.13) −0.48 (0.26)

Somatic subscale (9 items) = sum of items 1, 2, 3, 8, 9, 17, 21, 22, 23. Cognitive subscale (8 items) = sum of items 4, 5, 12, 16, 18, 19, 24, 25. Affective subscale (8 items) = sum of

items 6, 7, 10, 11, 13, 14, 15, 20; SD = Standard Deviation; SE = Standard error.
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TABLE 3 | Factor structure extracted–Efa.

ITEM Extracted factors and loadings (n = 346) h2

COGNITIVE/AFFECTIVE SOMATIC

Item 5. I felt like I was losing

control.

0.664 −0.072 0.394

Item 24. I felt like I had no

control over my life.

0.612 −0.080 0.328

Item 25. I felt like something

terrible was going to

happen to me.

0.576 0.007 0.336

Item 7. I was afraid of being

humiliated or embarrassed.

0.557 −0.049 0.283

Item 6. I was afraid of being

judged by others.

0.549 −0.076 0.261

Item 15. I felt detached or

isolated from others.

0.531 −0.046 0.258

Item 13. I was easily startled

or upset.

0.475 0.162 0.336

Item 19. I could not control

my worry.

0.460 0.260 0.409

Item 4. I felt like things were

not real or like I was outside

of myself.

0.429 −0.042 0.166

Item 16. I felt like I was in a

daze.

0.421 0.110 0.239

Item 11. I had outbursts of

anger.

0.400 0.118 0.225

Item 14. I was less

interested in doing

something I typically enjoy.

0.325 0.082 0.141

Item 12. I had difficulty

concentrating.

0.297 0.222 0.209

Item 10. I was irritable. 0.272 0.245 0.206

Item 8. I had difficulty falling

asleep.

−0.061 0.672 0.411

Item 21. I felt tired. −0.030 0.618 0.363

Item 9. I had difficulty

staying asleep.

−0.059 0.594 0.318

Item 22. My muscles were

tense.

0.048 0.576 0.364

Item 23. I had back pain.

neck pain. or muscle

cramps.

−0.054 0.516 0.239

Item 3. I had an upset

stomach.

0.033 0.440 0.211

Item 20. I felt restless, keyed

up, or on edge.

0.380 0.423 0.497

Item 18. I worried too much. 0.353 0.379 0.413

Item 2. My breath was short. 0.177 0.326 0.200

Item 1. My heart raced or

beat strongly.

0.293 0.322 0.291

Item 17. I had a hard time

sitting still.

0.183 0.232 0.133

% explained variance 0.162 0.127 0.289

h2 is communality. All factor loadings of ≥ 0.30 are in bold; % of variance explained is in

bold.

Difference = 6.84; df = 21; p = 0.998) (Brown, 2006;
Satorra and Bentler, 2010; Barbaranelli and Ingoglia, 2013),
and respect to Model 3 (two-factor structure) (Satorra-Bentler

Scaled Chi-Square Difference = 48.14; df = 2; p < 0.001),
with the presence of three error covariances between the items
(GAS9 and GAS8, GAS7 and GAS6, GAS25 and GAS24),
suggested by Lagrange multiplier test (MI) and by the expected
parameter change statistic (EPC) (Saris et al., 1987). Factor
loadings, standardized solution of the items and factor structure
coefficients, which can be essential for the accurate interpretation
of CFA results, are shown in Table 4 (Graham et al., 2003).

In Model 1, all factor loadings were statistically significant
and ranged from 0.36 to 0.75, with an average standardized
factor loading of 0.51. Squared multiple correlations ranged
from 0.13 to 0.56, with an average SMC of 0.27 indicating
that, on average, 27% of the variance in observed variables was
accounted for by latent factors. The latent factor correlations
were very high, ranging between 0.73 and 0.96.We added also the
structure coefficients, which are merely the correlations between
the measured variables and the latent factors. Measured variables
are correlated with all factors when the factors are correlated,
even for variables with CFA pattern parameters fixed to be
zeroes. The estimation of these structure coefficients does not
cost additional degrees of freedom, since the coefficients are fully
determined by the pattern and the factor correlation coefficients
already being estimated. The structure coefficients are analogous
to the zero-order bivariate Pearson correlations without isolating
the overlapping relationships among the factors (Thompson,
1997; Graham et al., 2003).

Then, a multiple-group approach was used to test
measurement invariance across gender (see Table 5).

Measurement invariance across gender groups was entirely
supported at the factorial structure, and at the intercept level.
The 1CFIs are lower than 0.01 in all models, suggesting that
invariance can be assumed. Based on the establishment of the
full scalar invariance across gender, we can compare the latent
mean differences across this group. To obtain an estimate of
this difference, the female group was chosen as a reference
group. Thus, since the female group was designated as the
reference group, their factor means were fixed to zero, and
we concentrated solely on estimates as they relate to the male
group. Because analyses were based on the robust statistics, these
estimates are interpreted in terms of robust standard errors and
the resulting z-statistics. Accordingly, these results indicate that
whereas the means of F1 (Somatic; females= 7.13; males= 6.17;
CR = −2.246; small effect size, Cohen’s d2 = −0.27) and F3
(Affective; females = 4.20; males = 3.62; CR = −2.128; small
effect size, Cohen’s d = −0.21) for males were significantly
different from those for females, the means for F2 (Cognitive;
females = 3.35; males = 3.00; CR = −1.332; zero o near
zero effect, Cohen’s d = −0.14) were not. More specifically,
considering the negative signs associated with these statistically
significant values, the finding showed that F1 and F3 for males
appeared to be less positive on average than for females.

A positive CR implies that the comparison group has higher
latent mean than the reference group. Conversely, a negative CR
suggests that the comparison group’s latent mean is smaller than

2Effect sizes were estimated by Cohen’s d, where 0.2 is indicative of a small effect,

0.5 a medium and 0.8 a large effect size (Cohen, 1992).
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TABLE 4 | Fit indices for the structural models (N = 346).

MODEL SB χ2 df CFI SRMR RMSEA 90% CI AIC

Three theoretical factor (Model 1) 406.15* 269 0.93 0.053 0.038 0.031/0.046 −131.85

One factor (Model 2) 418.84* 248 0.91 0.057 0.045 0.037/0.052 −77.15

Two factor, cognitive/affective-somatic (Model 3) 431.80* 271 0.91 0.055 0.041 0.034/0.049 −110.19

FACTOR LOADINGS, STANDARDIZED SOLUTION AND FACTOR STRUCTURE COEFFICIENTS (Rs) -MODEL 1

Somatic pattern (Rs) Cognitive pattern (Rs) Affective pattern (Rs)

Item 1. My heart raced or beat strongly. 0.586 (0.432) 0 0 (0.430)

Item 2. My breath was short. 0.511 (0.377) 0 0 (0.375)

Item 3. I had an upset stomach. 0.465 (0.343) 0 0 (0.341)

Item 8. I had difficulty falling asleep. 0.521 (0.384) 0 0 (0.382)

Item 9. I had difficulty staying asleep. 0.439 (0.324) 0 0 (0.322)

Item 17. I had a hard time sitting still. 0.375 (0.277) 0 0 (0.275)

Item 21. I felt tired. 0.583 (0.430) 0 0 (0.427)

Item 22. My muscles were tense. 0.626 (0.462) 0 0 (0.459)

Item 23. I had back pain, neck pain, or muscle cramps. 0.502 (0.375) 0 0 (0.368)

Item 4. I felt like things were not real or like I was outside of myself. 0 0.358 (0.264) 0 (0.343)

Item 5. I felt like I was losing control. 0 0.560 (0.413) 0 (0.536)

Item 12. I had difficulty concentrating. 0 0.440 (0.325) 0 (0.421)

Item 16. I felt like I was in a daze. 0 0.480 (0.354) 0 (0.459)

Item 18. I worried too much. 0 0.689 (0.508) 0 (0.659)

Item 19. I could not control my worry. 0 0.688 (0.508) 0 (0.658)

Item 24. I felt like I had no control over my life. 0 0.458 (0.338) 0 (0.438)

Item 25. I felt like something terrible was going to happen to me. 0 0.530 (0.391) 0 (0.507)

Item 6. I was afraid of being judged by others. 0 (0.309) 0 (0.404) 0.422

Item 7. I was afraid of being humiliated or embarrassed. 0 (0.328) 0 (0.428) 0.447

Item 10. I was irritable. 0 (0.356) 0 (0.464) 0.485

Item 11. I had outbursts of anger. 0 (0.380) 0 (0.496) 0.518

Item 13. I was easily startled or upset. 0 (0.430) 0 (0.560) 0.586

Item 14. I was less interested in doing something I typically enjoy. 0 (0.270) 0 (0.352) 0.368

Item 15. I felt detached or isolated from others. 0 (0.332) 0 (0.433) 0.453

Item 20. I felt restless, keyed up, or on edge. 0 (0.549) 0 (0.717) 0.749

*p < 0.001. SB χ
2, Satorra and Bentler chi-squared test; df, degrees of freedom; CFI, comparative fit index; SRMR, standardized root mean square residual; RMSEA, root-mean-square

error of approximation; 90% CI, 90% confidence interval of RMSEA; AIC, Akaike’s information criterion used in the comparison of two or more models with smaller values representing

a better fit of the hypothesized model (Hu and Bentler, 1995); Pattern coefficients constrained and not estimated in the model are presented as “0”; the structure coefficients are added

in parentheses next to the pattern coefficients.

the reference group (Byrne, 2006). The population variances are
equal for all gender groups (p= not significant).

Reliability
Internal consistency of the subscales was good: α = 0.76
(95% Confidence Interval: Lower Bound = 0.722; Upper
Bound = 0.798; p < 0.001; ω = 0.81; Cognitive), α = 0.77,
(95% Confidence Interval: Lower Bound = 0.732; Upper
Bound = 0.805; p < 0.001; ω = 0.82; Somatic) and α = 0.75
(95% Confidence Interval: Lower Bound = 0.705; Upper
Bound = 0.786; p < 0.001; ω = 0.83; Affective). Analysis using
Feldt’s test (see Feldt, 1969; Feldt et al., 1987) indicating that the
Cronbach’s alpha doesn’t significantly differ.

According to the corrected item-total correlations, no items
appeared less suitable as indicators of their respective construct.

This means that no item correlations with the scale, excluding
the item itself, fall in the low range of 0.0-0.3, and discriminated
well (Kline, 1986; Barbaranelli and Natali, 2005; Barbaranelli and
D’Olimpio, 2007). The inter-correlations mean of items within
each scale ranged from 0.47 (Cognitive) to 0.44 (Affective).

Scale Intercorrelations
As expected, the GAS total scale was positively and strongly
correlated with the Cognitive subscale (see Table 6; r = 0.86, p
< 0.001, 74% variance shared), Affective subscale (r = 0.85, p <

0.001, 72% variance shared), and Somatic subscale (r = 0.85, p
< 0.001, 72% variance shared). As expected, the three subscales
were highly correlated, with r varying from 0.52 to 0.71 (p <

0.001). In addition, the correlation between the Cognitive and
Affective subscales was stronger (r = 0.71, p < 0.001, 50%
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TABLE 5 | Test for measurement invariance of the GAS across gender: Summary of goodness of fit statistics.

Model SB χ2 df CFI RMSEA RMSEA 90% CI Model Comparison 1 CFI

Baseline model males 356.4657 268 0.913 0.044 0.031, 0.055 - - - - - - - - - - - - - - - - -

Baseline model females 360.0953 270 0.903 0.044 0.031, 0.055 - - - - - - - - - - - - - - - - -

M1 716.5637 538 0.899 0.031 0.025, 0.037 - - - - - - - - - - - - - - - - -

M2* 740.1375 562 0.899 0.030 0.024, 0.036 2 vs. 1 0

M3 784.9105 587 0.892 0.031 0.025, 0.037 3 vs. 2 0.007

M1, model for configural invariance; no constraints; M2, model for full metric invariance with all factor loadings constrained equal. M3, model for scalar invariance; with all intercepts

constrained equal.

*We included the correlation between errors. Equality constrains are specified for two common error covariance GAS9 and GAS8; GAS7 and GAS6, except the two involving GAS2 and

GAS1 and GAS25 and GAS24; unique for males.

TABLE 6 | GAS inter-scale correlations (n =346), correlations with convergent

(GAI, n = 346; Emotional Stability, n = 345) and discriminant scales (TDI,

n = 327; Extraversion, Openness, Agreeableness, Conscientiousness, n = 345).

S C A

Somatic (S) 1

Cognitive (C) 0.56*** 1

Affective (A) 0.52*** 0.71*** 1

GAI 0.82*** 0.85*** 0.83***

TDI 0.39*** 0.45*** 0.41***

Extraversion −0.09 −0.17*** −0.01

Openness −0.17*** −0.17*** −0.10

Agreeableness 0.03 −0.07 −0.10

Conscientiousness −0.16*** −0.19*** −0.14*

Emotional Stability −0.33*** −0.42*** −0.48***

S, Somatic Subscale; C, Cognitive Subscale; A, Affective Subscale; GAI, Geriatric Anxiety

Inventory; TDI, Teate Depression Inventory. *p < 0.05; ***p < 0.001.

variance shared) than the correlation between the Cognitive and
Somatic subscale (r = 0.56, p < 0.001, 31% variance shared) and
between the Affective and Somatic subscale (r = 0.52, p < 0.001,
27% variance shared).

Convergent and Discriminant Validity of
the Gas
To investigate the convergent and discriminant validity of the
Italian version of the GAS, correlations among the GAS total and
its subscales withmeasures of depression, anxiety and personality
were computed (see Table 6).

The correlation of the depression scale (TDI) with all anxiety
dimensions was weaker than the correlation between measure of
anxiety (TDI with GAI, r = 0.48). As seen in Table 5, the GAS
total score and GAS subscale scores were significantly positively
correlated with the TDI, with medium effect sizes (GAS total,
r = 0.49; Cognitive, r = 0.45; Somatic, r = 0.39; Affective,
r = 0.41) and with the GAI with high effect size (GAS total,
r = 0.97; Cognitive, r = 0.85; Somatic, r = 0.82; Affective,
r = 0.83).

Compared to the anxiety scale (GAI), the correlation of 0.49
between the GAS total and the TDI was significantly lower
than the correlation of 0.97 between the GAS total and GAI

(z = −21.04, p < 0.001). The correlation of 0.39 between the
Somatic subscale and the TDI was significantly lower than the
correlation of 0.82 between the Somatic subscale and the GAI,
(z = −9.48, p < 0.001). The correlation of 0.45 between the
Cognitive subscale and TDI was significantly lower than the
correlation of 0.85 between the Cognitive subscale and the GAI,
(z = −9.96, p < 0.001). The correlation of 0.41 between the
Affective subscale and the TDI was significantly lower than the
correlation of 0.83 between the Affective and GAI, (z = −9.53,
p < 0.001). Also, GAS total score and GAS subscale scores
were substantially correlated with Emotional Stability (GAS total,
r = −0.47; Cognitive, r = −0.42; Somatic, r = −0.33; Affective,
r =−0.48).

However, the discriminant correlations with the other
subscales of the BFQ-2 were rather low and only a few
appeared to be significant (p < 0.001) (GAS total, ranging from
r =−0.19 for Conscientiousness to r =−0.04 for Agreeableness;
Cognitive, ranging from r = −0.19 for Conscientiousness to
r = −0.07 for Agreeableness; Somatic, ranging from r = −0.16
for Conscientiousness to r = 0.03 for Agreeableness; Affective,
ranging from r = −0.14 for Conscientiousness to r = −0.01 for
Extraversion).

Gas Content Items
Finally, as stated above, the GAS includes five additional content
items (items 26-30) that do not load on any scales but are used for
clinical purposes and provide information about areas of anxiety
often reported to be of concern for older adults (e.g., fear of dying,
financial or health concerns; Segal et al., 2010). These scores are
not included in the GAS total score.

A rank order of the means of these five content items showed
that item 28 was the highest ranked item (“I was concerned about
my children”, M = 1.50, SD = 1.02), followed by item 27 (“I was
concerned about my health”, M = 1.01, SD = 0.75), item 26 (“I
was concerned about my finances”, M = 0.80, SD = 0.79), item
30 (“I was afraid of becoming a burden to my family or children”,
M = 0.63, SD = 0.83) and item 29 (“I was afraid of dying”,
M = 0.35, SD= 0.55).

DISCUSSION

This study aimed to examine the psychometric properties of
the GAS, translated into Italian, among a larger, geographically
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more varied sample of older adults. Factor structure, internal
reliability, convergent and discriminant validity as well as the
gender differences were examined.

Regarding the analysis of the GAS factor structure, the CFA
confirmed the better fit of the three factors (Cognitive, Somatic,
and Affective) originally derived from English version (Segal
et al., 2010; Yochim et al., 2011, 2013). The three latent factors
are those that best explained the data.

The GAS captured the broad range of anxiety disorder
symptoms. The clinician or researcher can easily determine
which types of symptoms are more problematic for the
respondent (Segal et al., 2010).

Results also provided evidence about gender invariance. The
test of the metric and scalar invariance of the model in relation to
gender revealed that all the factor loadings showed to be invariant
and the intercepts for observed variables loading on the same
latent variable. As scalar invariance was established, means can
be reliably compared. Sex is a variable which has been identified
as a risk factor for anxiety. Analyses of latent mean differences
revealed that females exhibited higher means than males on
two GAS subscales, Somatic and Affective, where the means for
Cognitive Factor were not.

As expected, women tend to report higher levels of anxiety
than men, a finding that is reported consistently in literature.
Gum et al. (2009) found that community-dwelling individuals
who were diagnosed with an anxiety disorder were more likely to
be female. Furthermore, female gender has been associated with a
greater likelihood of anxiety chronicity in older adults (De Beurs
et al., 2000; Gatti et al., 2017), such that anxiety tends to persist in
older women compared to older men.

In addition, results suggested that the GAS total score and
subscale scores have good internal consistency reliability
(Cronbach’s alpha, McDonald’s omega, and inter-item
correlations mean of items). The Cronbach’s alpha values
compared to values of the Segal et al. (2010) original version
did not differ significantly except for the GAS total score (Feldt
test = 0.5833, p < 0.001; see Feldt, 1969; Feldt et al., 1987) and
Cognitive scale (Feldt test = 0.4167, p < 0.001) in which the
original sample scored higher reliabilities values. Similar results
were found when comparing the alpha values of the Italian
version of the GAS with both the Persian and German versions.
Cronbach’s alpha values not differ significantly (all p = ns; Feldt
et al., 1987).

Regarding interscale correlations, as expected, there were
strong positive relationships between the GAS total score and
each of the GAS subscales. Therefore, the relatively high
intercorrelation of the scales, which especially occurred between
the Cognitive and Affective subscales, is not surprising and can
be traced back to the fact that symptoms of anxiety disorders
are often comorbid with each other (DSM-IV-TR and DSM-V;
Kogan et al., 2000; Segal et al., 2010; Wolitzky-Taylor et al., 2010;
American Psychiatric Association, 2013).

Convergent validity of the GAS was evidenced via significant
and high correlations between the GAS total score, subscale
scores and another measure of anxiety (GAI).

With respect to the discriminant validity of the GAS, our
findings confirmed the expected low relationships with measures

of constructs that are non-related (i.e., Extraversion, Openness,
Agreeableness, Conscientiousness), or negatively related (i.e.,
Emotional Stability) to anxiety, whereby the relation between the
GAS total score, subscale scores and depression (TDI) was lower
than the correlation with anxietymeasure. Anxiety in older adults
is highly co-morbid with depressive symptoms (Beekman et al.,
2000).

It is not surprising that Cognitive subscale and following
Affective subscale were associated with measure of depression
more strongly than Somatic subscale, because cognitive and
affective aspect are two important components of many anxiety
disorders (Cioffi et al., 2008; Van Dam et al., 2013; Balsamo et al.,
2015b).

Together, the present findings support the reliability and
validity of the GAS as a measure of anxiety in an Italian
geriatric population. These results are important because the
detection of anxiety in older adults is generally complicated by
the high frequency of medical disorders present in this age group
(Balsamo et al., 2015b, 2018).

Several limitations of this study should be addressed in future
studies.

First, we did not investigate various aspects of reliability
of the questionnaire (e.g., test-retest reliability). Second, our
results are based on a general community sample of older
adults, which limit the generalizability of these findings to
clinical conditions. More specifically, the confirmatory models
and the correlational analyses among self-report measures found
in nonclinical samples might not be similar to the processes
in clinical samples (see, for example, Balsamo, 2013; Balsamo
et al., 2013c). In addition, our sample is non-representative of
the Italian population. More heterogeneous individuals by age,
education level and geographical provenience education level
and geographic origin would reduce potential selection biases
our data could be affected. Therefore, validity and usefulness
of the GAS in clinical samples and non clinical are not fully
guaranteed. Lastly, correlations for convergent and discriminant
validity could be computed by using the SEM approach
in order to control over the measurement error, obtaining
higher precision than the computation with Pearson’s r, and
other concurrent measures should be taken into consideration,
such as measures of trait and state anxiety (Balsamo et al.,
2016).

Further research should explore the psychometric
performance (e.g., its Differential Item Functioning analysis) of
the Italian GAS in larger and more diverse samples of Italian
older adults, including also clinical samples and groups with
more diverse ethnicity, in order to improve the knowledge
on this instrument, providing a more specific assessment of
cognitive, affective and somatic anxiety symptoms among older
adults. Moreover, a hierarchical or bifactor factorial model could
be applied to empirically verify the general score of the GAS in
future studies (Reis et al., 2007).

In addition, further studies could be conducted to create
a short form of the measure such as Mueller et al. (2015).
Short forms of screening measures are preferable in busy clinical
settings and in lengthy research protocols to reduce the burden
of administration time and scoring.
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Because the GAS is based on DSM symptoms of anxiety,
it can help clinicians arrive at an accurate diagnosis of
an anxiety disorder and thus aid in clinically appropriate
treatment.
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The State–Trait Inventory for Cognitive and Somatic Anxiety (STICSA) is a widely used
measure of state and trait anxiety that permits a specific assessment of cognitive
and somatic anxiety. Previous research provided inconsistent findings about its factor
structure in non-clinical samples (e.g., hierarchical or bi-factor structure). To date, no
psychometric validation of the Italian version of the STICSA has been conducted.
Our study aimed to determine the psychometric functioning of the Italian version of
the STICSA, including its dimensionality, gender and age measurement equivalence,
and convergent/divergent validity in a large sample of community-dwelling participants
(N = 2,938; 55.9% female). Through confirmatory factor analysis, the multidimensional
structure of both State and Trait STICSA scales, with each including Cognitive and
Somatic dimensions, was supported. Factor structure invariance was tested and
established at configural, metric, and scalar levels for males and females. Additionally,
full factorial measurement invariance was supported for the State scale across young,
middle age, and old adult groups whereas the Trait scale was partially invariant across
age groups. The STICSA also showed good convergent validity with concurrent anxiety
measures (State-Trait Anxiety Inventory and Beck Anxiety Inventory), and satisfactory
internal discriminant validity with two depression measures (Teate Depression Inventory
and Beck Depression Inventory-II). Results provided support for the multidimensionality
of the STICSA, as well as the generalizability of the State and Trait scales as independent
measures of Cognitive and Somatic symptomatology across gender in the general
population. Implications for research and personality and clinical assessment are
discussed.

Keywords: anxiety, depression, trait, state, invariance, multigroup confirmatory factor analysis

INTRODUCTION

Anxiety is an emotional state defined by cognitive as well as somatic symptomatology such
as feelings of tension, worried thoughts, increased blood pressure, sweating, derealization, and
the anticipation of a future danger or threat (American Psychiatric Association, 2013). Anxiety
symptoms are the most common of mental disorders and affect nearly 33% of adults at some point
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in their lives (Bandelow and Michaelis, 2015). In Italy, the
prevalence in life of anxiety disorders is close to 11% (de
Girolamo et al., 2006; Kessler et al., 2007).

The most widely documented results from psychiatric
epidemiology are that anxiety symptoms develop from childhood
and persist into adulthood if not detected and treated (Regier
et al., 1990; Wittchen and Jacobi, 2005; Kessler et al., 2012;
Bandelow and Michaelis, 2015), and that females are significantly
more likely than males to develop anxiety disorders throughout
the lifespan (ratio 1:2) (McLean and Anderson, 2009; McLean
et al., 2011).

Historically, there has been considerable debate regarding
the dimensionality of anxiety: it was considered unidimensional
by Freud (1920) but characterized with both trait and state
dimensions by contemporary researchers (Spielberger, 1985;
Endler, 1997). The modern differentiation between trait and
state anxiety has a long and controversial history (Allport and
Odbert, 1936; Carr and Kingsbury, 1938; Zuckerman, 1960,
1983; Fridhandler, 1986; Endler and Kocovski, 2001; Heeren
et al., 2018). A notable amount of research differentiates, for
anxiety as well as other psychological states, between transitory
emotion that varies in duration and is characterized by observable
symptoms (i.e., state anxiety), and an individual’s unobservable
disposition to experience elevated anxiety in response to threat
(i.e., trait anxiety) (Spielberger, 1983, 1985; Endler and Kocovski,
2001; Pacheco-Unguetti et al., 2010; Heeren et al., 2018).

Trait anxiety has been extensively conceptualized as a
fundamental dimension along which people differ (Allport and
Odbert, 1936; Cattell, 1946; Eysenck, 1953). According to several
personality trait taxonomies, trait anxiety has been variously
theorized as negative emotionality (Tellegen, 1985), neuroticism
(Costa and MacCrae, 1992; Ashton et al., 2004), low emotional
stability (Goldberg, 1992), a risk factor for the development of
anxious symptomatology (Weems et al., 2007), and comparable
to anxiety sensitivity (Lilienfeld et al., 1993). On the other hand,
state anxiety has been viewed as an emotional state that varies in
duration depending of the presence of the provocative stimulus.
According to this distinction, individuals high on trait anxiety
are more likely to experience episodes of state anxiety (in terms
of intensity, frequency, duration) than those low on trait anxiety
(Heeren et al., 2018).

Nevertheless, the state-trait distinction has been labeled as
arbitrary and based on weak assumptions, such as the minor
difference in instructions included in anxiety measures divided
into state and trait scales (e.g., “last week” versus “generally”)
by several authors (Allen and Potkay, 1981; Zuckerman, 1983;
Luthans et al., 2007). Therefore, state and trait anxiety could
be considered as only interchangeable labels, representing two
interconnected components. Ultimately, a trait index can be
inferred from a state measurement (Allen and Potkay, 1981).

More recently, the distinction between cognitive and somatic
anxiety symptoms has been explored (Steptoe and Kearsley,
1990; Ree et al., 2008; Waechter and Stolz, 2015). Clinical
investigators have long considered the symptoms of anxiety
to be phenomenologically heterogeneous and involving a wide
array of physical, emotional, and cognitive components (Buss,
1962; Schalling et al., 1975; Steptoe and Kearsley, 1990).

For example, anxiety was seen to involve somatic symptoms
such as hyperventilation, sweating, and trembling as well as
cognitive symptoms such as worry, intrusive thoughts, and
lack of concentration (Ree et al., 2008). This cognitive/somatic
distinction might better encompass all aspects included in
the construct of anxiety and might allow treatment to be
tailored for the predominant modality of anxiety experienced
(e.g., cognitively orientated meditation versus self-instructional
training with physiologically orientated relaxation) (Steptoe and
Kearsley, 1990). Another controversial issue regarding anxiety
is the overlap between anxiety and depression (Flint, 2005;
Wetherell and Gatz, 2005; Bryant et al., 2008).

A considerable amount of research has emphasized that
anxiety and depression share a common component of general
distress in addition to components specific to each disorder
(Clark and Watson, 1991; Watson et al., 1995a,b; Smoller
and Tsuang, 1998; Costello et al., 2003; Hasler et al., 2004;
Godfrey et al., 2005; Shafer, 2006; Ree et al., 2008). This
finding was not surprising given the high comorbidity between
anxiety and depression mood disorders (Watson et al., 1995a,b;
Costello et al., 2003; Godfrey et al., 2005). In line with the
tripartite model (Clark and Watson, 1991), aversive emotional
states (fear, anger, guilt) are associated with both anxiety and
depression; the lack of positive affect (feeling tired) is associated
with depression whereas physiological hyperarousal (trembling,
dizziness, shaking) with anxiety (Beck et al., 1988; Clark and
Watson, 1991; Watson et al., 1995a,b).

Assessment of Anxiety
Given the hypothetical multidimensional nature of anxiety and
its manifold symptomatic manifestations, the assessment of
anxiety represents a challenge for clinicians and researchers.

STAI
The most widely used self-rating measure for measuring anxiety
in its trait and state components is Spielberger (1983) State-Trait
Anxiety Inventory (STAI), but recent studies have raised doubts
about the anxiety construct as measured by the STAI (Bieling
et al., 1998; Caci et al., 2003; Bados et al., 2010; Balsamo et al.,
2013c; Hill et al., 2013). According to these authors, the STAI can
best be conceptualized as assessing negative affect, rather than
a pure measure of anxiety. Indeed, the STAI has exhibited poor
discriminatory power between anxiety and depression (Kabacoff
et al., 1997; Bieling et al., 1998; Kennedy et al., 2001; Balsamo
et al., 2013c; Bergua et al., 2016) and its scores have been
more strongly correlated with a measure of depression than
a measure of anxiety (Grös et al., 2007). In addition, its use
appears to be particularly problematic among older adults, due
to its length and format (McDonald and Spielberger, 1983;
Dennis et al., 2007; Therrien and Hunsley, 2012; Balsamo et al.,
2018).

STICSA
To overcome some of the issues associated with the use
of the STAI, Ree et al. (2008) developed a new measure
based on Spielberger’s (1966) conceptualization of state and
trait anxiety, named the State–Trait Inventory for Cognitive
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and Somatic Anxiety (STICSA). The STICSA also contains
subscales measuring somatic and cognitive symptom clusters.
For example, the cognitive cluster aims to capture aspects of
anxiety related to thoughts (e.g., difficulty concentrating, worry,
intrusive thoughts), whereas the somatic cluster aims to capture
features that directly relate to physical experiences (e.g., sweating,
muscle tension, palpitations). Additionally, the use of balanced
scales composed by separate groupings of cognitive and somatic
anxiety items potentially facilitates the differentiation of anxiety
from anxiety-like symptoms (i.e., symptoms caused by a medical
condition). Therefore, the STICSA differs from most extant
measures of anxiety which contain an overrepresentation of
cognitive (like the State-Trait Anxiety Inventory) or somatic
symptoms (like the Beck Anxiety Inventory), which makes it
difficult to distinguish between anxiety, mood, and medical
symptoms (Ree et al., 2008; Elwood et al., 2012; Deacy
et al., 2016). The inclusion of both trait-state and somatic-
cognitive clusters might allow the STICSA to better capture
the heterogeneity of symptoms associated with anxiety disorders
(Watson et al., 2005).

Previous research has demonstrated that the STICSA
exhibited strong psychometric properties in both clinical and
non-clinical samples of adults (Grös et al., 2007, 2010; Ree et al.,
2008; Van Dam et al., 2013; Balsamo et al., 2015b; Roberts et al.,
2016) and children (Deacy et al., 2016), as well as across African
and European American samples (Lancaster et al., 2015).

Specifically, the STICSA has demonstrated sufficient to
excellent values of internal consistency for both the State
(α = 0.74–0.95) and Trait (α = 0.75–0.95) scales and test–retest
reliability for the Trait scale (r = 0.60–0.66) among young and
older adults, students, and clinical groups (Grös et al., 2007,
2010; Ree et al., 2008; Van Dam et al., 2013; Balsamo et al.,
2015b; Deacy et al., 2016; Roberts et al., 2016). Concerning
convergent and divergent validity, several studies revealed that
STICSA, both at scale and dimension level, correlated at medium
to high levels with other anxiety measures (i.e., Mood and
Anxiety Symptom Questionnaire, Cognitive−Somatic Anxiety
Questionnaire, avoidance measure, worry, and social anxiety)
and at medium levels with depression self-report measures (i.e.,
Depression Anxiety Stress Scales, Beck Depression Inventory-II)
(Grös et al., 2007; Ree et al., 2008). These studies highlighted the
discriminant power of the STICSA, which allowed differentiation
of anxiety from depression better than other anxiety measures,
avoiding misdiagnosis, a fairly frequent problem in clinical
practice (Therrien and Hunsley, 2012).

The STICSA was designed to tap two correlated subscales
(State and Trait), each composed of two interrelated dimensions
(Cognitive and Somatic). Accordingly, it produces four scores:
State Cognitive, State Somatic, Trait Cognitive, and Trait
Somatic. Additionally, all four scores might be combined
to produce a total anxiety score, the two state scores
could be combined to produce a state anxiety score, the
two trait scores could be combined to produce a trait
anxiety score, the two cognitive scores could be combined
to produce a cognitive anxiety score, and the two somatic
scores could be combined to produce a somatic anxiety
score.

Given these possible scoring schemes, the structure of the
STICSA can be conceptualized in several different ways. Not all of
these conceptualizations have been considered in extant research.
Ree et al. (2008) performed confirmatory factor analyses (CFA)
on the trait and state scales separately among Australian students
and adults, finding two correlated factors within each scale (i.e.,
cognitive and somatic). Grös et al. (2010) only examined the
trait scale among American students and also found correlated
cognitive and somatic factors. Grös et al. (2007) included both
state and trait STICA items in their analysis of responses from
Canadian psychiatric patients and U.S. college students. Given
that trait and state items are identical (response instructions
differentiate trait items as experienced “in general” and state
items as experienced “right now”), Grös et al. (2007) allowed
item error terms to correlate and found that four correlated
factors [Somatic State (SS), Somatic Trait (ST), Cognitive State
(CS), and Cognitive Trait (CT)] best fit their data. However,
neither higher-order nor bifactor models were tested. Balsamo
et al. (2015b) found a similar oblique four-factor structure among
older Italian adults but did not allow correlated item errors and
did not include higher-order or bifactor models. Roberts et al.
(2016) also analyzed both trait and state STICSA items (among
Canadian college students) and found support for a correlated
four-factor model as well as a higher-order model with a global
anxiety factor and four first-order factors. However, their models
did not include correlated error terms across the state-trait items
and they did not consider bifactor models. In contrast, Lancaster
et al. (2015) did not find support for the oblique four-factor model
among African American and European American university
students. Unfortunately, Lancaster et al. (2015) failed to test other
potential structural models.

Given the lack of clarity about the factor structure of the
STICSA, the current study aimed to address evidence for the
dimensionality of the STICSA on a large cross-age sample.
Through a confirmatory methodology, we tested all the STICSA
factor structure models found in the literature (hierarchical,
bifactor, four-factor, and two factors models), to evaluate which
model best represent the anxiety construct as conceptualized by
this instrument.

Another unaddressed issue associated with the psychometric
functioning of the STICSA is its measurement invariance across
gender and age. Although studies of gender differences in anxiety
have provided support for the higher prevalence rates of anxiety
symptomatology and disorders among females across the life
span, in both community and clinical samples (Lewinsohn et al.,
1998; Egger et al., 2003; Bruce et al., 2005; McLean and Anderson,
2009; McLean et al., 2011), no studies have investigated the
impact of gender differences on the measurement of anxiety with
the STICSA. Additionally, studies on age differences in anxiety
have provided support for quantitative and qualitative differences
of presentation of anxiety symptomatology in younger and older
adults (Blazer et al., 1991; Christensen et al., 1999; Balsamo
et al., 2018), but no studies had investigated the impact of
age differences on the measurement of anxiety by the STICSA.
Accordingly, the second aim of this study was to provide evidence
of measurement invariance of the STICSA across age and gender.
Lastly, convergent and divergent validity of the STICSA was
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addressed to provide further evidence for the ability of STICSA
scores to differentiate anxious from depressive symptoms.

MATERIALS AND METHODS

Participants
Participants were 2,983 Italian adults, including 1,667 females
(55.9%) and 1,316 males (44.1%), of whom 1,780 (59.7%) were
undergraduate students. The sample’s mean age was 36.26 years
(SD = 20.25 years). The mean age for men was 37.94 years
(SD = 20.55 years), and 34.94 years (SD = 19.93 years) for
women. The mean level of education was 11.87 (SD = 3.67) years.
In order to address measurement invariance across age of the
STICSA State and Trait scales, the sample was split into three
age groups: 18–25 (Ntotal = 1,556; Nmale = 624, Nfemale = 932),
26–50 (Ntotal = 675; Nmale = 319, Nfemale = 356), and 51–99
(Ntota l = 743; Nmale = 366, Nfemale = 377) years. A statistically
significant association between Gender and Age groups was
found [χ(2) = 20.84, p < 0.001], suggesting how differences
between groups potentially could be influenced by the proportion
of males and females across the age groups, rather than chance.

Procedure
The sample was recruited through advertisements (flyers,
newspapers, and online ads) posted for established community
groups (e.g., youth centers, church groups, university student
associations) in Italian cities located in northern, central, and
southern sections of the country. Part of the sample used here,
took part in a study of anxiety, co-rumination, shame, young
schema theory, personality, and eating disorders, described
elsewhere (Saggino et al., 2017a; Picconi et al., 2018).

A battery of tests, randomly sequenced, was administered
by a team of psychologists and researchers. Socio-demographic
variables including age, gender, and education were also collected
in the present study to provide a comprehensive framework
of the participants’ characteristics. Given the high prevalence
of individual differences in anxiety disorders, we considered
gender and age variables in the following analyses (e.g., McLean
et al., 2011). Participants who did not complete any of the
STICSA items were excluded a-priori from all analyses. Inclusion
criteria were: ages from 18 to 99 years and the ability to
complete self-administered questionnaires. Exclusion criteria
included marked cognitive impairment, a drug abuse disorder,
diagnoses of psychotic disorders, and major disorders of the
central nervous system (e.g., Alzheimer’s disease, Parkinson’s
disease, epilepsy). For invariance analyses, pairwise deletion was
used to deal with the missing data in the age or gender variables.
For all other analyses, only complete questionnaire data were
used.

Study participants contributed voluntarily and anonymously,
and no honorarium was given for completing the assessments.
Written informed consent was obtained from all participants
before starting the administration, according to the Declaration
of Helsinki. The ethics committee of the Department of
Psychological Sciences, Health and Territory, University of
Chieti, Italy, approved the study.

Measures
State–Trait Inventory for Cognitive and Somatic
Anxiety (STICSA)
The STICSA (Ree et al., 2008; for the Italian version see Balsamo
et al., 2015b, 2016b) is a 21-item measure designed to assess
cognitive (e.g., “I feel agonized over my problems,” “I think that
others won’t approve of me”) and somatic (e.g., “My heart beats
fast,” “My muscles are tense”) symptoms, both on Trait and State
variations. In the Trait Anxiety subscale, the individual rates how
often a statement is true in general (on a four-point Likert-type
scale from 1 = almost never at all to 4 = almost always), whereas in
the State Anxiety subscale, the examinee rates how she or he feels
at the moment of assessment (on a four-point Likert-type scale
from 1 = not at all to 4 = very much). In total, the overall scale
is made up of four subscales: State–Somatic (SS), Trait–Somatic
(TS), State–Cognitive (SC), and Trait–Cognitive (TC).

State-Trait Anxiety Inventory-Form Y (STAI-Y)
The STAI-Y (Spielberger and Gorsuch, 1983) is a self-report
anxiety behavioral instrument composed of two separate 20-
item subscales that measure trait (baseline) and state (situational)
anxiety, resulting from a revision of the original Form X
(Spielberger et al., 1970). The STAI trait subscale measures
relatively stable individual differences in anxiety proneness;
i.e., differences in the tendency to experience anxiety; and the
STAI state subscale measures the transitory anxiety state; i.e.,
subjective feelings of apprehension, tension, and worry that vary
in intensity and fluctuate based on the situation. Respondents are
asked to rate each item on a 4-point Likert-type scale, ranging
from 1 = almost never to 4 = almost always. The total score
ranges from 20 to 80, with higher scores indicating greater
anxiety. Internal consistencies of scores on the STAI-Y ranged
from good to excellent in non-clinical and clinical samples
(Stanley et al., 1996; Roberts et al., 2016; Balsamo et al., 2018).
Adequate test-retest reliabilities (Stanley et al., 1996; Dennis
et al., 2007), and construct validity have emerged in several
studies in older adult outpatients with a variety of psychiatric
disorders (Kabacoff et al., 1997; Dennis et al., 2007). In this
study, coefficient alphas were 0.94 (95% CI 0.932–0.948) and
0.91 (95% CI 0.896–0.921), respectively for the State and Trait
subscales.

Beck Anxiety Inventory (BAI)
The BAI (Beck et al., 1988) is a self-report inventory of 21 items
with a focus on somatic symptoms of anxiety (i.e., nervousness,
inability to relax) that was developed as a measure adept at
discriminating between anxiety and depression. Respondents are
asked to assess the degree of distress caused by these symptoms
over the previous 7 days on a 4-point Likert-type scale, ranging
from 0 = not at all to 3 = severely. The total score ranges
from 0 to 63, with higher scores indicating greater anxiety.
The BAI showed good internal and test–retest reliability as
well as acceptable discriminative validity in samples of anxiety
patients and non-clinical older adults (Beck et al., 1988; de
Beurs et al., 1997; Diefenbach et al., 2009; Balsamo et al.,
2018). Coefficient alpha for this study was 0.95 (95% CI 0.952–
0.957).
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Teate Depression Inventory (TDI)
The TDI is a 21-item self-report instrument designed to assess
depressive symptoms (Balsamo and Saggino, 2013, 2014; Balsamo
et al., 2014), as specified for major depressive disorder by
the latest editions of the Diagnostic and Statistical Manual of
Mental Disorders (DSM-IV-TR, DSM-5; American Psychiatric
Association). It was developed via Rasch logistic analysis
of responses in order to overcome inherent psychometric
weaknesses of existing measures of depression (Balsamo and
Saggino, 2007). Each item is rated on a five-point Likert-
type scale, ranging from 0 = always to 4 = never. The
TDI has exhibited strong psychometric properties in both
clinical and non-clinical samples (Balsamo et al., 2013a,c, 2014,
2015a,c, 2016a; Innamorati et al., 2013; Saggino et al., 2017b,
2018; Carlucci et al., 2018; Contardi et al., 2018). In the
present sample, Cronbach’s alpha was 0.91 (95% CI 0.907–
0.917).

Beck Depression Inventory–II (BDI–II)
The BDI–II is a 21-item self-report inventory designed to
assess the presence and severity of depressive symptoms,
according to DSM-IV criteria (Beck et al., 1996). Each item
is rated on a 4-point Likert-type scale ranging from 0 to 3,
based on the severity of depressive symptoms over the last
2 weeks. Each item is a list of four statements arranged in
increasing severity about a particular symptom of depression.
The total score ranges from 0 to 63, with higher scores
indicating more severe depressive symptoms. Several studies
revealed high overall internal and test-retest reliability and
validity for the BDI-II in undergraduates, psychiatric, and
normal older adults (Gallagher et al., 1983; Beck et al., 1996;
Dozois et al., 1998; Sprinkle et al., 2002; Titov et al., 2011).
Coefficient alpha for this study was 0.83 (95% CI 0.817–
0.873).

Data Analysis
We conducted CFAs in our sample to test the eight structural
models underlying items of the STICSA that have been employed
in prior studies (see Models 1–8 in Supplementary Materials)1.

Model 1 – a one-factor model, in which all items were forced
to load on a single higher order factor (Grös et al., 2007);
Model 2 – a two factor oblique model (CS-SS), in which
items in the State scale loaded on either Cognitive and
Somatic factors (Ree et al., 2008);
Model 3 – a two factor oblique model (CT-ST), in which
items in the Trait scale loaded on either Cognitive and
Somatic factors (Ree et al., 2008);
Model 4 – a two factor oblique model (S-T), in which items
loaded on either State or Trait factors (Grös et al., 2007);
Model 5 – a two factor oblique model (C-S), in which items
loaded on Cognitive or Somatic factors (Grös et al., 2007);

1A series of additional models were also tested (i.e., Orthogonal two factor:
State-Trait model; higher-order and bi-factor versions of the two-factor models).
These additional models were under-identified or did not reached convergence.
Therefore, they were considered unreliable and not informative, so they were not
included in the present study.

Model 6 – a four factor oblique model, in which the CT, ST,
CS, SS subscales were directly modeled (Grös et al., 2007;
Roberts et al., 2016);
Model 7 – a bifactor model, in which all STICSA items
were forced to load both on a global anxiety factor and
on 4 specific factors (CT, ST, CS, SS), corresponding to the
STICSA subscales (Roberts et al., 2016);
Model 8 – a hierarchical model, with one higher order factor
and four first-order factors, the CT, ST, CS, SS.

The robust weighted least squares (WLSMV) method using
a diagonal weight matrix and robust standard errors and a
mean- and variance adjusted χ2 test statistic (Muthén, 1998;
Muthén and Asparouhov, 2002; Muthén and Muthén, 2012b)
was used to estimate parameters. The WLSMV is a robust
estimator which does not assume normally distributed data
(Brown, 2014) and seems to work well under a variety of
conditions if sample size is 200 or better (Flora and Curran, 2004;
Rhemtulla et al., 2012). Following Grös et al. (2007), in models 1
and 5, the error terms associated with corresponding items in the
STICSA State and Trait were correlated. In these measurement
models, the correlated error terms reflected a method effect
(e.g., reversed/similarly worded items, acquiescence, or social
desirability) (Marsh, 1996; Brown, 2014).

Model fit was assessed with the: (a) robust WLSMV chi-
square (χ2) statistic and its degrees of freedom; (b) Tucker Lewis
Index (TLI); (c) comparative fit index (CFI); and (d) root mean
square error of approximation (RMSEA) and its 90% confidence
interval (90% CI). Due to the large sample size, interpretation of
the robust WLSMV chi-square square as a measure of fit was
eschewed. An adequate fit between the target model and the
observed data would produce TLI and CFI values of 0.90 and
above, while values of 0.95 and above were considered to indicate
excellent fit. RMSEA values of 0.08 or less were considered to
reflect an adequate fit, while values of 0.05 or less were considered
to reflect good fit (Schermelleh-Engel et al., 2003; Brown, 2014).

To examine factor structure invariance (measurement
invariance) across gender and age, multigroup CFAs were
performed according to Muthén and Muthén (2012b), using
the WLSMV method and theta parameterization. Configural
invariance is established when factor loadings and thresholds
are free across groups, residual variances fixed at one in all
groups, and factor means fixed at zero in all groups. In the
metric invariance model, factor loadings are constrained to be
equal across groups, residual variances fixed at one in one group
and free in the other groups, and factor means fixed at zero
in one group and free in the other groups. Scalar invariance
models had factor loadings and thresholds constrained to be
equal across groups, residual variances fixed at one in one
group and free in the other groups, and factor means fixed
at one in one group and free in the other groups. Given the
large sample size, chi-square difference tests would be overly
sensitive to even trivial differences (Little et al., 2007). Therefore,
evaluation of invariance was based on the difference (1) of CFI
and RMSEA indexes (Chen, 2007). A change of CFI ≥ -0.010
between consecutive models and a change of RMSEA ≥ 0.015
was considered as non-invariance (Chen, 2007). To investigate
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concurrent validity of test score interpretations, Pearson
correlations were calculated between scores on the STICSA and
scores on the STAI-Y, BAI (for the convergent validity), TDI,
and BDI-II (for the discriminant validity). We also compared
the STICSA and STAI pairs of correlation coefficients in the
analysis of discriminant validity following Meng et al. (1992).
This procedure involves performing a Fisher Z transformation
on the correlation coefficients so that they can be compared via a
t-test.

MPLUS v7 (Muthén and Muthén, 2012a) was used for the
confirmatory factor analyses, SPSS V.22 (Corp, 2013) was used
for all descriptives, correlations, and alpha reliability coefficients.
Also, R Statistic for hierarchical McDonald omega (hω) was
used to estimate the reliability of the state and trait STICSA
scales, since it is more accurate than coefficient alpha in
multidimensional measures (Zinbarg et al., 2006; McDonald,
2013).

RESULTS

Confirmatory Factor Analysis
As expected, due to the large sample size, the chi-squared index
was found to be significant for all models. However, only models 2
and 3 exhibited acceptable fit to the data, suggesting that the State
and Trait scale of the STICSA, with each including Cognitive
and Somatic dimensions well represented our STICSA Italian
adaptation structure (see Table 1). The degree of relationship
(standardized λ weights) for each item with its correspondent
first-order factors were all significant (p < 0.001) in these two
models (see Supplementary Table 1).

In Model 2, the STICSA State scale item loadings on the SS-CS
factors ranged from 0.55 to 0.88, with an average standardized
factor loading of 0.73. Squared multiple correlations ranged
from 0.30 to 0.78, with an average SMC of 0.54 indicating
that, on average, 29% of the variance in observed variables was
accounted for by latent factors. The latent factor correlations
were high (0.73). In Model 3, the standardized factor loadings
of the STICSA Trait items ranged from 0.49 to 0.79 for the CT-
ST factors, with an average standardized factor loading of 0.67.
Squared multiple correlations ranged from 0.25 to 0.64, with

an average SMC of 0.46 indicating that, on average, 21% of the
variance in observed variables was accounted for by latent factors.
The latent factor correlations were high (75). In terms of local
misfit, a careful inspection of the modification index did not
suggested a respecification of either Model 2 or Model 3.

Multigroup CFA
Tests of measurement invariance across gender and age were
examined through a multiple-group confirmatory factor analysis.
Based on the previous findings, Models 2 and 3 were used as
baseline models and tested for the data fit across: (a) male versus
female groups for the first comparison and (b) age groups (18–
25; 26–50; 51–99 years) for the second comparison. Following
the (Muthén and Muthén, 2012b, p. 545) sequential procedures
in each comparison, the fit of Models 2 and 3 were first tested
separately in groups. Then, restrictive models were used to test for
equal form (configural invariance), equal factor loadings (metric
invariance), and equal indicator thresholds and residual variances
(scalar invariance). Results of these measurement invariance
analyses are presented in Table 2.

Configural, metric, and scalar invariance was demonstrated
across male and female groups. As seen in Table 2, the 1CFI
were lower than |0.010| and RMSEA were lower than |0.015| for
all the comparisons, therefore the assumption of equal factor
loadings and indicator thresholds in males and females group
were confirmed for Models 2 and 3. However, the χ2difference
between all models tested was found to be significant (p < 0.001),
both at State (Model 2) and at Trait (Model 3) scale of STICSA.

For age groups, measurement invariance was found for
Models 2 and 3 in each of the three groups, separately.
Subsequently, the adequacy of the same models was examined
through the amount of configural, metric, and scalar invariance
simultaneously in the three age groups (18–25; 26–50; 51–
99 years old). Fit indices in general supported an adequate
model fit for configural, metric, and scalar invariance across
age for Model 2 (State scale of STICSA, with Cognitive and
Somatic subscales). Configural invariance was also established
for Model 3 across the three age groups. Fit indices showed
that significant differences across the age groups were found
on factor loadings, item thresholds, and residual levels for
Model 3. All 1CFI were greater than |0.01| cut-off criteria;

TABLE 1 | Fit indices for the structural models tested (N = 2,983).

Model χ2 df TLI CFI RMSEA 90% CI

Model 1: One factor with correlated error 17461.732∗ 799 0.81 0.82 0.084 0.083–0.085

Model 2: Two state factors: SS and CS 2419.063∗ 188 0.95 0.95 0.063 0.061–0.065

Model 3: Two trait factors: ST and CT 2589.648∗ 188 0.94 0.94 0.065 0.063–0.068

Model 4: Two factors: State and trait 28848.444∗ 818 0.69 0.71 0.107 0.106–0.108

Model 5: Two factors: Somatic and cognitive with correlated error 10112.356∗ 797 0.89 0.90 0.063 0.062–0.064

Model 6: Four factors (ST, CT, SS, CS) 18244.376∗ 813 0.81 0.82 0.085 0.084–0.085

Model 7: Bifactor with four group factors (ST, CT, SS, CS) and one general factor 25349.554∗ 778 0.71 0.74 0.103 0.102–0.104

Model 8: Hierarchical structure 24872.698∗ 815 0.74 0.75 0.099 0.098–0.101

∗p < 0.001. Model 7-8: (Roberts et al., 2016); Model 2-3: (Ree et al., 2008); Model 4-5-1: (Grös et al., 2007).
ST, STICSA somatic trait; CT, STICSA cognitive trait; SS, STICSA somatic state; CS, STICSA cognitive state; df, degrees of freedom; TLI, tucker lewis index; CFI,
comparative fit index; RMSEA, root-mean-square error of approximation; 90% CI, 90% confidence interval of RMSEA.
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TABLE 2 | Tests of measurement invariance across gender and age.

Model χ2 df 1df TLI CFI 1CFI RMSEA 90% CI 1RMSEA

GENDER†

STATE

Single-group solutions

Male (n = 1,316) 1011.724∗ 188 0.957 0.962 0.058 0.054–0.061

Female (n = 1,667) 1468.362∗ 188 0.941 0.947 0.064 0.061–0.067

Configural 2497.532∗ 376 0.948 0.953 0.062 0.059–0.064

Metric 2560.230∗ 394 18 0.949 0.953 0.000 0.061 0.058–0.063 −0.001

Scalar 2380.610∗ 439 45 0.959 0.957 −0.004 0.054 0.052–0.057 −0.007

TRAIT

Single-group solutions

Male (n = 1,316) 1133.253∗ 188 0.943 0.949 0.062 0.058–0.065

Female (n = 1,667) 1573.278∗ 188 0.927 0.934 0.067 0.064–0.070

Configural 2719.534∗ 376 0.933 0.940 0.065 0.062–0.067

Metric 2841.328∗ 394 18 0.934 0.938 −0.002 0.065 0.062–0.067 0.000

Scalar 2789.981∗ 439 45 0.943 0.940 0.002 0.060 0.058–0.062 0.005

AGE‡

STATE

Single-group solutions

Age 18–25 (n = 1,556) 1306.368∗ 188 0.949 0.954 0.062 0.059–0.065

Age 26–50 (n = 675) 600.368∗ 188 0.956 0.961 0.057 0.052–0.062

Age 51–99 (n = 742) 713.986∗ 188 0.951 0.956 0.061 0.057–0.066

Configural 2606.486∗ 564 0.949 0.954 0.060 0.058–0.063

Metric 2904.808∗ 664 100 0.952 0.950 0.004 0.058 0.056–0.061 0.002

Scalar 2674.628∗ 711 47 0.961 0.956 −0.006 0.053 0.051–0.055 −0.005

TRAIT

Single-group solutions

Age 18–25 (n = 1,556) 1557.729∗ 188 0.924 0.932 0.068 0.065–0.072

Age 26–50 (n = 675) 589.854∗ 188 0.949 0.954 0.056 0.051–0.061

Age 51–99 (n = 742) 604.609∗ 188 0.958 0.962 0.055 0.050–0.060

Configural 2745.246∗ 564 0.937 0.944 0.062 0.060–0.065

Metric 3377.579∗ 664 100 0.934 0.930 0.014 0.064 0.062–0.066 0.002

Scalar 4015.815∗ 711 47 0.925 0.915 0.015 0.068 0.066–0.071 0.004

df, degrees of freedom; TLI, tucker lewis index; CFI, comparative fit index; RMSEA, root-mean-square error of approximation; 90% CI = 90% confidence interval of
RMSEA.
∗p < 0.001.
†N = 2,983.
‡N = 2,974, from the total sample we excluded nine cases with missing values in age variable.

therefore, metric and scalar invariance between the age groups
was not confirmed for model 3. A careful inspection of
modification index (MI) revealed that the factor loadings of
items 10–11 and 20, respectively, for the first (18–25 years)
and third age group (51–99 years), differed significantly between
groups.

Descriptives and Concurrent Validity
Means, standard deviations, correlations, and internal
consistency are reported in Table 3. The reliability estimates
for the STICSA subscale were high, with ω coefficients of 0.96
and 0.94, respectively, for State and Trait total scores. In order
to investigate the concurrent and discriminant validity of the
STICSA, one-tailed correlations among the STICSA dimensions
with other measure of anxiety and measures of depression were
computed (Table 3).

Convergent Validity
As expected, all the STICSA scales were highly inter-correlated
(ranged from r = 0.916 to r = 0.465, p < 0.001, respectively,
for STICSA Trait Somatic and STICSA Trait Cognitive).
Additionally, STICSA Trait and State scale dimensions were
medium to highly correlated with the STAI-Y scales (from
r = 0.502 to r = 0.699, p < 0.001, and from r = 0.483 to r = 0.735,
p < 0.001, respectively, for STAI-State and STAI-Trait), but
moderately correlated with BAI total scores (from r = 0.386, to
r = 0.417, p < 0.001, respectively, for STICSA State Cognitive and
STICSA Trait Cognitive).

Discriminant Validity
All anxiety dimensions used in this study correlated moderately
with depression measures. Notably, the Somatic subscale of
the Trait STICSA was correlated with depression measures
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TABLE 3 | Descriptives, correlations and reliabilities.

Mean SD α (ω) 1 2 3 4 5 6 7 8 9

1. STICSA-Trait, somatic 18.62 5.69 (0.89) 0.644∗∗ 0.715∗∗ 0.554∗∗ 0.451∗∗ 0.502∗∗ 0.571∗∗ 0.422∗∗ 0.354∗∗

2. STICSA-Trait, cognitive 19.10 6.08 (0.90) 0.465∗∗ 0.780∗∗ 0.417∗∗ 0.598∗∗ 0.735∗∗ 0.577∗∗ 0.603∗∗

3. STICSA-State, somatic 16.21 5.61 (0.92) 0.626∗∗ 0.421∗∗ 0.542∗∗ 0.483∗∗ 0.354∗∗ 0.248∗∗

4. STICSA-State, cognitive 17.17 6.28 (0.91) 0.386∗∗ 0.699∗∗ 0.634∗∗ 0.538∗∗ 0.592∗∗

5. BAI† 12.65 12.64 0.95 0.489∗∗ 0.583∗∗ 0.442∗∗ 0.387∗∗

6. STAI-Y State‡ 37.38 11.51 0.94 0.751∗∗ 0.548∗∗ .b

7. STAI-Y Trait‡ 39.95 10.73 0.91 0.706∗∗ .b

8. TDI 27.95 13.09 0.91 0.670∗∗

9. BDI-II§ 11.29 8.57 0.83

†N = 722.
‡N = 444.
§ N = 278.
.b Cannot be computed because there are not enough subjects who completed the BDI-II scale.
∗∗p < 0.001 (one-tailed).
STICSA, state-trait inventory for cognitive and somatic anxiety; BAI, beck anxiety inventory; STAI-Y, state-trait anxiety inventory – form Y; TDI, teate depression inventory;
BDI-II, beck depression inventory-II.

(rTDI = 0.422, rBDI−II = 0.354; p < 0.001); as well as the
Somatic subscale of the State scale (rTDI = 0.354, rBDI−II = 0.248;
p < 0.001). No correlations were computed between the STAI-
Y and the BDI-II, given the low number of participants who
completed the BDI-II.

Subsequently, correlation coefficients between the STICSA
State and Trait dimensions and STAI Trait and State anxiety
and the TDI depression were statistically compared (Meng et al.,
1992). Comparisons revealed that the STAI Trait correlated more
highly with TDI scores than with STICSA Trait somatic, and
cognitive subscales [t(441) = 9.09, p < 0.01, Z = 8.38; t(441) = 5.29,
p < 0.01, Z = 5.12, respectively]. Similarly, the STAI State scale
correlated more highly with TDI scores than with STICSA-State
somatic subscale scores [t(441) = 5.10, p < 0.01, Z = 4.93]. No
differences were found between the STAI State and STICSA
State cognitive with the TDI [t(441) = 0.33, p =0 .37, Z = 0.33,
respectively]. These results, in line with previous research (Grös
et al., 2007), indicated that the STICSA State somatic, Trait scale,
and cognitive and somatic subscales were better measures of
anxiety than depression.

DISCUSSION

The STICSA was developed to overcome the psychometric
weakness of existing instruments of anxiety based on the
distinction between trait and state anxiety (i.e., the STAI), such as
their extensive overlap with depression (Caci et al., 2003; Balsamo
et al., 2013c; Roberts et al., 2016). Even though the STICSA
State and Trait scale and subscales have exhibited high internal
consistency reliability, as well as construct consistent correlations
in patients, controls, and community groups (Grös et al., 2007;
Ree et al., 2008; Van Dam et al., 2013), no consensus was found in
the literature about the factor structure of the STICSA (Ree et al.,
2008; Lancaster et al., 2015; Roberts et al., 2016).

The present study, firstly, provided further evidence that
scores from the Italian adaptation of the STICSA were reliable
and valid measures of multidimensional (cognitive and somatic)

anxiety in a non-clinical population. Consistent with some
previous research, the confirmatory factor analysis confirmed the
STICSA factor structure of the Trait and State scales as separate
measures of anxiety (Ree et al., 2000, 2008; Deacy et al., 2016).
Each of the State and Trait forms was composed of two latent
and correlated factors, thereby lending support to the distinction
between cognitive and somatic aspects of anxiety. No support
was found for the hierarchical and bifactor model of the STICSA
scores with a global anxiety factor and four specific factors
corresponding to the four subscales of the STICSA (trait/state;
cognitive/somatic) (Roberts et al., 2016), nor for an oblique
four-factor model of STICSA scores with factors corresponding
to the somatic and cognitive subscales of the state and trait
versions of the STICSA previously found in an elderly population
(Balsamo et al., 2015b). This result was not in accordance with
the increasing number of studies which have supported a bifactor
structure for psychopathological scales (Al-Turkait and Ohaeri,
2010; Kriston et al., 2012; Saggino et al., 2018; Wang et al.,
2018).

The second aim of the study was to assess the measurement
equivalence of the STICSA scores across males and females,
and across young, middle age, and older adult samples in
order to determine whether scores between these groups
could be interpreted with confidence. For gender comparisons,
results indicated that the STICSA State and Trait scale items
showed the same consistency in factor structure across male
and female respondents. Given the empirical evidence that
females have demonstrated greater negative affectivity (such
as trait anxiety) and higher rates of anxiety disorders and
symptomatology (Kessler et al., 1994; Breslau et al., 2000) than
men across the life span (Lewinsohn et al., 1998; McLean
et al., 2011), this finding appears to be interesting since
the STICSA factor structure it was found invariant across
gender in this study. Full measurement invariance across
gender suggested that the proposed factor structure, pattern
of factor loadings, and thresholds of STICSA State and Trait
scales were similar for males and female respondents in
this study. Therefore, STICSA State and Trait scores appear
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to reflect true gender differences in anxiety constructs and can be
used interchangeably in males and females (Brown, 2014).

Concerning age, only the STICSA State scale was found
to be invariant at the configural, metric, and scalar levels.
Metric and scalar measurement equivalence was not found
across age groups for the STICSA Trait scale. There is a
general consensus in the literature on the impact of age in
developing anxious symptomatology (Christensen et al., 1999;
Balsamo et al., 2018). The nature of the anxiety experienced
by older individuals may differ qualitatively from younger
ones. For instance, older people reported greater ability to
control their emotions (Lawton et al., 1993) and greater level of
worry about health; whereas younger adults experienced worry
about finances and family and tended to report more negative
affect.

In our sample, younger, middle-aged, and older adult groups
interpreted and responded to the Trait scale of the STICSA with
significant variability between them. They differed significantly
about how much of the latent trait was required to endorse
an item. Great age-variability was found across items that
assess somatic conditions (“Butterflies in the stomach”), and
cognitive process (“Can’t get thoughts out of mind” and “Trouble
remembering things”). Given these age differences, clinicians
might misrepresent cognitive and somatic symptomatology or
over/underestimate the magnitude of state anxiety reactions
under stressful circumstances across gender groups (Ree et al.,
2008). Therefore, future research should examine in detail
the capacity of these items in discriminating trait anxiety
across age.

In line with previous research, all the STICSA Trait
and State scores of the Cognitive and Somatic scales were
highly inter-correlated (Ree et al., 2000, 2008; Grös et al.,
2007; Balsamo et al., 2015b; Roberts et al., 2016). The
STICSA showed good convergent validity with the STAI,
moderate convergent validity with the BAI, and satisfactory
discriminant validity with the TDI and the BDI-II. In line
with the Clark and Watson (1991) tripartite model, our
results suggested that anxiety and depression shared a non-
specific component of generalized distress (negative affect).
In addition, STICSA State and Trait measures of Cognitive
and Somatic symptoms were more specific to anxiety (i.e.,
physiological hyperarousal) than depression compared to the
STAI. Similarly, the moderate to strong correlations between
STICSA (and its subscale) scores and concurrent measures of
anxiety in this study provided further evidence of STICSA
scales as a pure measure of anxiety (Innamorati et al.,
2013).

Limitations of the present study included the characteristics
of our sample and the specific measures selected for the

validity analyses. The use of a convenience sample, composed
of non-clinical participants (mostly undergraduate students),
potentially limits the generalizability of this study (Peterson
and Merunka, 2014). Additionally, the inclusion of student
data in research might have introduced uncontrolled systematic
variance components (Balsamo, 2010, 2013; Balsamo et al.,
2013b; Innamorati et al., 2014). As the specific measures
selected for the validity analyses the STICSA was investigated
exclusively in relation to a measure of general anxiety (i.e.,
BAI), neglecting measures of specific anxiety disorder (i.e., Panic
Attack and Anticipatory Anxiety Scale; the Anxiety Sensitivity
Index). Another limitation was reliance on unbalance samples
to perform the correlation analyses between the measures. This
is, partially, due to the sample recruitment strategy. Further
studies could address the issue of comorbidity in clinical samples,
controlling the STICSA State and Trait scale scores for depression
(i.e., MIMIC models) or including depression as a covariate in
regression models.

Regardless of these limitations, the current study
demonstrated that STICSA scores are psychometrically reliable
and valid measures that discriminated anxiety from depression
in a non-clinical Italian population. The ability of STICSA to
distinguish State and Trait dimensions of Cognitive and Somatic
anxiety could provide a helpful opportunity for clinicians to: (a)
perform an accurate differential diagnosis (e.g., discriminating
anxiety from somatic symptomatology in oncology and geriatrics
as well as in medical conditions); (b) promote recognition
and effective treatment of anxiety disorders and comorbid
disorders; (c) prove the efficacy of certain treatments in reducing
specific anxiety symptoms. Future research should examine this
discriminant power in association with specific symptoms of
anxiety.
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This study aimed to examine the psychometric properties and factorial invariance
of the Brief Symptom Inventory-18 (BSI-18). Confirmatory factor analyses (CFAs)
were performed to verify the BSI-18’s factor structure in a large sample of Chinese
insurance professionals (N = 2363, 62.7% women; age range = 19–70). Multigroup
CFA were performed to test the measurement invariance of the model with the best
fit across genders. In addition, structural equation modeling was conducted to test
the correlations between the BSI-18 and two covariates – social support perception
and grit trait. Results indicated that the bi-factor model best fit the data and was
also equivalent across genders. The BSI-18’s general factor, and somatization and
depression dimensions were significantly related to social support perception and grit
trait, whereas the anxiety dimension was not. Overall, our findings suggested that the
BSI-18’s can be a promising tool in assessing general psychological distress in Chinese
employees.

Keywords: psychometric properties, Brief Symptom Inventory-18, bi-factor model, measurement invariance,
Chinese insurance professionals

INTRODUCTION

The Brief Symptom Inventory-18 (BSI-18; Derogatis, 2001) is an 18-item self-report checklist,
a common screening tool for psychological symptoms adapted from the Symptom Checklist-
90-Revised (SCL-90-R; Derogatis, 1977) and BSI-53 (Zabora et al., 2001). Previous studies have
found that the BSI-18 was highly correlated with its parent instruments—the SCL-90-R and BSI-
53. Although the SCL-90-R and BSI-53 have been used extensively in clinical and community
samples, both have complicated structural dimensions and large numbers of items. The BSI-18
with 18 items only was developed to more effectively obtain the most critical information about
psychiatric symptoms.

The BSI-18’s brief items improved test efficiency to some extent; however, the previous findings
regarding the factor structure of the BSI-18 were inconsistent. Using a Latina-speaking sample,
Prelow et al. (2005) found that a single-factor model resulted from the exploratory factor analysis
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(EFA) was the best and most concise model. However, the
authors also found that a hypothetical three-factor model fit
the data reasonably well when performing confirmatory factor
analyses (CFAs) using cross-validation subsamples (Prelow et al.,
2005). In the three-factor model, the BSI-18 items were equally
distributed to represent the three-factors of depression, anxiety,
and somatization (Wiesner et al., 2010). On the other hand,
Andreu et al. (2008) found a four-factor structure in a non-
clinical sample of 1134 subjects (Andreu et al., 2008). Two
of these four-factors (I and II) contained the same items of
somatization and depression dimensions. The other two-factors
had items of from the initial anxiety factor. One included a
group of items assessing distress and widespread nervousness,
and another included three items assessing panic symptoms.

In recent years, the bi-factor model has been increasingly
popular in mapping the constructs of psychopathological
scales, for instance, the Psychopathy Checklist-Revised (Flores-
Mendoza et al., 2008) and the Beck Depression Inventory
(Al-Turkait and Ohaeri, 2010). The bi-factor measurement
structure can be an effective method for modeling
multidimensional measurement tools (Reise, 2012). In the
process of measuring psychological symptoms, the bi-factor
model not only measures the overall situation but also places
a secondary load on special symptoms represented by specific
dimensions. It has been an increasingly popular view that a
bi-factor structure exists between psychiatric symptoms and
disorders, where both common and specific components play
an important role (Watson, 2005; Thomas, 2012). It has been
found that SCL-90-R and BSI-53 had bi-factor model structures
(Vassend and Skrondal, 1999; Urbán et al., 2014). The bi-factor
model, however, has not been tested for the BSI-18.

Another question surrounding the BSI-18 is whether the
instrument has universal applicability among various non-
clinical samples, ethnicities, and genders. Preceding studies
demonstrated that the BSI-18 is a widely adopted measure with
high internal consistency and test–retest reliability in clinical
research areas (Wang et al., 2013). However, only one study tested
and supported a three-factor model (somatization, depression,
and anxiety) of the BSI-18 in Chinese-speaking population using
a clinical sample of substance users (Wang et al., 2013). It
is unclear whether the BSI-18 self-report version is similarly
applicable to non-clinical samples in China.

Previous cross-cultural studies have focused on samples
between different ethnicities. To determine the factorial structure
and measurement invariance across races/ethnicities, Prelow
et al. (2005) emphasized the need for strict invariance testing
of the BSI-18 through multigroup CFA. Wiesner et al. (2010)
applied a multigroup CFA to evaluate factorial invariance of the
BSI-18 in women across multiple ethnicities and the three-factor
model only achieved partial metric invariance. From a cross-
cultural standpoint, psychological symptoms are sometimes
manifested and expressed differently across populations (Wiesner
et al., 2010). Each cultural group manifests its specific expression
under influences of a typical language format, traditional culture,
and educational background. Evaluating the measurement
invariance of the BSI-18’s self-report version in a Chinese non-
clinical sample can be helpful for cross-cultural research.

Many epidemiological investigations have demonstrated that
women’s incidence of emotional disorders, anxiety disorders, and
affective psychosis is higher than men’s (Urbán et al., 2014).
In a study of insurance employee samples, Dai (2003) found
that male insurers were more serious than women in terms of
obsessive-compulsive and psychoticism mental health problems.
Differences between men and women make it particularly
important to verify the measurement model’s gender invariance.
To date, the BSI-18’s measurement invariance across gender is
scarcely known, especially among non-Western people.

Mental Health in Chinese Insurance
Employees
Insurance industry in mainland China faced with the pressure
of external competition and self-development due to the
disadvantages of being late starters (Yang, 2013). Huge
organization, numerous labor, complex personnel, and high
performance requirement along with high working pressure
lead to high employee turnover rate and various psychological
problems (Yang, 2013). Existing evidence has showed that
these psychological problems correlated with social factors and
personal traits, especially in insurance staff samples (Dai, 2003).
It has been found that psychological distress was influenced
by both perceived social support and personality traits among
various professional groups (Williams et al., 2002). A lack of
social support and sense of belonging have been associated with
a person’s vulnerability to depression (Williams et al., 2002).

For example, grit is one important trait that may be associated
with the success in insurance employees (Ling et al., 2001). Grit
trait refers to firm and persistent for a long time with unswerving
determination (Duckworth et al., 2007). Whether an insurance
employee can tolerate high frustration and work efficiently under
pressure all the time will determine his or her success as well as
psychological conditions (Ling et al., 2001).

With regards to social factors, previous study shows that
the level of social support of insurance employee significantly
influenced their psychological well-being (Dai, 2003). For
instance, severity of depressive symptoms and frequency of
suicidal ideation showed negative significant correlations with
low levels of social support (Zhang et al., 2010). These studies
predicted, to a certain extent, correlation between specific
dimensions (depression and suicide) of psychiatric symptoms
and external criteria.

Objective of the Study
This study aimed to examine the BSI-18’s psychometric
properties in a large sample of Chinese insurance employees.
The first goal was to examine the BSI-18’s factor structure. CFA
were used to examine five hypothetical models: the original
single-factor model, three-factor model, four-factor model, and
bi-factor model (i.e., the three and four-factor model with
one general factor). The second goal was to test measurement
invariance of the BSI-18’s best-fitting model across genders using
the multigroup CFA. Finally, we want to explore the manner in
which the general factor (can be considered as an overall mental
health status) and dimensions (specific psychiatric symptoms)
were related to the social and personality covariates. Specifically,
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criterion validity of the BSI-18 bi-factor model was examined
using structural equation modeling (SEM).

MATERIALS AND METHODS

Participants
Participants were 2,363 insurance employees from 39 insurance
companies in Guangdong Province, China. Their mean age
was 35.14 (SD = 8.985; age range = 19–70), and 62.7% of
the participants were women. Approximately 60.3% of the
participants were married, and 65.4% of the participants had
attained higher education (see Table 1 for more information).

Measures
Brief Symptom Inventory-18
The BSI-18 (Derogatis, 2001), a brief self-report version of the
53-item BSI (Derogatis, 1993), was developed to assess general
psychological distress in clinical and community populations.
The BSI-18 requires participants to evaluate the extent of distress
or annoyance they had experienced. Responses were rated on a
five-point Likert-type scale, ranging from 1 (not at all) to 5 (very
much). The questionnaire’s global score summed up all the 18
items. Internal consistency reliability for the present sample was
good (Cronbach’s alpha = 0.947, 0.867, 0.859, and 0.907 for BSI
total, Somatization, Depression, and Anxiety respectively).

Grit-8
The Grit-8 (Duckworth and Quinn, 2009), was an eight-item self-
report measure that comprises eight items over two-factors, i.e.,
consistency of interests and perseverance of effort. These eight

TABLE 1 | Sample demographic statistics.

Category Frequency Percentage

Gender Male 865 36.6

Female 1481 62.7

Unreported 17 0.7

Nation Han nationality 2275 96.3

Other 62 2.6

Unreported 26 1.1

Age 19–30 820 34.7

31–40 836 35.4

41–60 624 26.4

>60 5 0.2

Unreported 78 3.3

Education background ≤High school 800 33.9

Junior college 962 40.7

Master degree and
above

583 24.7

Unreported 18 0.8

Marital status Unmarried 760 32.2

Married 1425 60.3

Other 140 5.9

Unreported 38 1.6

Total 2363 100

items were rated on a five-point Likert scale, ranging from 1
(not at all like me) to 5 (very much like me). Items 1, 3, 5, and
6 scored negatively; items 2, 4, 7, and 8 scored positively. In
the current sample, the Cronbach’s alpha was 0.738 for the total
scores, indicating good reliability.

Perceived Social Support Scale
The Perceived Social Support Scale (PSSS; Zimet et al., 1990)
was a self-report instrument that measures how an individual
comprehends various sources of social support, such as family
and friends; the total score reflected the total degree of social
support that individuals received. The PSSS comprises eight items
rated on a seven-point Likert scale, ranging from 1 (not at all
true) to 7 (definitely true). For this study, we selected eight items
from the family and friend support dimensions. In this study,
internal consistency was good for the PSSS total (α = 0.900) and
two subscales (α = 0.875 for family support and α = 0.870 for
friend support).

Procedures
Participants completed aforementioned self-report question-
naires during their company’s morning meeting (administration
time was approximately 30 min). The survey was administered
by a trained research assistant (RA). The RA provided a general
instruction of the survey before the participants started the
survey. Participants could ask the RA for clarification if they
did not understand any parts of the questionnaire. This study
was carried out in accordance with the recommendations of
Human Subjects Review Committee at Guangzhou University.
All subjects gave written informed consent in accordance with
the Declaration of Helsinki.

Data Analysis Strategy
The CFA was performed separately to test five-factor structures,
including the single-factor model, three-factor model, four-
factor model, and two bi-factor models. Items were treated
as categorical variables; thus, robust weighted least squares
with mean and variance adjustment (WLSMV) was used in
model estimation (Flora and Curran, 2004). Additionally, robust
maximum likelihood estimator was employed to obtain the
Bayesian information criterion (BIC) value for comparing the
non-nested models. Model fits were evaluated using chi-squares,
root-mean-square error of approximation (RMSEA), the Tucker-
Lewis Index (TLI), the comparative fit index (CFI), and the BIC.
Conventional guidelines indicate that an RMSEA value ≤ 0.08
indicates acceptable model fit and a value ≤ 0.05 indicates good
model fit. Moreover, CFI and TLI≥ 0.90 indicate adequate model
fit (Kline, 2010). In addition, the 1BIC value of the two models
was greater than 10, indicating that the model with a smaller BIC
showed a better model fit (Kuha, 2004).

To further evaluate the bi-factor models, coefficient omega
hierarchical (ωH), the hierarchical omega subscales (ωHS) and the
explained common variances (ECVs) were calculated to examine
whether the specific factors provide utility beyond the general
factor (based on the factor loadings) using the “psych” package
(version 1.7.8; Revelle, 2017) in R statistical software (R Core
Team, 2017). The proportion of variance in total scores estimated
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by ωH can be attributed to a single general factor (e.g., Zinbarg
et al., 2006), while the reliability of a subscale (or factor) score
was reflected by ωHS after controlling for the variance due to
the general factor (Reise et al., 2013). When the coefficient ωH is
higher than 0.80, total scores can be regarded as unidimensional
because of the most reliable is due to a single common factor
(Rodriguez et al., 2016). Meanwhile, the large coefficient ωH
(>0.80) indicates that the vast majority of reliable variance
imputing to a specific factor rather than a general factor (Reise
et al., 2013).

To test the measurement invariance, the best-fit model
resulted from the CFA was initially assessed in both male
and female groups separately. Configural invariance can be
indicated by that the model fits both genders equally well.
Next, metric invariance and scalar invariance were tested by
constraining factor loadings and thresholds of the factor models.
A DIFFTEST was used to compare improvement in fit between
nested models. Notably, the chi-square test was easily affected
by sample size so that with increased sample size, even small
differences resulted in significant differences. Thus, this research
adopted the CFI (1CFI) difference numerical model fit indexed
to evaluate measurement invariance (Cheung and Rensvold,
2002). According to Cheung and Rensvold (2002), the equivalent
model is considered to be acceptable when 1CFI ≤ 0.010 and
1TLI ≤ 0.010.

Finally, the correlations among the factors of the BIS-18 and
external criteria variables were examined using a SEM. This study
used latent variables to compare observed variables and examined
relations among constructs without measurement error (Oh
et al., 2004). All models were performed by Mplus 7.4 (Muthén
and Muthén, 1998–2010).

RESULTS

Descriptive Statistics
Descriptive statistics and skewness and kurtosis for all key
variables were included in Table 2. Due to the large values of
the skewness and kurtosis, it was necessary to treat the BSI-18
variables as categorical instead on interval. Thus, we used the
WLSMV to estimate models.

Factor Structure
Table 3 exhibits fit indices of five competing models for the
polychromic correlation matrix of the BSI-18 in the whole
sample. As depicted in Table 3, all five hypothetical models
exhibited good fit to the data (CFIs > 0.90, TLIs > 0.90). Overall,
the bi-factor model provided the best fit to this data among
these five alternative models (WLSMVχ2 = 957.934∗, df = 117,
CFI = 0.985, TLI = 0.980, RMSEA = 0.055, BIC = 55923.251). In
the model, the general factor and three dimensions containing
somatization, depression, and anxiety factors were all considered.
Because the fit statistics such as CFI were similarly good for
the five models (CFI values all greater than or equal to 0.950),
the BIC value was used for further verification. The 1BIC value
between the three-factor bi-factor model and four-factor model

TABLE 2 | Descriptive statistics and skewness and kurtosis for all scales included.

M(SD) Skewness Kurtosis

BSI1 1.44 (0.745) 2.084 5.109

BSI2 1.65 (0.912) 1.477 1.875

BSI3 1.72 (0.986) 1.407 1.429

BSI4 1.27 (0.684) 3.064 10.042

BSI5 1.68 (1.038) 1.683 2.217

BSI6 1.88 (1.045) 1.261 1.087

BSI7 1.41 (0.816) 2.322 5.443

BSI8 1.62 (0.981) 1.789 2.745

BSI9 1.49 (0.924) 2.127 4.142

BSI10 1.23 (0.661) 3.487 13.252

BSI11 1.52 (0.914) 2.012 3.806

BSI12 1.37 (0.817) 2.655 7.149

BSI13 1.26 (0.679) 3.219 11.338

BSI14 1.54 (0.943) 1.989 3.610

BSI15 1.47 (0.862) 2.209 4.941

BSI16 1.51 (0.892) 2.041 4.033

BSI17 1.13 (0.575) 5.096 27.325

BSI18 1.34 (0.787) 2.824 8.332

BSI-18 total 26.15 (10.903) 2.290 6.307

GRIT total 29.88 (5.222) −0.122 −0.280

PSSS total 39.78 (8.629) −0.443 0.502

BSI-18 total, Brief Symptom Inventory-18 total; GRITT, grit total; PSSST, perceived
social support total.

was189.733, indicating that the smaller value, i.e., the three-
factor bi-factor model, shows better fit (see Table 3). Due to the
items 3 and 6 were not fully representative of anxiety dimension
and item 2 of the depression dimension, we tried to re-specify
a new model in which items 2, 3, and 6 don’t loading on
specific factor. Difference testing result indicated a worse model
fit [1χ2 = 47.255, 1df = 3 (p < 0.001)]. Thus, we still used the
original three-factor bi-factor model as the best model.

The ωH for the general factor was 0.87, and the ωHS for
somatization factor was 0.28, for anxiety factor was 0.17, and for
depression factor was 0.04. In addition, the ECV was 80%. The
bi-factor model’s standardized factor loadings were presented in
Table 4.

Measurement Invariance
To ensure that the three-factor bi-factor model provided
adequate fit in each group, we first examined it separately for
males and females. Results indicated that the bi-factor model fit
the two groups well (see Table 5). Then the metric invariance
model, in which item factor loadings were constrained to be
equal, was tested. Results indicated negligible gender differences
in model fits (1CFI ≤ 0.01). Finally, the scalar invariance was
tested by further constraining the thresholds to be equal across
the two gender groups. The scalar invariance was achieved with a
1CFI =+0.003.

Criterion Validity
The SEM exhibited mediocre fit to the data (CFI = 0.847,
TLI = 0.807). The general BSI factor negatively correlated
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TABLE 3 | Goodness-of-fit indices for the five tested models of the BSI-18.

Model WLSMVχ2 df 1χ2 1df TLI CFI RMSEA (90% CI) AIC BIC 1BIC

Single-factor 2678.274∗ 135 – – 0.949 0.955 0.089 (0.086, 0.092) 56378.054 56896.955 –

Three-factor 1631.443∗ 132 1046.831 3 0.969 0.973 0.069 (0.066, 0.072) 55674.591 56210.789 686.166

Four-factor 1538.652∗ 129 92.791 3 0.970 0.975 0.068 (0.065, 0.071) 55559.49 56112.984 97.805

Three-factor bi-factor 957.934∗ 117 580.718 12 0.980 0.985 0.055 (0.052, 0.058) 55181.919 55923.251 189.733

Four factor bi-factor 968.816∗ 117 10.882 0 0.980 0.985 0.056 (0.052, 0.059) 55195.282 55967.684 44.433

WLSMV, weighted least squares with mean and variance adjustment; df, degrees of freedom; TLI, Tucker-Lewis Index; CFI, comparative fit index; 1χ2, change in χ2

relative to the preceding model; 1df, change in degrees of freedom relative to the preceding model; 1CFI, change in comparative fit index relative to the preceding model;
1TLI, change in Tucker-Lewis Index relative to the preceding model; RMSEA, root-mean-square error of approximation; AIC, Akaike Information Criterion; 1AIC, change
in Akaike information criterion relative to the preceding model; BIC, Bayesian information criterion; 1BIC, change in Bayesian information criterion relative to the preceding
model. ∗p < 0.05. The best fitting model was in bold.

TABLE 4 | The standardized factor loadings for the BSI-18 bi-factor model.

18 items

Somatization Depression Anxiety General

Item 1 Faintness 0.390∗∗∗ 0.633∗∗∗

Item 4 Pains in chest 0.537∗∗∗ 0.701∗∗∗

Item 7 Nausea 0.449∗∗∗ 0.672∗∗∗

Item 10 Trouble getting breath 0.499∗∗∗ 0.767∗∗∗

Item 13 Numbness 0.427∗∗∗ 0.743∗∗∗

Item 16 Feeling weak 0.193∗∗∗ 0.797∗∗∗

Item 2 Feeling no interest in things 0.056∗ 0.729∗∗∗

Item 5 Feeling lonely 0.077∗∗ 0.801∗∗∗

Item 8 Feeling blue 0.048∗ 0.875∗∗∗

Item 11 Feeling of worthlessness 0.473∗∗∗ 0.751∗∗∗

Item 14 Feeling hopeless about future 0.468∗∗∗ 0.763∗∗∗

Item 17 Suicidal thoughts 0.161∗∗∗ 0.812∗∗∗

Item 3 Nervousness −0.251∗∗∗ 0.853∗∗∗

Item 6 Feeling tense −0.064∗ 0.825∗∗∗

Item 15 Feeling restless 0.056∗∗ 0.883∗∗∗

Item 9 Suddenly scared 0.202∗∗∗ 0.888∗∗∗

Item 12 Spells of panic 0.311∗∗∗ 0.895∗∗∗

Item 18 Feeling fearful 0.210∗∗∗ 0.872∗∗∗

∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.

TABLE 5 | Fit indices for measurement invariance.

Model WLSMVχ2 df 1χ2 1df TLI CFI 1TLI 1CFI RMSEA (90% CI)

Bi-factor boys 447.379∗ 117 – – 0.982 0.986 – – 0.057 (0.052, 0.063)

Bi-factor girls 573.146∗ 117 – – 0.982 0.986 – – 0.051 (0.047, 0.056)

A-Metric invariance 956.841∗ 266 – – 0.986 0.988 – – 0.047 (0.044, 0.050)

B-Scalar invariance 846.772∗ 320 108.271 +54 0.991 0.991 +0.005 +.003 0.038 (0.034, 0.041)

WLSMV, weighted least squares with mean and variance adjustment; df, degrees of freedom; TLI, Tucker-Lewis Index; CFI, comparative fit index; RMSEA, root-mean-
square error of approximation; 1χ2, change in χ2 relative to the preceding model; 1df, change in degrees of freedom relative to the preceding model; 1CFI, change
in comparative fit index relative to the preceding model; 1TLI, change in Tucker-Lewis Index relative to the preceding model. ∗p < 0.05. Chi-square difference test with
WLSMV estimation is different from the conventional chi-square difference test.

with all factors of the Grit, the correlation coefficients
ranged from −0.239 to −0.374 (p < 0.001; see Table 6
for details). On the other hand, the somatization factor was
positively and significantly related to all factors of GRIT.
The depression subscale had negative correlations with Grit
total and Grit Effort factor (see Table 6). No significant

correlations were found between the anxiety factor and the
Grit.

For PSSS, both the general BSI factor and the depression factor
showed the strongest negative relation with all PSSS factors,
the correlations coefficients ranged from −0.293 to −0.331
(p < 0.001). On the other hand, somatization was positively
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TABLE 6 | Correlations between Grit, PSSS, and the BSI-18 general and dimension factors.

GRIT PSSS

Factor GRIT total Effort Interest PSSST Family Friend

General BSI −0.374∗∗∗ −0.239∗∗∗ −0.356∗∗∗ −0.331∗∗∗ −0.293∗∗∗ −0.298∗∗∗

Somatization 0.082∗∗∗ 0.068∗∗ 0.057∗∗ 0.096∗∗∗ 0.075∗∗ 0.089∗∗∗

Depression −0.039∗ −0.020 −0.044∗∗ −0.031 −0.024 −0.037∗

Anxiety 0.011 0.006 0.011 0.003 0.004 0.004

∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001; GRITT, grit total; PSSST, perceived social support total.

related to all PSSS factors (see Table 6). Anxiety factor was not
significantly related to PSSS.

DISCUSSION

This study aimed to test the BSI-18’s factor structure and
measurement invariance in a large sample of Chinese employees.
The BSI-18’s bi-factor model best fit the present data. The MI tests
indicated that the BSI-18 was equivalent for males and females.
The results also reveal significant correlations between BSI-18
scores and grit trait and social support.

Although the one-, three-, and four-factor models achieved
satisfactory fit, the bi-factor models outperformed the other three
models. Moreover, the three-factor bi-factor model better fit
the data than four-factor bi-factor model considering the model
conciseness, and three-factor bi-factor model was chosen in the
follow research. The bi-factor model consists of a general factor
(General BSI) that accounted for covariation among all indicators
of the comprehensive mental health level and three specific
factors (somatizaton, depression, and anxiety) accounting for
variance beyond the general factor in covariation among specific
factor indicators (Ward et al., 2015). The current results for the
bi-factor model supported the bi-factor structure of psychiatric
symptoms, providing general and specific areas of composition.
The bi-factor model considers the general mental health status
(General BSI) while accounting for the three specific symptoms.
Future studies may consider cross-cultural MI tests to clarify
the cultural differences in the factor models. From another
point of view, the three domain-specific components of the
bi-factor model and discriminant validity demonstrated the panic
factor was a product of over extraction (Recklitis et al., 2006);
this is in accordance with the result of Derogatis (2001) and
concludes that panic may be associated with broader anxiety
symptoms.

The current finding also provided evidence for the
measurement invariance of the BIS-18 across the male and
female samples. The three levels of measurement invariance –
configural, metric, and scalar invariance were all achieved in
the present study, indicating that the BIS-18 may measure the
constructs equally across the two genders.

Finally, we tested the potential covariates that may contribute
to the mental conditions measured by the BSI-18. Moderate but
significantly negative relations of the general BSI with grit and
perceived social support were observed. This finding is consistent
with the literature that the grit trait and social support were

important for individuals’ mental health conditions (Williams
et al., 2002; Dai, 2003). For the three dimensions beyond the
general factor, the depression dimension showed modest negative
correlation with grit trait and perceived social support. This is
in line with the previous finding that suggested low levels of
social support may result in higher level of depressive symptoms
(Williams et al., 2002) and frequency of suicidal ideation (Zhang
et al., 2010).

In contrast, the somatization dimension had positive
correlations with the two covariates. The positive correlations
of somatization with grit trait and social support may be
explained by the cultural influences. Traditional Chinese
culture seems to discourage people from expressing their
feelings directly; thus, somatization is an alternative way to
express emotional disorders (Kleinman, 1982; Cheung, 1995).
When there is sufficient social support and grit characteristics,
people may fear expressing their psychological distress overtly.
This leads to the positive correlations of somatization with
social support and grit trait. Another likely reason is that
the use of the bi-factor model requires the consideration
of the common differences between dimensions (Reise,
2012), and these differences can lead to cross suppression
effect (Patrick et al., 2007). The correlations between anxiety
dimension and grit trait and social support in this sample
were not significant. In other words, all factors are included
in the structural equation model, and the direction of the
relationship can be reversed when these factors are tested
separately.

Clinical Significance
Cultural factors, including ethnic identity and cultural values,
influence an individual’s idiomatic expression of psychological
distress, conceptualization of psychological problems’ etiology,
and subsequent help-seeking behavior (Torres et al., 2013).
The findings in the present study have suggested that Chinese
may express psychological problems via somatic symptoms.
This is important in for clinical research that aims to measure
mental health conditions, and for clinical practice in which
how clinicians better assess patients’ problems. Clinicians may
encourage Chinese patients to isolate the influence of cultural
beliefs to be aware of and identify emotional problems, which
may also facilitate the patients’ help-seeking behaviors. Second,
as we observed, both social support and grit are associated
with general mental health among the insurance employees.
This implied that specific treatment options may be developed
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and used for the insurance practitioners. For instance, group
career guidance will be affected during the morning session
to alleviate employees’ occupational stress. Finally, focusing on
various special symptoms, the concurrency of various adverse
symptoms and the individual’s overall psychological state should
be simultaneously considered during clinical research and
intervention.

Limitations
Some limitations need to be acknowledged. Because expression
of psychopathology may be restricted by specific cultural
backgrounds, the research’s lack of foreign samples as reference
groups may be problematic. From this perspective, assessing
psychological symptoms of a specific cultural norm to strengthen
cross-cultural research is essential. In terms of relationships with
external criteria, more other social and behavioral manifestations
can be investigated, such as family-to-work conflicts, sources
of social pressure, social desirability, days out of work, and so
forth. Moreover, the general factor of bi-factor model maybe
represent a statistical artifact factor, only in theory, but the
factor loadings on general factor were large enough in our
data, so it is couldn’t be caused by artifact effect or method
effects.

In sum, this study suggested that the BSI-18 is a
reliable and valid general psychological distress measurement
instrument that can be extended to Chinese insurance
employees. The bi-factor model better represented the BSI-
18’s underlying structure. Meanwhile, Chinese men and
women shared a common understanding of psychological
distress as measured by the BSI-18. Furthermore, this study
highlighted the importance of assessing the general factor
and viewed the mental health of insurance practitioners
as a holistic approach rather than focusing on individual
dimensions while excluding the artifact effect or method
effects.
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There are numerous empirical studies demonstrating that agreement between parent-
reports of youth and youth self-reports of internalizing behavior problems is modest
at best. This has spurred much research on factors that influence the magnitude
of associations between informants, including individual difference characteristics of
the informants and contexts through which individuals interact with the child. There
is also tremendous interest in understanding symptom trajectories longitudinally.
However, each of these lines of work are predicated on the assumptions that the
psychometric construct that is being assessed from each informant and at each
measurement occasion is the same. This study examined measurement invariance
between maternal and child reports and longitudinally across ages 9 and 12 on
five dimensions of anxiety using the Screen for Child Anxiety and Related Disorders
(SCARED; Birmaher et al., 1999). No cross-informant models for anxiety dimensions
achieved acceptable fit and at least partial metric and scalar invariance. Moreover,
few longitudinal models demonstrated acceptable fit and at least partial metric and
scalar invariance. Thus, using the SCARED as an example, these results show that
inter-informant agreement may be compromised by different item functioning, and
highlight the need for testing invariance before using measures for longitudinal tracking
of symptoms.

Keywords: measurement invariance, anxiety, development, parent–child agreement, assessment

INTRODUCTION

There has been extensive research on agreement and disagreement between raters of symptoms
of behavior problems in children and adolescents. These studies have examined multiple
constellations of raters, including parents of the same target child, a parental caregiver and teachers,
and parents and their child. Overall, there is modest agreement between parents and children
and parents and teachers, but moderate agreement between parents (De Los Reyes et al., 2015).
Attempts to understand factors that influence agreement between raters and also within raters
over time have not provided complete explanations for lack of agreement. However, there have
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been no studies that test whether the underlying constructs
reported by different informants, particularly primary caregivers
and their children, are equivalent. There are few studies
examining parallel issues over time. Without such evidence,
it is difficult to interpret associations across informants as
reflecting agreement on the same construct and how to evaluate
longitudinal changes in the constructs. Thus, the present study
examines whether measurement differences are present between
parent- and child self-reports of anxiety that may partially explain
lack of agreement across raters and across development.

The overall pattern of inter-informant agreement on child
mental health symptoms have been extensively examined and
summarized in two meta-analyses spanning a 28-year period.
In the first, Achenbach et al. (1987) examined the associations
between youth, parent, and teacher reports of internalizing
and externalizing problems. In their work, there was stronger
agreement among individuals with the same relationship to the
target child (e.g., inter-parental agreement, average r = 0.61 across
informant types), but more modest associations across different
informant types (average r = 0.29 across all informants). Inter-
informant agreement for overcontrolled and undercontrolled
behavior problems, similar to internalizing and externalizing
problems, respectively, were in the small-moderate range
(rs = 0.32 and 0.41, respectively). More recently, De Los Reyes
et al. (2015) conducted an updated analysis of studies since the
Achenbach et al. (1987) paper. In this work, the authors found
that the magnitude of interparental agreement (mean r = 0.59)
was similar to that of other informant pairs with the same
relationship to the target (i.e., teachers, mental health workers;
average r = 0.58). However, agreement between raters with
different relationships to the target was markedly lower (average
r = 0.29). Overall inter-informant agreement was modest for both
internalizing (r = 0.25) and externalizing problems (r = 0.30).
The convergent findings from the two meta-analyses indicate
that individuals with greater similarity in information will have
a higher degree of similarity in their ratings of behavior. This
has served as the foundation for the Operations Triad Model
(De Los Reyes et al., 2013, 2015), which emphasizes context as
an important factor in understanding reports of child behavior
problems and assessing the incremental value of information
from disparate sources.

Numerous studies have examined factors that explain the
modest levels of convergence between informants on youth
internalizing and externalizing behavior problems. These studies
have considered moderating factors such as parent–child
relationship functioning (Treutler and Epkins, 2003), parent
symptoms (Youngstrom et al., 2000; Treutler and Epkins, 2003;
Rothen et al., 2009), parental stress (Youngstrom et al., 2000;
Langberg et al., 2010), child race (Youngstrom et al., 2000), child
sex (Rothen et al., 2009), and characteristics of the symptoms
themselves (e.g., observability, salience; Frank et al., 2000; Karver,
2006). However, these findings lack coherence and are sparsely
replicated across samples.

There have been numerous studies examining the
developmental course of anxiety disorders and symptoms
with studies focusing on different age spans (Feng et al.,
2008; Van Oort et al., 2009; Olino et al., 2010b, 2014). These

studies have focused on risk factors predicting course as well as
course predicting outcomes. However, there has been a paucity
attention to longitudinal MI for youth anxiety. This precludes
understanding whether observed mean-level changes are
reflecting true score changes, or if these changes are influenced
by changes in measurement properties. In one study (Mathyssek
et al., 2013), the authors found evidence supporting MI for
individual dimensions of anxiety from the Revised Child Anxiety
and Depression Scale (RCADS; Chorpita et al., 2000). However,
this study examined this issue using only youth-reports for a
single assessment measure. Thus, comparisons between youth
and parent reports across time are novel.

A key challenge in examining inter-informant agreement
and assessing stability over time concerns the psychometric
functioning of the measures used to assess the constructs.
De Los Reyes et al. (2015) identified several sources of
measurement error that may lead to attenuation of associations.
Some of these are factors such as parental psychopathology
or personality that may lead to distorted reports of youth
behavior (Kagan, 1997; Najman et al., 2001; Hayden et al., 2010).
Random error, such as imperfect test–retest reliability, could also
limit the magnitude of associations across raters. Finally, the
authors identify systematic error across informants as a potential
explanation for the limited inter-informant associations.

Systematic error in ratings can come from several sources.
De Los Reyes et al. (2015) focus on studies demonstrating
differences in item response scaling as a possible, but unlikely,
contributor to low inter-informant agreement. However, there
are additional considerations that have not yet been explored
in this area. For example, systematic error may be introduced
because the constructs that individual informants are reporting
on have different psychometric properties. Estimation of
reliability is frequently indexed by Cronbach’s alpha (Cronbach,
1951). However, alpha is more correctly interpreted as a measure
of internal consistency (Sijtsma, 2009). It does not provide
information about the specific measurement structure of the
items comprising a test/scale.

To evaluate this possibility, more sophisticated analytic tools
are necessary. For example, confirmatory factor analysis (CFA)
can evaluate measurement properties such as how items relate
to constructs. Extensions of CFA have been developed to test
whether measurement properties of constructs are consistent
across informants (Olino and Klein, 2015) and assessment waves
(Widaman et al., 2010). These methods have been termed
measurement invariance (MI; Meredith, 1993).

There are multiple levels of MI that reflect increasingly
strict model properties, and address different psychometric
questions (Widaman et al., 2010; Millsap, 2011). A fundamental
requirement is that the same items are associated with the same
construct across units (e.g., informants and time). Simply stated,
do the same items load on the same factors when assessed in the
different units. This is referred to as configural invariance. If the
items assessing what are purportedly the same constructs differ
across groups, the items have different meanings within each
group. Next, it is important that the magnitude of the associations
between the items and the underlying construct is the same across
groups (i.e., are the factor loadings for each factor comparable
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when assessed within the different groups?). This is referred to
as metric invariance. Finally, the probability of item endorsement
should be the same across groups (Reise et al., 1993; Vandenberg
and Lance, 2000). This is referred to as scalar invariance. When
configural, metric, and scalar invariance are established for a
particular measure across groups, scale scores can be considered
to reflect the same psychometric quantities among the groups.
Thus, it is critical to evaluate whether lack of MI is contributing
to reduced associations between parents and children. However,
complete MI imposes highly rigorous assumptions (i.e., equality
of all factor loadings and item thresholds across informants).
Consequently, there has been increasing attention to the presence
of partial MI that specifies invariance on parameters for some,
but not all, items (Byrne et al., 1989). This approach has gained
prominence and has permitted meaningful comparisons when
full MI fails (Steinmetz, 2013).

In the present study, we examine MI across maternal- and
child-reports of youth anxiety symptoms when children are ages 9
and 12. Thus, we are able to describe differences in MI across this
3-year developmental span. We also present analyses examining
MI across time for maternal- and child-reports separately.

In light of the consistently modest agreement between
maternal and child reports of symptomatology, we expect to find
a lack of MI across informants at both assessment waves. We
do not posit whether this is due to differences in factor loadings
or thresholds. However, we expect there to be stronger support
for MI across time within informants as there is evidence for
longitudinal stability of youth anxiety (Prenoveau et al., 2011). In
instances when full MI fails, we examine partial MI that permits
some flexibility in the models.

MATERIALS AND METHODS

Participants and Procedure
Participants were from a larger sample of 559 children and their
families living in a suburban community who were participating
in the Stony Brook Temperament Study, a longitudinal study of
temperament and psychopathology, which began when children
were 3 years old (Olino et al., 2010a). Potential participants
were identified using a commercial mailing list and screened by
telephone. Families with a 3-year-old child who lived with an
English-speaking biological parent within 20 contiguous miles
of Stony Brook, New York and did not have significant medical
conditions or developmental disabilities were included. Of the
815 identified eligible families, 68.5% entered the study. No
significant differences were found between families who did
and did not participate on child sex and race/ethnicity, and
parental marital status and education. Informed and written
consent was obtained from the parent prior to participation.
The study was approved by the institutional review board at
Stony Brook University, and families were compensated for
their participation. At the second wave of the study, 3 years
later, 50 additional minority families were recruited to increase
racial/ethnic diversity (total N = 609; Bufferd et al., 2012).

At the age 9 visit, 487 mothers (80.0%) and 481 youth (79.0%)
completed the measures of youth anxiety symptoms used in this

study; a mother or child from 492 families (80.8%) participated.
At the age 12 visit, 468 mothers (76.8%) and 470 youth (77.2%)
completed these measures; a mother or child from 479 families
(78.7%) participated. The mean age of the children was 9.18 years
(SD = 0.40) at the 9-year assessment and 12.66 (SD = 0.46) at
the 12-year assessment. Approximately half the children were
female (9-year visit: 226, 45.9%; 12-year visit: 225, 47.0%) and
the majority were White/non-Hispanic (9-year visit: 390, 79.3%;
12-year visit: 381, 79.5%). At the time of the 12-year visit, most
mothers were married (373, 77.9%) and approximately half had
graduated from college (279; 58.2%), and the median income
bracket was $100,000–$119,999. Youth who participated at age
9 did not differ from those participating at age 3 on child sex,
race, or total or externalizing behavior problems, as assessed by
maternal reports on the Child Behavior Checklist (Achenbach
and Rescorla, 2001; all ps > 0.05). However, youth who did not
continue with the study at age 9 had higher levels of internalizing
problems at age 3 than those who continued with the study,
though the effect is small [t(547) = 4.69, P < 0.05, d = 0.09].

Measures
Children and their parents completed the 41-item youth self-
report and parent-report versions, respectively, of the Screen
for Childhood Anxiety Related Disorders (SCARED; Birmaher
et al., 1997, 1999). Children and their parents are asked to rate
the presence of anxiety symptoms in the child over the past
3 months on a three-point scale (0 = not true or hardly ever
true; 1 = somewhat true or sometimes true; 2 = very true or often
true). The SCARED is made up of five factor-analytically derived
subscales: panic/somatic, general anxiety, separation anxiety,
social phobia, and school phobia. These subscales reflect anxiety
disorder symptoms as conceptualized in the DSM-IV-TR. Each
factor has been shown to have good internal consistency and
test–retest reliability (range of α: 0.78–0.87; Birmaher et al., 1999;
intraclass correlation across time for each scale ranged from
0.70–0.80; Birmaher et al., 1997).

Statistical Analyses
In line with a model building approach and to identify whether
one-factor models were appropriate for testing, we estimated
a series of initial single-factor CFAs separately for youth self-
and parent-reports at the ages 9 and 12 waves. Items from
the panic/somatic, general anxiety, and social phobia subscales
were included in models reflecting each of these constructs,
respectively. Next, models were fit sequentially to evaluate MI
and we continued testing for MI only when there was evidence
that a one-factor model for each was an acceptable fit to the
data. We followed the same logical progression of testing MI
across informants as is used in examinations of longitudinal
invariance (Widaman et al., 2010) with minor modifications.
We tested first for configural invariance (schematic models for
configural invariance models are displayed in Figure 1), or
whether the pattern of significant (i.e., non-zero) factor loadings
is similar across youth and parent-reports. We estimated models
for each of the subscales including a single factor for youth and
a single factor maternal-reports simultaneously while permitting
the factors to be correlated. These models were specified freely
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FIGURE 1 | Schematic configural invariance models tested for inter-informant models (top) and across time (bottom).

estimating all factor loadings and fixing the latent variable
variance at 1 for purposes of model identification. Next, we
tested for metric invariance, or whether factor loadings for each
item are equal across informants. In these models, we freely
estimated the variance of the maternal-report latent factor as
fixing factor loadings to be equal across informants permits
this constraint to be relaxed for one informant. Finally, we
tested for scalar invariance, or whether the probability of item
endorsement is similar across informants, by constraining the
thresholds across informants to be equal. In these models,
we freely estimated the mean of the maternal-report latent
factor as fixing thresholds to be equal across informants
permits this constraint to be relaxed for one informant. If
all three types of invariance hold, this indicates that the
scales measure the same constructs across reporters on the
same scale. Thus, differences in mean trait levels can be
interpreted as true score differences, as opposed to differences in
measurement.

For models that did not achieve full MI, we tested partial MI,
which identifies whether some, but not all, items are invariant
across informants and/or time. We examined the presence of
comparable factor loadings using the MODEL CONSTRAINT
command in Mplus to assess differences in configural invariance.
When factor loadings were identified that did not significantly
differ at P < 0.05, a partial metric invariant model was estimated
that included equality constraints on those factor loadings. In

this partial metric invariance model, we used the MODEL
CONSTRAINT command that tests whether the difference
between specified parameters significantly differ, to examine the
presence of comparable item thresholds. When item thresholds
were identified that did not significantly differ at P < 0.05,
a partial scalar invariant model was estimated that included
equality constraints on those item thresholds.

All models were estimated in Mplus version 8 (Muthén and
Muthén, 1998–2017) using the weighted least squares estimator
(WLSMV; Flora and Curran, 2004), which is a robust estimator
suited for modeling binary data. There were low rates of
responses in the highest response category (i.e., “very true or
often true”) on many items. Specifically, for 34 (82.9%) items
at both ages 9 and 12, 5% or fewer of parents endorsed the
highest category. Similarly, for 7 (17.1%) items at age 9, and 23
items (56.1%) at age 12, 5% or fewer of children endorsed the
most severe response option. Consequently, the top two item
response categories were collapsed, making all items binary. We
evaluated models on two goodness of fit indices. Specifically, we
used the comparative fit index (CFI; Bentler, 1990) and Root
Mean Square Error of Approximation (RMSEA; Steiger, 1990).
Although cut-offs are somewhat arbitrary (Marsh et al., 2004),
current conventions suggest that excellent model fit is indicated
by CFI values ≥ 0.95 (Hu and Bentler, 1999) and RMSEA values
≤0.05 (MacCallum et al., 2006); good fit is indicated by CFI
greater than 0.90 and a RMSEA between 0.05 and 0.10.
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We estimated configural (similar pattern of factor loadings
across groups), metric (equality of factor loadings across groups),
and scalar (equality of thresholds across groups) for comparisons
between maternal- and child-reports. In addition to testing MI
across informants, we also tested the same sequence of models
for evaluating longitudinal MI in each informant, separately.
Model fit comparisons were evaluated by investigating change
in both CFI and RMSEA using Chen’s (2007) guidelines. Chen
(2007) recommended interpreting reductions in CFI of 0.01 and
RMSEA of 0.015 as indicating non-invariance (i.e., failure to
demonstrate MI). When the RMSEA and CFI changes led to
different conclusions, we relied on the more conservative index
to inform interpretations.

RESULTS

Measurement Models for Informant and
Age
Initial models estimated one-factor models for each of the
SCARED subscales for child self- and maternal-reports at ages
9 and 12. These models were estimated to identify scales that
fit the data well enough to pursue tests of MI. Table 1 displays
overall fit for each of the models tested. For age 9 data,
one-factor models demonstrated excellent fit for child-reported
generalized anxiety disorder (GAD), panic, and social phobia
and demonstrated a good fit for maternal-reported GAD, panic,
and separation anxiety. For age 12 data, one-factor models
demonstrated excellent fit for child-reported panic and good
fit for GAD and social phobia, and demonstrated excellent fit
for maternal-reported panic and good fit for GAD, separation
anxiety, and social phobia. One-factor models for child-reported
separation anxiety were poor fits to the data at each time point.
Model fit for school avoidance was also less than adequate. For
child reports at age 12 and mother reports at age 9, the CFI was
acceptable, but the RMSEA was greater than 0.10. In addition, the
model for maternal-report of school avoidance at age 12 failed
to provide an admissible solution. Owing to the brevity of the
school phobia scale, the school avoidance models included only
four observed indicators, which may have led to model instability.

As child-report separation anxiety provided poor fit to the data
at ages 9 and 12, we did not assess MI for the youth reports on
this subscale. However, as maternal reports of separation anxiety
demonstrated good fit, we examined longitudinal invariance for
mothers’ reports on this subscale. Due to the problematic fit
of the school avoidance models, we did not conduct any MI
analyses on this subscale. All model parameters are available in
the Supplementary Materials.

Tests of MI: Child- and Maternal-Reports
at Age 9
The configural invariance model for GAD across youth self-
and maternal-reports was a good fit to the data (Table 2).
Likewise, the fit of the metric invariance model was good,
and imposing constraints on the factor loadings did not
markedly diminish model fit. However, when imposing

constraints on the item thresholds across informants, model
fit diminished substantially. Comparisons identified three
item thresholds that did not significantly differ across
informants. Estimating a partial scalar invariant model
that constrained those three item thresholds to equality
yielded good model fit. Thus, this model supports partial
scalar MI.

The configural invariance models for panic disorder across
youth self- and maternal-reports were a poor fit to the data. Thus,
further tests of metric and scalar invariance were not pursued.

The fit for the configural invariance model for social phobia
across youth self- and maternal-reports was good. Likewise, the
metric invariance model was a good fit to the data, and imposing
constraints on the factor loadings did not markedly diminish
model fit. Similarly, imposing constraints on the item thresholds
across informants did not substantially diminish model fit,
supporting full-scalar MI.

Tests of MI: Child- and Maternal-Reports
at Age 12
The configural invariance model for GAD across youth self- and
maternal-reports at age 12 was a good fit to the data (Table 3).
Likewise, the fit of the metric invariance model was good, and
imposing constraints on the factor loadings did not markedly
diminish model fit. However, when imposing constraints on
the item thresholds across informants, model fit diminished
substantially, failing to support scalar invariance. Comparisons
identified only one item threshold that did not significantly differ
across informants. Thus, this model also failed to support partial
scalar MI.

The configural invariance model for panic disorder
demonstrated adequate fit. Including constraints on factor
loadings across informants to test metric invariance yielded a
model with an adequate fit to the data and did not markedly differ
from the configural invariance model. However, when including
constraints on item thresholds to test for scalar invariance, model
fit was poor and was reduced relative to the metric invariance
model. Moreover, all item thresholds significantly differed across
informants, hence there was no basis for evaluating partial scalar
invariance.

The configural invariance model for social phobia across
youth self- and maternal-reports was a good fit to the data.
Likewise, the fit of the metric invariance model was good, and
imposing constraints on the factor loadings did not markedly
diminish model fit. Finally, after imposing constraints on the
item thresholds across informants, model fit was not substantially
diminished. Thus, this model supports full-scalar MI.

Tests of MI: Child-Reports Across Ages 9
and 12
The fit for the configural invariance model for GAD for youth
self-reports across ages 9 and 12 was excellent (Table 4). Likewise,
the metric invariance model was an excellent fit to the data as
imposing constraints on the factor loadings did not markedly
diminish model fit. When imposing constraints on the item
thresholds across informants to test scalar invariance, overall
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TABLE 1 | Initial model fit for child self- and maternal-report of SCARED subscales at ages 9 and 12.

Age 9 Age 12

Child self-report

χ2 df P CFI RMSEA χ2 df P CFI RMSEA

GAD 37.93 27 0.08 0.987 0.029 (0–0.049) 98.09 27 0.00 0.941 0.075 (0.059–0.091)

Panic 64.05 65 0.51 1.000 0.000 (0.000–0.026) 79.32 65 0.11 0.982 0.022 (0.000–0.037)

School 11.70 2 0.00 0.941 0.100 (0.05–0.159) 35.51 2 0.00 0.914 0.189 (0.137–0.246)

Separation anxiety 134.76 20 0.00 0.868 0.109 (0.092–0.127) 121.30 20 0.00 0.827 0.104 (0.086–0.122)

Social anxiety 28.31 14 0.01 0.978 0.046 (0.021–0.071) 51.44 14 0.00 0.961 0.075 (0.054–0.098)

Maternal-report

GAD 138.02 27 0.00 0.943 0.092 (0.077–0.107) 73.55 27 0.00 0.974 0.061 (0.044–0.078)

Panic 161.52 65 0.00 0.916 0.055 (0.045–0.066) 93.32 65 0.01 0.961 0.031 (0.015–0.044)

School 23.69 2 0.00 0.944 0.149 (0.099–0.206) NA NA NA NA NA

Separation anxiety 109.92 20 0.00 0.910 0.096 (0.079–0.114) 58.93 20 0.00 0.911 0.064 (0.046–0.084)

Social anxiety 84.18 14 0.00 0.985 0.101 (0.081–0.123) 43.47 14 0.00 0.987 0.067 (0.045–0.09)

GAD, generalized anxiety disorder symptoms; panic, panic disorder symptoms; school, school phobia symptoms; separation anxiety, separation anxiety disorder
symptoms; and social anxiety, social anxiety symptoms.

TABLE 2 | Tests of MI between child self- and maternal-reports at age 9.

χ2 df P CFI RMSEA 1CFI 1RMSEA

GAD

Configural 252.433 134 <0.001 0.951 0.042 (0.034–0.050)

Full metric 287.766 142 <0.001 0.940 0.046 (0.038–0.053) −0.011 0.004

Full scalar 411.928 150 <0.001 0.892 0.060 (0.053–0.066) −0.048 0.014

Partial scalara 292.481 144 <0.001 0.939 0.046 (0.038–0.053) −0.001 0.000

Panic

Configural 526.00 298 <0.001 0.864 0.039 (0.034–0.045)

Social

Configural 157.74 76 <0.001 0.984 0.047 (0.036–0.057)

Full metric 168.81 82 <0.001 0.983 0.046 (0.036–0.056) −0.001 −0.001

Full scalar 191.03 88 <0.001 0.980 0.049 (0.039–0.058) −0.003 0.003

GAD, generalized anxiety disorder symptoms; panic, panic disorder symptoms; and social anxiety, social anxiety symptoms. Changes in CFI and RMSEA are calculated
as differences between the metric invariance model relative to the configural invariance model and between the scalar invariance model relative to the metric invariance
model. a In this model, three of nine threshold parameters were constrained to be equal. This model is compared with the full-metric model.

model fit was still good; however, model fit was diminished
relative to the metric invariance model. Comparisons identified
only two item thresholds that did not significantly differ across
informants. This partial scalar invariance model yielded excellent
model fit. However, with only two invariance item intercepts, this
model failed to sufficiently support partial scalar MI.

The fit for the configural invariance model for panic disorder
for youth self-reports across ages 9 and 12 was excellent (Table 4).
The metric invariance model was also an excellent fit to the
data. However, there was a substantial reduction in model fit
as indexed by the CFI and a more modest reduction in fit
according to the RMSEA. Comparisons identified three factor
loadings that differed across age. Model fit for the partial
metric invariance model was an excellent fit to the data. As
only partial metric invariance was supported, when estimating
scalar invariance, thresholds for items that did not evince equal
factor loadings across time were freely estimated. After imposing

constraints on the other item thresholds across time, overall
model fit was still good; however, model fit was diminished
relative to the partial metric invariance model. Comparisons
identified four item thresholds that did not significantly differ
across time. This partial scalar invariance model yielded excellent
model fit.

The fit for the configural invariance model for social phobia
for youth self-reports across ages 9 and 12 was an excellent fit
to the data. The fit of the metric invariance model was also good.
However, there was a substantial reduction in model fit as indexed
by the CFI, and a modest reduction in the RMSEA. Comparisons
identified three factor loadings that did not statistically differ
across age. Model fit for the partial metric invariance model was
an excellent fit to the data. As only partial metric invariance was
supported, when estimating scalar invariance, item thresholds
for items that did not evince equal factor loadings across time
were freely estimated. Three item thresholds were constrained
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TABLE 3 | Tests of MI between child self- and maternal-reports at age 12.

χ2 df P CFI RMSEA 1CFI 1RMSEA

GAD

Configural 285.64 134 <0.001 0.944 0.049 (0.041–0.056)

Full metric 315.25 142 <0.001 0.936 0.050 (0.043–0.058) −0.008 0.001

Full scalar 447.81 150 <0.001 0.89 0.064 (0.058–0.071) −0.046 0.014

Partial scalara 315.25 142 <0.001 0.936 0.050 (0.043–0.058) 0.046 −0.014

Panic

Configural 395.49 298 <0.001 0.91 0.026 (0.019–0.033)

Full metric 414.35 310 <0.001 0.903 0.027 (0.019–0.033) −0.007 0.001

Full scalar 907.12 335 <0.001 0.47 0.060 (0.055–0.064) −0.433 0.033

Social

Configural 257.64 76 <0.001 0.941 0.071 (0.061–0.080)

Full metric 253.94 79 <0.001 0.943 0.068 (0.059–0.077) 0.002 −0.003

Full scalar 297.77 88 <0.001 0.932 0.071 (0.062–0.079) −0.011 0.003

GAD, generalized anxiety disorder symptoms; panic, panic disorder symptoms; and social anxiety, social anxiety symptoms. Changes in CFI and RMSEA are calculated
as differences between the metric invariance model relative to the configural invariance model and between the scalar invariance model relative to the metric invariance
model. The model with best statistical fit is highlighted in bold. a In this model, one of nine threshold parameters were constrained to be equal. This model is compared to
the full-metric model.

TABLE 4 | Tests of MI for child self-reports across ages 9 and 12.

χ2 df P CFI RMSEA 1CFI 1RMSEA

GAD

Configural 201.47 134 <0.001 0.963 0.031 (0.022–0.04)

Full metric 219.00 142 <0.001 0.958 0.033 (0.024–0.041) −0.005 0.002

Full scalar 273.10 150 <0.001 0.933 0.040 (0.032–0.048) −0.025 0.007

Partial scalara 219.41 143 <0.001 0.958 0.032 (0.024–0.041) 0.025 −0.008

Panic

Configural 324.73 298 <0.001 0.983 0.013 (0.000–0.022)

Full metric 364.34 310 <0.001 0.964 0.019 (0.008–0.026) −0.019 0.006

Partial metricb 328.83 307 <0.001 0.986 0.012 (0.000–0.021) 0.022 −0.007

Scalarc 442.99 316 <0.001 0.917 0.028 (0.022–0.034) −0.069 0.016

Partial scalard 334.14 310 <0.001 0.984 0.012 (0.000–0.021) −0.002 0.000

Social

Configural 143.92 76 <0.001 0.955 0.042 (0.031–0.052)

Full metric 189.32 82 <0.001 0.929 0.051 (0.041–0.060) −0.026 0.009

Partial metrice 142.38 78 <0.001 0.957 0.040 (0.030–0.051) 0.002 −0.002

Scalarf 150.62 80 <0.001 0.953 0.042 (0.031–0.052) −0.004 0.002

GAD, generalized anxiety disorder symptoms; panic, panic disorder symptoms; and social anxiety, social anxiety symptoms. Changes in CFI and RMSEA are calculated
as differences between the metric invariance model relative to the configural invariance model and between the scalar invariance model relative to the metric invariance
model. The model with best statistical fit is highlighted in bold. a In this model, two of nine threshold parameters were constrained to be equal. This model is compared to
the full-metric model. b In this model, 10 of 13 factor loading parameters were constrained to be equal. This model is compared to the configural invariance model. c In this
model, 3 of 13 threshold parameters were freely estimated across time. This model is compared to the partial metric model. d In this model, 4 of 13 threshold parameters
were constrained to be equal. This model is compared to the partial metric model. e In this model, three of seven factor loading parameters were constrained to be equal.
This model is compared to the configural invariance model. f In this model, three of seven threshold parameters are constrained across time. This model is compared to
the partial metric model.

across time. After imposing constraints on the item thresholds
across informants to test for scalar invariance, model fit was not
substantially diminished, supporting partial scalar MI.

Tests of MI: Maternal-Reports Across
Ages 9 and 12
The configural invariance model for GAD for mother-reports
across ages 9 and 12 was an excellent fit to the data
(Table 5). The fit of the metric invariance model was good, and

imposing constraints on the factor loadings did not markedly
diminish model fit, supporting metric invariance. After imposing
constraints on the item thresholds across informants, overall
model fit was still good and showed a minor reduction in model
fit as indexed by the CFI and a trivial reduction in the RMSEA.
Thus, scalar MI was supported.

The configural invariance model for panic disorder was an
adequate fit to the data. However, there were problems in
estimating the metric and scalar invariance models due to low
endorsement rates of item response options across multiple items
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TABLE 5 | Tests of MI for maternal-reports across ages 9 and 12.

χ2 df P CFI RMSEA 1CFI 1RMSEA

GAD

Configural 319.88 134 <0.001 0.950 0.052 (0.045–0.059)

Full metric 333.82 142 <0.001 0.948 0.051 (0.044–0.058) −0.002 −0.001

Full scalar 396.99 150 <0.001 0.933 0.057 (0.050–0.063) −0.015 0.006

Panic

Configural 501.40 298 <0.001 0.899 0.036 (0.031–0.042)

Separation

Configural 256.54 103 <0.001 0.900 0.054 (0.046–0.062)

Full metric 270.92 110 <0.001 0.896 0.053 (0.045–0.061) −0.004 −0.001

Partial metrica 252.09 109 <0.001 0.907 0.050 (0.042–0.059) 0.007 −0.004

Scalarb 307.39 117 <0.001 0.876 0.056 (0.049–0.064) −0.031 0.006

Social

Configural 234.44 76 <0.001 0.978 0.064 (0.054–0.073)

Full metric 348.49 82 <0.001 0.963 0.079 (0.071–0.088) −0.015 0.015

Partial metricc 211.41 81 <0.001 0.982 0.056 (0.047–0.065) 0.004 −0.008

Scalard 219.18 85 <0.002 0.981 0.055 (0.046–0.064) −0.001 −0.001

GAD, generalized anxiety disorder symptoms; panic, panic disorder symptoms; separation anxiety, separation anxiety disorder symptoms; social anxiety, social anxiety
symptoms. Changes in CFI and RMSEA are calculated as differences between the metric invariance model relative to the configural invariance model and between the
configural invariance model relative to the metric invariance model. The model with best statistical fit is highlighted in bold. a In this model, seven of eight factor loading
parameters were constrained to be equal. This model is compared to the configural invariance model. b In this model, 3 of 13 threshold parameters were freely estimated
across time. This model is compared to the partial metric model. c In this model, six of seven factor loading parameters were constrained to be equal. This model is
compared to the configural invariance model. b In this model, one of seven threshold parameters were freely estimated across time. This model is compared to the partial
metric model.

(i.e., empty cells in bivariate distributions). Thus, those models
could not be adequately tested.

The configural invariance model for separation anxiety
was good. The metric invariance model marginally reduced
model fit, but it was enough to result in a less than
adequate fit to the data. Comparisons of factor loadings
identified one parameter that statistically differed across time.
Model fit for the partial metric invariance model was good,
supporting partial metric invariance. After adding constraints
on item thresholds across time, model fit was reduced
and demonstrated a poor fit to the data. Comparisons
of item thresholds revealed that all parameters differed
across time. Thus, there was no support for partial scalar
invariance.

The fit for the configural invariance model for social phobia
for maternal-reports across ages 9 and 12 was excellent. The
metric invariance model was also an excellent fit to the data.
However, there was a reduction in model fit as indexed by
the CFI and the RMSEA. Comparisons of factor loadings
identified six (of seven) factor loadings that did not statistically
differ across age. Fit for the partial metric invariance model
was excellent, supporting partial metric invariance. As only
partial metric invariance was supported, when estimating scalar
invariance, the item threshold for the item that did not evince
equal factor loadings across time was freely estimated. After
imposing constraints on the item thresholds across time to
test for scalar invariance, overall model fit was excellent and
the model did not demonstrate a substantial reduction in fit
relative to the partial metric invariant model, supporting scalar
invariance.

DISCUSSION

There has been much previous work examining factors and
contexts that influence correspondence between parents’ and
their children’s reports of psychopathology (Achenbach et al.,
1987; De Los Reyes et al., 2015). However, there has been
much less research examining measurement properties between
informants that could influence the comparability of reports
of youth behavior. Similarly, there has been little attention to
examining MI across time, which is critical to understanding
whether mean-level changes across time are contaminated by
changes in measurement properties of items (Widaman et al.,
2010). In the present study, we used the subscales from the
SCARED to examine overall fit of each anxiety construct in
each informant and at each assessment. Then we examined MI
between mothers and their children at ages 9 and 12. Finally,
we examined invariance for each rater from middle childhood
to early adolescence. Overall, full MI was supported between
children and their mothers for social anxiety at both ages 9 and
12, but not for any other SCARED subscale. We found support
for partial metric invariance across mothers and children at age
9 for GAD. Longitudinally, full-scalar invariance was found for
maternal reports of GAD over time and partial scalar invariance
was supported for child reported panic and social anxiety and for
maternal reported separation anxiety across the two waves.

Thus, we found support for full-scalar invariance across
informants for only one SCARED subscale-social anxiety. This
indicates that direct comparisons of mean levels of child and
maternal reported anxiety symptoms are valid only for this scale
of the SCARED.
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To demonstrate “strong enough” measurement properties,
there has to be consistent evidence supporting at least partial
metric invariance across informants at both ages 9 and 12
(Marsh and Grayson, 1994). This indicates that a subset of
items reflect the same target latent construct across mothers
and their children. Thus, the construct reported on by each
informant is conceptually similar in form and reflects rank-
order associations among like-constructs. This suggests that
for the scales demonstrating at least partial metric invariance
inter-informant associations are meaningful. This condition was
satisfied by the GAD scale at both ages 9 and 12. However, the
lack of scalar invariance precludes comparing mean levels of
generalized anxiety across informants (Millsap, 2011).

Panic, school avoidance, and separation anxiety showed the
least evidence for MI. Although the panic symptom models
demonstrated good fit to the data in our four preliminary
models (i.e., separate informant and assessment; Table 1), tests
of configural invariance across informant yielded poor fit to the
data at age 9 and marginal fit to the data at age 12. Moreover,
the fit of configural invariance models for school avoidance
and separation anxiety was poor. Fit of these models may have
been impacted by the developmental level of the children in
the study. School avoidance and separation anxiety are typically
observed at higher levels earlier in development. Thus, the
coherence of the items in later childhood may be poorer than
earlier in development (Hayward et al., 2000; Mathyssek et al.,
2012). Moreover, incidence of panic continues to rise through
adolescence (Beesdo et al., 2009) and item functioning may
continue to change.

Examining the pattern of differences in factor loadings
and thresholds between child and maternal reports, there is
a consistent pattern of maternal reports having larger factor
loadings and thresholds. Stronger factor loadings for maternal
scores suggest that their ratings have greater precision and are
better at discriminating between children with high and low
levels of anxiety. Higher item thresholds for maternal than child-
reported items suggest that symptoms need to be more severe
for mothers to rate them as present relative to children. Taken
together, these findings pose significant challenges to comparing
levels of anxiety across mothers and youth. With only a few
exceptions, these results argue against direct comparisons of
mothers’ and youth’s anxiety ratings.

Our models testing longitudinal invariance demonstrated
greater, albeit modest, support for MI over time for each
informant taken separately. Maternal reports of youth GAD
achieved full-scalar invariance, suggesting that scores from this
scale are comparable from middle childhood to early adolescence.
Child-reports of panic and social anxiety and maternal-reports
of separation anxiety demonstrated a good fit to the data
and partial scalar invariance. For these scales, there were
some items that demonstrate invariance across time, permitting
longitudinal comparisons of latent mean-level differences on
the full set of items or examining mean-level differences on
the subset of items. These comparisons should reflect true
changes in the constructs, rather than being conflated with
changes in item properties. Child-report of GAD and maternal-
report of social anxiety each had a small number of items

with invariant factor loadings and threshold. Based on these
results, there should be concern about relying on this set of
items/scales to assess developmental changes on dimensions
of anxiety symptoms, particularly when relying on child self-
reports, and provide little basis for combining these ratings.
However, our findings raise the question of whether these
subscales evidence MI invariance over shorter periods of time
and from pre- to post-test in evaluations of interventions. If
psychometric functioning is changing over time, it may not be
possible to distinguish intervention effects from measurement
changes.

In our work, we focused on the primary, lower-order scales
that demonstrated at least adequate fit for a one-factor model.
In this evaluation, school phobia and some of the assessments
of separation anxiety were not unitary factors. Thus, we did not
evaluate these dimensions for MI. This suggests that more in-
depth analysis of these dimensions is warranted, although there
are only four items on the school phobia subscale, restricting
alternative modeling strategies to yield better fit. Alternatively,
because school phobia and separation anxiety are most common
in early childhood, there may have been limited variability
in responses for these dimensions at ages 9 and 12. Earlier
assessments of school phobia and separation anxiety may have
greater variability (Merikangas et al., 2010) and could lead to
better fitting models. Examination of other instruments (e.g., the
RCADS; Chorpita et al., 2000) across informants and time would
provide leverage to determine whether this is a measure-specific
or construct assessment challenge.

The present study employed an underutilized lens to better
understand sources of discrepancy between child- and parent-
reports of anxiety, as well as instability of anxiety symptoms from
middle childhood to early adolescence. We employed a relatively
large sample of mothers and youth who reported on multiple
dimensions of anxiety symptomatology in middle childhood
and early adolescence. However, our work has some limitations.
First, our data came from a community sample with modest
levels of symptomatology. Further, we had truncated ranges
of item endorsement and collapsed our highest endorsement
categories. We are unsure how this may have affected the
findings. Second, we used only a single measure of anxiety,
albeit one of the most frequently employed with children and
adolescents. It is possible that other measures may demonstrate
different levels of robustness across informants or longitudinal
assessments. Third, we relied solely on comparisons between
mothers and children. It is important to consider whether
other caregivers (e.g., fathers) and teachers report on the same
constructs of behavior problems in children. Fourth, we focused
on individual subscales, rather than the total SCARED score.
Thus, our work emphasizes these anxiety domains, but does
not speak to the similarity in the overall structure of anxiety
between informants and across time. Additional analyses would
be necessary that focus on the broader dimensional model of
the SCARED as a whole. Here, preliminary multidimensional
models for the total SCARED produced good fit at age 9,
but only a marginal fit at age 12. Thus, there is some
evidence that the general structure may differ across time.
Adequate testing of this more complex model would require a
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larger sample with greater variability in anxiety severity. Fifth,
there was some selection for continuing the study when youth
had lower levels of internalizing problems at age 3. Though this
difference was small.

In sum, our findings illustrate that it is critical to evaluate
measurement properties of anxiety symptom rating scales using
sophisticated measurement strategies. We found that associations
across informants may be compromised by differences in the
functioning of items on the scale being examined. In such
cases, testing for differences between informants and combining
ratings across informants to yield single indices of severity
are both inappropriate. However, there was also evidence that
measurement functioning for some anxiety dimensions remained
consistent over time. Thus, a few of the dimensions of the
SCARED are valid for assessing longitudinal change. As it may
be difficult to know a priori which measures are appropriate for
assessing change, there is a pressing need for a comprehensive
effort to evaluate MI for the full range of scales commonly used
to assess developmental trajectories and response to treatment in
child and adolescent clinical psychology and psychiatry.
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Affect lability, an important aspect of emotion dysregulation, characterizes several
psychiatric conditions. The short Affective Lability Scales (ALS-18) measures three
aspects of changeability between euthymia and affect states (Anxiety/Depression, AD;
Depression/Elation, DE; and Anger, Ang). The aim of our study was to investigate the
psychometric characteristics of an Italian version of the ALS-18 in a sample of adults
recruited from the general population. The sample was composed of 494 adults (343
women and 151 men) aged 18 and higher (mean age = 31.73 years, SD = 12.6). All
participants were administered a checklist assessing socio-demographic variables, the
ALS-18 and measures of depression and difficulties in emotion regulation. Confirmatory
factor analyses indicated adequate fit of the three-factor model (RMSEA = 0.061, 95%
CI = 0.054/0.069; CFI = 0.99; SRMR = 0.055), and the presence of a higher-order
general factor. Internal consistency was satisfactory for all the lower-order dimensions
and the general factor (ordinal α > 0.70). The ALS-18 was significantly associated with
concurrent measures of depression and difficulties in emotion regulation. These findings
indicate that the ALS-18 is a valid and reliable instrument for measuring affect lability,
although discriminant validity of subdimensions scores could be problematic.

Keywords: affect lability, emotion dysregulation, Affective Lability Scales (ALS-18), psychometric properties of
ALS-18, validity and reliability of ALS-18

INTRODUCTION

Past studies suggested that emotion dysregulation could be associated with the development and
maintenance of various psychiatric disorders and maladaptive behaviors (Amstadter, 2008; Aldao
et al., 2010; Svaldi et al., 2012; American Psychiatric Association, 2013; Contardi et al., 2013).
An important aspect of emotion dysregulation is affect lability intended as abnormally frequent,
intense, and wide ranging changes in affective states (Thompson et al., 2011). Affect lability is
present in several psychiatric conditions and is characteristic of the bipolar disorder and the
borderline personality disorder (Henry et al., 2008; Aminoff et al., 2012; Reich et al., 2012). For
example, affect lability has recently been found to mediate the relationship between childhood
trauma and suicide attempts in bipolar patients (Aas et al., 2017).

The construct of affect lability has strong relationships with other personological constructs
such as neuroticism (McCrae and Costa, 1987) and cyclothymia (Akiskal, 2001). Neuroticism
(also known as emotional stability-instability or negative emotionality) is part of major models
of normal personality structure (i.e., Eysenck’s Three Factor model, and the Big Five model) and
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it is an ubiquitous element of many personality measures
(McCrae and Costa, 1987; Zuckerman et al., 1993). Negative
emotionality is a central component in neuroticism, along with
cognitive and behavioral facets (McCrae and Costa, 1987).
For example, in the NEO Personality Inventory (NEO-PI-3)
neuroticism is composed of six facets (i.e., Anxiety, Angry
Hostility, Depression, Self-Consciousness, Impulsiveness, and
Vulnerability) (McCrae et al., 2005). Questionnaires assessing
neuroticism generally measure the frequency of negative
emotional states and how easily they are experienced by the
individual (e.g., “Get stressed out easily.”, “Often feel blue.”,
“Lose my temper.”) (Maples et al., 2014). Conversely, measures of
affect lability assess how frequently emotionality change between
two specific polarized emotions (e.g., “At times I feel just as
realized as everyone else and then within minutes I become
so nervous that I feel light-headed and dizzy.”, “I switch back
and forth between being extremely energetic and having so little
energy that it’s a huge effort just to get where I’m going.”). Thus,
although affect lability could be considered a facet of neuroticism,
it has a close relationship with the psychiatric construct of
cyclothymia. Kraepelin described the cyclothymic disposition
as one of the constitutional substrates of the manic-depressive
illness (Akiskal, 2001). According to Akiskal (2001) cyclothymic
individuals report short cycles of mood swings, characterized
mainly by depression and hypomania but also by labile-angry-
irritable moods. Mood swings are essentially biphasic, with
lethargy alternating with eutonia, or unexplained tearfulness
alternating with excessive punning and jocularity (Akiskal and
Mallya, 1987).

To measure affect lability, Harvey et al. (1989) developed
the Affective Lability Scales (ALS), a 58-item questionnaire
measuring changeability among euthymia and four affect states
(i.e., depression, elation, anger, and anxiety). The four studies
presented in their research indicated satisfactory reliability
(internal consistency and stability), discriminant validity with a
measure of affect intensity, and concurrent validity with measures
of depression (Harvey et al., 1989). Nevertheless, Oliver and
Simons (2004) considered the ALS too lengthy and developed
a 18-item short form (ALS-18) consisting of at least two items
from each dimensions of the ALS. In a non-clinical sample of
university students a confirmatory factor analysis supported the
adequacy of both a three-factor structure (Anxiety/Depression,
AD; Depression/Elation, DE, Anger, Ang) (Bentler–Bonnett
Non-normed Fit Index [NNFI] = 0.90; Comparative Fit Index
[CFI] = 0.92; Root Mean Square Error of Approximation
[RMSEA] = 0.06), and a six-factor model reflecting the structure
of the original 58-item version (NNFI = 0.94; CFI = 0.96;
RMSEA = 0.05) (Oliver and Simons, 2004). However, the six-
factor model included two dimensions composed of only 2 items
(Elation and Hypomania), and internal consistency was found
to be lower than for the three-factor model. Further studies
investigated successfully the adequacy of the three-factor model
in different clinical populations (e.g., personality disorders,
bipolar disorder patients and relatives, and ADHD) (Look et al.,
2010; Aas et al., 2015; Weibel et al., 2017). For example, Look
et al. (2010) investigated factor structure and psychometric
properties of the ALS-18 in patients with personality disorders

and individuals without any psychiatric conditions, and reported
satisfactory reliability and good discriminant validity (i.e., people
with DSM-IV Cluster B personality disorders reported higher
scores than individuals with Cluster A and Cluster C disorders,
and people without any psychiatric condition) (Look et al., 2010).
Discriminant validity was also supported when differentiating
ADHD patients from healthy controls (Weibel et al., 2017), or
bipolar patients from relatives and healthy controls (Aas et al.,
2015).

Based on the results presented above, and given that the
psychometric characteristics of an Italian version of the ALS-
18 (as well as the original 54-item version) have not already
been investigated, the aim of our study was to investigate factor
structure, validity and reliability of the Italian version of the ALS-
18 in a non-clinical sample of adults from the general population,
as a first step for a cross-cultural validation of the questionnaire.
In line with previous studies (Look et al., 2010; Aas et al., 2015;
Weibel et al., 2017), we tested the fit of a three-factor model and
its superiority over a one-factor model. Considering that previous
studies indicated that dimensions of the ALS-18 could be strongly
correlated (r ≥ 0.64) (Amstadter, 2008; Look et al., 2010), we also
tested whether a hierarchical factor model, with three specific
factors (AD, DE, and Ang) loading on a higher-order general
factor, or a bi-factor model, with each items loading upon both a
group factor (AD, DE, and Ang) and a general factor (AL) could
represent well the factor structure of the ALS-18 (Figure 1).

MATERIALS AND METHODS

Participants and Procedure
The sample was composed of 494 adults (343 women and 151
men). Mean age of the participants was 31.73 years (SD = 12.61).
Inclusion criteria were ages of 18 and higher. Exclusion criteria
were the presence of any condition affecting the ability to take
the assessment, including illiteracy or denial of informed consent.
The sample was recruited through advertisements (flyers,
newspaper and online ads) posted for established community
groups, and directly from university communities (n = 194) of the
authors of the present research. Individuals were approached by
psychologists who informed them about the aim of the study and
explained how to fill-in the questionnaire. They participated in
the study voluntarily and received no payment. Each participant
provided written, informed consent prior to data collection. The
study protocol received ethics approval from the local research
ethics review board. Sociodemographic characteristics of the
sample are reported in Table 1.

Measures
At entry into the study, all participants were administered a
checklist assessing socio-demographic variables (sex, age, marital
status, job, and school attainment), and the Italian version of
the ALS-18, the Teate Depression Inventory (TDI; Balsamo
et al., 2014; Balsamo and Saggino, 2014), and the Difficulties in
Emotion Regulation Scale (DERS) (Gratz and Roemer, 2004).

The original version of the ALS-18 is an 18-item self-report
measure used to assess the affect lability. Items are rated on a
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FIGURE 1 | Structural models (A) Three factor model, (B) Hierarchical three factor model, (C) Bifactor model, and (D) One-factor model.
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TABLE 1 | Characteristics of the sample (n = 494).

Variables Percentages (Mean ± SD)

Sex

Men 30.6%

Women 69.4%

Age – M(SD) (31.73 ± 12.61)

Marital status

Not-married (including widowed and divorced) 79.7%

Married 20.3%

School attainment (number of years)

≤8 7.1%

≤13 53.8%

≥16 39.1%

Job status

Student 43.6%

Employed 47.2%

Unemployed 5.1%

Retired 4.1%

SD, standard deviation.

4-point Likert type scale (from 0 = very uncharacteristic of me
to 3 = very characteristic of me). In the present study, we used an
Italian adaptation of this scale. Two bilingual researchers adapted
the present version of the questionnaire from the original English
version using the back-translation procedure.

The TDI is a 21-item self-report instrument designed to assess
major depressive disorder as specified by the latest editions
of the Diagnostic and Statistical Manual of Mental Disorders
(DSM; American Psychiatric Association, 2000, 2013), in order
to overcome psychometric weaknesses of existing measures of
depression (Balsamo and Saggino, 2007). Each item is rated on a
five-point Likert-type scale, ranging from 0 (always) to 4 (never).
The TDI demonstrated good psychometric properties (Balsamo
et al., 2013, 2014, 2015a,b,c; Innamorati et al., 2013; Saggino et al.,
2017). In the present sample, Cronbach’s α was 0.93.

The DERS is a 36-item multidimensional self-report measure
assessing the individual’s characteristic patterns of emotion
regulation. Items are rated on a 5-point Likert-type scale (from
1 = almost never to 5 = almost always) indicating the degree
to which each statement describes the respondent’s behavior.
It contains the following six subscales: (1) Non-acceptance of
emotional responses; (2) Difficulties engaging in goal-directed
behavior when experiencing negative emotions (Goals); (3)
Impulse control difficulties when experiencing negative emotions
(Impulse); (4) Lack of emotional awareness; (5) Limited access
to emotion regulation strategies that are perceived as effective;

and (6) Lack of emotional clarity. In the current sample internal
consistency ranged between 0.76 for Awareness and 0.88 for
Acceptance.

Statistical Analysis
All the analyses were performed with the Statistical Package for
the Social Sciences (SPSS) 19.0 for Windows, and Lisrel 8.80
(Jöreskog and Sörbom, 2006).

Confirmatory factor analysis was performed using a Robust
Diagonally Weighted Least Squares estimator (DWLSE) with
a polychoric correlation matrix. Model fit was assessed using
the following indices: (1) the Root Mean Square Error of
Approximation (RMSEA), with values between 0.05 and 0.08
indicative of adequacy of the model, and values below 0.05
indicating evidence of good fit (Browne and Cudek, 1993; Hu and
Bentler, 1999); (2) the Comparative Fit Index (CFI), with values
greater than 0.95/0.96 indicating good fit of the model; (3) the
Standardized Root Mean Square Residual (SRMR), with values of
less than 0.08 indicating good fit (Hu and Bentler, 1999); and (4)
the Satorra-Bentler scaled chi-square (χ2) test and the normed
χ2 (χ2/degrees of freedom). P-values for the χ2 test greater than
0.05 and a normed χ2 less than 3 (Schreiber et al., 2006) indicate
that the model is an adequate fit to the data, although the χ2 test
over-reject true models for large samples. The Expected Cross-
validation Index (ECVI) was used to compare competing models
(Browne and Cudeck, 1989).

Although the aim of the present study was to compare the
four competing factor models and select the one with the best
fit, the proposed three-factor model and the hierarchical three-
factor model are equivalent (i.e., each factor directly or indirectly
is related to all the other latent variables) and yield the same
fit to the data (MacCallum et al., 1993; Leone, 2009). Thus, the
comparison of fit indices is inconclusive in demonstrating which
of the two models is better.

As measures of reliability, we reported ordinal Cronbach’s
alpha (α) (Zumbo et al., 2007). Associations with
sociodemographic variables and other measures were evaluated
by means of a series of t-tests and Pearson’s r indices of
correlations.

RESULTS

Confirmatory Factor Analysis
The bi-factor model did not converge, and the statistical
software issued a warning message indicating that Phi (i.e., the
variance/covariance matrix between latent variables) was not
positive definite. The other competing models all had significant

TABLE 2 | Fit indices for the competing factor models.

Model χ2 (df) RMSEA (90%CI) CFI SRMR ECVI (90% CI)

Original three-factor model 369.02∗ (132) 0.061 (0.054/0.069) 0.99 0.054 0.93 (0.81/1.05)

Three-factor hierarchical model 369.02∗ (132) 0.061 (0.054/0.069) 0.99 0.054 0.93 (0.81/1.05)

One-factor model 610.30∗ (135) 0.085 (0.079/0.092) 0.98 0.066 1.41 (1.26/1.58)

∗p < 0.001.
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χ2 (p < 0.001), indicating potential misfit of the models
(see Table 2). On the contrary other fit indices indicated the
adequacy of both the one-factor model (RMSEA = 0.072, 95%
CI = 0.064/0.079; CFI = 0.98; SRMR = 0.066), and the three
factor model (RMSEA = 0.061, 95% CI = 0.054/0.069; CFI = 0.99;
SRMR = 0.055). Nevertheless, the ECVI suggested the superiority
of the three-factor model (0.93 vs. 1.41).

The latent dimensions of the three-factor model were highly
correlated (r between 0.83 for AD/DE and 0.93 for AD/Ang),
and when modeling a hierarchical factor model, factor loadings
on the higher-order general factor were all significant (0.93
for AD, 0.89 for DE and 0.99 for Ang). Each item of the
ALS-18 loaded significantly on its hypothesized dimension
(Table 3).

Psychometric Properties of the ALS-18
Considering that fit indices suggested that the three-factor
model could represent better the latent structure of the ALS-
18, the following analyses will be based on this factor model.
Internal consistency of the ALS-18 was satisfactory for all
the lower-order dimensions (Table 4), and for the general
factor (ordinal alpha = 0.95). Scores on the ALS-18 were
not associated with sex (p > 0.05 for t-tests), or with age
(r between −0.09 for DE and −0.14 for AD). The ALS-18
dimensions and the general factor were all significantly associated
with concurrent measures of depression and difficulties in
emotion regulation (Table 4). Correlations with the TDI were all
significant and moderate (r ≥ 0.4), ranging from 0.47 for Ang to
0.59 for AD.

DISCUSSION

In our sample, the three-factor model fitted the data well. This
is in line with previous studies which evaluated the structure of
other versions of the ALS-18 (Look et al., 2010; Aas et al., 2015;
Weibel et al., 2017). Our results could also support the presence
of a higher-order general factor suggesting the possibility to
compute a total score as generally reported in the literature (Look
et al., 2010; Aas et al., 2015; Weibel et al., 2017). Nevertheless,
when comparing the three-factor and the hierarchical models

TABLE 3 | Standardized factor loadings for the ALS-18 items (n = 494).

Items AD Items DE Items Ang

ALS1 0.83 ALS2 0.66 ALS4 0.80

ALS3 0.86 ALS10 0.77 ALS8 0.85

ALS5 0.84 ALS12 0.86 ALS9 0.87

ALS6 0.72 ALS13 0.62 ALS11 0.69

ALS7 0.92 ALS15 0.72 ALS14 0.79

ALS16 0.85

ALS17 0.62

ALS18 0.61

Ordinal alpha 0.91 0.89 0.89

AD, Anxiety/Depression; DE, Depression/Elation; Ang, Anger. TA
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the design of our study was not conclusive in demonstrating the
superiority of one model over the other (MacCallum et al., 1993;
Leone, 2009). Furthermore, the bi-factor model was empirical
underidentified denoting that our study did not permit a test
of the hypothesized bi-factor model (Green and Yang, 2017).
However, as far as we know, this was the first temptative study
which assessed directly the fit of a hierarchical or bifactor model
for the ALS-18.

Inter-correlations among the three dimensions of the ALS-
18 were high (r ≥ 0.83), and despite also other studies reported
strong intercorrelations among latent factors (Amstadter, 2008;
Look et al., 2010), our figures are higher than those reported
in those studies. These data could indicate non-satisfactory
discriminant validity of subdimensions scores (Look et al., 2010).
The three dimensions and the general factor all had adequate
internal consistency.

ALS-18 subdimensions and total score were not associated
with sex or age. In the past only Harvey et al. (1989) have
investigated this topic for the 54-item ALS and reported
sex differences for the depression scale only, suggesting a
possible tendency for men to experience depression as a
more transient and changeable phenomenon than do women.
Conversely, the ALS-18 subdimensions and the general factor
were all significantly associated with concurrent measures
of depression and difficulties in emotion regulation. Our
results are partially discordant from findings of previous
studies. For example, Oliver and Simons (2004), in a non-
clinical sample of university students, reported significant but
negative correlations between the ALS-18 and the Center
for Epidemiologic Studies-Depression Scale (r between −0.33
for Ang and −0.47 for AD). Conversely in our sample, the
correlations were all significant and positive. Unfortunately,
Oliver and Simons (2004) did not comment this result in their
article. Nevertheless, Weibel et al. (2017), who administered
a short version of the Beck Depression Inventory (BDI),
reported an r of 0.34 (p < 0.05) between the ALS-18 total
score and the BDI. The positive association between depression
and affect lability possibly indicates that people with higher
lability could experience phases of depression, despite the two
constructs are only moderately correlated and both depression
and affect lability should be assessed independently (Weibel
et al., 2017). The results could also be seen as supportive of
the concept of “soft bipolars spectrum” (Akiskal and Mallya,
1987). In fact, several patients who receive a diagnosis of major
depression (MDD) have subthreshold symptoms of bipolarity,
which includes biphasic mood swings and cyclothymic traits.
These patients differ from pure MDD patients and patients
with bipolar disorder for their temperamental profile and for
clinical variables (Innamorati et al., 2015). Innamorati et al.
(2015), investigating the role of cyclothymic temperament in
characterizing mood disorder patients, evidenced that around
39% of inpatients with unipolar depression could be included
in the soft bipolar spectrum according to their affective
temperament. These patients seem to differ from patients with
pure major mood disorders for levels of hopelessness and suicide
risk.

Correlations with the DERS were also generally moderate
(r ≥ 0.4) with the exclusion of the dimension Awareness of
the DERS whose correlations with the ALS-18 were weak (r
between 0.10 and 0.16). This means that also the relationship
between affect lability and difficulties in emotion regulation
could be complex with a partial independence of these two
constructs.

Our results must be considered in light of some issues
referred to the design of the study. First, in our sample
there was a disproportion of female participants compared to
males probably associated with the recruitment of university
students from the authors’ university communities. This bias
also prevented us from assessing structural invariance of the
questionnaire between sex. Second, our results are based on
a general community sample of adults, composed mostly of
young adults, which limits the generalizability of these findings to
clinical conditions or older adults. Third, we administered only
self-report measures potentially affected by social desirability.
In conclusion, this may considered only a first necessary
step in the process of the cross-cultural validation of the
ALS-18.

CONCLUSION

Our results indicate that the Italian version of the ALS-18
can produce valid and reliable assessments of affect lability.
Additional studies are needed from clinical samples or samples of
older adults with further psychometric assessments of reliability
and measurement errors to draw clear recommendations for
clinical practice use and research.
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Given that Fibromyalgia Syndrome (FMS) is associated with problems in emotion

regulation, the importance of assessing this construct is widely acknowledged by

clinical psychologists and pain specialists. Although the Cognitive Emotion Regulation

Questionnaire (CERQ) is a self-report measure used worldwide, there are no data on its

psychometric properties in patients with FMS. This study analyzed the dimensionality,

reliability, and validity of the CERQ in a sample of 231 patients with FMS. Given that

“fibrofog” is one of the most disabling FMS symptoms, in the present study, items in

the CERQ were grouped by dimension. This change in item presentation was conceived

as an efficient way of facilitating responses as a result of a clear understanding of what

the items related to each dimension are attempting to measure. The following battery of

measures was administered: the CERQ, the Revised Fibromyalgia Impact Questionnaire,

the Pain Catastrophizing Scale, the Center for Epidemiologic Studies Depression Scale,

and the State-Trait Anxiety Inventory. Four models of the CERQ structure were examined

and confirmatory factor analyses supported the original factor model, consisting of nine

factors—Self-blame, Acceptance, Rumination, Positive refocusing, Refocus on planning,

Positive reappraisal, Putting into perspective, Catastrophizing, and Other-blame. There

was minimal overlap between CERQ subscales and their internal consistency was

adequate. Correlational and regression analyses supported the construct validity of the

CERQ. Our findings indicate that the CERQ (items-grouped version) is a sound instrument

for assessing cognitive emotion regulation in patients with FMS.

Keywords: cognitive emotion regulation questionnaire (cerq), fibromyalgia, pain, depression, confirmatory factor

analysis
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INTRODUCTION

Chronic pain conditions, such as fibromyalgia syndrome (FMS),
are amongst the most common health problems managed by
general practitioners, rheumatologists, and clinical psychologists
(Häuser et al., 2015). FMS is characterized by multifocal
pain, fatigue, non-restorative sleep, cognitive complaints (also
known as fibrofog: lack of attention-concentration, decrease
in memory, and loss of vocabulary, which are exacerbated in
stressful situations), high levels of distress, and is associated
with greater affect intensity, which in turn correlates with
more pain and fatigue in those patients with deficient emotion
processing skills (van Middendorp et al., 2008; Geenen et al.,
2012). Emotion regulation refers to “the extrinsic and intrinsic
processes responsible for monitoring, evaluating and modifying
emotional reactions, especially their intensive and temporal
features, to accomplish one’s goals” (Thompson, 1994, p. 27).
According to van Middendorp et al. (2008), the strategies to
regulate unpleasant emotions such as sadness or anger play
an important role in the maintenance or exacerbation of
FMS symptoms. Moreover, impaired emotion regulation is a
transdiagnostic risk factor that has been implicated in many
disorders, including those related to mood, anxiety, substance
use, personality, and eating (Naragon-Gainey et al., 2017).
Emotion regulation strategies have been incorporated into some
models of psychopathology and various therapeutic approaches
(Aldao et al., 2010). For instance, Catastrophizing is a critically
important risk factor for adverse pain-related outcomes and
is directly associated with amplification of pain processing in
the brain, whereas Reappraisal has a beneficial impact on an
individual’s emotional state. In the long-term, it reduces chronic
arousal of the hypothalamic-pituitary-adrenal axis (Edwards
et al., 2009; Malfliet et al., 2017).

Hence, the availability of conceptually and psychometrically
sound measures of emotion reactivity (how readily one
experiences an emotion, how intensely, and for how long)
and emotion regulation is an important component in the
comprehensive assessment of patients in clinical research
and practice (Zelkowitz and Cole, 2016). Focusing on the
self-regulatory, conscious, cognitive components of emotion
regulation, Garnefski et al. (2001) developed the Cognitive
Emotion Regulation Questionnaire (CERQ). The authors
revised existing measures to take out or reformulate items
capturing cognitive dimensions, to transform non-cognitive
coping strategies into cognitive dimensions, and to add new
strategies taking into account rational grounds. The CERQ is a
36-item self-report measure that captures stable-dispositional
cognitive emotion regulation strategies when people experience
stressful or threatening life experiences. Specifically, the
following strategies are measured: Self-blame, Blaming others,
Acceptance, Refocusing on planning, Positive refocusing,
Rumination, Positive reappraisal, Putting into perspective,
and Catastrophizing. Self-blame and Blaming others are the
cognitive strategies which refer to causal attribution of the
negative event to oneself or the others; Rumination consists
in overthinking about the consequences of the negative event;
Catastrophizing is described as anticipating thoughts about

exaggerated consequences of the negative event; on the other
hand, Putting into perspective refers to relativizing the unpleasant
event by comparing it to others or considering its impact over
time; Positive refocusing consists of trying to keep the attention
on pleasant thoughts after the occurrence of a negative situation;
Positive reappraisal, is the strategy by which the individual tries
to find the silver lining in the negative event; Acceptance refers
to the cognitive process by which the individual stops trying
to change the negative situation or the emotions that it caused
and just experiences them; finally, Planning is described as the
strategy by which the attention is focused on what the individual
can do to solve the unpleasant situation or make it easier to
deal with. A detailed explanation of the cognitive strategies is
provided in the pioneer study by Garnefski et al. (2001).

When adults from a clinical sample with clinically relevant
depression and anxiety, and subjects from a matched non-
clinical sample both completed the CERQ, Garnefski et al. (2002)
found Cronbach’s α values that ranged from 0.72 (Acceptance)
to 0.85 (Self-blame). For cognitive research to remain linked
to clinical practice, it is crucial for instruments to perform
well in both clinical and non-clinical samples. Garnefski et al.
(2002) found significant differences between the clinical and the
non-clinical groups in Catastrophizing, Self-blame, Rumination,
Other-blame, Positive reappraisal, and Acceptance. Of these
strategies, only Positive reappraisal appeared to be reported
significantly more often by the non-clinical group than by the
clinical group. Garnefski and Kraaij (2006) compared early
adolescent, late adolescent, adult, elderly and psychiatric samples
on their reported use of cognitive emotion regulation strategies.
As expected, data analyses revealed significantly higher scores for
Self-blame, Rumination, Catastrophizing and Other-blame in the
adult psychiatric sample, supporting the construct validity of the
CERQ. In another study, Garnefski and Kraaij (2007) reported
adequate goodness-of fit values for the nine-factor model (CFI=
0.92 and 0.97 in two different time points), which confirmed the
robustness of the CERQ factor structure.

The CERQ has been translated and validated into many
languages and cultures, such as French (Jermann et al., 2006),
Chinese (Zhu et al., 2008), Turkish (Tuna and Bozo, 2012),
Persian (Abdi et al., 2012), Spanish (Domínguez-Sánchez et al.,
2013;Medrano et al., 2013; Domínguez-Lara andMedrano, 2016)
and Arabic (Megreya et al., 2016), showing adequate reliability
and validity. A recent cross-cultural study (Potthoff et al.,
2016) compared CERQ scores across six European countries
(Netherlands, Hungary, Spain, Italy, Portugal, and Germany)
using general population samples, all comparable in terms of
age and educational backgrounds. Although some between-
country differences were observed in subscale scores, there
was a consistent link between cognitive emotion regulation
strategies and psychopathology. More recently, Ireland et al.
(2017) examined the dimensionality, and construct validity of
the CERQ, both short (18 items) and long (36 items) form,
in 795 community residents evaluated online. Although model
fit was better for the 18-item CERQ, the correlational analyses
with difficulties in emotion regulation and positive/negative
affect values indicated a statistically significant small to
medium drop in variance explained by the CERQ-short when
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compared with the full CERQ, which suggests better convergent
validity for the full version of the instrument. To sum
up, the CERQ seems to be an optimal candidate for the
assessment of emotion regulation in clinical and non-clinical
samples.

To date, none of the published studies on the CERQ has
examined the psychometric properties of the instrument in
patients with FMS. Verification of the original nine-factor model,
as well as of adequate reliability and validity in these patients, is
lacking. Taking this as its foundation, the present study examines
the internal consistency and convergent-discriminant validity
of the Spanish CERQ and evaluates its dimensionality using
confirmatory factor analysis (CFA) in a pooled sample of patients
with FMS. In line with previous studies, a nine-factor solution in
addition to unidimensional and hierarchical factor solutions were
tested. We expected that the original nine-factor model would
provide the best fit. Second, the internal consistency (Cronbach’s
α) of the best fitting factor structure of the CERQwas determined.
Third, construct validity (convergent validity) of the best fitting
factor structure of the CERQ was assessed by investigating
the relationships with self-report measures of psychological
symptoms (anxiety and depression) and pain-related constructs
such as pain catastrophizing and functional status in FMS. Given
that depression is a disorder characterized by impaired emotion
regulation (Joormann and Stanton, 2016), we compared the
CERQ scores of subgroups of FMS patients with distinct levels of
depressive symptoms to establish the discriminant validity of the
CERQ.

MATERIALS AND METHODS

In the present study, we utilized the dataset from the
Fibromyalgia Subtypes study (Luciano et al., 2016) and early-
stage data from the EUDAIMON study (Feliu-Soler et al., 2016).
Study data are available from the corresponding author. Written
informed consent was obtained from patients of both studies.
Table 1 displays participant characteristics for the two samples.

Sample 1 (Fibromyalgia Subtypes study) consisted of a
convenience sample of 160 adult patients with FMS recruited
from 14 physician practices within the Barcelona metropolitan
area (Spain). The family physicians at these centers referred
suspected FMS cases to Viladecans Hospital or Sant Joan
de Déu Hospital (the two reference hospitals in the area).
Rheumatologists from these hospitals confirmed or ruled
out the diagnosis of FMS following American College of
Rheumatology (ACR) 1990 criteria (Wolfe et al., 1990), and
added the patients to a database if they received a FMS
diagnosis. Adult patients (≥18 years-old) in these databases
were candidates for inclusion in the study. A detailed
description of the study protocol and inclusion/exclusion
criteria can be found elsewhere (Luciano et al., 2016).
The study protocol was approved by the Ethics Committee
at the Sant Joan de Déu Foundation (CEIC PIC-33-11;
Esplugues de Llobregat, Spain) and by the Jordi Gol i Gurina
Foundation research ethics committee (P12/94; Barcelona,
Spain).

TABLE 1 | Participant Characteristics for the Two Samples and the Entire Sample.

Socio-demographic variables Sample 1

(n = 160)

Sample 2

(n = 71)

Total sample

(n = 231)

Gender (n females, %) 156 (97.5) 71 (100) 227 (98.3)

Age, M (SD) 57.28 (8.8) 52.63 (7.2) 55.89 (8.6)

Marital status, n (%)

Single 5 (3.1) 3 (4.2) 8 (3.5)

Married/Living with a partner 118 (73.8) 57 (80.3) 175 (76.1)

Separated/divorced 20 (12.5) 9 (12.7) 29 (12.6)

Widowed 17 (10.6) 1 (1.4) 18 (7.8)

Living arrangements, n (%)

Living alone 18 (11.3) 1 (1.4) 19 (8.2)

Living with someone

(spouse/partner/relatives)

142 (88.8) 69 (97.2) 211 (91.3)

Educational level, n (%)

No formal education 33 (20.6) 1 (1.4) 33 (14.3)

Did not graduate from primary

school

30 (18.8) 2 (2.8) 32 (13.9)

Primary school 56 (35) 36 (50.7) 92 (39.8)

Secondary school 35 (21.9) 30 (42.3) 65 (28.1)

University 6 (3.8) 2 (2.8) 8 (3.5)

Work status, n (%)

Homemaker 40 (25) 9 (12.9) 49 (21.3)

Paid employment 25 (15.6) 23 (32.9) 48 (20.8)

Paid employment but on sick leave 7 (4.4) 6 (8.6) 13 (5.7)

Unemployed with allowance 25 (15.6) 6 (8.6) 31 (13.4)

Unemployed without allowance 14 (8.8) 11 (15.7) 25 (10.8)

Retired/pensioner 25 (15.6) 7 (10) 32 (13.9)

Temporarily disabled – 1 (1.4) 1 (0.4)

Others (e.g., student) 24 (15) 7 (10) 31 (13.8)

Clinical variables, M (SD)

FIQ-R (0-100) 68.90 (18.87) 59.41 (21.23) 65.99 (20.07)

Function (0-30) 20.54 (6.67) 18.20 (6.50) 19.81 (6.70)

Overall impact (0-20) 12.79 (7.33) 9.29 (7.31) 11.71 (7.49)

Severity of symptoms (0-50) 35.58 (8.07) 31.91 (9.83) 34.45 (8.80)

PCS (0-52) 31.47 (14.06) 21.63 (13.25) 28.48 (14.52)

Rumination (0–16) 10.36 (4.82) 7.70 (4.93) 9.55 (4.98)

Magnification (0-12) 6.49 (3.43) 4.23 (2.92) 5.80 (3.44)

Helplessness (0-24) 14.63 (7.08) 9.70 (6.70) 13.13 (7.32)

CES-D (0-60) 34.34 (11.79) – –

STAI-T (0-60) 37.50 (10.56) – –

CES-D, Center for Epidemiologic Studies Depression Scale; FIQ-R, Fibromyalgia Impact

Questionnaire Revised; PCS, Pain Catastrophizing Scale; STAI-T, Trait Anxiety Inventory.

Sample 2 consisted of 71 patients with FMS recruited
for the EUDAIMON study. This ongoing study is a 12-
month, randomized controlled trial, the main aim of which
is to assess the effectiveness and cost-utility of a mindfulness-
based intervention for FMS patients compared with a psycho-
educational intervention (FibroQoL) and treatment as usual. For
the present work, we used only the EUDAIMON baseline dataset.
Patients were selected following a multi-stage recruitment
process. All recruited patients are adults diagnosed with FMS
according to the ACR 1990 by rheumatologists from the
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Sant Joan de Déu Hospital. A detailed description of the
study protocol and inclusion/exclusion criteria can be found
elsewhere (Feliu-Soler et al., 2016). The RCT is being performed
in accordance with ethical standards laid down in the 1964
Declaration of Helsinki and its subsequent updates. The Ethics
Committee at the Sant Joan de Déu Foundation evaluated and
approved the study protocol in May 2015 (PIC-102-15).

Procedure
In both studies (Feliu-Soler et al., 2016; Luciano et al., 2016),
a randomized list of potential participants was delivered to a
research assistant (health psychologist) who screened patients
through a phone interview until the targeted sample size was
achieved. The research assistant then made an appointment
for those patients that agreed to participate in the study. In
the Fibromyalgia Subtypes study (Luciano et al., 2016), the
research assistant performed all the face-to face interviews in
the general practices or in the reference hospitals once written
consent had been obtained, whereas in the EUDAIMON study
(Feliu-Soler et al., 2016), the CERQ was completed at home and
collected by the research assistant (blind to group allocation)
on the participants’ following visit to the hospital (1–2 weeks
later).

Study Measures
Participants from both studies completed the following paper-
and-pencil measures:

The Socio-Demographic questionnaire collected information
on the following variables: gender, date of birth, marital status,
living arrangements, educational level, employment status, type
of contract (question for employees), and years since FMS
diagnosis.

The Cognitive Emotion Regulation Questionnaire (CERQ;
Garnefski et al., 2001) is a 36-item self-report measure designed
to assess individual differences in cognitive regulation of
emotions in response to stressful, threatening or traumatic life
events. The instrument assesses nine 4-item dimensions: Self-
blame, Blaming others, Acceptance, Refocusing on planning,
Positive refocusing, Rumination, Positive reappraisal, Putting
into perspective, and Catastrophizing. Responses are given on a
5-point Likert scale ranging from 1 “(almost) never” to “(almost)
always.” Therefore, subscale scores can range from 4 to 20 with
higher subscale scores indicating greater frequency of use of
the specific cognitive strategy. Regarding the Spanish version, it
was tested in a large non-clinical sample (n = 615 students) by
Domínguez-Sánchez et al. (2013), who obtained a hierarchical
structure composed of nine dimensions distributed into two
second-order factors (adaptive strategies and less adaptive
strategies). The internal consistency, test-retest reliability and
criterion validity were adequate or acceptable. A characteristic of
the CERQ, in common with most multidimensional instruments,
is that items are not grouped by dimension, but are dispersed
throughout the instrument. Specifically, the questionnaire
developers chose a rotating selection strategy, so that every
ninth item is presupposed to belong to the same dimension. For
instance, items 1, 10, 19, and 28 are considered to belong to Self-
blame. Given that fibrofog is one of the most prominent FMS
symptoms, in this study, items in the CERQ were grouped (but

not labeled) by dimension. This change in item presentation was
conceived as an efficient way of facilitating responses as a result of
a clear understanding of what the items related to each dimension
are attempting to measure (Schell and Oswald, 2013). Thus, we
expected to have an instrument perfectly aligned with our target
sample that could provide more trustworthy information about
emotion regulation with the confidence that there is available
empirical evidence that item order, within honest conditions
(when faking is not presupposed), does not alter the underlying
measurement properties of psychological instruments (Schell and
Oswald, 2013).

The Revised Fibromyalgia Impact Questionnaire (FIQR;
Bennett et al., 2009; Luciano et al., 2013) is the recommended
instrument for measuring functional status in FMS patients. It
includes 21 items that are all answered on an 11-point numeric
rating scale of 0-to-10, with 10 reflecting greater impairment.
The time frame is the previous 7 days, with the items distributed
across three associated domains: “function” (9 items); “overall
impact” (2 items); and “severity of symptoms” (10 items). The
scoring system is as follows: the physical function domain (0-to-
90) is divided by 3, the overall impact domain (0-to-20) is not
transformed, and the severity of symptoms domain (0-to-100)
is divided by 2. FIQR reliability in our pooled sample was good
(Cronbach’s α = 0.89).

The Pain Catastrophizing Scale (PCS; Sullivan et al., 1995;
García-Campayo et al., 2008) is a 13-item instrument that
consists of 3 dimensions: Rumination (tendency to focus
excessively on pain sensations), Magnification (tendency to
magnify the threat value of pain sensations), and Helplessness
(tendency to perceive oneself as unable to control the intensity
of pain). The PCS total score and subscale scores are computed
as the algebraic sum of ratings for each item. PCS items are rated
in relation to the frequency of occurrence on 5-point scales (0 =
never, 4 = almost always), and total scores can vary from 0 to
52. Higher scores indicate greater pain catastrophizing. Internal
consistency was excellent in the pooled sample (Cronbach’s α =

0.94).
In addition, the participants from the Fibromyalgia Subtypes

study completed the following paper-and-pencil measures:
The Center for Epidemiologic Studies Depression Scale (CES-D;

Radloff, 1977; Vázquez et al., 2007) is a 20-item scale frequently
used to assess depressive symptom severity. The time frame is the
previous week. Item responses range from 0 to 3 [0 = rarely or
none of the time (<1 day in the past week), 1 = some or a little
of the time (1–2 days), 2= occasionally or a moderate amount of
the time (3–4 days), and 3 = most or all of the time (5–7 days)].
Therefore, total scores can vary from 0 to 60, with higher scores
reflecting increased depression severity. The CES-D has been
widely used to detect mood disturbances in many populations,
including FMS patients, demonstrating adequate psychometric
properties (Smarr and Keefer, 2011). A recent meta-analysis
(Vilagut et al., 2016) focused on CES-D screening accuracy for
depression observed that a cut-off score ≥20 yielded the best
trade-off between sensitivity (0.83) and specificity (0.78). The
CES-D had high internal consistency (Cronbach’s α = 0.86).

The Spanish State-Trait Anxiety Inventory (STAI—form X;
Spielberger et al., 1986) is a 40-item, self-report measure of
general anxiety. The first 20 items (STAI-S)measure state anxiety,
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or how the subject feels right now. The second 20 items (STAI-T)
assess trait anxiety, or how the subject generally feels. We only
used the STAI-T. Individuals have to rate each item using a
Likert-type scale from 0 (not at all) to 3 (very much so). Total
scores on the STAI-T vary from 0 to 60, with higher scores
indicating more trait anxiety. Cronbach’s α for the STAI-T was
0.84.

Statistical Analyses
SPSS v22.0 and MPlus v7.4 were used to compute the data
analyses.

First, we conducted a CFA to test the fit of the following
factor structures: the one-factor model with all CERQ items
loading on one latent factor, the original nine-factor model
by Garnefski et al. (2001) with Self-blame, Other-blame,
Catastrophizing, Rumination, Acceptance, Positive refocusing,
Refocus on planning, Positive reappraisal, and Putting into
perspective. Finally, we tested the higher order factor model
reported by Domínguez-Sánchez et al. (2013) with the nine
dimensions grouped into two general latent dimensions of
adaptive strategies (Acceptance, Positive refocusing, Refocus on
planning, Positive reappraisal, Putting into perspective) and less
adaptive strategies (Self-blame, Rumination, Catastrophizing, and
Other-blame). In ordinal items with a non-normal distribution,
such as those in the CERQ, it may be expected that the covariance
matrix will underestimate the true extent of relationships among
items. Therefore, we proceeded to estimate the models from
the polychoric correlation matrix. Mean and Variance corrected
Weighted Least Squares (WLSMV) was applied to test the fit of
the three factor models. The following indices were examined
to evaluate model fit: χ

2 (a non-significant estimate reflects
good fit), the Tucker-Lewis Index (TLI ≥0.90), the comparative
fit index (CFI ≥ 0.90), and the root means square error of
approximation (RMSEA ≤ 0.08).

Second, we calculated the internal consistency for each CERQ
domain by computing Cronbach’s α in the pooled sample. A
common rule of thumb criterion is a Cronbach’s α of 0.6
for exploratory research and of 0.7 for confirmatory research
(Hair et al., 1998). In addition, we assessed homogeneity of the
CERQ subscales by inspecting the corrected item total correlation
(correlation of the designated item with the total score for all
other subscale items). A cut-off score of 0.3 is recommended for
the corrected item-total correlations (Nunnally and Bernstein,
1994).

Third, we examined the correlations among the CERQ
subscales as well as their construct validity by computing
Pearson product moment correlations between each of the CERQ
subscales with the measures of functional status (FIQR), pain
catastrophizing (PCS), depressive symptoms (CES-D), and trait
anxiety (STAI-T).We took Cohen (1988) into account to evaluate
the substantive significance of correlations (large correlations are
those >0.5, medium correlations are from 0.3 to 0.49, and small
correlations are from 0.1 to 0.29).

Finally, the known-groups’ validity approach is founded on
the hypothesis that specific subgroups of patients might be
expected to score differently from others. In this study, a set of
Student’s t-tests for independent samples was computed to assess

the validity of the CERQ subscales to discriminate between the
FMS patients with clinically relevant depressive symptoms and
those without (according to the CES-D cut-off value≥20; Vilagut
et al., 2016). We calculated between-groups effect sizes using
Cohen’s d with a 95% confidence interval. The rule of thumb
for Cohen’s d is that 0.2 is small, 0.5 is medium, and 0.8 is large.
Additionally, bearing inmind that the separate cognitive emotion
regulation strategies have overlapping processes and due to the
likely significant subscale intercorrelations, multivariate analyses
accounting for the intercorrelations are needed to identify unique
relationships between cognitive emotion regulation strategies
and clinical subgroup membership (FMS with vs. without
depression). Therefore, we computed a logistic regression
analysis to examine the unique “influence” of each strategy on
subgroup membership, while controlling for the influence of
the other strategies (Garnefski et al., 2002). In this analysis, the
binary dependent variable was subgroup membership (FMS with
vs. without depression), whereas the independent variable set
consisted of the nine cognitive emotion regulation strategies.

RESULTS

Testing Competing Confirmatory Factor
Analytic CERQ Models
In the CFA involving the one-factor model, we found that it
provided a very poor fit to the sample data: χ

2
(594, N= 229)

=

5,564.958, p < 0.001, CFI = 0.527, TLI = 0.498, and RMSEA
= 0.191 (90% CI, 0.187–0.196). Consistent with Garnefski et al.
(2001), a nine-factor model adequately fit the data, χ2

(558, N= 229)

= 1,302.203, p < 0.001, CFI = 0.929, TLI = 0.920, and RMSEA
= 0.076 (90% CI, 0.071–0.082). Standardized factor loadings
for the nine-factor model were all statistically significant and
ranged from 0.542 (item 29) to 0.957 (item 34). See Table 2

for standardized factor loading estimates. For the sake of
comparability, Table 2 also shows factor loadings reported by
Garnefski and Kraaij (2007) in a sample of 611 Dutch adults from
the general population and by Domínguez-Sánchez et al. (2013)
in 615 Spanish students.

The hierarchical factor model revealed that the inclusion of
two second-order factors (adaptive and less adaptive strategies)
produced a worse fit to the data compared to the nine-factor
model, χ2

(584, N= 229)
= 1,519.054, p < 0.001, CFI= 0.911, TLI=

0.904, and RMSEA = 0.084 (90% CI, 0.078 −0.089). One of the
reasons for the worse fit was the low factor loading (λ = 0.135,
p = 0.044) of Acceptance with the second-order factor labeled as
adaptive strategies. Therefore, we tested a respecification of the
second-order factor model that incorporated Acceptance on the
latent factor labeled as less adaptive strategies. This hierarchical
model showed a slightly better fit across all indices, compared
with the previously estimated hierarchical model χ

2
(584, N= 229)

= 1462.583, p < 0.001, CFI = 0.916, TLI = 0.910, and RMSEA
= 0.081 (90% CI, 0.076 −0.086). The Acceptance dimension
was more strongly related to the less adaptive strategies latent
factor (λ = 0.287, p < 0.001) than with the adaptive strategies
factor. For illustrative purposes, the second hierarchical model
is displayed in Figure 1. Therefore, we decided to retain the
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TABLE 2 | Item Content, Mean (M), Standard Deviation (SD), and Factor Loadings (λ, 9-factor solution) of the CERQ Items.

Scale names (Cronbach α values) and items Sample

1M (SD)

Sample

2M (SD)

Total sample

M (SD)

λ Domínguez-

Sánchez et al.

(2013) λ n= 615

Garnefski and

Kraaij (2007) λ T1

/ T2 n= 611

Self-blame (α = 0.86)

1. I feel that I am the one to blame for it (1) 2.33 (1.27) 2.17 (1.19) 2.33 (1.26) 0.89 0.79 0.70/0.70

2. I feel that I am the one who is responsible for what has happened

(10)

2.23 (1.21) 2.14 (1.20) 2.23 (1.20) 0.92 0.68 0.71/0.70

3. I think about the mistakes I have made in this matter (19) 2.98 (1.34) 3.06 (1.28) 2.98 (1.33) 0.73 −0.11 0.55/0.57

4. I think that basically the cause must lie within myself (28) 2.26 (1.24) 2.27 (1.14) 2.26 (1.24) 0.82 0.69 0.80/0.77

Acceptance (α = 0.77)

5. I think that I have to accept that this has happened (2) 3.36 (1.35) 3.21 (1.29) 3.36 (1.35) 0.93 0.72 0.73/0.77

6. I think that I have to accept the situation (11) 3.47 (1.35) 3.46 (1.27) 3.47 (1.35) 0.96 0.87 0.70/0.71

7. I think that I cannot change anything about it (20) 3.13 (1.43) 2.91 (1.34) 3.13 (1.43) 0.87 −0.10 0.66/0.65

8. I think that I must learn to live with it (29) 3.80 (1.30) 3.51 (1.33) 3.80 (1.29) 0.91 0.61 0.69/0.61

Rumination (α = 0.84)

9. I often think about how I feel about what I have experienced (3) 3.23 (1.35) 2.97 (1.32) 3.23 (1.34) 0.80 0.71 0.75/0.66

10. I am preoccupied with what I think and feel about what I have

experienced (12)

3.19 (1.41) 3.21 (1.35) 3.19 (1.40) 0.82 0.74 0.77/0.74

11. I want to understand why I feel the way I do about what I have

experienced (21)

3.23 (1.40) 3.24 (1.43) 3.23 (1.39) 0.70 0.52 0.66/0.69

12. I dwell upon the feelings the situation has evoked in me (30) 3.36 (1.40) 3.25 (1.42) 3.36 (1.40) 0.88 0.75 0.68/0.77

Positive refocusing (α = 0.93)

13. I think of nicer things than what I have experienced (4) 2.61 (1.40) 2.83 (1.23) 2.61 (1.40) 0.86 0.83 0.76/0.79

14. I think of pleasant things that have nothing to do with it (13) 2.60 (1.48) 2.94 (1.42) 2.60 (1.47) 0.95 0.86 0.85/0.87

15. I think of something nice instead of what has happened (22) 2.27 (1.28) 2.46 (1.23) 2.27 (1.27) 0.93 0.85 0.83/0.80

16. I think about pleasant experiences (31) 2.40 (1.34) 2.82 (1.36) 2.40 (1.33) 0.95 0.91 0.67/0.74

Refocus on planning (α = 0.83)

17. I think of what I can do best (5) 3.37 (1.26) 3.46 (1.24) 3.37 (1.25) 0.76 0.72 0.69/0.81

18. I think about how I can best cope with the situation (14) 3.30 (1.24) 3.45 (1.08) 3.30 (1.23) 0.84 0.84 0.75/0.80

19. I think about how to change the situation (23) 3.23 (1.31) 3.15 (1.28) 3.23 (1.30) 0.75 0.71 0.74/0.71

20. I think about a plan of what I can do best (32) 3.12 (1.37) 3.08 (1.28) 3.12 (1.37) 0.82 0.81 0.78/0.77

Positive reappraisal (α = 0.80)

21. I think I can learn something from the situation (6) 3.10 (1.41) 2.89 (1.30) 3.10 (1.40) 0.74 0.83 0.67/0.72

22. I think that I can become a stronger person as a result of what has

happened (15)

2.74 (1.44) 2.65 (1.36) 2.74 (1.44) 0.71 0.81 0.59/0.59

23. I think that the situation also has its positive sides (24) 2.65 (1.44) 2.46 (1.41) 2.65 (1.44) 0.78 0.79 0.64/0.52

24. I look for the positive sides to the matter (33) 2.85 (1.47) 2.63 (1.40) 2.85 (1.46) 0.86 0.94 0.73/0.70

Putting into perspective (α = 0.79)

25. I think that it all could have been much worse (7) 3.10 (1.36) 2.89 (1.35) 3.10 (1.35) 0.59 0.68 0.62/0.60

26. I think that other people go through much worse experiences (16) 3.64 (1.37) 3.14 (1.42) 3.64 (1.36) 0.82 0.80 0.77/0.79

27. I think that it hasn’t been too bad compared to other things (25) 2.96 (1.31) 2.91 (1.26) 2.96 (1.31) 0.82 0.87 0.68/0.79

28. I tell myself that there are worse things in life (34) 3.48 (1.37) 3.24 (1.34) 3.48 (1.37) 0.80 0.81 0.70/0.80

Catastrophizing (α = 0.82)

29. I often think that what I have experienced is much worse than what

others have experienced (8)

2.16 (1.27) 2.03 (1.08) 2.16 (1.26) 0.55 0.46 0.75/0.34

30. I keep thinking about how terrible it is what I have experienced (17) 2.39 (1.30) 2.30 (1.19) 2.39 (1.30) 0.85 0.87 0.64/0.75

31. I often think that what I have experienced is the worst that can

happen to a person (26)

2.07 (1.26) 1.86 (1.14) 2.07 (1.26) 0.79 0.63 0.70/0.80

32. I continually think how horrible the situation has been (35) 2.42 (1.32) 2.13 (1.13) 2.42 (1.31) 0.91 0.81 0.59/0.78

Other-blame (α = 0.92)

33. I feel that others are to blame for it (9) 1.77 (1.24) 1.51 (0.95) 1.77 (1.24) 0.93 0.81 0.75/0.71

34. I feel that others are responsible for what has happened (18) 1.80 (1.20) 1.52 (0.89) 1.80 (1.19) 0.96 0.79 0.82/0.79

35. I think about the mistakes others have made in this matter (27) 2.22 (1.31) 1.81 (1.08) 2.22 (1.30) 0.87 0.50 0.72/0.72

36. I feel that basically the cause lies with others (36) 1.82 (1.27) 1.54 (1.00) 1.82 (1.27) 0.91 0.87 0.83/0.81

Original item numbering is presented between brackets. T1 = Time 1; T2 = Time 2.
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nine CERQ domains for further analyses (reliability and validity)
given that, among the tested models, the first-order nine-factor
model showed the best fit to the data and because of parsimony
considerations1.

Reliability and Homogeneity of the CERQ
Subscales
As can be seen in Table 2, Cronbach’s α reliability scores for the
CERQ subscales in FMS patients ranged from 0.77 (Acceptance)
to 0.93 (Positive refocusing) and the values of the corrected
item-total correlations ranged from 0.44 (item 25) to 0.87 (items
14, 16, and 34). The average corrected item-total correlation
was r = 0.7 (Self-blame), 0.58 (Acceptance), 0.67 (Focus on
thoughts), 0.85 (Positive refocusing), 0.67 (Refocus on planning),
0.61 (Positive reappraisal), 0.6 (Putting into perspective), 0.64
(Catastrophizing), and 0.81 (Other-blame). Squaring that value
shows that 49, 34, 45, 72, 45, 37, 36, and 41% of the variance
of the average item overlaps with the remaining subscale items,
respectively.

Intercorrelations among the CERQ
Subscales
As displayed in Table 3, correlations among the CERQ subscales
fell between non-significant (n.s) and one large value (0.54 for
Self-blame and Rumination). Notably, half of the computed
correlations (18/36) were not statistically significant. The
majority of the significant relationships were small or medium
in magnitude, suggesting that the subscales are relatively
independent. Following Cohen’s (1988) criteria to evaluate the
substantive significance of correlations, the average size of the
significant intercorrelations found among the adaptive and less
adaptive subscales was medium in both cases (r = 0.38 and 0.33,
respectively).

Convergent Validity: Association of the
CERQ Subscales with Study Measures
The results are shown in Table 4. On the one hand, it
is interesting to note that Acceptance presented significant,
positive, small correlations with the CES-D and STAI-T and the
FMS-related measures (FIQR and PCS) as well, which supported
the second-order factor model reported above. In a similar
vein, the other less adaptive strategies (Self-blame, Rumination,
Catastrophizing, and Other-blame) showed a significant pattern
of positive correlations with the study measures. On the other
hand, two of the adaptive CERQ strategies (Refocus on planning
and Putting into perspective) presented null correlations with the

1As suggested by one anonymous reviewer, a bifactor structure was also fitted,

examining whether the CERQ could be modeled using two general factors of

‘adaptive’ and ‘less adaptive’ strategies, as measured by a priori adaptive and less

adaptive items, respectively and nine specific factors, as measured by item subsets.

A bifactor approach (Rodriguez et al., 2016) helps to determine whether the CERQ

items are multidimensional, allowing the computation of sub-scale scores, or

whether the items are mainly unidimensional, for which only two total scores

should be computed and reported (one total ‘adaptive’ score + one total ‘less

adaptive’ score). Unfortunately, this model had estimation problems (empirically

unidentified) that preclude its reporting in the manuscript as potential factor

solution for the CERQ.

studymeasures. Only Positive refocusing and Positive reappraisal
presented the expected significant negative relationships with
trait anxiety, depression symptoms, functional impairment and
pain catastrophizing. All these correlations were of small
magnitude with the exception of those obtained by Positive
refocusing with depressive symptoms and trait anxiety, which
were medium-to-large.

Discriminant Validity: Differences in
Cognitive Emotion Regulation between
FMS Patients with vs. without Clinically
Significant Depression
More than three-quarters of our participants (84.4%) presented
clinically relevant depressive symptoms. Student’s t and χ

2

tests revealed that the two subgroups (FMS + depression vs.
FMS) were fully comparable in their demographic characteristics
(including duration of illness). As shown in Table 5, the FMS
patients with clinically relevant depression scored significantly
higher on the Self-blame, Rumination, Catastrophizing, and
Other-Blame subscales than the FMS participants without
depression. The differences in Positive refocusing and Positive
reappraisal were also significant, but in the opposite direction.
The significant differences oscillated from medium to large in
magnitude according to Cohen’s criteria. Some null differences
were obtained. Specifically, those patients that were depressed did
not differ from the non-depressed subgroup on the Acceptance,
Refocus on planning, and Putting into perspective subscales.
Overall, our data on the criterion-related validity of the CERQ
subscales support the FMS-relevance of some of the measured
cognitive emotion regulation strategies for discriminating among
patients with/without affective comorbidity. Means and standard
deviations of the CERQ scales are shown in Table 5. For
the sake of comparability, Table 5 also shows the descriptive
CERQ data obtained in a sample of 615 Spanish students
(Domínguez-Sánchez et al., 2013) and 99 Dutch patients with
clinically relevant depression and anxiety (Garnefski et al.,
2002). With the exception of Catastrophizing, it seems that
FMS patients do not use the a priori less adaptive cognitive
emotion regulation strategies (including Acceptance) more
frequently when compared with non-clinical Spanish subjects.
In contrast, with the exception of Putting into perspective,
patients report having used the more adaptive strategies less
often. Patients with FMS in our study that had clinically
relevant depressive symptoms had similar CERQ subscale scores
compared with patients referred for treatment at an outpatient
psychiatric clinic in the Netherlands who had significant
depressive and anxiety symptoms. These comparisons should
be interpreted with caution due to the absence of statistical
analyses and matching in relevant variables such as gender
or age.

Finally, given that the two subgroups were almost identical
in their sociodemographic characteristics, it was unnecessary to
control for these variables in the subsequent logistic regression
analysis. The regression model explained 24.9% of the total
variance [χ2

(9)
= 45.88, p < 0.001]. The Wald statistic was

used to determine the significance of the contribution of the
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TABLE 3 | Intercorrelations among the CERQ Subscales.

CERQ Subscales SB A RUM PR RP POSR PP CAT OB

Self-Blame (SB) – 0.25** 0.54** −0.29** 0.17** n.s n.s. 0.29** n.s.

Acceptance (A) – 0.28** n.s. n.s. n.s. n.s. n.s. n.s.

Rumination (RUM) – −0.21** 0.26** n.s. n.s. 0.42** 0.18**

Positive refocusing (PR) – 0.31** 0.41** 0.24** −0.21** n.s.

Refocus on planning (RP) – 0.48** 0.35** n.s. n.s

Positive reappraisal (POSR) – 0.47** n.s. n.s

Putting into perspective (PP) – n.s. n.s

Catastrophizing (CAT) – 0.38**

Other-Blame (OB) –

n.s., non-significant; *p < 0.05; **p < 0.01.

TABLE 4 | Intercorrelations between the CERQ Subscales and Study Measures.

CERQ Subscales FIQR PCS CES-D STAI-T

Self-Blame 0.31** 0.35** 0.42** 0.45**

Acceptance 0.29** 0.21** 0.18* 0.21**

Rumination 0.34** 0.32** 0.39** 0.46**

Positive refocusing −0.14* −0.24** −0.48** −0.55**

Refocus on planning n.s. n.s. n.s. n.s.

Positive reappraisal −0.14* −0.13* −0.26** −0.32**

Putting into perspective n.s. n.s. n.s. n.s.

Catastrophizing 0.39** 0.41** 0.47** 0.43**

Other-Blame 0.14* 0.17** 0.19* 0.22**

CES-D, Center for Epidemiologic Studies Depression Scale; FIQ-R, Fibromyalgia Impact

Questionnaire Revised; PCS, Pain Catastrophizing Scale; STAI-T, Trait Anxiety Inventory.

n.s., non-significant *p < 0.05; **p < 0.01.

independent variables and the standardized β to ascertain
the relative influence of each independent variable. As can
be seen in Table 6, only two cognitive emotion regulation
strategies were independent predictors of subgroup membership:
Positive refocusing (standardized β = 0.13) and Catastrophizing
(standardized β = 0.22). Therefore, subgroup membership was
related to higher reported use of Catastrophizing and lower
reported use of Positive refocusing. A new logistic regression
model was computed including the two significant predictors
only. This model yielded a slightly lower percentage of total
explained variance (16.9%), but both predictors remained
significant.

DISCUSSION

The CFAs computed on the CERQ supported the original nine-
factor model in a Spanish sample of adult patients with FMS.
This factor solution best fit the data, which is consistent with
previous published psychometric studies carried out in other
countries. For instance, a sample of French-speaking, young
community volunteers completed the CERQ in the study by
Jermann et al. (2006). The principal component analysis (PCA)
suggested extracting nine factors that explained 56.7% of the

variance and the CFA with the maximum likelihood (ML)
method supported the nine-factor model (CFI = 0.94; RMSEA
= 0.06). As with our study, the authors also tested a second-
order factor model with adaptive and less adaptive strategies
which provided good fit to the data. Similarly, Zhu et al. (2008)
examined the dimensionality of the CERQ in Chinese university
students performing a CFA with ML as the estimation method.
The first-order nine-factor model fit the data well (CFI =

0.91, NNFI = 0.9, RMSEA = 0.05). More recently, Megreya
et al. (2016) analyzed the psychometric properties of the Arabic
version of the CERQ in four Arabic-speaking Middle Eastern
countries (Egypt, Kingdom of Saudi Arabia, Kuwait, and Qatar).
In line with our study, due to the ordinal nature of the items, the
WLSMV estimator was used in the CFA. Overall, the goodness-
of-fit indices indicated a good fit of the nine-factor model in
the cases of Egypt, Kingdom of Saudi Arabia, and Qatar. The
subsequent second-order CFA for each country, yielded poorer fit
for the four countries in all indices compared with the first-order
factor models. Therefore, the accumulated empirical evidence
suggests that the first-order nine-factor structure is retained
beyond the cultural context.

Inspection of the specific item-loadings is also in line
with previous factor analytic studies performed on the CERQ.
However, studies of different cultural versions of the CERQ
have reported low or null standardized factor loadings for
some items. For example, Domínguez-Sánchez et al. (2013)
reported factor loadings of −0.11 for item 19 and −0.10 for
item 20. Similarly, the PCA conducted by Jermann et al. (2006)
indicated that the maximum loading of each CERQ item was
found on the assigned factor, except for items 19 and 20.
The saturation of item 8 on its factor was below 0.3. In
contrast, we found that all 36 items could be retained taking
common cut-off criteria for item retention into account. The
lowest factor loading was 0.55 in the present work (item 8 in
the original form). In our opinion, the main reason of this
increase in factor loadings in our study is that items were
grouped by factor. Our change in item presentation, taking
the possible impact of fibrofog (Katz et al., 2004) into account,
may have facilitated patients’ responses to items as a result of
a clearer understanding of what the four items per dimension
are attempting to measure (Schell and Oswald, 2013). Further
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TABLE 5 | Discriminant Validity: Subgroup Comparisons (FMS vs. FMS + Depression) on the CERQ Subscales in Subsample 1 (n = 160).

CERQ SubscalesU

(4–20)

Domínguez-Sánchez

et al. (2013) n = 615

Spanish students

Garnefski and Kraaij

(2007) n = 99 with

Anx/Dep

FMS total

n = 160

FMS n = 24 FMS +

depression

n = 136

Student’s t

FMS vs.

FMS+DEP

Cohen’s d

(90%CI)

Self-Blame 10.59 (2.65) 10.97 (4.21) 9.86 (4.34) 7.17 (2.58) 10.34 (4.42) 4.89** 0.75 (0.57–1.01)

Acceptance 13.24 (3.14) 11.68 (3.74) 14.06 (4.22) 12.79 (3.90) 14.28 (4.25) 1.60 –

Rumination 13.34 (3.49) 12.64 (4.04) 13.16 (4.48) 9.42 (3.50) 13.82 (4.32) 4.72** 1.05 (0.87–1.40)

Positive refocusing 10.87 (4.00) 9.21 (3.65) 9.36 (5.08) 13.17 (4.72) 8.69 (4.86) 4.18** 0.93 (0.46–1.14)

Refocus on planning 15.58 (3.25) 12.62 (3.86) 12.96 (4.32) 13.29 (3.93) 12.90 (4.39) 0.41 –

Positive reappraisal 15.21 (3.89) 10.19 (4.09) 11.66 (4.49) 13.67 (4.55) 11.30 (4.40) 2.42* 0.54 (0.08–0.72)

Putting into

perspective

13.72 (3.89) 10.54 (3.86) 13.63 (4.02) 13.96 (4.48) 13.57 (3.95) 0.43 –

Catastrophizing 7.96 (2.98) 9.11 (4.19) 9.35 (4.26) 6.25 (2.36) 9.90 (4.29) 6.01** 0.90 (0.71–1.13)

Other-Blame 7.80 (2.53) 7.76 (3.55) 8.16 (4.76) 5.54 (1.93) 8.62 (4.96) 5.30** 0.66 (0.45–0.85)

UData expressed as means (standard deviation). n.s.= non-significant *p < 0.05; **p < 0.01.

TABLE 6 | Identification of Cognitive Emotion Regulation Strategies Discriminating

Subgroup Membership (FMS with vs. without Depression): Initial Logistic

Regression Model and Final Logistic Regression Model (between brackets).

Predictors Standardized β SE β Wald p

Self-Blame 0.05 0.11 0.18 0.67

Acceptance 0.11 0.07 2.41 0.12

Rumination 0.12 0.08 2.14 0.14

Positive

refocusing

−0.13 (−0.15) 0.06 (0.05) 4.20 (10.26) 0.04 (0.01)

Refocus on

planning

0.01 0.08 0.01 0.92

Positive

reappraisal

−0.06 0.08 0.55 0.46

Putting into

perspective

−0.04 0.08 0.23 0.63

Catastrophizing 0.22 (0.28) 0.10 (0.09) 4.68 (10.35) 0.03 (0.01)

Other-Blame 0.20 0.11 3.12 0.08

Total explained variance (Cox & Snell R2 ): 24.9%.

Total explained variance (Cox & Snell R2 ) of the final model (with the two significant

predictors only): 16.9%.

Significance model: χ2
(9) = 45.88, p < 0.001.

Significance of the final model (with the two significant predictors only): χ2
(2) = 29.61, p <

0.001.

studies are needed to discern in which evaluation circumstances
and for whom item grouping or item randomization is most
recommended.

All CERQ subscales showed high internal consistency, ranging
from 0.77 (Acceptance) to 0.93 (Positive refocusing) and, with
minimal exceptions, were null or modestly correlated with each
other, indicating that some subscales share common variance
but also represent unique dimensions. Only Rumination and
Self-blame presented a large correlation (>0.5). In general, the
Cronbach’s alphas and subscale correlations found here do not
differ from those reported by other authors (e.g., Garnefski et al.,
2002; Jermann et al., 2006; Zhu et al., 2008; Tuna and Bozo,
2012; Ireland et al., 2017). When 396 Turkish university students

completed the Turkish version of the CERQ, Tuna and Bozo
(2012) observed that the subscales were relatively independent
with a mean correlation coefficient of 0.2. Internal consistency
of the subscales ranged between 0.72 (Self-blame) and 0.83
(Catastrophizing). In a clinical adult population with symptoms
of depression and anxiety (Garnefski et al., 2002), Cronbach’s
alpha values for the CERQ ranged from 0.72 (Acceptance) to
0.85 (Self-blame). We consider it particularly important in our
case to establish comparisons because psychometric evidence of
the CERQ has mainly been obtained in non-clinical samples
composed of healthy community adults or university students.

Although we could not establish causal relationships due
to the cross-sectional nature of our data, it is reasonable to
infer that some specific cognitive emotion-regulation strategies
might be considered risk factors for or protective factors
against depressive and anxiety symptoms and functional
status in patients with FMS. The following findings are
noteworthy. The strategies Refocus on planning and Putting
into perspective had non-significant correlations with functional
status, pain catastrophizing, depressive symptoms and trait
anxiety. The strategies of Catastrophizing, Rumination, and
Self-blame emerged as counterproductive strategies. Positive
refocusing negatively correlated with the aforementioned pain-
related and psychological variables and, finally, Acceptance
and Positive reappraisal had relatively small relationships with
these variables. In fact, the apparently counterintuitive positive
significant correlation between Acceptance and the pain-related
and psychological variables is not surprising. Jermann et al.
(2006) pointed out that items related to thoughts of acceptance
and resignation are mixed up within this strategy. From a
clinical perspective, Acceptance is considered to be an adaptive
strategy whereas resignation is similar to helplessness. Higher
Acceptance measured with the CERQ has been found to be
positively associated with higher depressive symptoms in both
Chinese and North-American samples (Martin and Dahlen,
2005; Zhu et al., 2008). Acceptance exhibited significant positive
correlations with general symptoms of psychopathology in a
Turkish sample (Tuna and Bozo, 2012). Even the designers of
the instrument found that Acceptance had significant positive
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relationships with depressive symptoms in a general adult sample
and in the elderly (Garnefski and Kraaij, 2006). Thus, taking
the body of literature and our higher-order factor models into
account, we can conclude that Acceptance (as measured in the
full version of the CERQ) cannot be considered as part of the
repertoire of adaptive cognitive emotion regulation strategies.
We agree with Martin and Dahlen (2005, p. 1256) when they
stated that “the presumably adaptive role of acceptance needs to
be reconceptualised.”

In addition, we were interested in analyzing whether
frequency of use of a priori adaptive and less adaptive
emotion regulation strategies was influenced by the presence
of comorbid depression. FMS patients with clinically relevant
depression were expected to use less adaptive strategies more
frequently than those patients without comorbid depressive
symptoms. We used a CES-D cut-off to dichotomize the FMS
sample (depressed vs. non-depressed). Although it is well-
known that splitting a variable into categories results in loss
of information and might increase the probability of type
II errors (Altman and Royston, 2006), we observed additive
effects of depression, that is, the relationship between FMS and
cognitive emotion regulation was influenced by the presence
of clinically relevant depressive symptoms. Specifically, those
participants suffering clinically relevant depression reported
more frequent use of Self-blame, Other-blame, Rumination,
and Catastrophizing and less use of Positive refocusing and
Positive reappraisal, which is clinically coherent. The subsequent
regression analyses revealed that Catastrophizing and Positive
refocusing were the strategies that significantly discriminated
between patients with/without depression. Bearing in mind
the high prevalence of clinically relevant depressive symptoms
detected in our sample and that depression is characterized by
impaired emotion regulation (Joormann and Stanton, 2016),
the innovative Emotion Regulation Therapy (ERT; Mennin
and Fresco, 2014; Renna et al., 2017) might be a potential
add-on treatment for patients with FMS plus co-occurring
depression. Originally developed for generalized anxiety disorder
comorbid with major depression, ERT is a transdiagnostic
mechanism-targeted treatment for distress disorders, which
makes it an interesting therapeutic option for FMS, a distress-
related disorder according to some specialists in this syndrome
(Schweinhardt et al., 2012).

Our study is limited by the use of self-report measures and by
its cross-sectional nature, which prevents causal inferences and
the assessment of important psychometric aspects such as test-
retest reliability, sensitivity to change, or longitudinal prediction
of clinically relevant and pain-related constructs. Moreover,
assessment of the habitual use of cognitive emotion regulation
strategies relies on recall, which may be particularly problematic
for strategies whose use is highly contextually dependent, such
as Acceptance or Positive reappraisal. In addition, due to the
predominance of women among participants, we were not able
to examine gender differences in the use of CERQ strategies, as
has been done in many previous studies carried out in Western,
Middle Eastern, and Eastern countries (Martin and Dahlen,
2005; Megreya et al., 2016). We did not implement statistical
techniques tomitigate potential “method biases” (Podsakoff et al.,

2012) in our data because we judged that our participants were
able to provide accurate answers. In fact, the CERQ items were
grouped by dimension in the present work, a change in item
presentation that facilitates responses as a result of a clear
understanding of what the items related to each dimension are
attempting to measure. Moreover, method biases are less likely
in respondents that are motivated to provide optimal responses
to the items. Patients with FMS have a strong desire for self-
expression, CERQ items imply intellectual challenge and in part
some emotional catharsis; and patients have the desire to help
clinicians improve available treatments for their condition. In
summary, stylistically or non-differentiated responding was not
expected a priori.

To sum up, our findings indicate that the CERQ is a sound
instrument for assessing cognitive emotion regulation in patients
with FMS and the reported results add to several previous studies
that have found a consistent association between cognitive
emotion regulation strategies and depressive-anxious symptoms
across countries and across clinical and non-clinical samples.
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The Savoring Beliefs Inventory (SBI) is a measure designed to assess attitudes toward

savoring positive experience within three temporal orientations: the past (reminiscence),

the present moment (present enjoyment), and the future (anticipation). The aim of this

study was to validate the structure of the SBI—French version. The scale was tested

with 335 French-speaking participants. Two models were estimated: a one-factor model

representing a general construct of savoring and a three-factor model differentiating

between anticipation, present enjoyment, and reminiscence. Several indicators of model

fit were used: the root mean square error of approximation (RMSEA), the comparison

fit index (CFI), the Tucker–Lewis fit index (TLI), and the standardized root mean residual

(SRMR). A chi-square difference test was used to compare the two models. The model fit

of the three-factor model assessed by the SRMR showed to be excellent, while it could be

considered as satisfactory according to the CFI and TLI coefficients. RMSEA, however,

was slightly less adequate. The model fit for the one-factor model seemed less adequate

than the three-factor solution. Further, the chi-square difference test revealed that the

three-factor model had significantly better fit than the one-factor model. Finally, the

reliability of the four scores (anticipating pleasure, present moment pleasure, reminiscing

pleasure, and total score) was very good. These results show that the French version of

the SBI is a valid and valuable scale to measure attitudes regarding the ability to savor

positive experience, whether it be in anticipation, reminiscence, or the present moment.

Keywords: savoring, positive affect, emotion regulation, wellbeing, happiness

INTRODUCTION

Subjective wellbeing does not rely solely on the absence of distress, dysfunctional psychological
processes, and mental disorders, nor on the ability to cope with negative experiences (Bryant
and Veroff, 1984; Trompetter et al., 2017). The experience of positive emotions and, above all,
the savoring of these pleasant emotions, have an independent and singular input for subjective
wellbeing (Bryant, 1989; Carl et al., 2013; Hurley and Kwon, 2013). Savoring characterizes the
ability to generate, increase, and prolong enjoyment, with a deliberate attentiveness to and
awareness of the pleasure (Bryant, 2003; Jose et al., 2012). Facing the same positive event, two
individuals will anticipate, enjoy, and reminisce to different extents and, therefore, experience
different levels of positive emotions and wellbeing. Thus, it is not only the frequency of pleasant
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experiences or the ability to feel pleasure that matters to wellbeing
but also the capacity to upregulate positive emotions. The ability
to savor positive emotions has asmuch importance as dampening
negative emotions has for subjective wellbeing (Nelis et al., 2011).

A large number of scales measure dysfunctional attitudes
and emotional regulations (e.g., Garnefski and Kraaij, 2006;
Innamorati et al., 2013). However, the exclusive use of these
scales might not paint a reliable picture of one’s emotional
functioning, nor of one’s subjective wellbeing (Nelis et al., 2011).
A fewmeasurements exist that capture one’s ability to savor. Such
scales would shed light on the strengths and limitations of an
individual. Such evaluation would, consequently, guide therapy
into relying on some emotional competencies and reinforcing
or developing the weaker savoring abilities. Scales evaluating the
ability to savor would also enable the evaluation of the effects of
psychotherapy and any approach that intends to foster wellbeing,
for example, interventions targeting emotional regulation and
anhedonia (Meyer et al., 2012; Favrod et al., 2015).

To date, scales measuring positive emotion regulation in
depth are limited to a few, including the Responses to Positive
Affect scale (RPA) (Feldman et al., 2008), the Emotion Regulation
Profile-Revised (ERP-R) scale (Nelis et al., 2011), and the
Savoring Beliefs Inventory (SBI) (Bryant, 2003). The RPA
focuses on the tendency to dampen positive emotions and to
ruminate positively. Positive rumination consists of recurrently
thinking of positive emotions or events (e.g., successes). The
ERP-R measures several strategies related to emotion down-
regulation and upregulation and includes both maladaptive and
adaptive strategies. The adaptive positive emotion upregulation
strategies include displaying positive emotions, mindfully
savoring the present moment, capitalizing (i.e., celebrating and
communicating about positive events), and positive mental time
traveling (i.e., reminiscing or anticipating positive events). Other
scales include only a few items that focus on positive emotion
upregulation, such as the Emotion Regulation Questionnaire
(Gross and John, 2003). The SBI was created to evaluate
individuals’ attitudes regarding savoring positive experiences.
Its strength is its focus on positive upregulation of emotions
and its inclusion of the three temporal orientations: the past
(reminiscence), the present moment (present enjoyment), and
the future (anticipation) (Bryant, 2003).

The SBI is composed of 24 items, each temporal orientation
being represented by 8 items. Half of the items are positively
formulated (e.g., “I find it easy to enjoy myself when I want
to”), while the other half is negatively framed (e.g., “I don’t like
to look forward too much”). Thus, the scale measures, on the
one hand, the propensity to savor pleasure and the beliefs in the
capacity of savoring, and on the other hand, the negative attitudes
concerning savoring and the difficulties onemight have regarding
the ability to savor.

The SBI has been validated in English-speaking populations
(college students and elderly people) and shows good
psychometric properties, as seen in the six studies conducted
by Bryant (2003). Indeed, the total score of the SBI showed
very good internal consistency (Cronbach’s alpha between 0.88
and 0.94), and the subscales demonstrated moderate to high
internal consistency (Cronbach’s alpha between 0.68 and 0.89).

Three-week test–retest correlations indicated strong temporal
reliability (SBI total score, r = 0.84; Anticipating subscale,
r = 0.80; Present moment subscale, r = 0.88; and Reminiscing
subscale, r = 0.85, all p < 0.0001). The SBI total score correlated
positively with various variables indicating good convergent
validity, i.e., affect intensity (study 3, r = 0.48), optimism
(study 4, r = 0.50), extraversion (study 4, r = 0.42), happiness
intensity (study 3, r = 0.45; study 6, r = 0.56), percent of
time happy (study 3, r = 0.55; study 6, r = 0.61), gratification
(study 1, r = 0.39; study 2, r = 0.37), and self-esteem (study 1,
r = 0.39; all p < 0.05, Bonferroni-adjusted). Good discriminant
validity was evidenced by negative correlations between the SBI
total score and hopelessness (study 4, r = −0.41), neuroticism
(study 2, −0.38), physical anhedonia (study 4, r = −0.56), social
anhedonia (study 4, r = −0.57), strain (study 2, r = −0.33), and
percent of time unhappy (study 3, r =−0.35; study 6, r =−0.57;
all p < 0.05, Bonferroni-adjusted).

Regarding gender differences, numerous studies have
provided evidence that women experience joy and naturally
savor pleasure to a greater extent than men do (e.g., Diener
et al., 1999; Gentzler et al., 2016; but for a more complex
review of the question, please refer to Zuckerman et al., 2017).
Bryant found that women scored higher than did men on the
SBI total scale [F(1.445) = 11.21, p < 0.001], the Anticipating
subscale [F(1.445) = 9.18, p < 0.003], the Present moment
subscale [F(1.445) = 4.97, p < 0.03], and the Reminiscing subscale
[F(1.445) = 10.96, p < 0.001] (Bryant, 2003).

To date, there has not been any translation of the SBI into
other languages. The goal of this study was to validate the French
translation of the SBI and to determine which factor structure is
more appropriate for the scale.

MATERIALS AND METHODS

Participants
Participants were 335 volunteers who were enrolled in the
La Source School of Nursing Sciences in Lausanne as pre-
graduate students or as professionals in continuous education
courses (19.09% male and 80.91% female). The mean age was
28.09 years (SD = 9.72). Participants responded voluntarily and
anonymously, there was no way they could be identified, and
no personal data concerning their health were collected. They
did not receive credit to participate. This study is outside the
scope of the Swiss Human Research Act because no personal
data concerning human diseases and concerning the structure
and function of the human body (HRA art. 2) were collected.
Therefore, this study did not need to be authorized by an ethics
committee.

Instrument
The SBI is a self-assessment questionnaire composed of 24
items, divided into three temporal orientations, past, present,
and future, each represented by 8 items. Half of the items
are positively formulated, while the other half are negatively
framed. Each item is rated on a 7-point Likert scale ranging from
“strongly disagree” to “strongly agree.” The total score of the
SBI is calculated by subtracting the sum score of the negatively
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framed items from the sum score of positively phrased items.
The three subscales—Anticipating pleasure, Present moment
pleasure, and Reminiscing pleasure—are calculated in the same
fashion. The Anticipating pleasure subscale measures savoring a
future positive event beforehand, the Present moment pleasure
subscale measures enjoying positive events when they occur
and the Reminiscing pleasure subscale measures recalling past
positive events after they have occurred.

The original English version of the SBI was independently
translated by three native French-speaking members of our
workgroup, JF, CF and AN, and compared until full agreement
was found. The translation was authorized by the author of the
original version.

Statistical Analyses
All reverse-scored items were re-coded before data-analysis. For
the confirmatory factor analysis (CFA), item data were treated
as categorical ordinal, and the models were estimated using a
robust weighted least squares estimator with adjustments for the
mean and variance (WLSMV). The hypothesized three-factor
scoring structure was first tested (Bryant, 2003). It included an
Anticipating pleasure factor (items 1, 4, 7, 10, 13, 16, 19, and 22),
a Present moment pleasure factor (items 2, 5, 8, 11, 14, 17, 20,
and 23), and a Reminiscing pleasure factor (items 3, 6, 9, 12, 15,
18, 21, and 24). Because a total score was also considered in the
original scale, this model was compared to a more parsimonious
structure including one general savoring factor.

Several indicators of model fit were used, such as the root
mean square error of approximation (RMSEA), the comparison
fit index (CFI), the Tucker–Lewis fit index (TLI), and the
standardized root mean residual (SRMR). RMSEA< 0.06, SRMR
< 0.08, and CFI/TLI > 0.95 are interpreted as having good fit,
while values of RMSEA ≤ 0.08, SRMR < 0.10, and CFI/TLI ≥
0.90 are considered as indicating acceptable fit (Hu and Bentler,
1999; Kline, 2005). One should note, however, that interpretation
of global fit indexes in models with ordered categorical indicators
is not as well established as it is with continuous indicators (Hu
and Bentler, 1999). While simulation studies suggest that these
cut-off values work reasonably well with categorical outcomes
(Yu, 2002; Muthén, 2004), exact cut-off scores may not perfectly
apply in the context of this study. Accordingly, alternative
models were compared using a robust chi-square test using the
DIFFTEST procedure. The reliability of the three subscales was
estimated with McDonald’s model-based Omega (ω) coefficient
(Canivez, 2016). Age and gender differences were assessed by
regressing each of the latent scores on the age and gender
variables. All statistical analyses were performed with the Mplus
statistical package version 7.4.

RESULTS

CFA
As shown in Table 1, the model fit of the three-factor model
assessed by the SRMR was shown to be excellent, while it
could be considered satisfactory according to the CFI and
TLI coefficients. RMSEA, however, was slightly less adequate.
Overall model fit could be considered as satisfactory and, as

TABLE 1 | Comparisons of model fit for the SBI (N = 335).

Model χ2 df p-value RMSEA CFI TLI SRMR

Three-factor

model

793.752 249 <0.001 0.081 0.915 0.905 0.069

One-factor

model

1067.243 252 <0.001 0.098 0.872 0.860 0.082

df, degree of freedom; RMSEA, Root Mean Square Error of Approximation; CFI,

Comparative Fit Index; TLI, Tucker-Lewis Index; SRMR, Standardized Root Mean Square

Residual.

indicated on Figure 1, all factor loadings were supported. Factor
correlations were high, suggesting that items could potentially
be explained by a single dimension. A simpler one-factor model
was estimated and compared to the three-factor structure. Model
fit seemed less adequate than the three-factor solution although
all factor loadings were supported (Figure 2). Because these
two models were statistically nested, they could be compared
using a robust chi-square difference test. Result confirmed that
the three-factor model had significantly better fit than the
one-factor model and should therefore be preferred (1χ

2
=

130.598, 1df = 3, p < 0.001). Although statistically equivalent
to the three-factor model, a higher-order model with three
first-order factors loading onto a single overarching latent
construct of savoring was estimated. The goal was to allow the
determination of which of the three factors had the highest or
lowest loading on the overarching construct. The loadings were
high and quite similar (Anticipating pleasure = 0.917, Present
moment pleasure = 0.817, Reminiscing pleasure = 0.893). The
reliability of the four scores (ω Anticipating pleasure = 0.879,
ω Present moment pleasure = 0.860, ω Reminiscing pleasure
factor = 0.851, ω Total score = 0.941) was very good (Canivez,
2016). Additionally, when regressed on age and gender, the four
latent scores (Total score, Anticipating pleasure, Present moment
pleasure, and Reminiscing pleasure) were not significantly related
with these socio-demographic variables (Table 2).

DISCUSSION

This study investigated the factor structure of the French
version of the SBI. The results of the CFA indicated that
the hypothesized three-factor structure of the French SBI
was adequate, and all items contributed significantly to their
corresponding factor: Anticipating pleasure, Present moment
pleasure, and Reminiscing pleasure. The model-based reliability
of all scores was very good. The three types of pleasure savoring
were substantially correlated and shared between 53 and 67%
of their variance. These results suggest that individuals able to
experience pleasure in one of these three subdomains were more
likely to be able to do so in the two other dimensions. However,
based on the comparison between the one- and three-factor
models, these three types of savoring may not be considered as
undifferentiated and may represent theoretically meaningful and
distinct dimensions. Despite the large amount of shared variance,
there are theoretical benefits to conceptualizing savoring beliefs
with three subscales rather than one (Bryant, 2003). The high
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FIGURE 1 | SBI three-factor model.

correlation between the three subscales suggests that respondents
are likely to have similar scores, on average. However, this
will not always be the case, and, in our opinion, these
differences may allow the identification of important clinical
conditions.

Taken together, these results show that the SBI is a valid
instrument to investigate savoring capacities in the three
examined time frames.

In the original scale, compared to men, women showed
higher mean scores on SBI total score and the different subscales
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FIGURE 2 | SBI one-factor model.

(Bryant, 2003), which was not the case here. Further, in our
sample, age was not related to any of the scores of the SBI.

Our study has several limitations that could be the focus
of future studies. First, our sample comprised only students
in the mental health field, which might not be representative
of the general population in terms of savoring abilities.
Further, our sample was relatively young and included a large
majority of females. A study involving a more representative

sample of the French-speaking population, including more
males and elderly people, would further help understanding
the different savoring abilities. Second, to further validate the
French version of the SBI, concurrent and divergent validity
must be examined. Further research on the psychometric
characteristics of this scale may also include different clinical
groups (e.g., people diagnosed with depression or schizophrenia).
Finally, experimental designs may be used to examine the
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TABLE 2 | Relationship between age and gender and the four factors.

Standardized Estimate Standard Error p-value

ANTICIPATING PLEASURE

Gender 0.036 0.062 0.557

Age −0.001 0.065 0.989

PRESENT MOMENT PLEASURE

Gender −0.021 0.064 0.738

Age −0.019 0.067 0.779

REMINISCING PLEASURE

Gender 0.122 0.064 0.055

Age 0.085 0.068 0.212

GENERAL SAVORING FACTOR

Gender 0.047 0.060 0.435

Age 0.022 0.066 0.738

scale’s sensitivity to change before and after psychosocial
interventions.

The current study showed that the French version of the
SBI is an internally valid instrument with very good model-
based reliability. The results showed that the French version of
the SBI was successfully adapted from the American version.
This scale may, therefore, be a valuable tool for French-
speaking clinicians and researchers who need to explore savoring
attitudes, for instance, in relation to the maintenance or the
development of wellbeing, as well as for the development of
new interventions focusing on pleasure with clinical populations

(Nguyen et al., 2016). The French version of the SBI completes

the available scales for assessing pleasure in this language (Favrod
et al., 2009; Chaix et al., 2017).
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Objective: The individual capacity to love (CTL) has been linked to various mental
health parameters and is considered to be an important outcome parameter of
psychotherapeutic treatment. However, empirical examinations of the concept have not
been conducted up to now. The aim of this study was to develop a valid and reliable
instrument for the assessment of CTL [Capacity to Love Inventory (CTL-I)] as a trait of
personality, which is shown to be related to clinically relevant symptoms and conditions.

Method: Four independent healthy samples in Austria (n = 547, n = 174, and n = 85)
and Poland (n = 240) were assessed by a prototype of the CTL-I and its final
shorter version in a confirmatory factor analysis (CFA). Internal consistency of the total
questionnaire and each subscale was assessed by Cronbach alpha. External validity
was measured against Beck Depression Inventory, Quality of Relationship Inventory,
Sociosexual Orientation Inventory, Pathological Narcissism Inventory, and Narcissistic
Personality Inventory according to the theoretical framework of the CTL concept. Further
test–retest reliability was assessed.

Results: The CFA confirmed 41 items in six dimensions: Interest in the life project of
the other, Basic trust, Humility and gratitude, Common ego ideal, Permanence of sexual
passion, and Acceptance of loss/jealousy/mourning. The Cronbach alphas of the total
CTL-I and its subscales ranged between 0.67 and 0.90 in all samples, suggesting a valid
construct. The CTL-I was moderately positively associated with quality of relationship
(Support r = 0.63, Conflict r = −0.66, and Depth r = 0.66) and inversely associated
with symptoms of depression (r = −0.37), pathological narcissism (r = −0.29) and
promiscuity (r = −0.42). The test–retest reliability of the total CTL-I was high with
r = 0.81, suggesting the stability of answers over time.

Conclusion: The proposed 41-item version of the CTL-I is a psychometrically sound
and validated instrument measuring six dimensions of the concept of the CTL. The
reported negative associations with clinically relevant parameters such as depression,
pathological narcissism and promiscuity as well as associations with relationship
qualities such as conflicts, support, and depth warrant its future use in burdened
populations including couples in clinical settings.

Keywords: Capacity to Love Inventory (CTL-I), psychometrics properties, validity and reliability, psychotherapy,
psychoanalytic theory

“. . .we must begin to love in order not to fall ill. . .”
Freud, 1914, p. 85
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INTRODUCTION

Love is one of the most fundamental human phenomena and
it has been the subject of poets, philosophers and religious
considerations for millennia. As an evolved commitment love
is linked to better health and survival, and plays a critical role
in the evolution of humans (Fletcher et al., 2015). Despite its
ubiquity, research has not agreed upon a theoretical basis for
the phenomenon of love, resulting in many open questions for
research (Levin, 2000). Some of the first empirical psychological
and sociological approaches focused on declared aspects of love
such as its romantic features (Rubin, 1970) or attempted to
define love-styles such as eros, agape, pragma, mania, storge,
ludus (Lee, 1973, 1977; Hendrick and Hendrick, 1986). Following
the scientific differentiation of love aspects and styles, the first
attempt of an unified theory of love was established empirically by
Sternberg (1986) with the introduction of love-components such
as intimacy, passion and commitment, which facilitate description
of different phenotypes of love relations. However, although these
descriptive typologies helped to establish phenotypic love styles,
there is a lack of love concepts that take into account etiological
dimensions and links to psychopathological vicissitudes of love.
This would allow understanding love relations from a more
dynamic functional perspective.

Given the frequency with which difficulties in love
relationships are linked with clinical complaints, it would
be helpful to obtain a better empirical understanding not of love
itself, but of the individual capacity to love (CTL), and to develop
means of assessing the components of this construct. This
would allow for an enhanced study of personality characteristics
associated with difficulties in love relationships, as well as
those characteristics which may be strengthened in order to
enhance relational functioning. Although close relationships
are indisputably associated with well-being, the mechanisms
involved remain less well-understood (Feeney and Collins, 2015).
Measurement of the CTL may also be useful for clinicians who,
in the course of addressing their patients’ psychological concerns,
encounter various manifestations of impairments in the area of
committed love relations.

Research suggests that love-related aspects such as social
contact, libido and sexual activity are reduced during episodes
of psychiatric disorders (Mathew and Weinman, 1982; Davidson
and Turnbull, 1986). For example, a poor quality of social
relationships or the relationship with partner and family is
independently related to an increased risk of depression (Mamun
et al., 2009; Teo et al., 2013) and highly anxious persons
experience more conflicts in relationships than non-anxious
individuals (Campbell et al., 2005). While stable intimate
bonds are associated with psychological health (Burman and
Margolin, 1992), the incapacity to maintain close relationships
is associated with emotional distress (Bloom et al., 1978; Simon
and Marcussen, 1999). Also, a propensity to engage in casual sex
or sexual activity in uncommitted relationships (referred to as
sociosexual orientation), is a predictor of instability of romantic
relationships (Simpson et al., 2004; Penke and Asendorpf, 2008).
Similarly, love themes are frequently present in suicide notes
among both genders (Canetto and Lester, 2002) and suicidal

behavior is often associated with disappointed love relationships
(Séguin et al., 2014; Andreoli et al., 2016).

The here proposed concept of CTL is based on an
integrated psychoanalytic theory formulated in terms of object
relations theory (Modell, 1963; Bergmann, 1971; Kernberg,
1974a,b, 1977, 2011; Garza-Guerrero, 2000; Gottlieb, 2002) and
empirically-based relationship science. The concept involves
multiple components and refers to the ability to engage in,
invest in, and sustain a committed romantic love relationship
(Kernberg, 2011a). These components reflect critical aspects of
psychological development theorized to contribute to successful
partner relationship involvement. Indeed, from a developmental
perspective, the CTL may be regarded as a culmination of
complex processes that begin in early caregiving relationships
(Zayas et al., 2011; Fraley and Roisman, 2015) and continue
to be shaped throughout childhood, adolescent, and early adult
developmental experience (Collins and Sroufe, 1999).

In terms of Erikson’s model of psychosocial development,
the basic trust established in early caregiving relationships
may provide a foundation for similar feelings of security in
adult romantic relationships (Erikson, 1963; Marcia, 2014). This
is consistent with attachment theory and research regarding
the role of early experience in later partnerships (Bowlby,
1969; Hazan and Shaver, 1987; Pittman et al., 2011; Zayas
et al., 2011). Later childhood and adolescent developmental
achievements – characterized as autonomy, initiative, and
identity – contribute to the individual’s ability to invest
in relationships that involve intermittent disappointments,
compromises, and potential separations (Erikson, 1963; Beyers
and Seiffge-Krenke, 2010; Marcia, 2014). In this way, the ability
to tolerate loss and mourning allows for the management of
potential affronts to the individual’s sense of self in the face
of inevitable relationship ruptures. Those who are averse to
psychological pain may struggle to fully invest in a gratifying and
meaningful – though imperfect – love relationship.

As a function of personality development, the CTL is thought
to undergo considerable intensification during Erikson’s stage
of Intimacy versus Isolation. In the successful negotiation of
this phase of development, typically occurring in the emerging
adulthood period, the individual develops the ability to share life
interests and goals with another person (Erikson, 1963). Intimacy
is thus both an interpersonal process involving the interactions
of two people (Reis and Shaver, 1988), and an individual
intrapsychic developmental achievement that portends for the
health of long-term relationships (Weinberger et al., 2008).
In the context of committed romantic relationships, intimacy
involves the prioritization of a partner’s needs, as well as
the acceptance of one’s vulnerability towards and dependence
upon the partner (Kernberg, 2011a). Such vulnerability and
dependence is likely to be intermittently tested during conflicts,
calling for an ability to forgive and to repair relationship
ruptures in the interest of the greater good of the couple
as a unit. The blending of two identities into a common
relational identity is further symbolized in passionate sexual
relations in which transient experiences of merger may occur
(Kernberg, 2011b). Individuals who lack the ability to develop
a sustained absorption in the interests and goals of another,
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whilst simultaneously preserving a robust sense of personal
identity, are likely to encounter difficulties in committed love
relationships.

Numerous psychoanalytic theorists have drawn attention to
personality structures that are organized at least in part around
the management of intimate relatedness and its implications for
the individual’s emotional equilibrium (Sullivan, 1953; Balint,
1979; Guntrip, 1992; Kernberg, 1995; Akhtar, 2000). Some
individuals, for example, though desiring a love relationship,
may dread an imagined engulfment – a perceived loss of
autonomy – should they invest deeply in an intimate partnership.
Some individuals may experience the investment in another
as a depletion of the self, preferring instead an unrestricted
sexuality with relatively limited emotional commitment. For
others, the interdependence of a close relationship may evoke
anxieties about the individual’s vulnerability and acceptability
to a partner, potentially stimulating controlling behaviors aimed
at both influencing the partner and regulating the individual’s
feelings of insecurity. In this way, the failure to acquire a
mature capacity for intimate, mutually gratifying, and deeply
committed relatedness may be associated with self-regulatory
psychopathology.

Pathological narcissism, a personality syndrome involving
deficits in and maladaptive mechanisms regarding the
maintenance of self-image, is perhaps exemplary of psychological
circumstances involving an impaired CTL (Kernberg, 1995,
2011a; Kealy and Ogrodniczuk, 2014). Indeed, individuals with
high levels of pathological narcissism tend to report anxious
attachment patterns and histories of unsatisfactory relationships
(Kealy et al., 2015), as well as domineering, vindictive, and
intrusive interpersonal behaviors (Ogrodniczuk et al., 2009).

The present study had three objectives. The first objective
was to operationalize the theory driven construct of CTL by
developing a psychometric tool, the Capacity to Love Inventory
(CTL-I), for assessing CTL and confirming the results using
samples from two different countries. The second objective was
to test the scale’s convergent and divergent validity relative to
other presumably related psychological concepts (narcissism,
depression, relationship quality, and sociosexual orientation).
The third objective was to closer examine associations between
dimensions of the CTL and these related psychological concepts
as a way to advance the construct validity of CTL-I.

MATERIALS AND METHODS

In order to avoid problems in operationalization of the CTL
construct, the study concept was oriented on the unified theory of
construct validity (Messick, 1995). In synthesizing psychoanalytic
theories, clinical observations, and empirical science regarding
the CTL, Kernberg (2011a) has furnished a conceptualization
of several areas that represent critical potential impediments in
the area of romantic relational functioning. The components
identified by Kernberg (2011a) served as our guide in developing
a psychometric scale capable of measuring the CTL and
comprised: Falling in love (FIL), Interest in the other (INT), Basic
trust (BTR), Forgiveness (FRG), Gratitude (GRT), Common ego

ideal (CEI), Mature dependency, Permanence of sexual passion
(PSP), and Loss and mourning (LOM). To reflect each of
the domains, psychoanalytic literature referenced by Kernberg
(2011a) and additional theories on CTL were incorporated
(Modell, 1963; Bergmann, 1971; Kernberg, 1974a,b, 1977; Garza-
Guerrero, 2000; Gottlieb, 2002; Kealy and Ogrodniczuk, 2014).
Based on these theories, content validity of items was assured by a
joint discussion between research group members at the Capacity
to Love Research Lab, and 70 items were generated in English and
German simultaneously (NK, VW, MCL, and VB) then translated
into Polish language and back translated by native speakers (KJ
and NK).

Participants
The present study utilized four different samples for the
development and testing of the CTL-I. Sample 1 (Austrian
sample) was recruited to permit determination of the factorial
structure of the initial 70-item questionnaire. The sample
consisted of 547 (82.1% females) full datasets (out of 942
subjects who started but dropped off during some point of
assessment) aged 16 to 66 (M = 28.92, SD = 10.22). They
were recruited by snowball sampling procedure within the
social network of medical students at the Medical University of
Vienna, their families and friends, and were invited to fill an
online questionnaire (German language). Sample 2 (in Poland)
consisted of 240 participants (82.9% females) aged 18 to 50
(M = 23.24, SD = 4.21), mainly psychology students at University
of Warsaw, who were contacted by email addressed to students of
the department. No dropouts and missing values were reported.
The Polish sample was used to confirm the structure of the CTL-I
that was derived from Sample 1. Sample 3 (in Austria) consisted
of 174 full datasets (out of 233) subjects (58.6% females) aged
18 to 70 (M = 29.53, SD = 12.10) recruited with the intention
of assessing construct validity with reference to pathological
narcissism. The same recruiting procedure was applied to another
independent Sample 4 (N = 85, out of 125 approaching subjects
in Austria), which was recruited to enable investigation of test–
retest reliability of the confirmed scale structure based on Samples
1 and 2. The participants were asked to fill the questionnaire
at baseline and 4 weeks later. In all studies a forced-item
procedure was adopted which does not allow participants to
proceed if items were left blank. In all studies participants were
asked to refer to an ongoing relationship or in absence of
such to the last significant relationship they had. The studies
were conducted under the code of the Declaration of Helsinki
and received a positive decision (1515/2013, 1179/2015, and
1184/2015) from the ethics committee at the Medical University
of Vienna.

Questionnaires
Capacity to Love Inventory (CTL-I)
The initial 70-items of the prospective questionnaire was applied
in sample 1 (German translation) and the final reduced version
with 41 items was used in sample 2 (polish translation), samples 3
(German) and 4 (German). The full item list of the final version is
presented in Table 1. The items were rated on a four-point Likert
scale ranging between 1 and 4.
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TABLE 1 | Factor loadings (residual variances) from confirmatory factor analysis and item statistics in Austrian (AT) and Polish (PL) samples.

Interest in the other (INT) AT PL

Loading
(variance)

M(SD) Skewness Kurtosis Loading
(variance)

M(SD) Skewness Kurtosis

1 It is important to me to know the life
plan of my partner.

0.49(0.26) 3,66(0.58) −1.65 2.52 0.34(0.27) 3.75(0.55) −2.43 6.26

2 I share my life plans with my
partner.

0.62(0.33) 3,42(0.73) −1.07 0.52 0.50(0.60) 3.18(0.90) −0.86 −0.13

3 I am joyful to share my partner’s
success.

0.68(0.14) 3,70(0.51) −1.48 1.27 0.69(0.16) 3.75(0.56) −2.59 7.46

4 I feel enriched to see the personal
growth and life experience of my
partner.

0.64(0.18) 3,67(0.55) −1.54 1.78 0.63(0.25) 3.62(0.64) −1.63 2.24

5 When my partner is unhappy, I also
feel sad.

0.48(0.25) 3,60(0.57) −1.28 1.59 0.53(0.51) 3.24(0.85) −0.89 0.03

6 I can be empathic with my partner
and try to understand her/him.

0.50(0.26) 3,53(0.58) −0.97 0.83 0.58(0.23) 3.59(0.59) −1.35 2.11

7 I am often bored with my partner.∗ 0.45(0.43) 3,37(0.73) −1.03 0.77 0.50(0.42) 3.36(0.75) −1.00 0.54

Basic trust (BTR)

8 I trust that my partner is empathic
with me when necessary.

0.57(0.40) 3,21(0.77) −0.89 0.64 0.75(0.33) 3.02(0.87) −0.69 −0.08

9 My weaknesses, inner conflicts and
problems are open to the other.

0.71(0.32) 3,14(0.8) −0.69 0.03 0.46(0.56) 3.20(0.85) −0.78 −0.21

10 I can express my feelings and
needs to my partner openly.

0.78(0.25) 3,31(0.79) −0.87 −0.07 0.76(0.22) 3.43(0.73) −1.26 1.42

11 I can trust my partner that
in situations of uncertainty and
ambivalence she/he can be
emotionally supportive.

0.69(0.33) 3,33(0.79) −1.01 0.40 0.78(0.22) 3.46(0.75) −1.46 1.91

12 I feel being honest to my partner. 0.72(0.20) 3,60(0.64) −1.60 2.32 0.82(0.15) 3.56(0.68) −1.59 2.29

13 I keep secrets from my partner.∗ 0.57(0.38) 3,37(0.75) −1.09 0.86 0.36(0.81) 2.73(0.97) −0.47 −0.70

14 I can confess my weaknesses to
my partner.

0.62(0.33) 3,33(0.74) −0.91 0.43 0.56(0.34) 3.48(0.70) −1.29 1.35

15 I sometimes feel that my
relationships are limited.∗

0.49(0.70) 2,62(0.96) −0.16 −0.91 0.38(0.89) 2.72(1.02) −0.37 −0.95

16 I am comfortable with my partner
and I usually feel safe in his/her
company.

0.67(0.30) 3,45(0.73) −1.29 1.32 0.70(0.18) 3.60(0.60) −1.46 2.23

Gratitude (GRT)

17 I feel gratitude for the existence of
my partner.

0.67(0.22) 3,63(0.63) −1.77 3.13 0.72(0.26) 3.57(0.73) −1.73 2.48

18 I feel gratitude for the love received. 0.71(0.19) 3,65(0.61) −1.90 3.80 0.75(0.25) 3.51(0.77) −1.51 1.55

19 When separated I still feel
connected with the partner.

0.64(0.34) 3,44(0.76) −1.38 1.62 0.66(0.25) 3.57(0.67) −1.60 2.50

20 I accept that I need my partner. 0.54(0.54) 3,19(0.87) −0.75 −0.38 0.76(0.23) 3.56(0.74) −1.78 2.71

21 I like to convey comfort to my
partner.

0.66(0.22) 3,62(0.62) −1.61 2.46 0.53(0.35) 3.59(0.70) −1.79 2.92

22 I like to take care of the other, when
he/she needs my help.

0.66(0.24) 3,56(0.65) −1.52 2.37 0.58(0.23) 3.65(0.59) −1.72 3.12

23 I like to share responsibilities in our
daily life in order to take pressure off
my partner.

0.54(0.36) 3,32(0.71) −0.86 0.56 0.37(0.69) 2.96(0.90) −0.45 −0.65

Common ego ideal (CEI)

24 I am dedicated to my relationships. 0.60(0.32) 3,28(0.70) −0.73 0.40 0.69(0.20) 3.61(0.61) −1.55 2.35

25 We always try to work on our
relationship.

0.61(0.35) 3,13(0.74) −0.57 0.02 0.57(0.32) 3.28(0.69) −0.67 .25

26 I respect the personality and
essential values of my partner.

0.53(0.27) 3,51(0.61) −0.98 0.68 0.59(0.24) 3.59(0.61) −1.53 2.84

(Continued)
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TABLE 1 | Continued

Interest in the other (INT) AT PL

Loading
(variance)

M(SD) SkewnessKurtosis Loading
(variance)

M(SD) Skewness Kurtosis

27 I love to watch my partner’s
gestures and reactions.

0.55(0.29) 3,54(0.64) −1.19 0.81 0.51(0.29) 3.65(0.63) −1.88 3.49

28 I feel committed to our joint life. 0.71(0.24) 3,46(0.70) −1.28 1.49 0.71(0.19) 3.68(0.62) −2.05 4.16

29 I search for compromise solutions
when conflicts and competing
agendas arise.

0.41(0.31) 3,42(0.61) −0.71 0.57 0.45(0.37) 3.39(0.68) −1.16 1.89

30 I often tell my partner that I love
him.

0.60(0.59) 3,13(0.96) −0.83 −0.37 0.60(0.74) 3.12(1.07) −0.88 −0.58

31 I feel deeply connected with my
partner.

0.74(0.25) 3,37(0.75) −0.99 0.37 0.78(0.21) 3.51(0.73) −1.47 1.63

Permanence of sexual passion
(PSP)

32 Sexual boredom arises in long-term
relationships.∗

0.79(0.31) 2,69(0.92) −0.21 −0.79 0.95(0.08) 3.24(0.93) −1.06 0.14

33 The sexual desire diminishes
throughout time.∗

0.89(0.18) 2,76(0.92) −0.13 −0.94 0.81(0.27) 3.25(0.88) −1.06 0.36

Loss and mourning (LOM)

34 It is hard for me to accept when a
loved person is not able to respond
to my love.∗

0.46(0.62) 3,10(0.89) −0.67 −0.42 0.41(0.77) 1.76(0.97) −1.12 0.16

35 When a relationship is over, I often
blame my ex-partner.∗

0.57(0.67) 3,05(1,00) −0.72 −0.62 0.40(0.84) 2.78(1.00) 0.32 −0.99

36 I sometimes have wishes for
revenge when my partner
dismisses me.∗

0.57(0.68) 3,18(1,00) −0.94 −0.34 0.45(0.84) 3.03(1.03) 0.68 −0.77

37 I am often unwilling to accept the
end of my relationships.∗

0.66(0.63) 2,74(1,07) −0.24 −1.21 0.59(0.82) 2.59(1.12) 0.09 −1.36

38 I am often jealous.∗ 0.49(0.68) 2,73(0.94) −0.31 −0.78 0.55(0.80) 2.47(1.07) 0.09 −1.26

39 I have feelings of guilt after a
separation.∗

0.45(0.79) 2,78(0.99) −0.31 −0.97 0.50(0.70) 2.53(0.97) 0.06 −0.96

40 I sometimes devaluate myself if my
partner abandoned me.∗

0.62(0.74) 2,61(1,10) −0.12 −1.31 0.72(0.59) 2.47(1.11) −0.11 −1.34

41 It is hard for me to move on after a
relationship.∗

0.40(0.93) 2,43(1,05) 0.06 −1.20 0.33(0.99) 2.26(1.05) −0.26 −1.15

∗Reversed item; n = 547 for Austrian (AT) and n = 240 for Polish (PL) sample.

Quality of Relationship Inventory (QRI)
The Quality of Relationship Inventory (QRI) (Pierce et al., 1997)
in the German translation was used (Reiner et al., 2012). It
is a self-report questionnaire consisting of 25 items that are
evaluated on a four-point Likert scale ranging from 1 (not true)
to 4 (almost always true). QRI has 25 items forming three
dimensions: Support (seven items, e.g., ‘To what extent could
you count on this person to help with a problem?’), Conflict
(12 items, e.g., ‘How critical of you is this person?’), and Depth
(6 items, e.g., ‘How much do you depend on this person?’).
The internal consistency for the subscales was 0.84, 0.89, and
0.82 for the respective subscales in a representative German
sample (Reiner et al., 2012). Higher scores in Support and
Depth dimensions mean better quality of relationship, whereas
higher scores in the Conflict are interpreted in terms of lower
quality of relationship. The questionnaire was administered in
sample 1.

Beck Depression Inventory (BDI-II-R)
Beck Depression Inventory (BDI-II) is a well-established measure
of depressive traits (Beck et al., 1988). It allows to be used
as a screening measure as well as a measure of severity of
depression based on 21 items rated between 0 and 3. Its German
translation by Hautzinger et al. (1994) yields satisfying internal
consistencies as measured by Cronbach’s α ranging between
0.76 and 0.95 in clinical samples and between 0.73 and 0.92
in non-clinical samples. The questionnaire was administered in
sample 1.

Revised Version of the Sociosexual Orientation
Inventory (SOI-R)
Sociosexual Orientation Inventory (SOI-R) by Penke and
Asendorpf (2008) in the Polish translation (Jankowski, 2016)
was used to measure sociosexual orientation. The questionnaire
was administered in sample 2. Higher scores in SOI-R indicated
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unrestricted sociosexuality, whereas lower scores indicated more
restricted orientation. The scale used in the study has nine
items with a five-point Likert scale response format. It allows
for quantification of three facets of sociosexual orientation,
i.e., behavior, attitude, desire, and a total score. Each of the
three dimensions consists of three items. Sample questions are:
behavior ‘With how many different partners have you had sex
within the past 12 months?’; attitude ‘Sex without love is OK’;
desire ‘In everyday life, how often do you have spontaneous
fantasies about having sex with someone you have just met?’
Typically, scores of each scale are expressed as the average of
scores obtained from adherent items, and the total score is
an average of the scores for the three facets. This allows for
comparisons between subscales and between subscales and total
score, and produces values between 1 and 9 for each subscale and
for the total score. Cronbach’s α in the present study were high
for behavior (0.79), attitude (0.82), and desire (0.88), and the total
score (0.87).

Pathological Narcissism Inventory (PNI)
The original Pathological Narcissism Inventory (PNI) is a
52-item self-report measure assessing seven dimensions of
pathological narcissism including measures of narcissistic
grandiosity (Entitlement Rage, Exploitativeness, Grandiose
Fantasy, and Self-sacrificing Self-enhancement) and narcissistic
vulnerability (Contingent Self-esteem, Hiding the Self, and
Devaluing) (Pincus et al., 2009). The applied German version
includes a translation of the original and two additional items
constructed to extend the exploitative subscale based on DSM
diagnostic criteria (Morf et al., 2017). In the German validation
study, Cronbach alphas for the subscales ranged between 0.82
(SSSE) and 0.92 (CSE) with an alpha coefficient for the total scale
of 0.94. The retest reliability for the subscales ranged from r = 0.75
(DEV and SSSE) to 0.87 (CSE and GF) and the reliability for the
total score was 0.86 (Morf et al., 2017). The questionnaire was
used in sample 3.

Narcissistic Personality Inventory (NPI)
The original Narcissistic Personality Inventory (NPI) is a 40-item
self-report measure developed by Raskin and Terry (1988) also
available in a 15-items version (Schütz et al., 2004) assessing two
dimensions of narcissism (Leadership and Grandiosity) from a
social-personality psychology perspective. Leadership represents
the ability to lead groups and others, while Grandiosity describes
features of personality such as feelings to be a special and unique
person. Some research indicates that the NPI assesses adaptive
characteristics of narcissism such as achievement motivation,
self-esteem, emotional resilience, and extraversion rather than
pathological features (Pincus et al., 2009). The applied German
NPI-15 translation (Schütz et al., 2004) showed good Cronbach
alphas for the subscales with 0.73 and 0.82 and a good
test–retest reliability r = 0.86 (Schütz et al., 2004). Recently,
the two-factor structure was re-examined in a representative
German population, resulting in Cronbach alpha of 0.82 for
the Leadership and an acceptable 0.69 for the Grandiosity
subscale (Spangenberg et al., 2013). The questionnaire was used
in sample 3.

Statistical Analysis
The factor structure of the CTL-I was examined by maximum
likelihood confirmatory factor analysis (CFA) and goodness of
fit was established basing on Hu and Bentler (1998) two-index
presentation strategy. Specifically, for complex models, as in
the presented work, it is suggested to interfere on fit, based
on standardized root mean square residual (SRMR) together
with root-mean-square error of approximation (RMSEA) with
cutoff values indicative for acceptable fit of around 0.80 or
less for SRMR and around 0.60 or less for RMSEA (Hu and
Bentler, 1998). We supplemented the above fit indices with
Akaike information criterion (AIC) and Bayesian information
criterion (BIC) allowing for comparison between competing
models (lower the values represent a better fit). Associations with
other scales were tested with Pearson correlation and differences
between groups were checked using t-test. Internal consistency
reliability was assessed by Cronbach alpha. The calculations were
performed by IBM SPSS and AMOS (version 22.0). Significance
levels were set at 0.05.

RESULTS

Factor Analysis
At first, a 70-item, eight-factor model consisting of FIL, INT, BTR,
FRG, GRT, CEI, PSP, LOM was tested in the Austrian sample
(sample 1) using CFA, with factors allowed to correlate with
each other. Fit indices were: χ2(2317) = 7026.8, χ2/degrees of
freedom = 3.03, SRMR = 0.086, RMSEA = 0.061 (95% CI: 0.059;
0.063), AIC = 7362.8, BIC = 8085.9, thus they showed mediocre fit
to the data due to SRMR exceeding the commonly acknowledged
threshold of 0.080 for good fit.

To improve the model fit, we retained items with factor
loadings greater than 0.40 and, next, examined internal
consistency of each of the eight scales by means of Cronbach
alpha. Only scales with internal consistency of at least 0.70
were retained. As a result, the scales FIL (all nine items) and
FRG (all seven items) could not be retained, and 13 further
items from other subscales dropped out due to too low factor
loadings. The resulting six-factor model (with 41 items) was
re-tested with CFA, with scales being allowed to correlate with
each other. Fit indices were: χ2(764) = 2391.9, χ2/degrees of
freedom = 3.13, SRMR = 0.060, RMSEA = 0.062 (95% CI:
0.060; 0.065), AIC = 2585.9, BIC = 3003.4. Thus, similarly to
the previous model χ2/degrees of freedom and RMSEA were
acceptable, and SRMR lowered below threshold value of 0.080.
What is more, both AIC and BIC values were lower for the six-
factor model. Consequently, in comparison to the initial eight-
factor model, the six-factor model (model 2) consisting of INT,
BTR, GRT, CEI, PSP, LOM was improved and accepted as the final
one.

The next step was to retest the six-factor model (model 2)
by CFA in an independent (Polish) sample 2. The results
confirmed item loadings on the six-factors. The fit indices were:
χ2(764) = 1482.3, χ2/degrees of freedom 1.94, SRMR = 0.070,
RMSEA = 0.063 (95% CI: 0.058; 0.067) indicating acceptable fit,
which was comparable to that observed in sample 1 (Austria).
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Factor loadings and Cronbach alphas for the scales for the final
model in both samples are shown in Tables 1, 2, respectively.

Internal Reliability and Validity of CTL-I
Subscales
As shown in Table 2, the internal consistency after item reduction
in each of the six subscales was good and comparable in both
samples 1 and 2. The corresponding Cronbach’s alpha values for
the total scale were 0.90 and 0.88 respectively. The total alpha
was further confirmed in sample 3 with 0.89 (subscale alpha
range = 0.68 to 0.82). Similarly, in sample 4, alphas for the CTL
total score at time 1 was 0.90 and 0.92 (N = 85) at time 2 and alpha
values for the subscales at both time points ranged between 0.67
and 0.86.

All six subscales correlated consistently with each other,
with moderate associations of the subscale ‘Loss and Mourning’
with the subscales ‘Basic Trust’ in Sample 1 and ‘Permanence
of Sexual Passion’ as shown in Table 2. When Bonferroni
correction is adopted to the correlational analyses and twenty
one coefficients are considered, p level should equal 0.002 or less
to be considered statistically significant. Using this conservative
method associations of PSP with LOM in both samples and with
INT and BTR in the Polish sample could be regarded as less firm.

Interestingly, age was only associated with the subscales
‘Gratitude’ and ‘Loss and Mourning’ (association with CEI in the
Austrian sample would not survive the Bonferroni correction).

Table 3 shows small but significant differences between the
Austrian (1) and Polish (2) sample in most subscales. The
gender comparison showed that males scored slightly higher
than females on the subscale ‘Loss and Mourning’. Additionally,
Austrian males showed a lower mean than females in the ‘Interest
for the other’ subscale (see Table 4), but the p-value of this
association exceeds the value of 0.008 imposed by the Bonferroni
correction considering six t-tests, making the association less
firm.

Convergent and Divergent Validity
Validity was examined by correlations between the CTL-I
subscales and other variables. We hypothesized a positive
association between CTL and relationship quality in sample 1.
Each of the six scales of the CTL-I was moderately correlated

with each of the three dimensions of the QRI. According to
expectations, the total CTL-I score and all scales of the CTL-
I correlated positively with the dimensions Depth and Support
and negatively with the Conflict dimension of QRI. The only
exception was the CTL-I subscale ‘Loss and Mourning,’ which was
not significantly correlated with the dimension Depth of QRI (see
Table 5).

In line with the hypothesis that depressive symptoms are
associated with limitations to the CTL, all scales of CTL-I were
inversely correlated with depression scores (BDI) (see Table 5).

We hypothesized that unrestricted SOI-R, which is a
propensity to engage in casual sex or sexual activity in
uncommitted relationships, would be negatively correlated with
CTL. In fact, we found that the total SOI-R score was negatively
correlated with five scales of CTL-I with the exception of ‘Loss
and Mourning.’ This result seems to be based mainly on the
correlation of the two dimensions of SOI-R Attitude and Desire.
The third SOI-R dimension Behavior was not related to CTL-
I subscales with the exception of the ‘Permanence of Sexual
Passion’ scale (see Table 6).

The association between CTL-I subscales and pathological
narcissism (see Table 7) was examined within sample 3. In
line with expectations, the total CTL-I and total PNI score
were moderately and inversely correlated. The CTL-I subscales
‘Loss and Mourning’ as well as ‘Basic Trust’ contributed most
to the association. On the other hand, the narcissistic aspects
‘Hiding the self,’ ‘Vulnerability,’ and ‘Devaluing’ contributed most
to restrictions in CTL. As further expected, none of the NPI
dimensions nor the total score was substantially associated with
CTL-I total and subscales.

Test–Retest Reliability
Within sample 4, the test–retest reliability for the total CTL-I
score was rtt = 0.81. The reliabilities for the subscales ranged from
rtt = 0.64 (GRT) to rtt = 0.85 (LOM) (see Table 8).

DISCUSSION

The aim of the study was the psychometric operationalization
of the construct of CTL. The underlying theoretical basis of the
construct was derived from an integrated psychoanalytic

TABLE 2 | Correlations among factor scores in Samples 1 and 2 (Austria/Poland).

INT BTR GRT CEI PSP LOM Age

INT – 0.70∗∗∗/0.69∗∗∗ 0.80∗∗∗/0.84∗∗∗ 0.80∗∗∗/0.94∗∗∗ 0.40∗∗∗/0.25∗∗ 0.11/−0.03 −0.09/0.01

BTR 0.75∗∗∗/0.69∗∗∗ 0.75∗∗∗/0.77∗∗∗ 0.34∗∗∗/0.22∗∗ 0.25∗∗∗/−0.07 −0.08/0.00

GRT 0.91∗∗∗/0.90∗∗∗ 0.39∗∗∗/0.30∗∗∗ 0.04/−0.16 −0.15∗∗∗/0.01

CEI 0.49∗∗∗/0.32∗∗∗ 0.06/−0.12 −0.12∗∗/0.01

PSP 0.15∗∗/0.17∗
−0.06/0.03

LOM – 0.22∗∗∗/0.28∗∗∗

CTL-I total 0.54∗∗∗/0.76∗∗∗ 0.63∗∗∗/69∗∗∗ 0.75∗∗∗/74∗∗∗ 0.79∗∗∗/80∗∗∗ 0.69∗∗∗/66∗∗∗ 0.40∗∗∗/0.28∗∗∗
−0.05/0.10

Cronbach alpha 0.73/0.72 0.86/0.83 0.81/0.80 0.81/0.82 0.83/0.87 0.75/0.72 –

∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05; n = 547 for Austrian sample 1 and n = 240 for Polish sample 2. CTL-I scales: INT, interest in the other; BTR, basic trust; GRT,
gratitude; CEI, common ego ideal; PSP, permanence of sexual passion; LOM, loss and mourning.
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TABLE 3 | Descriptive statistics for the studied measures and comparison of means between countries.

Austria Poland

Mean (SD) Skewness Kurtosis Mean (SD) Skewness Kurtosis

Interest in the other (INT)∗∗∗ 3.32 (0.32) −1.25 2.30 3.50 (0.43) −1.22 2.16

Basic trust (BTR)∗∗∗ 3.04 (0.36) −0.97 0.73 3.24 (0.52) −0.96 0.68

Gratitude (GRT) 3.49 (0.48) −1.39 2.73 3.49 (0.49) −1.85 4.76

Common ego ideal (CEI)∗∗∗ 3.35 (0.47) −1.11 1.87 3.48 (0.47) −1.66 4.45

Perm. of sexual passion (PSP)∗∗∗ 2.72 (0.85) −0.17 −0.73 3.25 (0.85) −1.10 0.44

Loss and mourning (LOM)∗∗∗ 2.68 (0.61) −0.29 −0.47 2.49 (0.60) 0.07 −0.50

CTL-I total∗∗∗ 18.60 (1.97) −0.72 0.88 19.47 (2.16) −0.91 1.01

∗∗∗p < 0.001; n = 547 for Austrian sample 1 and n = 240 for Polish sample 2.

TABLE 4 | Gender differences in CTL-I scales in AT and PL.

Austria Poland

Women mean (SD) Men mean (SD) Women mean (SD) Men mean (SD)

Interest in the other (INT) 3.33 (0.32) 3.25 (0.34)∗ 3.52 (0.42) 3.40 (0.45)

Basic trust (BTR) 3.04 (0.36) 3.03 (0.39) 3.25 (0.52) 3.20 (0.56)

Gratitude (GRT) 3.49 (0.48) 3.47 (0.44) 3.50 (0.47) 3.41 (0.58)

Common ego ideal (CEI) 3.37 (0.47) 3.30 (0.45) 3.49 (0.46) 3.41 (0.53)

Permanence of sexual passion (PSP) 2.72 (0.85) 2.74 (0.83) 3.26 (0.85) 3.16 (0.88)

Loss and mourning (LOM) 2.64 (0.61) 2.81 (0.50)∗∗ 2.41 (0.58) 2.84 (0.61)∗∗∗

CTL-I total 18.60 (1.92) 18.60 (1.98) 19.45 (2.17) 19.41 (2.10)

∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05. n = 547 for Austrian sample 1 and n = 240 for Polish sample 2.

TABLE 5 | Correlations between dimensions of capacity to love and quality of relationship inventory and depression scores (M = 9.13, SD = 8.59) (Austrian sample 1,
n = 531).

QRI support QRI conflict QRI depth BDI

Interest in the other (INT) 0.49∗∗∗
−0.36∗∗ 0.58∗∗∗

−0.19∗∗

Basic trust (BTR) 0.68∗∗∗
−0.51∗∗∗ 0.62∗∗∗

−0.31∗∗

Gratitude (GRT) 0.54∗∗∗
−0.37∗∗∗ 0.74∗∗∗

−0.19∗∗

Common ego ideal (CEI) 0.52∗∗∗
−0.37∗∗∗ 0.67∗∗∗

−0.19∗∗

Permanence of sexual passion (PSP) 0.28∗∗∗
−0.26∗∗∗ 0.32∗∗∗

−0.21∗∗

Loss and mourning (LOM) 0.21∗∗∗
−0.36∗∗∗

−0.01 −0.44∗∗

CTL-I total 0.63∗∗∗
−0.53∗∗∗ 0.66∗∗∗

−0.37∗∗

∗∗∗p < 0.001; ∗∗p < 0.01.

TABLE 6 | Correlations between the CTL and SOI-R scales (n = 240, Polish sample 2).

SOI-R behavior SOI-R attitude SOI-R desire SOI-R total score

Mean (SD) 1.86 (0.78) 2.60 (1.22) 2.39 (1.05) 2.38 (0.82)

Interest in the other (INT) −0.10 −0.34∗∗∗
−0.34∗∗∗

−0.35∗∗∗

Basic trust (BTR) −0.11 −0.27∗∗∗
−0.27∗∗∗

−0.28∗∗∗

Gratitude (GRT) −0.04 −0.28∗∗∗
−0.29∗∗∗

−0.27∗∗∗

Common ego ideal (CEI) −0.01 −0.29∗∗∗
−0.32∗∗∗

−0.28∗∗∗

Permanence of sexual passion (PSP) −0.19∗∗
−0.27∗∗∗

−0.40∗∗∗
−0.37∗∗∗

Loss and mourning (LOM) −0.02 0.04 −0.12 −0.04

CTL-I total −0.14∗
−0.36∗∗∗

−0.46∗∗∗
−0.42∗∗∗

∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05.
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TABLE 7 | Correlations between the CTL dimensions and narcissistic personality and pathological narcissism scores (n = 180, Austrian sample 3).

INT BTR GRT CEI PSP LOM CTL-I total

PNI CSE 0.03 −0.15∗
−0.03 0.00 −0.15 −0.60∗∗

−0.26∗∗

DEV −0.09 −0.26∗∗
−0.16∗

−0.11 −0.08 −0.51∗∗
−0.31∗∗

ER −0.05 −0.17∗
−0.11 −0.10 −0.16∗

−0.45∗∗
−0.28∗∗

EXP −0.03 −0.01 −0.03 −0.04 −0.07 −0.08 −0.08

GF −0.03 −0.10 −0.04 −0.02 −0.01 −0.47∗∗
−0.18∗

HS −0.13 −0.30∗∗
−0.23∗∗

−0.20∗∗
−0.16∗

−0.47∗∗
−0.38∗∗

SSSE 0.05 −0.05 0.04 0.06 0.00 −0.40∗∗
−0.09

GRAND −0.02 −0.11 −0.05 −0.03 −0.07 −0.46∗∗
−0.20∗∗

VULN −0.05 −0.25∗∗
−0.13 −0.09 −0.15∗

−0.60∗∗
−0.34∗∗

PNI total −0.04 −0.19∗∗
−0.10 −0.07 −0.12 −0.57∗∗

−0.29∗∗

NPI LEAD 0.03 −0.10 0.13 0.09 −0.10 0.04 0.01

GRAN 0.06 0.11 0.15∗ 0.16∗ 0.00 0.16∗ 0.15∗

NPI total 0.04 −0.04 0.16∗ 0.12 −0.08 0.09 0.05

∗∗p < 0.01; ∗p < 0.05. PNI scales: CSE, Contingent Self-Esteem; DEV, Devaluing; ER, Entitlement Rage; EXP, Exploitativeness; GF, Grandiose Fantasy; HS, Hiding the
Self; SSSE, Self-Sacrificing Self-Enhancement; GRAND, Narcissistic Grandiosity Subscale; VULN, Narcissistic Vulnerability Scale. NPI scales: LEAD, Leadership; GRAN,
Grandiosity. CTL-I scales: INT, interest in the other; BTR, basic trust; GRT, gratitude; CEI, common ego ideal; PSP, permanence of sexual passion; LOM, loss and
mourning.

TABLE 8 | Test–retest correlations (N = 85, Austrian sample 4).

INT 1 BTR 1 GRT 1 CEI 1 PSP 1 LOM 1 CTL total 1

INT 2 0.71∗∗ 0.49∗∗ 0.63∗∗ 0.59∗∗ 0.42∗∗ 0.01 0.62∗∗

BTR 2 0.59∗∗ 0.77∗∗ 0.57∗∗ 0.53∗∗ 0.41∗∗ 0.15 0.71∗∗

GRT 2 0.53∗∗ 0.53∗∗ 0.64∗∗ 0.56∗∗ 0.39∗∗
−0.03 0.58∗∗

CEI 2 0.59∗∗ 0.60∗∗ 0.60∗∗ 0.73∗∗ 0.50∗∗ 0.05 0.70∗∗

PSP 2 0.33∗∗ 0.40∗∗ 0.31∗∗ 0.43∗∗ 0.81∗∗ 0.01 0.48∗∗

LOM 2 0.08 0.27∗
−0.05 −0.01 −0.08 0.85∗∗ 0.40∗∗

CTL total 2 0.62∗∗ 0.72∗∗ 0.58∗∗ 0.61∗∗ 0.46∗∗ 0.34∗∗ 0.81∗∗

∗∗p < 0.01; ∗p < 0.05. CTL-I scales: INT, interest in the other; BTR, basic trust; GRT, gratitude; CEI, common ego ideal; PSP, permanence of sexual passion; LOM, loss
and mourning.

theory of the CTL, with emphasis on recent object
relations theory which understands current interpersonal
relations as linked to early childhood development (Modell,
1963; Bergmann, 1971; Kernberg, 1974a,b, 1977, 2011a;
Gottlieb, 2002; Kealy and Ogrodniczuk, 2014). Rather than
descriptively characterizing styles of loving, the theory
of CTL refers to functioning in romantic committed
relationships commonly referred to as love relationships.
Accordingly, the theory is based on the assumption that
various inhibitions of personality functioning result in
current limitations to the CTL and thus in interpersonal
difficulties.

Factor Analysis
In order to test the factor structure of the instrument, a
CFA approach was chosen because the coherent theoretical
construct of CTL and its constituting dimensions were already
defined within the framework of Kernberg (2011a). Out of
an initial pool of 70 items constituting eight dimensions, the
factor analysis finally confirmed 41 items in six dimensions:

(1) Interest in the life project of the other, (2) Basic trust, (3)
Humility and gratitude, (4) Common ego ideal, (5) Permanence
of sexual passion, and (6) Acceptance of loss/jealousy/mourning.
Only two initial dimensions ‘Falling in love’ and ‘Capacity for
authentic forgiveness’ could not be confirmed as items needed
to be excluded due to low loadings and unacceptable low
internal consistencies of these subscales. In general, indices of
CFA suggested an acceptable fit of the six-factor model and
support the face validity of the concept. While all remaining
six dimensions of the CTL-I showed moderate correlations with
each other, the subscale ‘Acceptance of loss/Jealousy/Mourning’
represented by items like ‘It is hard for me to accept if a loved
person is not able to respond to my love’ was only modestly
related to ‘Basic trust’ and ‘Permanence of sexual passion.’ This
scale represents coalesced aspects of reactions to loss of love
objects, which are in line with the observed inverse associations
with depression scores and conflicts in relationships. However,
‘Acceptance of loss/Jealousy/Mourning’ is not related to depth
of the relationship or perceived support therein. It can therefore
be seen as a rather stabilizing or neutralizing function in critical
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times rather than one that adds to depth or intensity of love
relations.

Validity
CTL and Symptoms of Depression
A framework of Freud’s comprehensive theory of depression has
only recently been formulated for empirical testing and suggests
close links between depression and loss of loved objects (Desmet,
2013). In line with our expectations, CTL is inversely associated
with depressive symptoms in our study. The hypothesis has a
long tradition among many theorists beyond Freud (1917) and
his initial theory on the relation between loss of love objects
and depression as a representation of the inability to mourn.
In this sense, Balint (1952) described the difference between
mature and primitive love as determined by strong narcissistic
tendencies and unbearable depressive fears which may impair
the ability to maintain loving relations. Thus, while loss and
total unity with a love object are antagonistic extremes, mature
CTL as the ability to bear depressive feelings (Klein, 1940,
1946) represents a protective feature against its symptomatic
expressions at both ends of the continuum in form of depression
and narcissism. More recent empirical results show that perceived
parental love inconsistency is associated with later proneness
to depression (Trumpeter et al., 2008). Conversely, depression
in adolescence may impair subsequent romantic relationship
qualities into late adolescence and emerging adulthood (Vujeva
and Furman, 2011), corresponding to an impaired CTL. In the
process of transition to parenthood, for example, love received
from husband is seen by Benedek (1949, 1959) as a remedy for
postpartum depression, which by restoring a narcissistic loss, in
turn allows mother to be the source of love for the child. In this
sense, further research might help to understand the early effects
of parenting styles (Busch and Kapusta, unpublished) and the
early nurturing co-parenting environment (Kapusta et al., 2017)
on the development of the CTL in offspring.

CTL and Sociosexual Orientation
The concept of sociosexuality, which is related to promiscuity,
describes individual differences in the readiness to engage in
uncommitted sexual relationships (Penke and Asendorpf, 2008),
and thus reflects the capacity to restrict one’s own sexual
propensity to one love object. Restricted sociosexuality is also
related to romantic relationship stability and quality (Simpson,
1987; Simpson and Gangestad, 1991, 1992; Ellis, 1998; Jones,
1998). In line with these facts, our results show that sociosexuality
is inversely related to the CTL. The relevance of the ability to
restrict one’s own sexual propensity seems to be reflected in
the emotional and motivational aspects captured by the SOI,
namely attitudes toward and desire for unrestricted sexuality.
In contrast, the behavior dimension of the SOI, which counts
sexual contacts and describes the lifetime allocation of effort to
short-term versus long-term mating tactics, was only marginally
related to CTL in our Polish sample. The behavior dimension
was inversely correlated with the CTL scale ‘Permanence of sexual
passion’. It seems possible that the sociosexual behavior of our
rather young sample does not adequately differentiate between
immature and mature CTL, given that sociosexuality increases

with age (Penke and Asendorpf, 2008; Jankowski, 2016), and the
rather low mean of the SOI behavior dimension in our sample
reflects low sexual experience relative to other comparable studies
(Penke and Asendorpf, 2008; Jankowski, 2016).

The gender comparison showed that males in both samples
1 and 2 scored higher than females on the subscale ‘Loss
and Mourning’ and Austrian males showed a lower ‘Interest
for the life plan of the other’ than females (Table 4). The
mean scores of the CTL-I subscales were similarly high in
both the Polish and Austrian samples, with the exception of
higher means of PSP among Polish participants. It remains to
be elucidated in the future, whether this difference between
countries is based on cultural/religious, sampling or linguistic
differences (Table 3). Although the demonstration of cultural
differences between Austria and Poland is beyond the scope
of this work, for example, religious beliefs differ between
Austria and Poland considerably, with Poland exhibiting
more religiousness (Coutinho, 2016). Given the fact that
‘Permanence of sexual passion’ is inversely related to promiscuity
as measured by SOI-R, our results are supported by the
argumentation that Permanence of sexual passion is disclosed
at higher levels in a more religious country. However, we
also admit that the PSP scale could be improved in future
as it consists of only two items in the final 41-item CTL-I
version.

CTL and Quality of Relationships
Since the functions of the CTL are experienced within
relationships, we hypothesized a positive association between
CTL and relationship quality. The QRI measuring the dimensions
of support, conflict, and depth of relationships is based on
theoretical models of social support which include interpersonal,
intrapersonal, and situational efforts of exchange between two
participants (Pierce et al., 1991, 1997). The QRI is based on
the assumption that general predispositions to engage in and
respond to social behavior are grounded in expectations, derived
from Bowlby’s (1980) theory of working models and relations
between the self and important others. Perceived qualities of
depth and support in intimate relationships were associated
most strongly with the domains BTR, gratitude and a common
ego ideal of the CTL-I. In applying Mikulincer and Shaver’s
(2005) model of the interplay between the caregiving and the
attachment behavioral systems, in which one person responds to
signals of need emitted by the other, the reduction of another
person’s suffering by provision of support or experience of
positive emotions fosters the experience of gratitude and may
strengthen attachment security and BTR. Also, a perception
of a shared ego ideal may increase mutual understanding
and thus increase feelings of depth in a relationship. The
opposite is true for conflict in intimate relationships, which was
inversely related to all CTL-I subscales, and notably reflects a
loss of BTR, reduced feelings of gratitude and restrictions in
common ego ideal. These results are in line with considerations
of the emergence of relational tensions and conflicts in the
presence of a malfunctioning of the attachment and caregiving
system, which otherwise tend toward a maintenance of stable
and mutually satisfactory affectional bonds (Mikulincer and

Frontiers in Psychology | www.frontiersin.org July 2018 | Volume 9 | Article 111593

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-09-01115 July 21, 2018 Time: 15:43 # 11

Kapusta et al. Development of the CTL-Inventory

Shaver, 2008). Future studies should assess the associations
between CTL-I and attachment styles, the latter being likely a
function of the mature dependency dimension of CTL-I, and
test the hypothesis formulated by Hazan and Shaver (1987)
who argued for understanding romantic love as an attachment
process.

Pathological Narcissism and Limitations to the
Capacity to Love
Theoretical assumptions suggest that pathological narcissism
is associated with an overall difficulty in the CTL or as a
fundamental impairment of it (Gottlieb, 2002; Kernberg, 2011a;
Kealy and Ogrodniczuk, 2014). In contrast to pathological
narcissism with its incapability to love others, balanced love
for oneself is generally held to be an essential component of
healthy psychosocial functioning (Kealy and Ogrodniczuk, 2014).
Pincus et al. (2009) convincingly show that the two measures
of narcissism, namely PNI and NPI assess different aspects of
narcissism, with the latter capturing more adaptive expressions
of healthier and extraverted narcissistic features.

According to our expectations, CTL was moderately and
negatively associated with pathological narcissism in our study,
but not with the adaptive narcissism as measured by NPI.
Interestingly, it was the vulnerability of narcissistic persons that
was associated with limitations in the CTL, most notably the
CTL-I domains of BTR and LOM. This is in line with theory,
which points to problematic mourning processes in the context
of separation from loved objects, due to lack of object constancy.
According to Kernberg (2010), instead of mourning, persons with
pathological narcissism blame others for the loss of the loved
object, and in this way inhibit (and are thus protected from) the
painful mourning process. This is often accompanied by a denial
that the object could have his or her own independent existence,
or in a more omnipotent processing, narcissistic personalities
deny their own dependence on others (Garza-Guerrero, 2000).

Falling in Love and Authentic Forgiveness
Some limitations of our approach need to be discussed. Due
to poor psychometric properties, the two initial dimensions
of “falling in love” and “authentic forgiveness” were dropped
from the final version of the CTL-I. It is not possible to
evaluate if this rather reflects problems of the conceptualization
and operationalization of these dimensions in the assessment
instrument or if these dimensions are indeed no central
prerequisites of the CTL. Some authors argue that falling in
love represents a process of idealization which can lead to both
successful and frustrating experiences in relationships depending
on the level of maturity of the idealization process itself, which
means that normal vs. pathological idealizations need to be
differentiated (Kernberg, 1976, p. 191ff; Garza-Guerrero, 2000).
We believe that our attempt to conceptualize the ‘falling in love’
dimension with items like ‘I have experienced falling in love in my
life often’ or ‘It often happens that I idealize my partner’ may not
have sufficiently captured the theoretically ambiguous concept
of falling in love. The role of falling in love in mature loving
remains unclear and although falling in love seems related, it
not necessarily is a characteristic of the capacity for mature love

(Kernberg, 1976, p. 237; Kernberg, 2011a). Future attempts to
conceptualize falling in love should take non-pathological aspects
of idealization into account.

Similarly, the factor analysis could not confirm the
dimension ‘Capacity for authentic forgiveness’. Kernberg’s
(2011a) understanding of authentic forgiveness is based on
the acknowledgment of one’s own aggressive potential, the
experience of trust and the communication of feelings of being
hurt without blaming. We attempted to operationalize these
aspects initially in the 70-item version of the CTL-I with items
like ‘When feeling misunderstood or hurt, I express my feelings
to the other’ or the inverse statement ‘When hurt, I often try to
induce guilt feelings in my partner.’ However, the items did not
integrate into a consistent forgiveness scale as expected. Future
attempts at operationalizing authentic forgiveness should try to
broaden the concept by including other salient facets such as
the empathy for the offending partner’s motives (McCullough
et al., 1998; Akhtar, 2013, p. 130), which has been linked
to the mentalizing capacity of an individual Fonagy (2009,
p. 447).

CONCLUSION

According to the objectives of the study, (1) we were largely able
to empirically confirm the concept of CTL by operationalization
of its theoretical assumptions and have demonstrated that the
41-item CTL-I yields good internal consistency with stable
and consistent results in two culturally different samples, and
very good test–retest reliability. (2) The scale’s convergent and
divergent validity has coherently been established in relation
to narcissism, depression, relationship quality and sociosexual
orientation. (3) A closer examination of the associations between
dimensions of the CTL suggests a further refinement need for
the dimension of ‘permanence of sexual passion’ to improve the
construct validity of CTL-I. Also, the dimensions ‘Falling in love’
and ‘Forgiveness’ which could be not confirmed by means of CFA
in this work should be re-aproached in future.

The so established CTL-I allows self-assessment and empirical
testing of the relation between CTL-I and other concepts
in future, thereby contributing to further understanding
of the construct of CTL. Such an instrument might be
suitable for the measurement of changes in psychoanalytic
and other psychotherapeutic interventions and to help
psychotherapists to understand their patients limitations
and resources with respect to relationship issues. The resulting
CTL-I also adds to the strong need for operationalization of
psychoanalytic concepts to promote further empirical studies in
psychoanalysis.
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Introduction: Within a wider international research project aimed at operationalize
the psychodynamic construct of capacity to love (Kernberg, 2011), the Capacity to
Love Inventory (CTL-I) is a 41-items self-report questionnaire assessing six dimensions:
interest in the life project of the other, basic trust, gratitude, common ego ideal,
permanence of sexual passion, loss, and mourning.

Objectives: The study is aimed at validating the Italian version of the CTL-I.

Method: A total sample of 736 Italian non-clinical adults was administered a checklist
assessing socio-demographic variables, and the CTL-I. A Confirmatory Factor Analyses
(CFA) was conducted to examine the construct validity of the Italian version of the CTL-I.
Only a part of the total sample (320 participants) was administered an additional series
of concurrent measures in order to investigate the convergent validity of the CTL-I.
Correlations with measures of socio-sexual orientation, quality of romance relations,
and psychopathological questionnaires were examined through Pearson’s correlation
coefficients.

Results: CFA results suggested that the Italian CTL-I fully replicated the six-factor
structure of the original CTL-I. Cronbach’s alpha index provided satisfactory results for
all subscales and the correlations with concurrent measures were in expected direction.

Conclusion: The results showed promising psychometric characteristics of the
Italian version of CTL-I. Implications of the feasibility of the instrument in clinical and
psychotherapeutic settings are discussed.

Keywords: capacity to love, capacity to love inventory, psychodynamic perspective, Italian validation,

psychometric properties

INTRODUCTION

Starting from the Kernberg psychoanalytic theory (1995), the capacity to love is a human being’s
disposition to establish relationships with others and it is tightly connected to a person’s psychic
development. Thus, mature love, characterized by a set of dimensions, is considered as a theoretical
frame with diagnostic potentialities. In fact, the incapacity to fall in love could be an important
diagnostic marker in clinical contexts. For example, as highlighted by Kernberg (1974), narcissistic
personalities have serious distortions in their internal relationships with others, demonstrating an
incapacity to fall in love.
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Previous studies have explored the associations between
romantic relationships and depression highlighting that
relationships of depressive people are characterized by greater
dependency, emotional neediness and anger (Matussek et al.,
1986; Fiske and Peterson, 1991). Moreover, negative qualities of
romantic relationships seem have an important role in predicting
depressive symptoms (La Greca and Harrison, 2005).

Building on the theory of capacity to love (Kernberg, 2011),
Kapusta et al. (2018) have developed the Capacity to Love
Inventory, which consists of 41 items with six dimensions
(interest in the other, basic trust, gratitude, common ego ideal,
permanence of sexual passion, loss, and mourning), with a good
internal consistency in each subscale.

In the Italian context, instruments assessing love relationships
have been developed from various theoretical perspectives: the
attachment perspective (Gentili et al., 2002; Marazziti et al.,
2010; Busonera et al., 2014; Carli et al., 2016), the developmental
perspective (Ponti et al., 2010) and the psychosocial one (Donato
et al., 2009; Boffo and Mannarini, 2015). The CTL-I adds a
psychodynamic perspective into research of love relations and
introduces new dimensions involved in romantic love.

The present study aims at validating the Italian version of
the CTL-I (Kapusta et al., 2018) using a CFA methodology
in an Italian sample. To assess the convergent validity of the
CTL-I, correlations with some measures were examined through
Pearson’s correlation coefficients.

METHOD

Participants
The total sample was composed of 736 Italian non-clinical adults
(488 women and 248 men). Mean age of the participants was 28.6
years (SD= 9.8).

The only inclusion criterion was the age of 18 and higher.
The presence of conditions affecting the possibility of taking
the assessment or the refusal of consent form was considered
as exclusion criteria. Four hundred and sixteen participants
were recruited through advertisements (flyers and newspapers
distributed at the university and at public events). Before
starting the surveys, participants signed a written consent
form to participate the research. Instead, the remaining 320
participants were recruited through online ads posted at
established community groups and through mailing lists. The
online recruited subsample was asked to read a web page with the
informed consent document and to accept it by clicking a button
in order to start the research and complete the online survey.
The whole study protocol was approved by the ethics committee
of section of Psychology and Educational Sciences, University of
Naples Federico II.

All the participants were administered the CTL-I. Out of
the total of participants, only participants recruited through
the online survey (320 participants: 249 women and 71
men) were administered a series of concurrent measures
of depression, narcissism, socio-sexual orientation, quality of
romance relations. Mean age of this subsample was 31.9 years
(SD = 11.08). The relationship status of participants was as

TABLE 1 | Characteristics of the sample (n = 736).

Variables Percentages (Mean ± SD)

SEX

Men 248

Women 488

Age – M(SD) (28.6 ± 9.8)

EDUCATION LEVEL

Primary school 0.3%

Secondary school 5.8%

High school 37.5%

Graduated 51.3%

Post-graduate degree 0.5%

RELATIONSHIP STATUS

In a relationship 65.7%

Single 28.2%

Married 3.7%

Divorced 0.8%

Widowed 0.7%

follows: 79.7% in a relationship, 17.8% single, 1.3%married, 1.3%
divorced (Table 1).

Data Analysis Procedure
All the analyses were performed with the Statistical Package for
the Social Sciences (SPSS) 19.0 and MPLUS7 software (Bentler,
1990; Schermelleh-Engel et al., 2003;Muthén andMuthén, 2012).

Confirmatory factor analysis on the Italian version of CTL-
I was performed using the Maximum Likelihood (ML) as
appropriate estimator.

We tested the theory driven model developed by Kapusta et al.
(2018) by means of a CFA: a six-factor model with 41 items and
scales being allowed to correlate with each other, in line with
Kapusta et al. (2018) results. Model fit was assessed by means of
the following fit indexes: (1) the chi-squared (χ2) statistic and
its degree of freedom; (2) the Standardized Root Mean Square
Residuals (SRMR); and, (3) the Root Mean Square Error of
Approximation (RMSEA) and its 90% confidence interval (90%
CI). In line with what Schermelleh-Engel et al. (2003) affirmed,
the model fit the data when x2/df equal or <2, RMSEA equal
or <0.05 (90% CI: the lower boundary of the CI should contain
zero for exact fit and be<0.05 for close fit), although Browne and
Cudek (1993) argued that values ranging from 0.05 to 0.08 are
indicative of a good adequacy of the model.

Internal consistencies for the scales composing of the best
fitting model were computed using Cronbach’s coefficient alpha
for each factor.

Measures
Capacity to Love Inventory (CTL-I)
The Capacity to Love Inventory (CTL-I) (Kapusta et al., 2018),
translated through the back translation process (Van de Vijver
and Leung, 1997), is a 41 items questionnaire rated on a 4
point Likert Scale and composed of six dimensions: interest in
the life project of the other (INT), basic trust (BRT), gratitude
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(GRT), common ego ideal (CEI), permanence of sexual passion
(PSP) and loss and mourning (LOM). In the original version,
Cronbach’s alpha of the total scale is 0.90, whereas in the current
study is 0.94; for the subscales values are 0.84 for Interest, 0.83 for
Trust, 0.85 for Humility, 0.87 for Ego, 0.84 for Passion, and 0.85
for Acceptance.

Romance Qualities Scale (RQS)
The Romance Qualities Scale (RQS) (Ponti et al., 2010) is a
self-report questionnaire which measures the qualitative aspects
of romantic relationships. It consists of 22 items, evaluated
on a 5-point Likert Scale, developed in five dimensions:
Conflict, Companionship, Help, Security, Closeness. The internal
consistency coefficient for the five subscales were: 0.74 and 0.75
for Conflict; 0.61 and 0.62 for Companionship; 0.82 and 0.84
for Help; 0.69 and 0.72 for Security; 0.74 and.78 for Closeness.
In the present study, Cronbach’s alphas were: 0.74 for Conflict;
0.49 for Companionship, 0.88 for Help, 0.73 for Security, 0.86 for
Closeness, and 0.85 for the total scale.

Beck Depression Inventory (BDI-II)
The Beck Depression Inventory (BDI-II) is a 21 item self-report
inventory that assess the presence and severity of depressive
symptoms, according to DSM-IV (American Psychiatric
Association, 1994) criteria. Statements regarding some feelings
are rated on a 4-point Likert scale, based on the severity of
depressive symptoms. The literature supported the inventory’s
psychometric properties in clinical and non-clinical samples
(e.g., Arbisi, 2001; Balsamo and Saggino, 2007). In the current
study, Cronbach’s alpha was 0.88.

Socio-Sexual Orientation Inventory-Revised (SOI-R)
The Socio-sexual Orientation Inventory-Revised (SOI-R), in its
Italian translation (Penke and Asendorpf, 2008), measures socio-
sexual orientation assessing three facets of socio-sexuality: Past
Behaviour as number of casual and changing sex partners,
explicit Attitude toward uncommitted sex, sexual Desire. It is
composed by nine self-report items, with a five-point Likert
scale. Cronbach’s alpha is high for Behaviour facet (0.84f−0.85m),
Attitude (0.83f−0.87m), Desire (0.85 f−0.86m), Total (0.83). In
the present study the Cronbach’s alpha: 0.52 for Behaviour, 0.51
for Attitude, 0.80 for Desire, and 0.72 for the total scale.

Pathological Narcissism Inventory (PNI)
The Pathological Narcissism Inventory (PNI) (Pincus et al., 2009)
is composed by 52-items rated on a six-point Likert scale. Items
were translated into Italian according to procedures of back
translation. It assesses the dimensions of narcissistic grandiosity
and narcissistic vulnerability. In the present study the internal
consistency coefficients were 0.74 for narcissistic grandiosity, 0.82
for narcissistic vulnerability, and 0.94 for the total scale.

Narcissistic Personality Inventory (NPI)
The Narcissistic Personality Inventory (NPI), in its Italian
validation (Fossati et al., 2008) is characterized by 40 items and
7 sub-scales: Authorities, Exhibitionism, Superiority, Feeling in
Law, Manipulation, Self-sufficiency, and Vanity. The internal
consistency coefficients for the total of NPI (0.83) and for the
sub-scale Authority (0.73) is good. In the present study the

Cronbach’s alpha is 0.69 for Authorities, 0.67 for Exhibitionism,
0.52 for Superiority, 0.46 for Feeling in Law, 0.50 for
Manipulation, 0.38 for Self-sufficiency, 0.60 for Vanity, and 0.81
for the total scale.

RESULTS

We tested a theory driven model by means of a CFA: a six-factor
model with 41 items and scales being allowed to correlate with
each other (Tables 2, 3).

Fit indices were: chi2/degrees of freedom= 3.40
(2598.870/764), SRMR = 0.053, RMSE = 0.057 (90% CI
0.055–0.060).

Based on the results of the χ2 statistic, lack of overall fit for
the model tested (p < 0.001) was shown, probably due to the
sensitivity of this statistic to large sample sizes (Hu and Bentler,
1998; Kahn, 2006). In fact chi-square is highly sensitive to sample
size: as the size of the sample increases, absolute differences
become a smaller and smaller proportion of the expected value.
The larger the sample, the larger and significant will be the chi
squares, even with very small discrepancies among implied and
obtained covariance matrices. On the other hand, samples of
reduced size may be too prone to accept poor models (Type II
error).

According to other goodness-of fit indices, that are RMSEA
and SRMR, a good adequacy of the model was shown (Browne
and Cudek, 1993; Hu and Bentler, 1999).

Results were very similar to those obtained by Kapusta et al.
(2018) in the original version of CTL-I: chi2/degrees of freedom
= 3.13 (2598.870/764), SRMR = 0.060, RMSEA = 0.062 (90% CI
0.060–0.065).

In order to investigate the potential associations among
the six CTL-I subscales and other related measures, Pearson
correlational analyses were computed (Table 4).

The subscales of the CTL-I show specific associations with the
external correlated measures.

CTL-I Interest and CTL-I Basic Trust were positively
correlated with the subscales of RQS related to Companionship,
Help, Security and Closeness.

CTL-I Gratitude is positively correlated with the subscales of
RQS Companionship, Help, Security, Closeness, and negatively
correlated with the Conflict subscale of RQS and the Attitude
and Desire subscales of SOI-R, and subscale Exhibitionism and
Feeling in love of NPI.

CTL Common Ego Ideal is positively correlated with the
Companionship, Help, Security, Closeness subscale of RQS and
negatively correlated with Exhibitionism and Feeling in love of
NPI.

CTL-I Permanence of Sexual Passion is negatively correlated
with Companionship, Help, Security, Closeness subscales of RQS
and depression (BDI-II) but positively correlates with Desire
subscale of SOI-R.

CTL-I Loss and Mourning is positively correlated with
Conflict subscale of RQS, with Narcissistic grandiosity and
Narcissistic vulnerability of PNI, with the Exhibitionism,
Superiority, Feeling in Law, Self-sufficiency subscale of PNI, and
with depression of BDI-II. CTL-I Loss andMourning is negatively
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correlated with Companionship, Help, Security, of RQS and
Self-sufficiency subscale of NPI.

DISCUSSION

The present study showed that the Italian version of the CTL-
I exhibited a clear factor structure and good psychometric
properties. Indeed, Cronbach’s alphas for all subscales were good,
as well as its convergent validity.

The CFS’s results showed a fully satisfactory fit. The
dimensions emerging from this analysis showed superimposable

TABLE 3 | Correlation between CTL-Ifactors.

INT BTR GRT CEI PSP LOM

INT - 0.771** 0.657** 0.667** 0.151** 0.385**

BTR - 0.689** 0.668** 0.184** 0.275**

GRT - 0.939** 0.303** 0.116*

CEI - 0.349 ** 0.098*

PSP - 0.244**

LOM -

**p < 0.01, *p < 0.05. INT, Interest; BTR, Basic Trust; GRT, Gratitude; CEI, Common Ego

Ideal; PSP, Permanence of Sexual Passion; LOM, Loss and Mourning.

to the ones obtained by Kapusta et al. (2018) in their original
study. Thus, it is possible to conclude that the Italian CTL-I
displayed a good psychometric functioning, similar to the one
shown by the inventory’s original version.

From our analysis it emerged that the CTL-I measures the
capacity to love in a romantic relationship, as demonstrated
by the strong positive and significant correlation with the
RQS. Concerning the capability of measuring dimensions of
psychopathology, the dimension of CTL-I Loss and Mourning
strongly showed a moderate negative correlation with the
subscales of the PNI and with the BDI-II, showing the possibility
that capacity to love displays a protective function against the
emergence of some symptomatic expressions.

Although we did not administer to a clinical sample,
we believe that the instrument has some important clinical
implications. First of all, the negative correlation of the CTL-I
with the clinical scales should confirm the important diagnostic
potentialities of the capacity to love (Gargiulo et al., 2014).

Moreover, considering the need to develop dynamic
approaches to study the psychotherapeutic processes and
outcomes (Bateman and Fonagy, 2012; Gelo and Salvatore, 2016;
Esposito et al., 2017), the CTL-I could be a useful instrument for
monitoring the efficacy of clinical intervention or their process-
outcome connections. From a perspective which considers
therapeutic change as an integration between the reorganization
of affects and a different representation of objects relationships

TABLE 4 | Pearson correlations between CTL-I Italia version and concurrent measures.

CTL-I

Interest Basic trust Gratitude Common ego ideal Permanence of

sexual passion

Loss and

mourning

Total scale

RQS 0.154** 0.247** 0.259** 0.198** −0.209** −0.072 0.196**

Conflict −0.098 −0.090 −0.126* −0.176 0.078 0.213** 0.066

Companionship 0.174** 0.219** 0.272** 0.246** −0.246** −0.134* 0.188**

Help 0.165** 0.274** 0.298** 0.235** −0.216** −0.119* 0.214**

Security 0.165** 0.234** 0.221** 0.218** −0.175** −0.182** 0.160**

Closeness 0.146** 0.216** 0.277** 0.231** −0.210** −0.032 0.214**

SOI–R −0.125 −0.019 −0.168** −0.111* 0.139* −0.011 −0.105

Behaviour facet −0.96 −0.023 −0.100 −0.051 −0.059 −0.050 −0.050

Attitude −0.142* −0.035 −0.122* −0.106 0.093 0.062 −0.118*

Desire −0.063 −0.006 −0.164** −0.092 0.150** 0.015 −0.070

PNI −0.041 0.012 0.009 −0.051 0.086 0.555* 0.164**

Narcissistic grandiosity 0.014 0.094 0.041 −0.030 0.029 0.418** 0.165**

Narcissistic vulnerability −0.060 −0.026 −0.003 −0.050 0.101 0.563** 0.150**

NPI −0.038 −0.011 −0.075 −0.061 −0.002 0.072 −0.031

Authorities −0.015 0.055 −0.056 −0.071 −0.009 0.028 0.020

Exhibitionism −0.072 −0.099 −0.121* −0.132* 0.025 0.182** 0.063

Superiority −0.013 0.001 −0.001 −0.006 0.054 0.112* −0.030

Feeling in Law −0.095 0.049 −0.154** −0.124* 0.070 0.264** 0.003

Manipulation 0.027 0.034 −0.022 −0.029 0.018 0.003 0.002

Self-sufficiency 0.043 −0.007 −0.018 0.072 −0.111 −0.195** −0.049

Vanity −0.030 −0.058 −0.057 −0.074 −0.035 0.056 −0.051

BDI–II −0.074 −0.100 −0.131* −0.096 −0.137* 0.347** 0.011

**p < 0.01, *p < 0.05 RQS, Romance Qualities Scale; SOI-R, Socio-sexual Orientation Inventory-Revised; PNI, Pathological Narcissism Inventory; NPI, Narcissistic Personality Inventory;

BDI-II, Beck Depression Inventory.

Frontiers in Psychology | www.frontiersin.org August 2018 | Volume 9 | Article 1434101

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Margherita et al. Italian Validation of the Capacity to Love Inventory

(Kernberg, 1993; De Luca Picione et al., 2018), we believe that
the scale could catch the processes of therapeutic change of
a clinical intervention which should aim at reorganizing the
psychic mental set of a patient as a function of new relationship
modalities.

Regarding the level of the clinical relationship, we believe that
the CTL-I could be a useful indicator in order to comprehend the
quality of the transfert.

Finally, due to its flexibility we believe that the instrument
could be also able to individuate risk and protective dimensions
in non-psychotherapeutic clinical contexts (Carlino and
Margherita, 2016; Margherita et al., 2017; Tessitore and
Margherita, 2017).

This study is not free from limitations. One of the limitations
of the study is the small number of men in the samples; this
could be explained hypothesizing that men may be less interested
in romantic relationships compared to women (Fraley et al.,
2011). Future investigations basedfocused on gender differences
and couple relationships are needed. Another limitation regards
the recruitment of the sample, unbalanced between online and
offline. Moreover, considering the capacity to love as a non-stable
characteristic, future research also needs to consider it depending
on the relationships.
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The Intolerance of Uncertainty
Inventory: Validity and Comparison
of Scoring Methods to Assess
Individuals Screening Positive for
Anxiety and Depression
Marco Lauriola1* , Oriana Mosca1,2, Cristina Trentini2, Renato Foschi2, Renata Tambelli2

and R. Nicholas Carleton3

1 Department of Social and Developmental Psychology, Sapienza University of Rome, Rome, Italy, 2 Department of Dynamic
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Intolerance of Uncertainty is a fundamental transdiagnostic personality construct
hierarchically organized with a core general factor underlying diverse clinical
manifestations. The current study evaluated the construct validity of the Intolerance
of Uncertainty Inventory, a two-part scale separately assessing a unitary Intolerance
of Uncertainty disposition to consider uncertainties to be unacceptable and
threatening (Part A) and the consequences of such disposition, regarding experiential
avoidance, chronic doubt, overestimation of threat, worrying, control of uncertain
situations, and seeking reassurance (Part B). Community members (N = 1046; Mean
age = 36.69 ± 12.31 years; 61% females) completed the Intolerance of Uncertainty
Inventory with the Beck Depression Inventory-II and the State-Trait Anxiety Inventory.
Part A demonstrated a robust unidimensional structure and an excellent convergent
validity with Part B. A bifactor model was the best fitting model for Part B. Based on
these results, we compared the hierarchical factor scores with summated ratings clinical
proxy groups reporting anxiety and depression symptoms. Summated rating scores
were associated with both depression and anxiety and proportionally increased with the
co-occurrence of depressive and anxious symptoms. By contrast, hierarchical scores
were useful to detect which facets mostly separated between for depression and anxiety
groups. In sum, Part A was a reliable and valid transdiagnostic measure of Intolerance
of Uncertainty. The Part B was arguably more useful for assessing clinical manifestations
of Intolerance of Uncertainty for specific disorders, provided that hierarchical scores are
used. Overall, our study suggest that clinical assessments might need to shift toward
hierarchical factor scores.

Keywords: intolerance of uncertainty, Intolerance of Uncertainty Inventory, confirmatory factor analysis, bifactor
model, clinical validity, anxiety, depression, transdiagnostic
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INTRODUCTION

Uncertainty can be a significant psychological and physiological
stressor. Difficulties with uncertainty have been associated with
ineffective coping, neuroticism, need for predictability, and
cognitive reactions to ambiguity (e.g., rigid dichotomizing into
fixed categories, seeking certainty, and resorting to “black-white
solutions”) (Berenbaum et al., 2008; Rosen et al., 2014; Lauriola
et al., 2015; McEvoy and Erceg-Hurn, 2015; Carleton, 2016b).
Intolerance of Uncertainty (IU) is an “individual’s dispositional
incapacity to endure the aversive response triggered by the
perceived absence of salient, key, or sufficient information,
and sustained by the associated perception of uncertainty”
(Carleton, 2016b, p. 31). IU is a latent multidimensional
construct, reflecting fear of the unknown (Hong and Cheung,
2015; Carleton, 2016a). Substantial evidence indicates IU is
a transdiagnostic factor for diverse psychopathology (Carleton
et al., 2012; Mahoney and McEvoy, 2012; Einstein, 2014; Carleton,
2016a), with higher scores in clinical populations across disorders
(Holaway et al., 2006; Gentes and Ruscio, 2011; Sternheim
et al., 2011) and proportionate increases with comorbidity
(Holaway et al., 2006; Yook et al., 2010; McEvoy and Mahoney,
2011).

The Intolerance of Uncertainty Inventory (IUI; Gosselin et al.,
2008; Carleton et al., 2010) is a new comprehensive IU scale.
Different from other IU scales, the IUI is comprised of two sets
of items that can be administered together or separately. The
first set (IUI-A; General Unacceptability of Uncertainty) was
developed to assesses core beliefs about IU as currently defined
(Carleton, 2016b). Accordingly, IUI-A items were devised as a
coherent set of statements tapping into the tendency for the
person to consider uncertainties in life to be unacceptable and
threatening (e.g., “Not knowing what will happen in advance
is often unacceptable for me”). Importantly, these beliefs were
added later to the theoretical definition of the IU construct and
were not specifically addressed in the classic IUS scales (Carleton,
2016b). The second set of items (IUI-B; Negative Manifestations
of Uncertainty) was devised to cover six specific consequences
of IU, which are common to observe in clinical patients, across
different affective disorders.

Worrying may be the most common IU consequence included
in the IUI-B (e.g., “Uncertain situations worry me”). Patients
with GAD report ongoing worry helps them prepare to cope
with unpredictable negative events (Dugas et al., 1998; Newman
et al., 2013). High IU potentiates overestimation of threat
operatively defined in the IUI-B as the tendency to exaggerate
the probability that a negative event will occur (e.g., “In an
uncertain situation, I tend to exaggerate the chances that
things may go badly”). Chronic IU is associated with doubt,
a hallmark feature of Obsessive Compulsive Disorder (OCD)
(Nikodijevic et al., 2015; Samuels et al., 2017); accordingly,
the IUI-B includes doubting items to assess absent confidence
in thoughts, judgments, actions, and feelings (e.g., “When
I am uncertain, I tend to doubt my capabilities”). Patients
with GAD and OCD report desires to control uncertainty
and therein defuse short-term anxiety and discomfort (e.g.,
compulsions in OCD, safety behaviors in GAD); as such, the

IUI-B includes items assessing need for control (e.g., “I prefer
to control everything in order to decrease uncertainties”). When
worrying and control are insufficient, high IU may cause
reassurance seeking from others or authoritative sources, as
measured by the IUI (e.g., “When I am uncertain, I need
to be reassured by others”); paradoxically, seeking reassurance
can maintain anxiety symptoms over time (e.g., Kobori and
Salkovskis, 2013). Finally, patients with high IU may engage
in avoidance to cope, which typically produces only short-term
reductions in anxiety (Sexton and Dugas, 2008; Mahoney et al.,
2016). The IUI-B avoidance items assess attempts to escape
uncertainty (e.g., “I tend not to engage in activities involving
some uncertainty”).

Sound methods for separately assessing IU core beliefs and the
clinical consequences of IU are useful for ascribing the positive
consequences of clinical interventions to changes in beliefs as
well as identifying specific targets to prioritize in clinical practice.
Nevertheless, the IUI has not been extensively used in clinical
research, nor has the IUI factorial structure been cross validated
beyond north-American borders. Existing evidence generally
supported a unidimensional structure for the IUI-A, and a six-
factor structure for the IUI-B reflecting the aforementioned
consequences of IU (Gosselin et al., 2008; Carleton et al.,
2010). However, these findings were not unequivocal. Although
a unidimensional structure was acceptable, the first study
(Gosselin et al., 2008) concluded that a three-factor structure
[(I) intolerance of uncertainty and uncertain situations; (II)
intolerance of the unexpected; (III) difficulty waiting in an
uncertain situation] best represented the IUI-A. Regarding IUI-B,
the same study showed that the hypothesized six-factor structure
[(I) avoidance; (II) doubt; (III) overestimation; (IV) worry; (V)
control; and (VI) reassurance] was an excellent fit to the data. The
second study (Gosselin et al., 2008) showed that the fit indices
for the IUI-A were unacceptable both for the unidimensional
factor model and for the multifactor model. The unitary factor
model was trimmed based on the modification indices, and
the atheoretical removal of items #2, #9, and #13 improved
the model fit. The same study also showed that the fit indices
supported the six-factor model for the IUI-B, but did not meet
the acceptable standards (Carleton et al., 2010). As a whole,
these results underscore the need for a cross-validation study
of IUI factors on independent samples in different languages as
well as for some psychometric refinements of the IUI scoring
system.

The current study was primarily designed to assess the factor
structure of the IUI-A and IUI-B using the models proposed
in the extant literature as well as testing new hierarchical
models for the IUI-B. For the IUI-A, we started with testing
a unidimensional model to replicate the overall tendency for
IU core beliefs items to reflect a unitary core dimension, and
then followed up this analysis to assess the impact of removing
critical items, as proposed in the literature (Carleton et al.,
2010). For the IUI-B, previous research did not find recognizable
solutions within modification indices. Nevertheless, hierarchical
factor models were not fitted to the IUI-B item set, although
this class of models is more appropriate to represent multifaceted
personality constructs. First, we proposed a second-order factor
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model in which a general IU factor influences item responses
through the six IUI-B first-order factors. Theoretically, the
second-order model assumes that general IU (i.e., “a latent fear
of the unknown”; Carleton, 2016a) will not directly influence the
behavioral manifestations of IU; instead, general IU effects are
expected to be mediated by more proximal first-order factors
(i.e., avoidance, doubting, overestimation, worrying, control,
and reassurance). Second, we assessed a bifactor model in
which a general IU factor does directly influence IUI-B items
above and beyond the more proximal more proximal first-order
factors.

Multifaceted scales should also be assessed for the relative
utility of the total and subscale scores in clinical assessments.
General and specific variance proportions are variably entangled,
complicating the extent to which clinical groups may differ
on a general trait (e.g., ‘a latent fear of the unknown’
for IU multidimensional assessment scales) or on a specific
manifestation of that trait (e.g., ‘overestimation of threat,’
‘need for control’). Hierarchical factor models offer clinical
researchers an opportunity to derive factor scores that parse
general and specific variance (Reise et al., 2010; Chen et al.,
2012). The current study compares aggregated IUI scores and
hierarchical factor scores for assessing individuals screening
positive for anxiety and depressive disorders, which are highly
comorbid and critically associated with IU (Miranda et al.,
2008; Carleton et al., 2012; Mahoney and McEvoy, 2012;
Carleton, 2016a). Comparing scoring methods may provide
insights for the co-occurrence of depressive and anxious
symptoms. In clinical groups, elevated subscale scores may
be due to higher general distress rather than IU-specific
mechanisms. Profile elevations across subscales may be due
to entanglement with general IU factor variance. Accordingly,
we hypothesized that IUI summated ratings might produce
divergent response patterns between participants who were above
the clinical cut-offs for anxiety and depression and those who
were not (Holaway et al., 2006; Gentes and Ruscio, 2011;
Sternheim et al., 2011), and aggregated ratings proportionally
increase with the co-occurrence of depressive and anxious
symptoms (Holaway et al., 2006; Yook et al., 2010; McEvoy
and Mahoney, 2011). By contrast, we expect some divergent
response patterns between the two groups using hierarchical
factor scores. For example, some scores (e.g., worry, doubting)
might best characterize individuals screening positive for anxiety
disorders, while other scores (e.g., overestimation of threat)
might best characterize those individuals screening positive for
depression.

MATERIALS AND METHODS

Participants and Procedures
The sample was based on convenience rather than randomly
drawn from a target population; nevertheless, approximate
quotas were set for age, gender and education to ensure
heterogeneous sampling. Participants included 1046 community
members (414 men, 627 women, 5 undisclosed gender) who
completed a series of self-report measures as part of a larger

study approved by the local ethical review board for psychological
research. Participant ages ranged from 20 to 76 years (M = 36.69;
SD = 12.31). Completed education levels were distributed as
follows: senior high school (N = 454; 43.5%), junior high school
(N = 464; 44.5%), and elementary school (N = 125; 12.0%).
Eighty-nine undergraduate psychology students attending an
advanced clinical assessment class were asked to recruit
research participants among their acquaintances and to serve
as interviewers. The third author of this paper trained all the
students for standardization of questionnaire administration in
small group sessions. Before data entry, the third author debriefed
the students and verified the accuracy of the collected data.
No special problems were encountered but sporadic missing
data. Other psychology students or close family members of
the recruiter were excluded from the study. The questionnaires
were administered at home in a quiet and comfortable room.
Each interviewer acquainted potential participants with the study
goals, the voluntary nature of participation, the right to withdraw
from the study at any moment, and that responses would be kept
anonymous once submitted. Verbal consent was obtained from
each participant before data collection. The data were collected
over a 3-week period, and each interviewer collected a variable
number of cases (ranging from 6 to 31) on a voluntary base.

Measures
Intolerance of Uncertainty Inventory
Participants completed the 45-item version of the IUI (Gosselin
et al., 2008), containing 15 items for IUI-A and 30 items for
IUI-B. The IUI items were translated into Italian by the first
and the second author for use in the current study. Then, a
bilingual professional translator, without reference to the original
text, back-translated the IUI into English to verify linguistic
equivalence. Minor discrepancies between translations were
resolved through discussion. Following Gosselin et al. (2008), the
items were administered using a 5-point Likert scale ranging from
1 (‘not at all characteristic of me’) to 5 (‘entirely characteristic
of me’). The Italian version of the IUI items is reported in the
Supplementary Table 1. Scoring key and descriptive statistics are
reported in the Supplementary Table 2.

Beck Depression Inventory II
The Beck Depression Inventory II (BDI-II; Beck et al., 1996;
Italian version, Ghisi et al., 2006) is a 21-item multiple-choice
self-report scale. The BDI-II was designed to assess affective,
somatic, or cognitive symptoms of depression. Respondents task
was to rate the severity of each symptom using a 4-point Likert
scale ranging from 0 to 3 (higher numbers indicated greater
severity). The total score (α = 0.89, in the present study) is
a valid measure of the severity of depression. Total scores of
0–13 indicates ‘minimal or no depression.’ Total scores ranging
from 14–19, 20–28, and 29–63 are used to classify participants
as reporting ‘mild,’ ‘moderate,’ and ‘severe’ depression levels,
respectively.

State-Trait Anxiety Inventory
State-Trait Anxiety Inventory (STAI-Y; Spielberger, 1983; Italian
version, Pedrabissi and Santinello, 1989) is a 40-item self-report
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measure designed to assess transitory and chronic anxiety
symptoms. The 20-item trait subscale was used in the present
study. The total score (α = 0.93, in the present study)
is considered a valid measure of trait neuroticism, that
is the tendency to chronically experience a wide range of
negative affect states (e.g., fear, worry, autonomic nervous
system somatic symptoms). The recommended clinical cut-
off score for the A-trait total score is > 46 (Fisher and
Durham, 1999), which is how the A-trait scale was used to
separate high trait anxious individuals from the rest of the
sample.

Data Analysis
Missing Values
Sporadic missing values were imputed using a random Hot
Deck (Andridge and Little, 2010). Accordingly, we replaced each
missing value in an item with an individual response from a
similar case picked at random from those in the dataset (i.e., same
age, gender, and education).

CFA Models
Structural equation modeling (EQS 6.2; Bentler, 2004) was used
to assess the factorial structure of the IUI. Separate analyses
were carried out for IUI-A and IUI-B. The data deviated
from the assumptions of multivariate normality (i.e., Mardia’s
normalized coefficient = 46.18 and 113.85, respectively, for
the IUI-A and IUI-B datasets); accordingly, the Maximum
Likelihood Robust method (MLR) was used to adjust model
parameters and fit. In line with previous research (Gosselin
et al., 2008; Carleton et al., 2010), we tested single-factor, two-
factor, and three-factor models for the IUI-A, as well as three-
factor and six-factor models for the IUI-B. Recent evidence and
theory have suggested that IU was best modeled as hierarchical
multifaceted construct (Hale et al., 2016; Lauriola et al., 2016);
accordingly, we also tested second-order and bifactor models
for the IUI-B, in which a general IU factor loaded all items,
while six independent group factors loaded on avoidance,
doubt, overestimation, worry, control and reassurance items,
respectively.

Assessment of Model Fit
Model fit was assessed using the following indices: Satorra–
Bentler scaled χ2 (SBχ2), robust versions of Comparative Fit
Index (CFI), Bentler–Bonnett Non-Normed Fit Index (NNFI),
Root Mean Square Error of Approximation (RMSEA) and
Standardized Root Mean Square Residual (SRMR). According to
Hu and Bentler (1999), cutoff values close to 0.95 for NNFI and
CFI, close to 0.06 for RMSEA, and close to 0.08 for SRMR are
needed to conclude that there is a relatively good fit between the
factor model and the data.

Model Comparisons
Nested factor models are models that can be derived one
from the other by estimating fewer parameters. For example,
a single factor model is nested in a two-factor model that
insists on the same observed variables, so that the former can
be obtained from the latter by constraining the correlation

between the two latent variables to 1.00 (i.e., the single
factor model has one parameter less than the two-factor
model). Nested models can be compared statistically with
a chi-square difference test to assess whether the model
restrictions significantly impacted fit. For comparisons that are
not statistically significant the more restrictive model is preferred.
Conversely, the less restrictive model is preferred for statistically
significant comparisons. In using MLR for the current study the
chi-square difference test was corrected per Satorra and Bentler
(2001) formula.

Non-nested models that insist on different subsets of
observed variables can also be compared (e.g., dropping
items with poor fit from subsequent CFA analyses) using
‘information criteria’ indices that adjust the ML fit functions
based on the number of parameters. The Consistent Akaike
Information Criterion (CAIC; Bozdogan, 1987) is considered
the preferred index for such analyses but has no intuitive
value for interpretation and no recommended cut-off scores.
Lower CAICs are associated with a higher likelihood that the
tested model approximates the ‘true’ model, thereby having
greater chances to be replicated in subsequent cross-validation
studies.

Reliability Analyses
For standard factor models, like the IUI-A single-factor model
or the IUI-B six-factor model, the coefficient omega (ω) was
used to assess the proportion of reliable variance in the set
of observed variables that was accounted for by each latent
variable in the model. For hierarchical models, in which each
observed variable reflects both common and unique amounts of
reliable variance, measurement equations were used to assess the
relative contribution of each amount. The reliability coefficient
omega was computed for the total score that, in second-order
or bifactor models, reflects the proportion reliable variance that
was accounted for by both the general and the group factors.
The omega hierarchical coefficient (ωh) was used to assess the
proportion of variance accounted for by the general factor only
in the total score. Where ωh is appreciably different from ω,
the reliable variance in the total score reflects the general factor
as well as the group factors (Reise, 2012). The omega (ω) and
omega scale (ωs) coefficients can also be compared to assess
the viability of subscale scores with group-factor items (Reise,
2012). Whereas ω reflects a mixture of general and unique
variance for any specific subscale, ωs is a measure of subscale
reliability after the general factor variance has been partialed
out. If ωs is as large as ω, then the subscale score reflected
mostly the group factor reliable variance. Most commonly
ωs tend to be smaller than ω as the common variance is
greater.

Validity Analyses
Participant responses on the clinical scales for anxiety and
depression were screened into positive and negative groups. The
screening was based on internationally established cut-offs (i.e.,
BDI-II and STAI scores greater than 13 and 46, respectively). The
delineation allowed for comparisons of IUI responses patterns
for the IUI-A and IUI-B between groups, either using summated
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ratings or bifactor model scores. Hierarchical factor scores were
computed using the Anderson-Rubin method, which ensures the
orthogonality of the estimated factors and produces scores that
have a mean of 0, and a standard deviation of 1 (Distefano et al.,
2009; Revelle, 2017).

RESULTS

CFA Results of IUI-A
We first examined the fit indices for factor models proposed
elsewhere for the IUI-A (Gosselin et al., 2008). As detailed
in Table 1, the single factor model was statistically significant
and the fit indices were inconsistent with the recommended
standards (Hu and Bentler, 1999); nevertheless, all items
loaded onto the latent factor significantly and the composite
reliability coefficient for the total score was high (ω = 0.92).
Similarly, the two-factor model with “intolerance of uncertainty
and of uncertain situations” (i.e., items 1, 2, 3, 4, 5, 8, 9,
11, 15) and “intolerance of the unexpected and difficulty
waiting in an uncertain situation” (i.e., items 6, 7, 10, 12,
13, 14) (Gosselin et al., 2008, p. 1434) were inconsistent with
the recommended standards (Table 1); moreover, the two
latent variables were too highly inter-correlated (φ = 0.98) to
support meaningful distinctions. The three-factor model with
“intolerance of uncertainty and of uncertain situations” (i.e.,
items 1, 2, 3, 4, 5, 8, 9, 11, 15), “intolerance of the unexpected”
(i.e., items 7, 14), and “difficulty waiting in an uncertain situation”
(i.e., items 6, 10, 12, 13)” (Gosselin et al., 2008, p. 1434) were
also inconsistent with the recommended standards (Table 1).
The latent variables for the three-factor model were again highly
inter-correlated (φ-s > 0.91), suggesting against that solution for
the IUI-A.

For the standardized factor loadings for the single factor
IUI-A model, ten items had coefficients greater than 0.60 and
five items (i.e., 1, 2, 3, 6, 15) had relatively lower loadings
(i.e.,.50,.59,.59,.42, respectively). We tested a new model with a
second latent variable using these five items. The results were
statistically significant and significantly improved Model’s fit
relative to the single factor model, 1SBχ2 = 186.19 (df = 1;
p < 0.001) and the two-factor model proposed by Gosselin et al.

(2008, p. 1434), 1SBχ2 = 63.83, (1df = 0); however, the fit
indices still were inconsistent with the recommended standards
(Table 1). The two latent variables were again very highly inter-
correlated (φ = 0.83).

Overall, the IUI-A results supported a unitary factor structure
consistent with previous research, but also advised to optimize
the scale. The inspection of the standardized factor loading
matrix suggested that one might remove the five items with the
lower commonality (i.e., h2 < 0.36). The revised IUI-A single
factor model after item removal was consistent with most of
the recommended standards for all indices (Table 1). All items
loaded significantly on the latent factor (all λs > 0.60) and the
reliability coefficient omega for the total score with ten items
was about as large as that assessed in the previous analysis
(ω = 0.91). Accordingly, we used the ten-item IUI-A factor score
in subsequent validity analyses (M = 27.78; SD = 9.38, in the
present study).

CFA Results of IUI-B
The IUI-B was designed to have a six-factor structure reflecting
clinical manifestations of core IU beliefs, like ‘avoidance’ (i.e.,
Items 1, 8, 12, 22, 26), ‘doubt’ (i.e., Items 2, 7, 13, 21, 30),
‘overestimation’ (i.e., Items 3, 14, 19, 23, 29), ‘worry’ (i.e.,
Items 6, 15, 17, 20, 28), ‘control’ (i.e., Items 4, 10, 18, 24, 27),
and ‘reassurance’ (i.e., Items 5, 9, 11, 16, 25). Accordingly, we
started by testing that six-factor model with correlated latent
variables. The resulting fit indices were consistent with the
recommended standards for all indices (Table 1), and CAIC was
−376.05; however, an alternative three-factor model has been
proposed (Carleton et al., 2010), with the original ‘control’ and
‘overestimation’ factors plus a ‘manifestations of anxious thought’
broad factor subsuming ten items selected from the original
doubt, reassurance, and worry factors (i.e., Items 2, 5, 6, 7, 9,
11, 13, 17, 21, and 30). The three-factor model also produced
fit indices consistent with the recommended standards for all
indices (Table 1), but the CAIC was −1684.97. Since smaller
CAIC values indicate better fit, the three-factor model based on
lesser items was preferred.

The six-factor model inter-factor correlations were high
with φ-s ranging from 0.68 to 0.83, except for ‘doubt’ with
‘control’ factors (φ = 0.52). The IUI-B was designed as a

TABLE 1 | Fit indices for the confirmatory factor analytic models of IUI-A and IUI-B.

Model SBχ2 (df) NNFI CFI SRMR RMSEA (95% CI)

IUI-A, Single Factor 947.36∗∗ (92) 0.874 0.890 0.067 0.094 (0.089–0.100)

IUI-A, Two Factor 922.28∗∗ (89) 0.873 0.893 0.063 0.095 (0.089–0.100)

IUI-A, Three Factor 865.28∗∗ (87) 0.879 0.900 0.062 0.093 (0.087–0.098)

IUI-A, Two Factor, 5-item Latent Variable 858.45∗∗ (89) 0.883 0.901 0.068 0.091 (0.085–0.096)

IUI-A, Single Factor, 10-items 338.14∗∗ (35) 0.932 0.947 0.064 0.091 (0.082–0.100)

IUI-B, Six Factor 1405.24∗∗ (390) 0.932 0.939 0.043 0.051 (0.043–0.053)

IUI-B, Three Factor 948.18∗∗ (167) 0.921 0.931 0.050 0.068 (0.063–0.072)

IUI-B, Second Order Model 1520.03∗∗ (399) 0.927 0.933 0.069 0.053 (0.050–0.055)

IUI-B, Bifactor Model 1331.22∗∗ (375) 0.934 0.943 0.041 0.050 (0.047–0.053)

NNFI, robust version of non-normed fit index; CFI, robust version of comparative fit index; RMSEA, robust version of root mean square error of approximation; SRMR,
standardized root mean square residual; IUI-A, intolerance of uncertainty index part A; IUI-B, intolerance of uncertainty index part B; ∗∗p < 0.001.
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TABLE 2 | Standardized factor loadings for the bifactor confirmatory factor analysis model of IUI-B.

Item F1 Avoidance F2 Doubting F3 Overestimation F4 Worrying F5 Control F6 Reassurance F7 General

IUI-B 12 0.50 – – – – – 0.60

IUI-B 22 0.37 – – – – – 0.57

IUI-B 26 0.34 – – – – – 0.49

IUI-B 1 0.32 – – – – – 0.46

IUI-B 8 0.31 – – – – – 0.63

IUI-B 21 – 0.47 – – – – 0.66

IUI-B 7 – 0.39 – – – – 0.68

IUI-B 13 – 0.29 – – – – 0.63

IUI-B 2 – 0.27 – – – – 0.64

IUI-B 30 – 0.21 – – – – 0.71

IUI-B 29 – – 0.44 – – – 0.76

IUI-B 14 – – 0.41 – – – 0.71

IUI-B 19 – – 0.41 – – – 0.77

IUI-B 3 – – 0.34 – – – 0.71

IUI-B 23 – – 0.46 – – – 0.75

IUI-B 28 – – – 0.45 – – 0.65

IUI-B 6 – – – 0.39 – – 0.69

IUI-B 17 – – – 0.23 – – 0.78

IUI-B 15 – – – 0.21 – – 0.76

IUI-B 20 – – – 0.16 – – 0.79

IUI-B 27 – – – – 0.60 – 0.58

IUI-B 10 – – – – 0.58 – 0.58

IUI-B 18 – – – – 0.56 – 0.65

IUI-B 4 – – – – 0.46 – 0.43

IUI-B 24 – – – – 0.43 – 0.48

IUI-B 9 – – – – – 0.65 0.56

IUI-B 5 – – – – – 0.56 0.48

IUI-B 11 – – – – – 0.40 0.55

IUI-B 25 – – – – – 0.20 0.66

IUI-B 16 – – – – – 0.19 0.65

multidimensional clinical tool and the current results support
notions that IU clinical manifestations represent lower order
facets of a multifaceted hierarchical model. We tested a
second-order factor model in which a General IUI-B factor
was posited to affect the various clinical manifestations or
consequences of IU through the six first-order factors. The
second-order factor model produced fit indices consistent
with the recommended standards for all indices (Table 1);
however, the model fitted significantly worse than the six-
factor model, 1SBχ2 = 120.56 (df = 9; p < 0.001). A less
constrained bifactor model, in which a common IUI-B
factor was posited to affect the clinical manifestations or
consequences of IU directly and independently from the
six group factors, produced fit indices consistent with the
recommended standards for all indices (Table 1). This
model fitted significantly better than the six-factor model,
1SBχ2 = 75.38 (df = 15; p < 0.001), and appeared to be the most
accurate IUI-B factorial structure representation for the current
data.

The IUI-B can be scored by deriving a single total score
for the general factor or six subscale scores for each of the
group factors. Based on standardized factor loadings (Table 2),

the reliability analyses described by Reise (2012) for bifactor
model scores were used to assess the viability of total and
sub-scale scores for IUI-B. First, we assessed the proportion
of reliable variance in the total score accounted for by the
general factor (ωh = 0.70) and compared that to total proportion
of reliable variance (ω = 0.96). The general factor accounted
for about 70% of the total score reliable variance, whereas
the total score reliability was lower for the portion of reliable
variance accounted for by group factors (i.e., ∼26%). We then
compared the standard omega assessed for each group-factor
items (ω) and the omega scale hierarchical (ωs) to assess
the unique information conveyed by the IUI-B subscales. The
ωs provided a measure of reliability after partialing out the
general factor variance was from the sub-scale scores. The
standard omega coefficients for the six subscales were all fairly
high for five-item scales (i.e., ω = 0.83 for avoidance, doubt,
overestimation, worry, control; ω = 0.82 for reassurance). In
contrast, ωs coefficients fell – often substantially – for worry
(ωs = 0.11), doubt (ωs = 0.16), overestimation (ωs = 0.20),
avoidance (ωs = 0.25), reassurance (ωs = 0.27), and control
(ωs = 0.40). Overall, the IUI-B subscale scores reliably
measured common variance in IU, but also maintained some
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specific amount of information relative to using the IUI-
B total score, particularly for avoidance, reassurance, and
control.

Comparison of Summated Ratings and
Hierarchical Factor Sores
Using the established cut-offs for anxiety and depression scales,
we identified N = 112 (10.7%) and N = 114 (10.9%) participants
screening positive for chronic anxiety (STAI A-trait > 46) and
moderate depression (BDI-II > 20), respectively. The STAI
A-trait and BDI-II classifications were positively correlated
(Spearman’s Rho = 0.36; p < 0.001). Accordingly, we reclassified
the research participants into three clinical proxy groups: 63
cases (6.1% of the sample) scoring above the cut-off for
chronic anxiety on the STAI A-trait, only; 66 cases (6.3%)
scoring above the cut-off for moderate depression on the BDI-
II, only; 48 cases (4.6%) scoring above the cut-off on both
the STAI A-trait and the BDI-II. A reference group of 868
cases (83%) participants who scored below the clinical cut-
off for both anxiety and depression, and were also identified
for comparisons in data analyses. For simplicity, hereafter we
refer to these groups as “anxiety,” “depression,” “co-occurrence,”
and “reference” group, respectively. This classification was used
as a between-subjects factor in two multivariate analyses of
variance under the hypotheses that greater IU is associated with
greater co-occurrence of depressive and anxious symptoms, and
that depression and/or anxiety is associated only with specific
clinical manifestations of IU. The first analysis compared the
groups on the IUI summated ratings (Figure 1A). The second
analysis compared the groups on the IUI-A standard factor
score and on the IUI-B hierarchical factor scores estimated
from the best fitting CFA models for each part of the inventory
(Figure 1B). Divergent results between the analysis might reveal
the extent to which group differences could be biased, and
potentially misleading, when summated ratings are used to
make inferences at the facet level for multifaceted hierarchical
constructs.

The IUI-A and the IUI-B total scores were highly correlated
both using summated ratings and factor scores (r-s = 0.76 and
0.74, respectively). Using summated ratings, the IUI-B total
score were highly correlated with IUI-B subscale scores (r-s
range 0.75–0.86); the coefficients were somewhat lower for IUI-A
with IUI-B subscale scores (r-s range 0.75–0.86). Using factor
sores, the IUI-B general factor was uncorrelated with IUI-B
factor scores; specifically, the coefficients were significant only
for the IUI general factor with worry (r = 0.20) and need for
control (r = 0.07). This correlation analysis indicated that, using
hierarchical factor scores, respondents can have IUI-B scores that
parse specific and common sources of variance in ratings.

The analysis of summated ratings (Figure 1A) indicated a
significant multivariate effect of the classification variable (Roy’s
root = 0.298; F = 42.82; df-s = 8,1006; p < 0.001; η2

p = 0.23).
Follow-up contrast analyses indicated that, when combined, the
three clinical proxy groups were significantly higher than the
reference group on all IUI-B subscales, as well as on the IUI-B
and the IUI-A total scores (9avoidance = 2.45; 9doubting = 3.57;
9overestimation = 3.39; 9worrying = 3.11; 9control = 1.86;
9reassurance = 2.64; 9IUI−B total = 3.47; 9IUI−A total = 2.89;
all p-s < 0.001). The anxiety and depression groups were
significantly lower than the co-occurrence group on some IUI-
B subscales, and on both the IUI-B and IUI-A total score
(9doubting = −1.26; 9overestimation = −0.96; 9reassurance = −1.06;
9IUI−B total = −0.99; all p-s < 0.001); however, the anxiety and
depression groups were not significantly different on any of the
summated ratings scores.

The analysis of hierarchical scores (Figure 1B) also indicated
a significant multivariate effect of the classification variable
(Roy’s root = 0.293; F = 36.43; df s = 8,1006; p < 0.001;
η2

p = 0.22). As in the analysis of summated ratings, the follow-up
contrasts revealed that the three clinical proxy groups combined
were significantly higher than the reference group on both the
IUI-B and IUI-A general factor scores (9IUI−B general = 3.45;
9IUI−A general = 2.55; both p-s < 0.001); however, only some of
the IUI-B factor scores yielded significant differences between

FIGURE 1 | Intolerance of uncertainty profile for research participants classified according to BDI and STAI cut-off scores.
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clinical proxy groups combined and the reference group
(9doubting = 1.22, p < 0.001; 9overestimation = 0.64, p < 0.05).
Regarding doubting scores, a follow up analysis indicated that the
co-occurrence group was significantly higher than the depression
and anxiety groups combined (9doubting = 0.78, p < 0.05),
while these latter groups did not differ significantly. Instead,
no combination of clinical proxy groups yielded statistically
significant comparisons on overestimation of threat factor
scores.

The anxiety and depression groups were also significantly
lower than the co-occurrence group on the IUI-B general factor
(9IUI−B general = −0.99; p < 0.01), and marginally on the
IUI-A general factor (9IUI−A general = 0.51; p = 0.07). The two
clinical proxy groups of participants scoring above the cut-off
either on anxiety or depression were statistically different on
the reassurance group factor (9reassurance = 0.54; p < 0.01), but
not on the doubting and overestimation scores. In particular, as
detailed in Figure 1B, participants in the depression group were
less apt than other clinical proxy groups to seek reassurance from
other people or presumed authoritative sources in order to cope
with feared unknowns, a result that would be overlooked using
summated ratings instead of hierarchical scores.

DISCUSSION

The current study evaluated the validity of the IUI, a two-
part scale separately assessing IU core beliefs (IUI-A) and the
clinical consequences of these beliefs in diverse clinical disorders
(IUI-B). The IUI-A was best explained by a unidimensional
structure. Alternative multiple factor models proposed in the
extant literature for French and English versions of the scale
were not supported. Indeed, the hypothesis that items poorly
loading on the single latent variable could give rise to a
theoretically meaningful second latent factor was rejected due
to the large empirical overlapping of the two latent variables in
the models tested. Despite a unidimensional structure, however,
the IUI-A produced the most robust fit indices for a single
factor model in which the latent variable used only a 10-item
subset of the original 15 items. Previous research also showed
that an atheoretical removal of three items from the English
language version improved the fit of a unitary solution for
the IUI-A (Carleton et al., 2010). Nevertheless, the subset of
items used in the present study was different from that used
in previous studies. Previous research with Italian and English
speaking participants has pointed out some caveats related to
the use of IU scales across countries (Bottesi et al., 2015,
2016). Because the IUI-A factor structure was problematic in
two different languages (i.e., French and English), as well as
in the present study, while the IUI-B seemed more robust
to cultural and translational issues, we believe that translation
bias was not a significant problem in this study. We speculate
that people with different cultural background may differ in
how the cultures engage with uncertainty at the level of
IU core beliefs (e.g., appraisal and acceptance of uncertain
situations, discomfort with the unexpected, or difficulty waiting
in an uncertain situation). By contrast, the structure of the

clinical consequences of IU was approximately the same in
French, English, and Italian studies, showing that reactions
to uncertainty were comparable across cultures. The present
findings add to the extant literature (Gosselin et al., 2008;
Carleton et al., 2010) in that they reinforce the need for
refining the assessment of IU core beliefs for the use of the
IUI-A in cross-cultural research. The unitary factor structure of
the IUI-A was supported overall, but the impact of removing
items from the original set remains to be reassessed. In the
present study, we proposed a 10-item version that calls for a
cross-validation across languages (e.g., French and English) and
cultures (e.g., North American and European countries). It is
noteworthy, however, that the IUI-A total score with ten items
was highly reliable and had fair criterion validity with BDI-II
and STAI classifications as well as high convergent validity with
the IUI-B.

Regarding the IUI-B, the intended six-factor structure
produced robust fit indices in all countries and languages
with avoidance, doubting, overestimation, worrying, seeking
reassurance, and need for control factors (Gosselin et al., 2008;
Carleton et al., 2010). Moreover, the factor analytic results
supported the view that IU was best modeled as hierarchical
multifaceted construct (Hale et al., 2016; Lauriola et al., 2016).
A bifactor model with one general factor common to all the items,
as well as the six factors common to specific groups of items,
was evidenced as producing superior model fit indices relative
to the standard six-factor model. In other words, the general
factor captured the variance common to all items describing
diverse clinical manifestations of IU in GAD, Depression and
OCD patients, but each specific manifestation was also affected
by a unique source of variance associated with specific groups
of items. This result implies that the general IU factor may
be contributing to a transdiagnostic range of disorders whereas
the group factors may be contributing to specific disorders, or
patients (Carleton et al., 2012; Mahoney and McEvoy, 2012;
Einstein, 2014; Carleton, 2016b).

According to the view that IU is higher in clinical groups
than in control groups across several disorders (Holaway et al.,
2006; Gentes and Ruscio, 2011; Sternheim et al., 2011; Carleton
et al., 2012), our study showed that both the IUI-A and IUI-B
summated rating scores discriminated between clinical proxy
groups and a reference group. The IUI-A and IUI-B summated
rating scores were both higher among participants scoring above
the cut-off on the two proxy measures of anxiety and depression,
relative to those scoring above the cut-off on only one of
the proxy measures; as such, the results were consistent with
the view that IU proportionally increases with co-occurrence
of depressive and anxious symptoms (Holaway et al., 2006;
Yook et al., 2010; McEvoy and Mahoney, 2011). The overall
results were confirmed with a parallel analysis using hierarchical
factor scores, in which the IUI-A and the IUI-B general
factors reproduced quite well the expected divergent response
patterns between clinical proxy groups and the reference group
(Holaway et al., 2006; Gentes and Ruscio, 2011; Sternheim et al.,
2011).

The current results support important avenues for future
research regarding the interrelationships between IU, anxiety,
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depression, and comorbidity. The pattern suggests that targeting
IU as a general risk factor may be beneficial at a global
level, but when engaging treatment for a specific disorder
(e.g., GAD, OCD) there may be benefits from targeting
specific manifestations of IU. The contemporary transdiagnostic
treatment models (e.g., the Unified Protocol; Ellard et al., 2010)
may therefore be particularly well-suited as initial interventions,
followed thereafter as necessary by disorder-specific modules
(Grayson, 2010). The reverse order for treatment, starting with
disorder-specific modules and then engaging transdiagnostic
modules, may also be appropriate. In either case, the areas
warrant additional research.

The current results also offer preliminary proof-of-concept
evidence that using hierarchical factor scores to disentangle
general and unique variance components could be useful to
highlight common and specific characteristics of clinical-proxy
samples (Reise, 2012). Nevertheless, the presence of a general IU
factor represents a challenge for future research. On the one, hand
the general factor might genuinely reflect IU-specific mechanisms
that might account for diverse clinical manifestations of IU in
a transdiagnostic framework. On the other hand, the general
factor could merely represent a common method factor or
some response set biases. Whatever the source of the common
variance, group differences in the clinical manifestations of IU
were overestimated when using summated ratings to assess non-
clinical participants.

Different groups screening positive for anxiety and/or
depression were not actually statistically different in some of
the factor scores, as it was observed for “avoidance” and “need
for control,” after controlling for the effect of the general IU
variance. The result suggests that experiential avoidance and
attempts to control uncertainty in anxious and depressed patients
might be due to generalized IU core beliefs. If confirmed with
clinical patients, these findings might suggest that IU core beliefs
should be prioritized when treating patients reporting these
specific clinical consequences of IU. By contrast, factor scores like
“doubting” and “overestimation of threat” were still significant
after controlling for the effect of the general IU variance. Not
only the three clinical proxy groups were significantly higher
than the reference group on “doubting” scores, but a follow up
analysis revealed that the co-occurrence group was significantly
higher than the depression and anxiety groups combined. The
current results, if confirmed with clinical patients, might suggest
that both IU core beliefs and doubting should be prioritized
when treating patients reporting this specific clinical consequence
of IU.

The current study has limitations that also provide important
directions for future research. First, the current study used
established clinical tools and applied internationally valid cut-
offs to identify participants reporting clinically significant
symptoms. Nevertheless, a major constraint is the lack of
clinical interviews, which would have provided more accurate
information concerning the clinical status of the research
participants. Therefore, it is no warranted that the findings of
the study could be generalized to clinical patients. Indeed, future
investigations should attempt to replicate the current results
with data gathered from formally diagnosed participants, or

adding clinical interviews to the research design. If replicated,
the results would support more nuanced clinical utility for total,
subscale, and factor scores. Second, despite robust psychometrics,
the application of IUI-B subscale scores was undermined by
the relatively low unique variance. The current results support
deriving a total score through simple aggregation of items for
each of the six subscales mostly to reflect general factor variance.
Accordingly, use of the subscale scores as reliable indicators
of specific constructs currently warrants caution (Chen et al.,
2012). The factor scores from the bifactor model may be more
reliable (Reise et al., 2010; Chen et al., 2012), but present
challenges for practicality. Future researchers should consider
developing applications to facilitate the practical utility of clinical
factor scores for identifying general and specific (i.e., IUI-B)
sources of variance in IU. Third, the incremental value of
the IUI-B hierarchical factor scores over standard assessments
of needs to be addressed in rigorous empirical investigations
before the clinical implementation of this scoring method. Future
researchers should consider developing larger and more diverse
assessments of general and specific clinical manifestations to
strengthen the incremental utility of specific IU sources (e.g.,
Thibodeau et al., 2015).

Notwithstanding the limitations, the current study contributes
to cross-validation of the IUI beyond use with French and
English Canadian samples and beyond North America. Our study
provided psychometric support for the Italian version of the IUI
scales and preliminary normative data for international clinical
research on IU. Previous cross-validation efforts worldwide
supported contemporary refinements for defining (see Carleton,
2016b) and assessing IU (e.g., use of the IUS-12; Helsen
et al., 2013). Similarly, the current results suggest (1) an
abridged ten-item version of the IUI-A as a promising
candidate for transdiagnostic measurement of IU core beliefs
in large assessment batteries; and (2) using factor scores may
be appreciably more defensible than simple aggregates for
measuring general and specific IU for clinical and experimental
methods.
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Selfie-taking and posting is one of the most popular activities among teenagers, an
important part of online self-presentation that is related to identity issues and peer
relations. The scholarly literature emphasizes different yet conflicting motivations for
selfie-behavior, stressing deeper analysis of psychological factors and the influence
of gender and age. Expectancies are “explanatory device[s]” that can help us study
adolescent behavior. However, no instruments have been devised that specifically
explore the expectations teenagers have about selfies and their influence on selfie-
frequency. The current study proposes a short and reliable instrument to identify teen
expectancies about selfie-behavior. This instrument was validated using a sample of
646 Italian adolescents (14 to 19 years old) by means of Exploratory Factor Analysis
(EFA) and Confirmatory Factor Analysis (CFA). We also explore the relationship between
selfie expectancies and selfie-frequency, as well as the role of gender in shaping
selfies. Our results point toward a 7-factor model that characterizes expectations
toward selfies as a multi-dimensional construct linked to both positive and negative
perceptions of the nature and consequences of selfies. The overall model fitted the
data sufficiently (χ2 = 5067.051, p 0.0000; CFI = 0.962; TLI = 0.954; RMSEA ≤ 0.05:
0.035; SRMR = 0.046), showing an adequate reliability of the scale (α = 0.830). Bivariate
correlations between selfie expectancies and selfie-frequency (r = 0.338, p < 0.001)
confirmed the convergent validity of the tool. Selfie-sharing is a common practice that
is widespread among the participants in this study. Self-promotion represents a positive
function of selfies. Selfies promote self-presentation and self-confidence, both in boys
and girls. Moreover, selfie expectancies address sexual self-attractiveness, especially
among boys. Despite the positive aspects of selfies, our results stress adolescent
awareness of the negative consequences of this type of web-exposure. This is especially
true among girls, whose selfie-behavior is, paradoxically, more frequent than boys. Self-
management through selfie-posting is a positive outcome of selfie-behavior that plays a
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key role among adolescents, even though the dangers of manipulating selfies in order
to garner approval from one’s peers need to be considered. The positive psychometric
properties of the measure point toward the need for further research on both generalized
and specific selfie-behaviors.

Keywords: selfie, expectancies, adolescents, gender, assessment, measure, validation

INTRODUCTION

The neologism “selfie” was the Oxford Dictionary’s Word of
the Year in 2013 (Oxford Dictionaries, 2013). It commonly
refers to a photograph of oneself (alone or with other people)
that is taken with a camera, camera phone, or some other
hand-held device. Even though the selfie concept addresses
several self-portrayal issues (Kiprin, 2013), selfies are typically
shared through social media (Sorokowski et al., 2015). Indeed,
self-portrayal is one of the most widespread online activities,
particularly among adolescents (Lenhart et al., 2010; Kiprin,
2013; Senft and Baym, 2015) and college-age young adults
(Katz and Crocker, 2015). According to Lee and Sung (2016),
smartphone users take approximately 93 million selfies each
day, and approximately 880 billion online photos were shared
in 2014. Moreover, 30% of the total photos shared on social
networking sites (SNS) in 2014 were selfies posted by adolescents
(Locateadoc.com, 2014). It has been estimated that Instagram
users alone have shared 238 million photos with the hashtag
#selfie, and 128 million photos with the hashtag #me (Weiser,
2015). A recent study in the United States showed that
98% of participants (aged 18 to 24) took selfies, and 69%
tended to share selfies 3 to 20 times daily (Katz and Crocker,
2015).

Selfie-taking/sharing certainly represents “one of the
dominant forms of content shared in the computer-
mediated communication platforms” (Dhir et al., 2016;
p 0.549). The selfie craze has encouraged greater interest in
examining the psychological and psychosocial aspects of this
phenomenon, thus feeding the significant debate on both
the psychopathological facets of this type of behavior and
the growing risks of hyper-pathological conceptualization of
common media use (Billieux et al., 2015; Kardefelt-Winther
et al., 2017).

According to Nadkarni and Hofmann (2012), social media use
fulfills two social needs: self-presentation and the need to belong.
Selfie-sharing on SNS improves one’s self-esteem/mood through
“likes” (Reich et al., 2018), and seems to be especially related
to self-presentation behaviors and relationship construction
(Sorokowska et al., 2016; Taylor et al., 2017).

Even though posting selfies allows people to express their
own identity and social relationships, other psychological factors
might produce different types of selfie behaviors (Albury, 2015).
Attitudes toward selfie-taking have been analyzed in three
countries by Katz and Crocker (2015). Their study demonstrated
the importance of self-presentation and identification in selfie
production, as well as the need to receive feedback from
one’s peers. Moreover, taking selfies helps people experiment
with their appearance, their accessories, and their environment

(Kiprin, 2013). Young women declare that selfie-taking helps
them to feel authentic (Warfield, 2014). Nguyen and Barbour
(2017) recently found that young women consider selfies to be
authentic expressions of identity. By contrast, Christoforakos
and Diefenbach’s (2016) study found that selfies are associated
with a lack of authenticity. They also concluded that young men
and women identified both positive aspects (e.g. independence,
memory/documentation, relatedness, and control/self-staging)
and negative aspects (e.g., illusion/fake, threat to self-esteem,
and negative impression on others, and bad picture quality) of
selfies.

Recent studies point toward different/conflicting motivations
for selfie-taking. For instance, Sung et al. (2016) have
shown that attention seeking, archiving, communication,
and entertainment motivates selfie-posting on SNS, while
also arguing that narcissism considerably predicts selfie-
posting frequency. An Italian study, moreover, suggests
that various personality traits can predict dissimilar selfie
posting behaviors in adolescents and young adults (Baiocco
et al., 2016). Other scholars, however, have suggested that
narcissism significantly predicts selfie-posting frequency,
especially among women (Fox and Rooney, 2015; Sorokowski
et al., 2015; Weiser, 2015, 2018; Lee and Sung, 2016; McCain
et al., 2016; Barry et al., 2017). Halpern et al. (2016) similarly
suggest that selfies have a self-reinforcement effect - that
narcissists frequently take selfies in order to maintain positive
views of themselves, which in turn increases their narcissism
levels.

Etgar and Amichai-Hamburger (2017) have identified three
principal motivations behind selfie-taking: selfie-approval,
belonging, and documentation. They also suggest that each
motivation can be connected to various personality traits.
However, unlike previous studies in this area, they did not
find a connection between these motivations and narcissism.
This somewhat contradictory finding demonstrates that
selfies are a multidimensional phenomenon that requires
further research. Some research has emphasized the analysis
of psychopathological (obsessive) traits among selfie-taking
adolescents, oftentimes treating it as a potentially addictive
behavior (Balakrishnan and Griffiths, 2017; Griffiths and
Balakrishnan, 2018). However, a recent study on the positive
psychological effects selfies have on self-presentation strategies
has been conducted on young European men and women
(Diefenbach and Christoforakos, 2017). The authors’ findings
showed that who’s more engaged in selfie-taking considers
selfies a good possibility for a selective self-presentation.
Strategies associated with self-promotion and/or self-disclosure
play an especially important role in supporting various selfie
behaviors.
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Age and Gender Differences in Selfie
Behavior
Both age and gender influences SNS use, as well as the user’s
attitudes and perceptions of Internet-based activities (Dhir et al.,
2016). Posting selfies is typically assumed to be a gendered
process (Albury, 2015), one that varies according to the type of
selfie, selfie frequency, selfie attitudes, and motivations. Males
and females tend to use selfies for self-presentation (Katz and
Crocker, 2015), however, it has been observed that males and
females tend to post different selfies (Sorokowski et al., 2015;
Dhir, 2016) and that women are more inclined to post selfies than
men (Qiu et al., 2015; Sorokowska et al., 2015, 2016).

Nguyen (2014) has observed that young women (18 to 29
years old) share selfies on Instagram in order to accumulate
“likes,” and that the quality of a selfie depends on lighting,
scenography, and posture. Nguyen (2014) also found that selfies
allow young women to experiment with new and different looks.
Recently, Chae (2017) concluded that selfie-editing on social
media is related to the average young woman’s attempts to
cultivate an ideal form of online self-presentation. Similarly,
Nelson (2013) argues that young women share selfies in order to
receive positive feedback. For this reason, a selfie code of conduct
seems to be especially popular among young women (Warfield,
2014).

Adolescents suggest that selfie-posting could have a negative
impact on their self-presentation and social capital (Gibbs et al.,
2014). Indeed, they are more likely than adults to engage in a
“selfie policy” that emphasizes selecting the ideal photo (Senft and
Baym, 2015).

Among young women, selfie posts seem to produce higher
self-esteem (Poe, 2015). However, Sorokowska et al. (2016)
found that there is no firm relationship between self-esteem and
selfie-posting behavior, even though social exhibitionism and
extraversion can predict the frequency of selfie-posting among
both men and women.

Kim and Chock’s (2015) study states that gender isn’t a
significant predictor of selfie behaviors, but it does moderate the
relationship between the need for popularity and posting selfies.
Indeed, they found that the need for popularity significantly
predicts selfie behavior among men, but not women. Meanwhile,
Weiser (2015) observes that selfie-posting among women shows
a stronger association with leadership and/or authority, while
men’s use of selfies seems to be linked primarily to ideas on
entitlement and exploitation.

Unfortunately, the scholarly literature on selfies has tended
to focus on one gender (Nelson, 2013; Nguyen, 2014; Warfield,
2014), thereby increasing the need to examine selfie behavior
among mixed-sex and mixed-age groups (Albury, 2015). Dhir’s
(2016) work is one of the few studies to analyze age and gender
differences in selfie production and posting. His findings suggest
that exploring and building one’s online identity plays a key role
in shaping the selfie behavior of both adolescents and young
adults. Females and adolescents were found to be more active
than males and adults in terms of selfie-taking and posting,
collecting photos, and photo-editing. However, male adolescents
tend to be influenced by photo-tagging gratifications more than

girls, oftentimes using this part of the SNS experience to gain
popularity, likes, and comments. Overall, photo-tagging activities
tend to satisfy the adolescent’s need for self-construction,
identity development, and peer approval (Dhir and Torsheim,
2016).

Young adults seem to have little concern about the risks
and consequences of selfie-taking/posting (Katz and Crocker,
2015). Young men and women seem to be conscious of
their own privacy, as they tend to be aware that not all
selfies should be shared with the general public. People might
share their own private images without fully realizing it,
which suggests that it is necessary to discriminate between
private/personal and public/communicative selfies (Albury,
2015). Moreover, boys seem to have more freedom to exhibit
their bodies without risk of disapproval. By contrast, young
women’s pictures (and bodies) are subject to a specific kind
of surveillance and criticism (Burns, 2014; Albury, 2015).
This suggests that culture and gender needs to be evaluated
when considering various aspects of selfie behavior (Doring
et al., 2016). Furthermore, gender differences often shape
the self-presentation strategies of teens who regularly post
selfies.

Expectancies of Internet-Related
Behaviors
Expectancies are conscious or unconscious beliefs or thoughts
(Goldman, 1994) that reflect the personal beliefs or perceptions
about the effect or consequences of a certain behavior (Jung,
2010). The scholarly literature on this topic suggests that personal
expectancies influence decisions and behaviors by estimating
the consequences of, say, drinking alcohol or engaging in
various sexual activities (Dermen and Cooper, 1994; Reich
et al., 2010). Indeed, positive outcome expectancies often
address and reinforce people’s behavior (Patrick and Maggs,
2009).

Addiction research often sees expectancies as “explanatory
device[s]” that can analyze the various decision-making processes
that often characterize many addictive behaviors (Reich et al.,
2010). Debates on Internet addiction have focused on how
estimating positive and negative outcomes can impact one’s
behavior. The influence of expectancies on SNS use has been
analyzed in young adults (Turel and Serenko, 2012). Dir
et al. (2013) have similarly introduced a measure for sexting
expectancies and tested its validity on the development of
sexting behaviors among undergraduate students. Finally, Brand
et al. (2014) have examined the mediating role of cognitive
expectations for Internet use and coping styles in the growth
and reinforcement of a Generalized Internet Addiction (GIA).
By assuming that addictive Internet use is influenced by
Internet-related cognitions (Turel et al., 2011; Xu et al., 2012;
Lee et al., 2014), several scholars have stressed that Internet-
related expectancies play a significant role in the development
of GIA in young adults, males and females alike (Brand
et al., 2014). In other words, expectancies mediate between
specific personality characteristics and the development of
Internet addiction. Indeed, the predictive role of expectancies
associated with frequent Internet use on various Internet
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communication disorders has been confirmed in young adults
(Wegmann and Brand, 2016; Wegmann et al., 2017). However,
no specific gender differences have been analyzed in this area.

The Present Study
Despite the popularity of selfies among adolescents, there are few
instruments and studies that specifically explore teenage beliefs
and expectations about selfies and their consequences. We are
unaware of any studies that look at how selfie expectancies and
gender guide the selfie-behavior of teenagers. Thus, little is known
about the quality of the selfie experience among adolescents.
Very little information is available about what boys and girls
expect from selfies, and the potential correlations between these
expectancies and selfie frequency.

The current study aims to validate a reliable instrument that
can identify teenage expectancies about selfie production. This
involves:

- evaluating the psychometric properties of a selfie
expectancies measure;

- exploring the connections between selfie expectancies and
how often individuals create selfies;

- analyzing differences that emerge due to gender.

According to the expectancy theory perspective introduced
by Dir et al. (2013) and Brand et al. (2014), we assumed that
expectancies regarding the consequences of selfies influences
selfie practice, which in turn influences future expectancies.

MATERIALS AND METHODS

Participants
According to Gudmundsson (2009), an instrument must be
administered to a fairly large sample to be accurately adapted.
Brown (2006) and Kline (2011) suggest using at least 10
subjects per item in order to obtain an adequate sample size
for Exploratory Factor Analysis (EFA) and Confirmatory
Factor Analysis (CFA). Following these suggestions, our
convenience sample was composed of 646 adolescents aged
14–19 years (M = 16 years; SD = 2.519), all of whom were
recruited in six secondary schools (I and II grade) from
culturally diverse areas of Naples in Southern Italy. The
sample was 58.5% male and 41.5% female, and 97.8% of
participants have a smartphone. Of this total, 91.4% use it
to make phone calls; 94.8% use it to send messages; 81%
use it to exchange photos/videos; and 93.5% use it to surf
the Internet. Facebook (77%) and WhatsApp (80%) are
the two most popular sites for exchanging messages and
photos/videos.

All participants were Caucasians from Italian families. All
of them participated in this study on a voluntary basis and
were informed about the confidentiality/anonymity of the data.
There were no incentives for participation and ethical guidelines
from the Helsinki Declaration were followed. In accordance
with ethical guidelines that are used by the Italian Psychologists
Association and the National Psychologists Council, we asked
for consent from both the parents of the participants and the

relevant school boards. Individual consent was considered when
the students voluntarily completed the questionnaire. The Local
Ethical Committee approved the study.

Measures
Participants answered to a self-report anonymous questionnaire
during the school hours. It was comprised of four sections:
(1) socio-demographic information, (2) mobile phone/social
networks/app usage patterns, (3) the Selfie Frequency Scale (SFS),
and (4) a newly developed scale to assess selfie expectancies. Four
socio-demographic categories were used: gender, age, school year,
and school location (town borough).

Within the second section we asked the participants to refer
(1) if they have a smartphone; (2) purpose of using smartphones
(for calling, to send messages, share photos/videos, surf the
Internet); and (3) which apps and social networks they prefer to
use for sharing messages and photos/videos.

The Selfie Frequency Scale (SFS) (Manna and Boursier, 2017) is
an original 19-item tool that was developed to quantify how often
adolescents share selfies (α = 0.880). Its structure and dimensions
were obtained through a factorial analysis. The measure is
based on the assumption that frequency (i.e., the number of
times an event occurs) plays a crucial role in determining how
adolescents approach the production of selfies. Frequency may
provide a consistent measure of problematic selfie behavior
from a quantitative point of view. Indeed, frequency may be an
indicator of excessive engagement, thus revealing risky behavior.
The SFS is a 5-point Likert scale, ranging from 1 (never) to 5
(always), under the query “how often do you. . .” (e.g., take selfies
alone, with a friend, etc.; see Table 1). The Selfie Frequency Scale
includes three items that refer to both the type and frequency of
selfies:

- Standard Selfie (F1), which includes eight items regarding
the “ordinary” nature of the practice, done in everyday
situations with familiar people (αF1 = 0.838);

- Sexual Selfie (F2), which is made up of seven items that refer
to the tendency to create selfies that feature provocative or
sexualized content, alone or with others (αF2 = 0.839);

- Friendship Selfie (F3), which includes four items that
address companionship and amusement selfies, shared with
others and in specific situations (αF3 = 0.833).

In the newly developed Selfie Expectancies Scale (SES) – the
first version of which consisted of 54 items – participants had to
state “how much selfie-taking. . .?” by using a 5-point Likert scale.
Subsequent statements referred to perceptions about selfies and
their possible effects. The scale was developed to both fill a void in
the scholarly literature and reinforce the importance of adopting
a non-addictive perspective. This measure was based on:

- the various selfie-related behaviors that have been
previously addressed in the scholarly literature, with special
reference to existing qualitative and quantitative data about
selfie outcomes and reasons for taking selfies;

- existing expectancies measures that were developed
in previous studies, most notably sexting expectancies
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TABLE 1 | Selfie Frequency Scale.

F1 – Standard Selfie (How often do you. . .)

1. Take Selfies

2. Take Selfies alone

3. Take Selfies with members of your family

4. Take Selfies with your boyfriend/girlfriend

5. Take Selfies in daily situations (e.g. schools, home. . .)

6. Take care of your look (hairs, makeup, dresses) when you take Selfies

7. Share Selfies on Facebook or other SNS

8. Share Selfies via smartphone or apps

F2 – Sexual Selfie

9. Take Transgressive Selfies

10. Take Selfies with sexually provocative attitudes alone

11. Take Selfies with sexually provocative attitudes with a friend

12. Take Selfies with sexually provocative attitudes with a group of friends

13. Take Selfies with sexually provocative attitudes with family members

14. Take Selfies with sexually provocative attitudes with your boyfriend/girlfriend

15. Take Selfies showing your body (or part of it) naked/almost naked

F3 – Friendship Selfie

16. Take Funny Selfies

17. Take Selfies with a friend

18. Take Selfies with a group of friends

19. Take Selfies during particular situations (e.g. parties, events, celebrations. . .)

Cronbach’s α:.880

(Weisskirch and Delevi, 2011; Dir et al., 2013) and internet
use expectancies (Brand et al., 2014);

- focus groups – carried out in various high schools – that
featured adolescents who regularly take and post selfies.

Three core points emerged in the focus groups:

- Worries: the perceived effects (i.e., risks and benefits) of
selfie production on reputation, relationships, etc.;

- Attitudes: treating selfies as a way to satisfy various needs,
including sexual fantasies, projecting confidence, etc.;

- Feelings: how selfies make someone feel (e.g., excited,
anxious, guilty, stupid, dirty, sexy, confident, etc.).

We hypothesized that there would be two overarching types of
selfie expectancies:

- positive expectancies, which encompasses both positive
feelings associated with selfie taking and expectations of
positive individual/relational behaviors;

- negative expectancies, which entails negative feelings or
outcomes that could result from selfie production.

We introduced items referring to negative, positive, and
neutral domains. We did not hypothesize, a priori, the number
of dimensions associated with our expectancies, all of which were
based on a factorial analysis. Examples of positive expectancies
are included in items stating that selfies might feel participants
more popular, more self-confident, or more desired. On the other
hand, negative expectancies are expressed under items like “selfie
might ruin your relationship/damage your reputation/cause you
problems in the future”. Finally, the neutral domain of selfie
expectancies is covered by items referring to the widespread use

of selfies (e.g., selfie perceived as a habit or a part of current
relationships).

Data Analysis
In order to test the construct validity of the measure, we
adopted a random split sample method that divided the
overall sample in half. We conducted an EFA on the first
half-sample, and then a CFA was performed on the second
half-sample in order to confirm the findings from the EFA.
This procedure has been adopted in studies that similarly
attempted to validate measures for analyzing attitudes (Judd
et al., 2014; Martínez et al., 2017). First, we explored the
structure of the SES by means of EFA using the software
Mplus 6.11 (Muthén and Muthén, 2010). A Robust Maximum
Likehood with oblique Geomin rotation was employed because
the sample showed a non-normal distribution. Criteria for
identifying the factorial solutions were: (1) a factorial saturation
of at least 0.30, (2) the analysis of residuals, and (3) the
attempt to avoid elevated cross-loadings (Fabrigar et al., 1999).
The scree-plot analysis, the Bartlett’s test of sphericity, and
KMO measure of sampling adequacy supported the factorial
solution. A Confirmatory Factor Analysis (CFA) with Robust
Maximum Likehood was employed to verify the identified
factorial solution of the SES and its dimensionality. CFI, RMSEA
(90% CI), TLI, and SRMR were used as indexes to evaluate
the model fit to the data. We also carried on a second order
CFA to test the presence of a single implicit psychological
construct and to supplementary verify the construct validity.
Cronbach’s α, item–total correlations, and factor correlations
were adopted to calculate the internal reliability and to
examine the internal coherence of the subscales. Bivariate
correlations between SES and SFS were conducted to assess
the convergent validity and with the purpose of examining
the mutual influence of the two measures. A one-sample t-test
(t; p < 0.005) was calculated with mean values to compare
motivations and draw conclusions about the strongest/less
strong reasons to selfie practice. The test value referred to
the mean of all motivations on the whole sample. Finally, we
evaluated the role of gender by means of one-way ANOVAs (F;
p < 0.005).

RESULTS

Exploratory and Confirmatory Factor
Analysis
During the exploratory analysis, 31 items were removed because
of low saturation or high cross-loading. As a result, the final
version of the SES consisted of 23 items. EFA on these items
yielded all factor loadings greater than 0.3. Both the scree-plot
and the eigenvalue suggested a 7-factor solution which explains
the 51.26% of variance (Bartlett’s test of the sphericity: 0.828)
(Table 2). The solution was then verified by means of CFA.
The overall model fitted the data adequately (χ2 = 5067.051
p = 0.0000; CFI = 0.962; TLI = 0.954; RMSEA < = 00.05: 0.035;
SRMR = 0.046) (Figure 1).
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TABLE 2 | Results from Exploratory Factor Analysis.

F1 F2 F3 F4 F5 F6 F7

F1 – Relational Worries (How much selfie-taking. . .)

1. Might damage your reputation 0.745 −0.028 0.081 0.003 −0.049 −0.009 0.0135

2. Might cause you school problems 0.707 0.010 −0.003 −0.056 −0.025 0.114 0.037

3. Might disappoint your parents 0.776 0.054 −0.059 0.007 0.003 0.042 −0.046

4. Might ruin your romantic relationship or the chance to have a
relation with someone you are in

0.573 0.067 −0.099 0.093 0.005 −0.236 −0.173

F2 – Web-related anxieties

5. Might worry you because your photos could end up in the hands
of other people who could use them in an unapproved manner

0.172 0.745 0.049 −0.064 0.002 −0.017 −0.002

6. Might worry you because your photos could be retouched 0.024 0.825 0.002 −0.092 −0.018 0.012 −0.086

7. Might worry you because your photos/identity could be stolen −0.101 0.888 −0.020 0.088 −0.009 0.007 0.078

F3 – Sexual desire

8. Is exciting 0.064 −0.006 0.560 0.029 0.215 0.070 0.004

9. Improves your sexual fantasies 0.011 −0.009 0.902 0.001 −0.008 −0.061 −0.014

10. Is something your partner expects/would expect from you −0.116 0.082 0.576 −0.001 −0.093 0.135 −0.030

F4 – Ordinary practice .

11. Is cool 0.034 0.110 −0.017 0.416 0.121 0.109 −0.023

12. Is a part of current relationships −0.075 0.033 0.108 0.526 0.021 0.182 0.013

13. Is a habit 0.028 −0.070 −0.024 0.725 −0.048 −0.039 0.019

F5 – Self-confidence

14. Improves your self-esteem 0.014 0.034 0.007 0.137 0.526 0.161 −0.323

15. Makes you feel more popular −0.025 −0.050 0.051 −0.008 0.533 0.301 0.229

16. Makes you feel more self-confident −0.020 −0.021 −0.011 0.012 0.914 −0.060 −0.027

17. Makes you feel desired −0.063 −0.022 0.184 −0.018 0.620 0.122 0.188

F6 – Self-presentation

18. Is a way to show you off 0.029 0.029 0.045 0.095 −0.088 0.750 0.045

19. Is a way to show to the others the best part of you 0.032 −0.036 0.060 0.045 0.208 0.572 −0.150

20. Is a way to introduce you to the others −0.027 0.010 −0.052 0.067 0.279 0.522 −0.097

F7 – Generalized risks

21. Might cause you problems in the future 0.240 0.152 −0.187 0.003 0.099 −0.076 0.384

22. Is risky 0.251 0.287 −0.016 0.042 0.006 0.033 0.408

23. Need to be careful 0.101 0.143 0.058 0.067 0.180 −0.202 0.417

Cronbach’s α 0.755 0.861 0.673 0.600 0.837 0.737 0.621

The emerged structure shows that the various expectancies
toward selfies suggest the presence of a multicomponent
construct that includes references to several different dimensions:
the Self, sexual issues, the relational component of identity, and
positive or negative perceptions of selfie-behavior. Seven factors
were considered:

• Relational Worries (F1): this includes the negative
consequences of selfie-behavior. They reflect both the
individual and relational characterization of selfie-sharing,
placing special emphasis on the effects on the self, the
family, and personal relationships.

• Web-related anxieties (F2): features items that refer to the
negative consequences related to the online nature of selfie-
behavior. This factor suggests that selfie sharing is perceived
by adolescents as being potentially dangerous.

• Sexual desire (F3): this factor reinforces the idea that
sexuality is an important component of selfies, oftentimes
spurring fantasies and feelings of excitement that can be
shared with a partner.

• Ordinary practice (F4): this factor focuses on items that
emphasize the ordinary (and ubiquitous) nature of selfies
among adolescents. This dimension might reduce the
adolescent’s ability to identify the risks connected to
behavior that is often considered to be “normal.”

• Self-confidence (F5): this factor highlights the reinforcing
nature of selfies, with special emphasis placed on the extent
to which adolescents expect selfies to increase their self-
esteem and improve their status among others, thereby
increasing their confidence.

• Self-presentation (F6): this factor focuses on how
adolescents use selfies to show parts of themselves or
a specific aspect of the self to the world. The risk of self-
manipulation should be considered here, due to a powerful
need to be accepted and “liked” by others during this stage
of the life cycle.

• Generalized risks (F7): this factor keys in on the idea
that selfies are dangerous. On the one hand, this
factor shows that adolescents understand that there are
risks associated with selfie-taking. On the other hand,
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FIGURE 1 | Full model.

these risks might be protective in nature, a means of
encouraging adolescents to adopt a safer approach to selfie
use.

Convergent Validity
Bivariate correlations showed that Selfie Expectancies and
Selfie Frequency assess distinct constructs strongly interrelated
(r = 0.338; p < 0.001), thus confirming the convergent validity
of the tool (Table 3). Self-confidence is strongly correlated with
Selfie frequency (r = 0.413; p < 0.001). Moreover, Self-presentation
correlates most with Standard selfie (r = 0.415; p < 0.001). One
of the strongest correlations emerges between Sexual desire and
Sexual selfie (r = 0.474; p < 0.001).

Positive expectancies are most negatively correlated with Web-
related anxieties (r = −0.512; p < 0.001), and are most positively
correlated with Self-confidence (r = 0.582; p < 0.001) and Self-
presentation (r = 0.558; p < 0.001). These last two factors
also produce the highest levels of inter-correlation (r = 0.611;
p < 0.001) and have the strongest correlation in terms of both
frequency and expectancies about selfies. A strong correlation
has also been found among Relational Worries and Web-related
anxieties (r = 0.442; p < 0.001).

Reliability
Cronbach’s alphas showed an adequate reliability of the scale
(α = 0.830) and an acceptable internal consistency for the
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subscales (αF1 = 0.755; αF2 = 0.861; αF3 = 0.673; αF4 = 0.600;
αF5 = 0. 837; αF6 = 0.737; αF7 = 0.621). The solution revealed
sufficient inter-item correlations (from 0.255 to 0.742) and
significant inter-correlations among its factors (p < 0.001).

In terms of the correlations between SES and SFS, Self-
confidence is strongly correlated with Selfie frequency (r = 0.413;
p < 0.001). Moreover, Self-presentation produces the highest
correlation with Standard selfie (r = 0.415; p < 0.001). One of the
strongest correlations emerges between Sexual desire and Sexual
selfie (r = 0.474; p < 0.001).

Descriptives and Results From t-Test
Data from the SFS revealed that selfies are a widespread practice:
only 3.6% of our sample have never taken a selfie. They are a
ubiquitous feature of contemporary youth culture, oftentimes
being created during special events (M = 3.54; SD = 1.109)
and in daily situations (M = 2.81; SD = 1.145). The selfie is
a tool for socialization. It is usually taken 2–4 times a week
with a boyfriend/girlfriend (84%) or friends (87%), and feature
humorous content (64.9%). Selfies are also shared with others
by 82% of participants, especially on SNS (59.3%) or WhatsApp
groups (60.2%).

Descriptives from the SES and results from the one-sample
t-test (Table 4) reveal that selfies have a reinforcement function.
Indeed, our findings show that selfies are used as a tool to
manage self-confidence (F5: M = 2.45; SD = 1.055), increase
self-esteem (M = 2.42; SD = 1.254), make adolescents feel more
self-confident (M = 2.52; SD = 1.298), and desired (M = 2.45;
SD = 1.302). Secondly, we found that selfies were often used as an
instrument to present oneself (F6: M = 2.40; SD = 1.036), allowing
our participants to show off (M = 2.53; SD = 1.229), introduce
themselves to others (M = 2.46; SD = 1.224), and reveal the best
part of themselves to others (M = 2.22; SD = 1.249).

In terms of negative expectancies, our participants appear
particularly worried about web-related anxieties (F2: M = 2.60;
SD = 1.279) and their relationship to various identity issues. They
seem especially worried that their photos may end up in the hands
of other people who could use them in an unapproved manner
(M = 2.83; SD = 1.440); that their own photos/identity could be
stolen (M = 2.57; SD = 1.498); and that their photos could be
tampered with or retouched (M = 2.41; SD = 1.368). Interestingly
enough, web-related anxieties tend to overshadow the positive
expectancies (F5 and F6) mentioned earlier.

Our participants are less likely to think that selfies are
dangerous (F7: M = 2.36; SD = 0.893), as many of them refuse
to believe that future problems could arise from taking selfies
(M = 1.63; SD = 0.950). However, they are more likely to
recognize the necessity to be careful with selfies (M = 3.00;
SD = 1.265), considered as a risky practice in general (M = 2.46;
SD = 1.208). In a similar vein, our participants are not especially
concerned about the negative consequences selfies might have
on one’s self, one’s family, or one’s personal relationships (F1:
M = 1.65; SD = 0.772). Furthermore, they do not think that
selfies are capable of ruining romantic relationships (M = 1.94;
SD = 1.207), damaging one’s reputation (M = 1.74; SD = 0.973),
disappointing parents (M = 1.55; SD = 0.968), or causing school
problems (M = 1.36; SD = 0.815).
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TABLE 4 | Descriptives and results from one-sample t-test.

M SD t (1.966) Sig. (2-tailed)

F1 – Relational Worries 1.65 0.772 −23.255 0.000

Might ruin romantic relationship 1.94 1.207 −8.708 0.000

Might damage reputation 1.74 0.973 −16.171 0.000

Might disappoint parents 1.55 0.968 −20.933 0.000

Might cause school problems 1.36 0.815 −30.923 0.000

F2 – Web-related anxieties 2.60 1.279 4.636 0.000

Photos could end up in the hands of other people 2.84 1.440 8.111 0.000

Photos/identity could be stolen 2.57 1.498 3.599 0.000

Photos could be retouched 2.41 1.368 0.803 0.422

F3 – Sexual desire 1.64 0.803 −22.661 0.000

Is exciting 1.80 1.014 −13.853 0.000

Improves your sexual fantasies 1.47 0.978 −22.936 0.000

Is something your partner expects/would expect from you 1.65 1.040 −17.152 0.000

F4 – Ordinary practice 3.58 0.931 33.147 0.000

Is cool 3.86 1.203 31.530 0.000

Is a habit 3.78 1.161 30.905 0.000

Is a part of current relationships 3.10 1.309 14.303 0.000

F5 – Self-confidence 2.45 1.055 2.168 0.031

Increases self-esteem 2.42 1.254 1.210 0.027

Makes feel more self-confident 2.52 1.298 3.166 0.002

Makes feel desired 2.45 1.302 1.773 0.017

Makes popular 2.41 1.257 1.093 0.275

F6 – Self-presentation 2.40 1.036 1.004 0.036

Is a way to show you off 2.53 1.229 3.234 0.001

Is a way to introduce you to the others 2.46 1.224 2.124 0.034

Is a way to show to the others the best part of you 2.22 1.249 −2.869 0.004

F7 – Perceived risks 2.36 0.893 0.174 0.862

Might cause future problems 1.63 0.950 −19.360 0.000

Need to be careful 3.00 1.265 12.770 0.000

Is risky 2.46 1.208 2.200 0.028

Overall, the highest scores were registered in the selfie as
an ordinary practice concept (F4: M = 3.58; SD = 0.931). This
suggests that our participants see selfies as a common feature
of adolescence – a cool trend (M = 3.86; SD = 1.203), a
habit (M = 3.78; SD = 1.161) or a key part of contemporary
relationships (M = 3.10; SD = 1.309).

Finally, the sexual aspects of selfies received the lowest scores
(F3: M = 1.64; SD = 0.803). Items from this dimension include:
selfies are exciting (M = 1.80; SD = 1.014); selfies promotes sexual
fantasies (M = 1.47; SD = 0.978); and selfies are something my
partner expects/would expect from me (M = 1.65; SD = 1.040).
These results align with the findings from the SFS. Indeed, only
15.9% of participants claimed to have taken transgressive selfies,
while only 11.1% claimed to have taken provocative selfies. As
a result, it is safe to say that although selfies have a sexual
component, adolescents don’t consider this a major feature of the
selfie-taking process.

Gender Differences
Our findings suggest that a moderate role is played by gender.
The SFS found that although selfies, in general, are more
common among females (MF = 3.79; SDF = 0.912; MM = 3.12;

SDM = 0.959), selfies with sexual content are more common
among males (MF = 1.21; SDF = 0.628; MM = 1.35; SDM = 0.778).
Indeed, males registered a higher prevalence on all items related
to the sexual, provocative, and transgressive nature of selfies.
No gender differences were found in items that focused on
friends, SNS use, and apps, thus confirming that selfies are used
primarily as a tool for managing and sharing information about
relationships.

Nonetheless, some gender differences were found in several
factors. ANOVAs performed on the SES, for instance, revealed
significant preoccupation levels among girls. As shown in
Table 5, girls report more web-related anxieties (F2: MF = 2.86;
SDF = 1.337; MM = 2.40; SDM = 1.201) and perceived risks (F7:
MF = 2.46; SDF = 0.911; MM = 2.30; SDM = 0.875). The only
concern that is greater among males than among females is the
fear that selfies might ruin a personal relationship (MF = 1.73;
SDF = 1.095; MM = 2.09; SDM = 1.261).

Boys are more likely to see selfies in a sexual light,
placing special emphasis on self-attractiveness (F3: MF = 1.37;
SDF = 0.559; MM = 1.83; SDM = 0.890). Selfies are exciting to
boys; they contribute to their sexual fantasies and often lead to
expectations that their partners should create similarly explicit
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TABLE 5 | One-way ANOVAs by gender with means and standard deviations for gender variables.

M (SD) F Sig. η2

Males Females

F1 - Relational Worries 1.67 (0.732) 1.61 (0.824) 1.132 0.288 0.002

Might ruin romantic relationship 2.09 (1.26) 1.73 (1.09) 14.026 0.000∗ 0.132

Might damage reputation 1.74 (0.973) 1.76 (1.04) 0.246 0.620 0.000

Might disappoint parents 1.72 (0.920) 1.56 (1.06) 0.003 0.959 0.000

Might cause school problems 1.55 (0.896) 1.34 (0.741) 0.739 0.390 0.001

F2 – Web-related anxieties 2.40 (1.20) 2.86 (1.33) 20.622 0.000∗ 0.132

Photos could end up in the hands of other people 2.63 (1.39) 3.10 (1.45) 16.617 0.000∗ 0.126

Photos/identity could be stolen 2.36 (1.43) 2.88 (1.53) 18.752 0.000∗ 0.129

Photos could be retouched 2.23 (1.29) 2.65 (1.43) 14.515 0.000∗ 0.133

F3 – Sexual desire 1.83 (0.890) 1.36 (0.559) 56.248 0.000∗ 0.181

Is exciting 1.99 (1.09) 1.53 (0.813) 33.583 0.000∗ 0.150

Improves your sexual fantasies 1.69 (1.11) 1.16 (0.632) 49.846 0.000∗ 0.173

Is something your partner expects/would expect from you 1.82 (1.11) 1.42 (0.871) 24.108 0.000∗ 0.012

F4 – Ordinary practice 3.55 (0.944) 3.61 (0.913) 0.467 0.494 0.001

Is cool 3.82 (1.21) 3.92 (1.19) 0.995 0.319 0.002

Is a habit 3.69 (1.21) 3.91 (1.06) 5.727 0.017 0.009

Is a part of current relationships 3.17 (1.29) 3.01 (1.33) 2.368 0.124 0.004

F5 – Self-confidence 2.48 (1.06) 2.39 (1.04) 1.098 0.295 0.002

Improves self-esteem 2.33 (1.21) 2.55 (1.29) 4.685 0.031 0.007

Makes feel more self-confident 2.50 (1.30) 2.56 (1.28) 0.383 0.536 0.001

Makes feel desired 2.60 (1.32) 2.24 (1.23) 11.798 0.001∗ 0.018

Makes popular 2.53 (1.28) 2.25 (1.19) 8.025 0.005∗ 0.012

F6 – Self-presentation 2.47 (1.05) 2.29 (1.00) 5.070 0.025 0.008

Is a way to show you off 2.68 (1.30) 2.31 (1.25) 13.231 0.000∗ 0.021

Is a way to introduce you to the others 2.53 (1.24) 2.36 (1.16) 3.223 0.073 0.005

Is a way to show to the others the best part of you 2.23 (1.25) 2.20 (1.24) 0.091 0.763 0.000

F7 – Perceived risks 2.29 (0.875) 2.46 (0.910) 5.341 0.021 0.008

Might cause future problems 1.63 (0.950) 1.63 (0.952) 0.007 0.934 0.000

Need to be careful 2.96 (1.24) 3.05 (1.29) 0.749 0.387 0.001

Is risky 2.30 (1.18) 2.70 (1.20) 17.696 0.000∗ 0.027

∗p < 0.005.

content. Boys also have greater positive expectancies, as they
tend to consider selfies as self-presentation tools (F6: MF = 2.29;
SDF = 1.006; MM = 2.47; SDM = 1.051) that are connected to their
sexual desires.

Since girls are more likely to regard selfie-taking as a risky
practice (MF = 2.70; SDF = 1.209; MM = 2.30; SDM = 1.188), they
might be more cognizant of the negative consequences of posting
selfies. Among boys, by contrast, selfies are tied to excitement,
sexual desire, and managing their self-image. Selfies, in short, help
boys feel more desired (MF = 2.24; SDF = 1.237; MM = 2.60;
SDM = 1.328), providing them with a venue in which they can
show off to their friends (MF = 2.31; SDF = 1.256; MM = 2.68;
SDM = 1.308).

These findings should consider the magnitude of effect size,
as given by the η2. According to Pierce et al. (2004), a η2

value lower than 0.13 is considered small, a value from 0.13 to
0.23 is moderate, and values higher than 0.23 are considered
large. Using this criterion as a guide, our data set revealed
moderate effects of gender on Sexual desire and Web-related
anxieties. In fact, 18.1% of the variance found in the Sexual

desire dimension can be attributed to gender, especially items
pertaining to excitement (η2 = 0.150) and sexual fantasies
(η2 = 0.173). Moreover, 13.2% of the variance in Web-related
anxieties is due to gender, as a moderate effect has been
found in all of the items (selfie practice may ruin a personal
relationship: η2 = 0.132; photos could end up in the hands
of other people: η2 = 0.126; photos could be tampered with
or retouched: η2 = 0.133; and photos/identity could be stolen:
η2 = 0.129). All the other differences that arose due to gender
are significant, but not to the same extent as the items discussed
above. Nonetheless, the idea that boys are more involved in
the sexualized aspects of selfie-behavior, and that girls are more
worried about the negative consequences of selfies, requires
further research.

DISCUSSION

Unfortunately, the scholarly literature that has emerged in recent
years on selfie culture doesn’t address age and gender differences.
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Scholars have shown that both age and gender affect the way the
Internet and SNSs are utilized (Albury, 2015), and yet few studies
have investigated social media use and selfie practices among
people of different age and gender (Dhir et al., 2016, 2017).

This study contributes to the ongoing scientific debate on
the psychological functions and attitudes implied in selfie-
behavior, as well as the motivations behind this practice.
Moreover, the trend to medicalize everyday behavior has
influenced this study by allowing us explore selfie production
among adolescents without adopting an addiction/medicalized
perspective (Starcevic et al., 2018).

Furthermore, this study has a unique age/gender viewpoint.
Indeed, these themes were explored with special reference
to selfie diffusion among adolescents, many of whom are
engaged in self-definition, identity construction, and relational
interactions. In fact, selfies may help individuals express and
fortify their own identity in an online context. According to
some scholars (Nadkarni and Hofmann, 2012; Nguyen, 2014;
Katz and Crocker, 2015; Sorokowska et al., 2016; Diefenbach
and Christoforakos, 2017; Etgar and Amichai-Hamburger, 2017;
Taylor et al., 2017; Reich et al., 2018), self-presentation, self-
promotion, and self-approval are prominent features of selfie
experience.

If we assume that expectations play a key role in determining
people’s behavior, then it is safe to say that a measure that
is specifically oriented to assess selfie expectations could be
especially valuable to both scholars and practitioners. This study
aimed to validate a psychometric tool that can be used to
assess expectations toward selfies among adolescents. This tool
overcomes the shortcomings of extant instruments, and allows us
to better recognize what motivates adolescents to create selfies,
without necessarily treating it as symptomatic behavior or a
unique psychiatric issue.

The proposed 7-factor model fitted the data adequately,
while also highlighting that positive, negative, and neutral
consequences need to be considered. Our sample showed that
selfies were most often created via smartphones, and that selfies
are a key component of contemporary adolescence. Selfie creation
is neither positive nor negative, but strongly related to the
customs and habits of millennials.

Positive expectations toward selfies are related to the idea
that selfies are a tool for self-presentation and self-promotion,
which in turn are related to self-disclosure and self-management
strategies. The use of selfies to garner approval (and feelings
of gratification) from one’s peers and improve one’s self-
esteem, self-confidence, and popularity has been confirmed by
previous research in this area (Etgar and Amichai-Hamburger,
2017). According to Diefenbach and Christoforakos (2017),
selfie-taking may play a key role in self-presentation and self-
promotion. Moreover, our study found that the process of
taking selfies among adolescents often focuses on choosing
what to show others, which suggests that adolescents fear
having their images tampered with or manipulated (McLean
et al., 2015; Chae, 2017). Additionally, the sexual aspects
of selfies emerged as a constitutive dimension of selfie
expectations, especially among boys who were concerned with
self-attractiveness issues. In other words, selfies are often

used by our participants to manage a host of identity-related
issues.

Differently from Diefenbach and Christoforakos’ (2017) study
on young adults, neither positive aspects due to the authentic
expression of oneself, nor concerns about the illusory dimension
of selfies emerged in our results. However, common risks
related to the general consequences of selfies are considered
here, even though these concerns don’t weigh as heavily
among our participants as web-related anxieties. Our participants
were worried about losing control of their self-images – for
example, that their selfies may end up in the hands of other
people who could use them for unapproved purposes; that
their photos could be tampered with or retouched by others;
or that their photos/identities could be stolen – especially
among girls. Privacy concerns (Livingstone, 2008) tend to
overshadow the positive expectations related to self-confidence
and self-presentation. Indeed, self-disclosure can often result
in criticism and negative opinions from others, including
hostile assessments from total strangers, which explains why
the adolescents in our study were well aware of the negative
consequences of web-exposure. As we know, privacy disturb
online self-presentation (Wang et al., 2011; Kaur et al., 2016),
however, Dhir et al. (2017) recently analyzed the “privacy
paradox” (Barnes, 2006), a concept that addresses privacy
concerns and online self-disclosure through selfies. Privacy
concerns seem to affect women more than men, and young
adults more than adolescents and adults. Regardless, this doesn’t
necessarily result in lower selfie activity, as privacy concerns
seem to be inversely related to selfie taking/posting (Dhir et al.,
2017).

The results from our sample confirm this paradox. Even
though girls are more likely than boys to see selfies as a somewhat
risky practice and worry about the consequences of posting
selfies, this activity is more common among girls. By contrast,
boys tend to see selfies (and web exposure in general) as a
form of self-promotion. This is in line with Kim and Chock’s
(2015) findings on the importance of popularity in shaping selfie
behavior among males - a notion that was similarly confirmed in
Dhir and Torsheim’s (2016) work on photo-tagging among boys.
Furthermore, our study shows that the appeal of selfies among
boys is also tied to ideas about excitement and sexual desire.

Our findings suggest that selfie expectations among boys and
girls are quite different, and that selfie-behavior is a decidedly
gendered phenomenon. As Doring et al. (2016) have noted,
cultural stereotypes and social differences between boys and girls
should be considered when studying the importance of selfies
among adolescents and young adults.

The measure presented in this study can reliably assess
adolescent expectations toward selfies and ought to be used in
further research on generalized or specific selfie behavior. For
instance, using selfies as both a self-promotion tool and as a
means of improving one’s self-confidence needs to be considered.
The tendency to show only the best part of oneself, or to
present a modified representation of oneself via photos, is another
aspect of selfie culture that needs to be evaluated. Moreover,
if we assume that selfies can be used for self-support and aid
in self-construction, then it makes sense that creating selfies
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in hopes of receiving the approval of others should be analyzed.
Our study found that although being aware of the consequences
of web-exposure encouraged a host of anxieties, it didn’t
necessarily lower the frequency of selfie production among
adolescents. This is probably a product of the ubiquitous
nature of selfie culture nowadays, as well as the influence of
one’s personality, impulsivity, emotional state, and unconscious
motivations. Since identity, body-image, and related factors
play significant roles in selfie behaviors, our findings point
toward the necessity of promoting preventive programs that are
differentiated by gender and take into account a wide array of
dimensions.

Limitations and Suggestions for Future
Research
The reported findings should be interpreted by taking in account
some limitations of the study.

For starters, the external validity of the findings may be limited
by the sampling technique, which was based on a non-probability
procedure of recruitment of the participants (see, for example,
Mann, 2003; Balsamo et al., 2013). Anyway, we haven’t been able
to find any other research that adequately discusses this specific
topic.

Potential biases (e.g., social desirability biases) due to a self-
report questionnaire are well known. However, we considered
the relevant advantages provided by this kind of tool, such
as: the possibility to collect a rich amount of information, the
interpretability, the practicality of the administration and the
participants’ motivation to share their opinions (Paulhus and
Vazire, 2007).

Even though this study featured a large sample of adolescents,
our research was limited to one specific geographic area. Future
research should include different regions of Italy in order to
compare findings from, say, Northern and Southern Italy. The
findings of any study often depend on cultural aspects that
should be addressed in future research. Indeed, a cross-cultural
perspective could shed light on our own findings in interesting
and provocative ways.

Exploratory and Confirmatory Factorial Analysis have been
conducted on our sample, even though our sample was split into
two half-samples. This approach was chosen due to the difficulties
in tracking down a large group of participants. However, this
strategy is largely adopted to validate new measures for analyzing
attitudes. Generally speaking, conducting a new CFA on different

samples could help us better confirm the dimensionality and
validity of the measure.

The present study also has some key strengths that are worth
noting. For instance, our research represents an important step in
examining selfie behaviors among adolescents, providing a short
and psychometrically valid measure to assess the expectations
of teenagers who take part in selfie practice. Moreover, given
the strong psychometrics of the instrument, researchers are
encouraged to consider using this tool to assess the quality
selfie-related behavior in samples of adolescents.

This study also complements previous qualitative and
quantitative findings on how age and gender often shapes (and
predicts) selfie behaviors (Nelson, 2013; Nguyen, 2014; Warfield,
2014; Christoforakos and Diefenbach, 2016; Dhir et al., 2017;
Diefenbach and Christoforakos, 2017). It also provides a new
understanding of selfie culture by engaging with a demographic
that hasn’t been studied much in Italy.

Lastly, this study has some important clinical implications.
Chief among them is the tendency among girls to use selfies
as a means of managing various identity issues, as well as the
tendency among boys to focus on sexual matters, most notably
self-attractiveness issues.

CONCLUSION

This study provides a new means of analyzing selfie behavior
among adolescents. It examines seven important motivations
and expectations that often shape the production of selfies. Our
findings build on previous research on selfie behavior among
millennials, while also highlighting the importance of studying
the influence of age and gender on selfie-related behavior. Indeed,
our selfie expectations scale should be seen as a useful tool that
can help scholars and practitioners alike better understand a
multifaceted and widespread phenomenon.
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Schema Therapy (ST) is a well-known approach for the treatment of personality disorders.

This therapy integrates different theories and techniques into an original and systematic

treatment model. The Young Schema Questionnaire L-3 (YSQ-L3) is a self-report

instrument, based on the ST model, designed to assess 18 Early Maladaptive Schemas

(EMSs). During the last decade, it has been translated and validated in different countries

and languages. This study aims to establish the psychometric properties of the Italian

Version of the YSQ-L3. We enrolled two groups: a clinical (n = 148) and a non-clinical

one (n= 918). We investigated the factor structure, reliability and convergent validity with

anxiety and depression between clinical and non-clinical groups. The results highlighted

a few relevant findings. Cronbach’s alpha showed significant values for all the schemas.

All of the factor models do not seem highly adequate, even if the hierarchical model has

proven to be the most significant one. Furthermore, the questionnaire confirms the ability

to discriminate between clinical and non-clinical groups and could represent a useful tool

in the clinical practice. Limitations and future directions are discussed.

Keywords: Young Schema Questionnaire L3, reliability, validity, schema therapy, factor analysis, statistical

INTRODUCTION

Schema Therapy (ST; Young, 1994; Young et al., 2003) provided an innovative approach to
psychotherapy aiming to treat patients with chronic psychological problems. Several studies
showed that ST is an evidence-based treatment for personality disorders (e.g., Giesen-Bloo et al.,
2006; Gude and Hoffart, 2008; Farrell et al., 2009; Nadort et al., 2009; Sempertegui et al., 2013;
Bamelis et al., 2014), as well as for anxiety and depressive disorders (Balsamo, 2010, 2013; Renner
et al., 2013; Malogiannis et al., 2014; Balsamo et al., 2015c; for a review, Hawke et al., 2011) and
eating disorders (Waller et al., 2007). ST is currently being implemented within the mental health
services of several nations, such as Denmark (Bach et al., 2015).

ST was developed as the clinical implication of Young (1994) schema theory. It is an integrative
therapy, mixing elements of different approaches such as Cognitive-Behavioral Therapy, Gestalt
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therapy, Attachment Theory, Object Relations Theory and
emotional-focused models (Young, 1994). Influenced by these
theories, Young and colleagues (Young, 1994; Young et al., 2003)
developed the “Early Maladaptive Schemas” (EMSs) concept,
as a broad, pervasive, trait-like, cognitive and emotional self-
defeating pattern, concerning beliefs about the self, others and
the future. According to the ST model, EMSs derive from
early childhood noxious experiences with primary caregivers
and are established by unmet core emotional needs (Young
et al., 2003), as well as from peer relations during childhood
and adolescence (Mash and Dozois, 2003; Renner et al., 2013).
Little evidence seemed to support the association between early
relational experiences and EMSs (e.g., Muris, 2006;Wright, 2007)
as well as between schemas and psychopathology symptoms such
as depression and anxiety in adulthood (Halvorsen et al., 2009;
Hawke et al., 2011; Renner et al., 2012; Riso et al., 2017), or in
youth (Van Vlierberghe et al., 2010; Balsamo et al., 2015c), even
though some authors maintained that infant attachment may be
an overrated predictor (e.g., Meins, 2017).

The current list of EMSs consists of 18 schemas, which
have been identified in the general populations, as well as in
clinical groups (Young, 1994). The 18 EMSs have been grouped
into five broad categories of unmet emotional needs called
“schema domains.” These broad categories are: disconnection
and rejection, impaired autonomy and performance, other
directedness, over-vigilance and inhibition and impaired limits
(Young et al., 2003).

The Young Schema Questionnaire (YSQ; Young and Brown,
1994) is a self-report measure developed to assess EMSs within
the ST. It is used as a clinical instrument in psychotherapy and
as a research measure in developmental psychopathology studies.
The first YSQ-Long Form consisted of 205 items, representing the
16 EMSs listed by the authors. After a psychometric revision of
the EMSs (Schmidt et al., 1995), Young et al. (2003) 18 EMS were
operationally defined and a new YSQ-Long Form was developed.
This Third Edition (YSQ-L3; Young and Brown, 1994), consisted
of 232 items. According to a literature review (Oei and Baranoff,
2007), although the Third Edition underwent many revisions, no
consistent factor structures emerged for the YSQ-L3.

Whereas the psychometric properties of the YSQ were tested
in different languages and groups (clinical and non-clinical
participants), almost all of the studies employed the short form
or the previous forms, which are not comparable with the YSQ
L3 form. Furthermore, to the best of our knowledge, this is the
first study in Italy that explores the YSQ-L3 structural validity by
means of Confirmatory Factor Analysis.

In this study, we examined the reliability and structural
validity of the 18 schema scales, as measured by the YSQ-
L3. We specifically tested its structural validity by investigating
whether the five correlated first-order factor structure, proposed
by the test developers (Young et al., 2003), could be replicated
in two Italian groups (clinical and non-clinical subjects) by
Confirmatory Factor Analysis, as well as the one-factor model,
recently found in the Italian version of the YSQ-L3 via
Exploratory Factor Analysis (see Saggino et al., 2017). Since the
findings resulting from current literature on the YSQ-L3’slatent
factor structure were inconclusive (Oei and Baranoff, 2007),

we also tested a bi-factor model, strongly suggested by Kriston
et al. (2012) for the YSQ-SF3, in which all the 18 schemas
loaded each on own domain and on one global factor, called
“Psychopathology.”

Finally, we tested the second-order model with five first-
order factors according to Young’s model as well as a general
second-order factor.

We also investigated the reliability of the YSQ-L3, as well as
its convergent validity by computing associations between the
YSQ-L3 and concurrent measures of anxiety and depression.
In addition, we carried out a Multigroup Confirmatory Factor
Analysis (MG-CFA) to test measurement invariance of the
YSQ-L3 with respect to groups of subjects with and without
psychological syndromes. Furthermore, false positive (FP) risk
values were calculated to discriminate between non-clinical and
clinical subjects.

MATERIALS AND METHODS

Participants
Participants ranged between the ages of 18 and 89 and had
the capacity to complete self-administered questionnaires. This
group was the same used for the Italian norms in a previous study
(Saggino et al., 2017). Inclusion criteria for the clinical group
were: existence of a psychiatric diagnosis and age= or> 17 years
old. Exclusion criteria included ongoing psychotic symptoms,
serious physical illnesses and central nervous system major
disorders (e.g., Alzheimer’s disease and Parkinson’s disease).
Participants were 1,112 Italian subjects: 157 clinical and 955
community participants. Forty-six were excluded from the
analyses: 9 clinical and 37 non-clinical subjects were removed
because they had missing values ≥10% at EMSs. Missing values
rated below 10%, were replaced with the average values of each
schema.

The clinical group was formed by 148 outpatients of which
52 females (35.1%) and 96 males (64.9%). The group’s mean
age was 37.92 (SD = 10.43; range = 18–64 years). The mean
age for men was 38.28 years (SD = 9.96), and 37.25 years for
women (SD = 11.80). No significant age by gender interaction
effect was found [F(1, 146) = 0.328, p = 0.568]. The mean years
of education was 12.47 (SD = 3.23; range = 8–20 years): 11.89
(SD = 3.08) for males and 13.60 years (SD = 3.22) for females.
A significant years of education by gender interaction effect was
found [F(1, 136) = 9.17, p= 0.003].

The non-clinical group was formed by 918 subjects of which
522 females (56.9%) and 396 males (43.1%). The group’s mean
age was 29.85 years (SD = 12.56; range = 18–89 years): 31.09
years (SD = 13.09) for males, and 28.92 years (SD = 12.35)
for females. There was a statistically significant difference in age
betweenmales and females [F(1, 912) = 6.58, p= 0.010]. Themean
years of education was 13.63 years (SD= 3.36; range 5–25 years):
13.45 years (SD = 3.34) for males and 13.77 years (SD = 3.38)
for females. No statistically significant difference was found in
years of education between males and females [F(1, 892) = 1.89,
p= 0.169]. All subjects were white.

The clinical group was recruited through private practice
(N = 49; 33.1%), private psychiatric hospitals (N = 13;
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8.8%), public psychiatric hospital (N = 23; 15.5%) and
mental health departments (N = 63; 42.6%). Diagnoses were
conducted according to the Diagnostic and Statistical Manual of
Mental Disorders standards (DSM-IV-TR; American Psychiatric
Association, 2000) by accredited psychiatrists and psychologists.
The patients included in this group were diagnosed as follows:
56.8% (N = 84) received a diagnosis of a disorder on DSM-IV-
TR Axis I, 15.5% (N = 23) received a diagnosis of a disorder on
DSM-IV-TR Axis II and 20.9% (N = 31) received a comorbid
diagnosis Axis I/Axis II. For 6.8% (N = 10) of the clinical group
there was no information available about the diagnosis.

The non-clinical group was recruited through advertisements
posted in established community groups (e.g., youth centers,
church groups, university student associations). Study
participants contributed voluntarily and anonymously. Each
participant anonymously completed the questionnaire packet
and gave informed consent prior to being included in the study.

131 non-clinical participants (94 females and 37 males, mean
age = 22.15 and SD = 4.37) filled out the YSQ-L3 again after
1 month (T0); 72 non-clinical participants (57 females and 15
males, mean age = 20.86 SD = 2.97) filled out the YSQ-L3 again
1 month after the first retest (T1); 40 non-clinical participants (28
females and 12 males, mean age= 21.75 SD= 3.71) filled out the
YSQ-L3 1 month after the second retest (T2).

Instruments
All participants were administered the Italian versions of
the Young Schema Questionnaire Long Form, Third Edition
(YSQ-L3), the Teate Depression Inventory (TDI), the State-
Trait Inventory for Cognitive and Somatic Anxiety Trait Scale
(STICSA). All respondents completed paper-and-pencil versions
of the questionnaires in a fixed order (a socio-demographic
checklist, the YSQ L3, the TDI, and the STICSA) on site at
established community groups. The protocol was administered
by licensed psychologists who received a brief training wherein
the objectives of the research, characteristics of the instruments
administered and information about common issues in the
psychological assessment of adults were explained. Informed
consent was obtained from every single participant included
in the study, in accordance with the Ethical Standards of the
Helsinki Declaration.

Young Schema Questionnaire-Long Form, Third

Edition
The YSQ-L3 (Young et al., 2003) is a 232-item self-report
tool developed to assess 18 EMSs. The Italian version of the
questionnaire is in the Appendix of the Young et al. (2003)’s
Italian book. Participants are asked to rate each statement on a
6-point Likert scale ranging from 1 (“it is completely untrue for
me”) to 6 (“it describes me perfectly”). Items are clustered by
18 scales and grouped into five domains, bringing together the
EMSs that tend to develop together: Disconnection/Rejection
(Abandonment, Mistrust/ Abuse, Emotional Deprivation,
Defectiveness/Shame, Social Isolation/Alienation); Impaired
Autonomy/Performance (Dependence/Incompetence,
Vulnerability to Harm or Illness, Enmeshment/Undeveloped
Self, Failure); Impaired Limits (Entitlement/Grandiosity,

Insufficient Self-Control/Self-Discipline); Other-Directedness
(Subjugation, Self-Sacrifice, Approval-Seeking/Recognition-
Seeking); and Overvigilance/Inhibition (Negativity/Pessimism,
Emotional Inhibition, Unrelenting Standards/Hypercriticalness,
Punitiveness). A sum or a mean score is calculated for each EMS,
a higher score representing a higher endorsement of the EMS in
question. YSQ has demonstrated adequate test–retest reliability
and internal consistency, as well as convergent and discriminant
validity (Young et al., 2003). Results attained from several YSQ
studies support its validity as an EMS measure (Lee et al., 1999;
Stopa et al., 2001; Hoffart et al., 2005). Cronbach’s α coefficients
for this current study are reported in Table 2. All the statistical
analyses in this research were based on the mean score of each
EMS.

State-Trait Inventory for Cognitive and Somatic

Anxiety
The STICSA (Ree et al., 2008; Italian version see Balsamo et al.,
2015a, 2016) is a 21-item measure designed to assess cognitive
and somatic symptoms, both on Trait and State variations. In
the trait anxiety subscale, the subject rates how often a statement
is true in general (on a four-point Likert-type scale from “1-
almost never at all” to “4-almost always”), whereas she/he rates
how she/he feels at the moment of assessment (on a four-point
Likert-type scale from “1-not at all” to “4-very much”) in the
state anxiety subscale. In total, the overall scale is made up of
four subscales: State–Somatic (SS), Trait–Somatic (TS), State–
Cognitive (SC), and Trait–Cognitive (TC).

The STICSA was developed to address the psychometric
limitations of existing anxiety measures, especially as far as their
extensive overlapping depression (Caci et al., 2003; Balsamo
et al., 2013a; Roberts et al., 2016). The factor structure showed
strong support and the total scale and subscales exhibited high
internal consistencies, as well as construct consistent correlations
in patients, controls, and community groups (Grös et al., 2007;
Ree et al., 2008; Van Dam et al., 2013; Saggino et al., 2017).
Cronbach’s α coefficients for this current study are from 0.812
(State-Somatic) to 0.926 (State).

Teate Depression Inventory
The TDI (Balsamo and Saggino, 2013, 2014; Balsamo et al.,
2014) is a 21-itemself-report instrument designed to assess
Major Depressive Disorder as specified by the latest edition
of the DSM (American Psychiatric Association, 2013). It was
developed via Rasch logistic analysis of responses (Rasch,
1960), within the framework of Item Response Theory, in
order to overcome inherent psychometric weaknesses of existing
depression measures, including the BDI-II (Balsamo and
Saggino, 2007). Each item is rated on a 5-point Likert-type
scale, ranging from 0 (always) to 4 (never). Growing literature
suggests that the TDI has strong psychometric properties in
both clinical and non-clinical groups, including an excellent
Person Separation Index, no evidence of bias due to item-
trait interaction, good discriminant and convergent validity
and control of major response sets (Balsamo et al., 2013b,
2015a,b,c; Innamorati et al., 2013). In a recent study, three cut-
off scores were recommended in terms of sensitivity, specificity
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and classification accuracy to screen for varying levels (minimal,
mild, moderate and severe) of depression severity in a group of
patients diagnosedwithMajor Depressive Disorder (Balsamo and
Saggino, 2014). In our groups, Cronbach’s alpha was 0.943 for the
clinical participants and 0.917 for the non-clinical group.

Data Analysis
Descriptive Statistics
The 18 EMSs were preliminarily submitted to analyses in order
to check the normal distribution by computing means, standard
deviations and indices of skewness and kurtosis. Inspection of
skewness and kurtosis indices indicated that departures from
normality were not severe according to West et al. (1995) with
only a few exceptions. Thus, no variable transformations were
deemed necessary. Statistical analyses were performed with IBM
SPSS.

Reliability, and Convergent Validity Analysis of the

YSQ-L3
In order to investigate the psychometric properties of the YSQ-
L3, we assessed internal consistency of its scales using Cronbach’s
alphas indices separately for the two groups. The two-way mixed
effects ICC (Intraclass-Correlation; Shrout and Fleiss, 1979;
McGraw and Wong, 1996) was used to assess the 3-month test–
retest stability (T0, T1, T2) of each EMS’ schema on a group
formed by 40 non-clinical subjects. The strong reduction of
subjects is due to mortality or to the fact that many subjects
refused to repeat test administration. Since the Shrout and Fleiss’
(1979) ICC rules of thumb were criticized (Hopkins, 2000), we
considered the following values as a general rule: ≥ 0.90 high,
between 0.80 and 0.90 moderate, and≤0.80 insufficient (Vincent,
1999).

The convergent validity of the YSQ-L3 schemas was
investigated by computing Pearson’s r correlation coefficients
with well-established depression and anxiety measures (TDI and
STICSA, respectively). Error α was adjusted with Bonferroni’s
correction. These statistical analyses were performed with IBM
SPSS.

Confirmatory Factor Analyses of the YSQ-L3
Different Confirmatory Factor Analyses (CFAs) were performed
separately for the clinical and non-clinical participants. Due
to a slight deviation from multivariate normality all analyses
were carried out using robust maximum-likelihood estimation
methods. Given the heterogeneity of the results reported in
literature regarding the latent factor structure of Young’s EMSs
(for a review, see Kriston et al., 2012), most of which referred
to the different YSQ versions, we compared five alternative
factor models for the Italian version of the YSQ-L3. These
versions were: (1) the one-factor model (1F model), in which
all 18 schemas were forced to load on a single higher order
factor (Saggino et al., 2017); (2) the five correlated first-order
factors model (5F-correlated model), based on Young’s original
theoretical model (Young et al., 2003); (3) the five not correlated
first-order factors model, according to Young’s model, without
correlations between factors (5F-not correlated model); (4) the
bi-factor model (bi-factor model), strongly suggested by Kriston

et al. (2012), in which all of the 18 EMS schemas loaded each on
own domain and on one global factor, called “Psychopathology”;
(5) finally, the second-order model, with the five first-order
factors model, according to Young’s model, and a general second-
order factor.

The goodness-of-fit indices to test model validity were
the Satorra-Bentler χ

2, the ratio χ
2/df, the Comparative Fit

Index (CFI), the Tucker-Lewis fit index (TLI), the Root Mean
Square Error of Approximation (RMSEA) and the corresponding
confidence interval (90% RMSEA). Models with an acceptable fit
should have χ

2/df < 3, RMSEA <0.08, and CFI and TLI >0.95
(Hu and Bentler, 1999; Schermelleh-Engel et al., 2003).

Measurement Invariance of the YSQ-L3 Between

Non-clinical and Clinical Groups
We performed aMultigroup Confirmatory Factor Analysis (MG-
CFA) to test measurement invariance of the YSQ-L3 with respect
to groups of subjects with and without psychological syndromes
on a set of nested models (Meredith, 1993; Saggino et al., 2017):

1. The baseline configural invariance model (M1) in which the
same factorial pattern was specified for each group, but with
loadings and intercepts free to vary across groups;

2. The metric invariance model (M2), wherein loadings were
constrained to be equal across groups;

3. The scalar invariance model (M3), wherein factor loadings
and intercepts were constrained to be equal across groups;

There is also the model for testing strict invariance (loadings,
intercepts and residual variances were constrained to be equal
across groups), but strict invariance is not fundamental for
the validity of the model. Model fit was assessed using the χ

2

statistical test, the χ
2/df, the RMSEA, the 90% CI of RMSEA, the

SRMR, the TLI and the CFI.
Difference between CFIs (1CFI) of nested models was

estimated for testing measurement invariance. A value of 1CFI
smaller than or equal to |0.01| (in absolute values) indicates
that the null hypothesis of invariance should not be rejected
(Cheung and Rensvold, 2002). Tests which have scalar invariance
are considered consistent tests, because unaffected by group
characteristics (Meredith, 1993). If multigroup invariance is
confirmed with models M2 or M3, we also tested if factor means
are different across groups by setting a model wherein the factor
means are zero in all groups (M4). We estimated the difference
between the chi-square value of M4 and that of model M2 or
M3. If the value of the difference is not significant, factor means
can be considered equal across groups. CFAs and MG-CFA were
performed using M-Plus 7.0 (Muthén and Muthén, 2012).

Furthermore, false positive (FP) risk values were calculated
for each YSQ-L3 schema and domain. FP risks are determined
by the False Positive Rate (FPR), which is the ratio between the
probability of False Positives (FPs) and the sum of FPs and True
Positives (TPs). Because a clinical test such as the YSQ-L3 has to
discriminate between non-clinical and clinical subjects, we must
estimate FPR ratio, instead of using the criterion of rejecting the
null hypothesis with a first-type error probability value of 0.05, in
order to attain the correct percentage of risk to make FPs using
test scores (Colquhoun, 2014). All of the analyses were based on
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the standardized scores for any schema and on the factor scores,
for any latent domain.

All missing data were substituted by the serial mean. The work
of Chen et al. (2012) showed that with a percentage of missing
data below 20% there is no reduction of fit indices. The model fit
decreases as the number of missing data gets larger. The authors
suggest that when the percentage of missing data is higher than
30%, both the serial mean and the trend missing imputation
methods offer a better model fit than the other available methods.
Because the missingness in our data was always below 10%, we
therefore used the Serial Mean method.

RESULTS

Descriptive Statistics of the YSQ-L3
Descriptive statistics of the 18 EMS, the TDI and the STICSA
State-Trait; somatic and cognitive scales in the Italian clinical and
non-clinical groups are displayed in Table 1.

As shown in Table 1, in our sample all the EMS schemas
exhibited no absolute value of skewness larger than 2,
neither absolute values of kurtosis larger than 7, in both
groups, excepting for Defectiveness which presented a skewness
corresponding to 2.030 in the non-clinical group, according to
the guidelines recommended by West et al. (1995). A similar

trend of normality distribution was observed for the TDI and the
STICSA scales and subscales.

Reliability, and Convergent Validity
Analysis of the YSQ-L3
As shown in Table 2, internal consistency reliability of
the 18 EMS was high (range αclinical = 0.804–0.921 and
αnon−clinical = 0.834–0.941).

As shown in Table 2, the ICC estimates were similar in value,
for each Young’s schema. The Emotional Deprivation schema
ICC was 0.925, with 95% confidence interval from 0.878 to 0.957
[F(39, 78) = 38.148, p < 0.001]. A moderate reliability degree was
also found for Social Isolation [ICC = 0.869; 95%, CI = 0.792–
924; F(39, 78) = 20.947, p < 0.001], Defectiveness [ICC = 0.889;
95%, CI= 0.822–936; F(39, 78) = 25.087, p< 0.001], Vulnerability
[ICC = 0.856; 95% CI = 0.770–916; F(39, 78) = 18.785,
p < 0.001], Self-Sacrifice [ICC = 0.854; 95%, CI = 0.769–
914; F(39, 78) = 18.596, p < 0.001], and Unrelenting Standards
[ICC= 0.802; 95%CI= 0.694–882; F(39, 78) = 13.185, p< 0.001].
The remaining EMS schemas showed ICC values considered as
insufficient (cut-off ≤ 0.80; Vincent, 1999), ranging from 0.703
(Failure to Achieve) to 0.791 (Insufficient Self-control).

Table 3 shows the correlations among the 18 EMS, measures
of depression (TDI) and trait and state anxiety (STICSA,

TABLE 1 | Descriptive Statistics of the EMS, TDI, and STICSA for non-clinical (n = 918) and clinical sample (n = 148).

EMS Non-clinical (N = 918) Clinical (N = 148)

Mean* SD* Skewness Kurtosis Mean* SD* Skewness Kurtosis

Emotional deprivation 2.10 0.92 1.133 1.018 2.78 1.16 0.583 −0.240

Abandonment 2.37 0.84 0.741 0.337 2.87 1.07 0.507 −0.279

Mistrust/Abused 2.28 0.75 0.787 0.653 2.59 0.94 0.472 −0.212

Social isolation 1.92 0.85 1.346 1.976 2.43 1.12 0.608 −0.532

Defectiveness 1.68 0.67 2.030 6.202 2.11 0.92 1.175 1.185

Failure to achieve 1.84 0.84 1.660 3.573 2.21 1.07 0.981 0.355

Dependence 1.80 0.70 1.315 1.933 2.31 1.03 1.052 1.052

Vulnerability 2.05 0.80 1.267 1.937 2.43 1.04 1.119 1.210

Enmeshment 2.00 0.69 0.993 1.395 2.36 0.96 0.834 0.237

Subjugation 2.13 0.79 1.056 1.421 2.56 0.96 0.684 0.521

Self–sacrifice 3.08 0.87 0.343 −0.207 3.05 0.90 0.310 −0.109

Approval–seeking 2.18 0.84 1.019 1.550 2.51 0.97 0.528 −0.202

Insufficient self–control 2.20 0.73 0.685 0.433 2.59 0.96 0.469 −0.331

Entitlement 2.55 0.78 0.489 0.305 2.69 0.89 0.218 −0.574

Unrelenting standards 2.77 0.82 0.621 0.319 2.76 0.82 0.171 −0.303

Emotional inhibition 2.24 0.91 1.025 1.127 2.64 1.09 0.516 −0.217

Negativism 2.34 0.94 0.786 0.347 2.76 1.05 0.225 −0.629

Self-punitiveness 2.55 0.80 0.483 0.323 2.63 0.85 0.078 −0.427

TDI 28.15 13.17 0.356 −0.214 35.10 16.87 0.164 −0.507

STICSA-trait 35.62 10.18 0.718 −0.044 39.53 12.83 0.839 0.486

STICSA-trait, somatic 17.36 5.20 0.939 0.507 18.32 6.92 1.340 1.540

STICSA–trait, cognitive 18.25 5.99 0.651 −0.211 21.21 7.15 0.313 −0.801

STICSA-state 32.04 10.20 0.692 1.279 35.43 13.14 1.012 2.123

STICSA-state, somatic 15.51 4.81 1.534 2.574 16.33 6.76 1.935 4.399

STICSA-state, cognitive 16.50 5.99 1.047 0.462 18.99 7.30 0.469 −0.048

*Means and Standard Deviations are based on means of EMS.

Frontiers in Psychology | www.frontiersin.org March 2018 | Volume 9 | Article 312133

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Saggino et al. Psychometric Properties of the Italian YSQ-L-3

TABLE 2 | Cronbach alpha and test-retest Reliability of the 18 EMS of the YSQ-L3.

T0 T1† T2† ICC ICC 95% CI F α

M SD M DS M DS Lower Upper Clinical Non-clinical

Emotional deprivation 2.13 0.91 2.09 1.01 2.30 1.09 0.925 0.878 0.957 38.148* 0.896 0.895

Abandonment 2.53 0.83 2.35 0.84 2.37 0.85 0.783 0.666 0.869 11.799* 0.894 0.918

Mistrust/Abused 2.37 0.73 2.17 0.80 2.28 0.80 0.786 0.671 0.872 12.042* 0.893 0.911

Social isolation 1.99 0.85 1.96 0.94 2.10 1.06 0.869 0.792 0.924 20.947* 0.883 0.899

Defectiveness 1.73 0.65 1.70 0.71 1.85 0.80 0.889 0.822 0.936 25.087* 0.905 0.911

Failure to achieve 1.90 0.86 1.89 0.80 1.84 0.79 0.703 0.558 0.817 8.103* 0.918 0.901

Dependence 1.86 0.64 1.71 0.65 1.70 0.63 0.768 0.646 0.860 10.930* 0.921 0.941

Vulnerability 2.12 0.80 1.98 0.87 2.05 0.83 0.856 0.770 0.916 18.785* 0.872 0.907

Enmeshment 2.08 0.70 1.87 0.68 1.91 0.72 0.781 0.663 0.868 11.676* 0.804 0.875

Subjugation 2.19 0.77 2.05 0.76 2.15 0.92 0.715 0.574 0.825 8.511* 0.841 0.858

Self-sacrifice 3.19 0.85 2.94 0.91 2.96 0.89 0.854 0.769 0.914 18.596* 0.906 0.895

Approval-seeking 2.20 0.78 2.14 0.81 2.23 0.88 0.766 0.643 0.859 10.811* 0.916 0.914

Insufficient self-control 2.25 0.69 2.11 0.71 2.15 0.63 0.791 0.678 0.875 12.344* 0.862 0.894

Entitlement 2.61 0.73 2.39 0.76 2.37 0.76 0.766 0.634 0.859 10.810* 0.823 0.834

Unrelenting standards 2.82 0.82 2.60 0.82 2.58 0.78 0.802 0.694 0.882 13.185* 0.886 0.868

Emotional inhibition 2.37 0.94 2.17 0.95 2.40 0.95 0.785 0.670 0.871 11.970* 0.840 0.876

Negativism 2.45 0.92 2.24 0.97 2.24 0.90 0.780 0.663 0.868 11.663* 0.903 0.893

Self-punitiveness 2.65 0.78 2.50 0.83 2.54 0.78 0.776 0.657 0.865 11.390* 0.881 0.874

*p < 0.01. N = 40; ICC, Intraclass Correlation Coefficient; CI, Confidence Interval.
†
Rating at 1-month distance.

with its subscales). As expected, all of the EMS in general
showed an average to high correlation with the TDI and the
STICSA scales both in the clinical and in the non-clinical
groups.

Confirmatory Factor Analyses of the
YSQ-L3
Table 4 shows the goodness-of-fit indexes of the five structural
models tested both for the non-clinical and the clinical groups.
Although the bi-factor model has the best fit, as far as both the
non-clinical and the clinical group, it exhibits many flaws at a
more detailed level.

The loadings of the Disconnection/Rejection domain are
especially not significant for the Abandonment and the
Defectiveness/Shame schema in the clinical group; the loadings of
the Impaired Autonomy/Performance domain are not significant
for all of the four schemas in the clinical group and are
not significant for the Failure schema in the non-clinical
group; the loadings of the Other-Directedness domain are
not significant for the Subjugation and for the Approval-
Seeking/Recognition-Seeking schema in the clinical group; the
loading of the Impaired Limits domain on the Insufficient
Self-Control/Self-Discipline schema is not significant in the
clinical group; the loadings of the Overvigilance/Inhibition
domain on the Emotional Inhibition, and the Unrelenting
Standards/Hypercriticalness schema are not significant in the
clinical participants. Not-significant loadings mean that the bi-
factor model does not provide adequate measurement properties.
Table 5 shows the loadings of each schema in the five domains

and in the general factor for the bifactor model. Hierarchical
(ωh) and total omegas (ωt) for each schema are also reported.
The ratio ωt/ωh expresses the variance component of the
general factor in each observed variable in relation to the
global variance due to all latent factors (Tommasi et al.,
2015).

The distributions of fit indices are affected by sample size
and by the distribution of the measured characteristic in
population (Yuan, 2005). Therefore, cutoffs of fit indexes cannot
be considered as absolutely valid. In addition, the misfit of the
models can be due to high covariance residuals instead of model
misspecification. Covariance errors and model misspecification
do not necessarily correspond (Hayduk et al., 2007). Therefore,
not necessarily lower fit indexes indicate a misfit model. Factor
loadings represent the quality of measurement of latent variables.
Model with poor measurement quality (low factor loadings)
can have a better fit than models with excellent measurement
quality (high factor loadings). This phenomenon is called
reliability paradox (Hancock and Mueller, 2011). On the basis
of this paradox, McNeish and colleagues (McNeish et al., 2017)
recommend to evaluate the validity of factor models not only
on goodness of fit indexes, but also on the quality of their
measures by reporting also factor loadings, because there is not
a perfect correspondence between quality of measurement and
fit indexes.

In the second-order model, instead, all loadings of the five
domains on schemas are significant both for the non-clinical and
for the clinical groups. Figure 1 shows the path-diagram of the
second-order model of the YSQ-L3.
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TABLE 4 | Goodness-of-fit indexes of the five models tested in the CFAs both for the non-clinical (n = 918) and the clinical sample (n = 148).

CFA models χ2 df χ2/df CFI TLI RMSEA 90% RMSEA SRMR AIC BIC

NON-CLINICAL

1F model 1794.657 135 13.294 0.785 0.756 0.116 0.111–0.121 0.071 31151.93 31412.33

5F-correlated model 1499.681 125 11.997 0.822 0.782 0.109 0.105–0.114 0.066 30706.75 31015.37

5F-not correlated model 3816.683 136 28.064 0.523 0.463 0.172 0.167–0.176 0.389 33932.87 34188.45

Bi-factor model 935.738 107 8.745 0.893 0.846 0.092 0.086–0.097 0.044 29862.44 30257.86

Second-order model 1527.210 130 11.748 0.819 0.787 0.108 0.103–0.113 0.068 30758.38 31042.89

CLINICAL

1F model 401.318 135 2.973 0.841 0.820 0.115 0.103–0.129 0.060 5709.360 5871.209

5F-correlated model 296.916 125 2.375 0.897 0.874 0.096 0.082–0.111 0.051 5591.381 5783.202

5F-not correlated model 815.722 136 5.998 0.594 0.543 0.184 0.172–0.196 0.457 6218.797 6377.649

Bi-factor model 244.283 107 2.283 0.918 0.883 0.093 0.078–0.109 0.037 5526.267 5772.039

Second-order model 308.082 130 2.370 0.894 0.875 0.096 0.082–0.110 0.053 5598.831 5775.666

Measurement Invariance of the YSQ-L3
Between Non-clinical and Clinical Groups
Table 6 shows the MG-CFA performed on the second-order
model of the YSQ-L3. Because the second-order model has at
work order loading, there is a version of the M2 model where
the first-order loadings are fixed between groups (M2∗) and a
version where the first-order and the second-order loadings are
fixed (M2∗∗). All 1CFI are lower than |0.01|, therefore the scalar
invariance between the non-clinical and the clinical groups of
the YSQ-L3 is confirmed. The difference between model M4 and
M3 is however significant (1 χ

2
= 45.824, df = 5, p < 0.001).

The means of the five domains of the YSQ-L3 are therefore
significantly different between the non-clinical and the clinical
group. All of the means of the five domains are higher in the
clinical than in the non-clinical group.

We therefore calculated the FPR for each schema and for
each domain. On these calculations we estimated the percentage
of risk in making FPs, multiplying the FPR ratio by 100, for
both of the scores attained at the level of YSQ-L3 schemas and
on factor scores of the five YSQ-L3 domains. Before estimating
the FP risk for each YSQ-L3 schema, we transformed the raw
scores of each schema in standardized scores. We estimated
different distribution of standardized scores for the non-clinical
and the clinical group. The cutoff values for the 0.05 and the
0.025 probability of FPs in the non-clinical group (first-type
error) were used to estimate the probability values of TPs in
the clinical group. We calculated the factor scores of the five
domains to calculate the FPR for each domain. We estimated
different distributions of standardized scores for the non-clinical
and the clinical groups. The cutoff values for the 0.05 and the
0.025 probability of FPs in the non-clinical group (first-type
error) were used to estimate the probability values of TPs in
the clinical group. Table 7 shows the FP risk values for each
YSQ-L3 schema and for each YSQ-L3 domain. The average FP
risk value is 40.6 and 45.0% for the YSQ-L3 schemas, for the
5 and the 2.5% first-type error, respectively, while the average
FP risk value for the YSQ-L3 domains is 24.2 and 18.2%, for
the 0.05 and the 0.025 first-type error, respectively. FP risk
is therefore lower when the factor scores for the five YSQ-L3

domains are used to discriminate between non-clinical and
clinical subjects. According to Colquhoun (2014), the usual
cutoffs for significance testing (0.05, 0.01 or 0.001) are somewhat
misleading, because based on the assumption that if there are no
significant differences between clinical and non-clinical subjects
(null effect), therefore there is only a 5, 1 or 0.1% probability
to judge an individual as a clinical subject while he is perfectly
normal. However, this approach does not consider the power of
the test or, in other words, the capacity of the psychological test
to discriminate between clinical and non-clinical subjects. The
test power is the probability to correct recognize the presence of
disease in non-clinical subjects (true positives). If test power is
not estimated, the correct identification of FPs is underestimated.
Therefore, Colquhoun (2014) suggests to use the FPR instead
of the usual null hypothesis significance test to determine its
capacity to discriminate clinical from non-clinical subjects.

DISCUSSION AND CONCLUSION

The YSQ-L3 (Young and Brown, 1994) is a self-report
instrument, developed after a psychometric refinement of the
previous version aimed at assessing the 18 EMS according to
the ST theoretical framework. Its latent factor structure has not
been consistently replicated (for a review, see Oei and Baranoff,
2007). In fact, almost all of the studies on the YSQ psychometric
structure scrutinized the previous form (YSQ-L2) or the short
form (YSQ-S3) and not the actual long form (YSQ-L3).

Knowledge of its factor structure could be useful both for
researchers and for clinicians during assessment and treatment.
The current study investigated the factor structure of the Italian
YSQ-L3, its reliability, convergent validity with state/trait anxiety
and depression measures, and measurement invariance across a
large community and clinical groups.

CFAs analyses were conducted separately for the community
and for the clinical groups, testing five different models: a single-
factor model, a five correlated first-order factor model, a five
uncorrelated first-order factor model, a bi-factor model and,
finally, a second-order model, with the five first-order factors,
according to Young’s model, and a general second-order factor.
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TABLE 5 | Loadings on the first-order factors (λf ) and on the general factor (λg) and corresponding significance (p-values).

Young-L3 domains Young-L3 schemas λf λf p-value λg λg p-value ωh ωt ωh/ωt

NON-CLINICAL (N = 918)

Disconnection/Rejection Emotional deprivation 0.49 <0.01 0.38 <0.01 0.15 0.38 0.38

Abandonment 0.54 <0.01 0.55 <0.01 0.30 0.59 0.51

Mistrust/Abused 0.75 <0.01 0.36 0.04 0.13 0.69 0.18

Social isolation 0.46 <0.01 0.63 <0.01 0.40 0.60 0.66

Defectiveness 0.37 0.03 0.78 <0.01 0.61 0.75 0.81

Impaired autonomy/Performance Failure to achieve 0.20 0.33 0.80 <0.01 0.63 0.67 0.94

Dependence 0.38 0.03 0.79 <0.01 0.62 0.76 0.81

Vulnerability 0.61 <0.01 0.50 <0.01 0.25 0.63 0.40

Enmeshment 0.55 <0.01 0.36 <0.01 0.13 0.43 0.30

Impaired autonomy/Performance Subjugation 0.50 <0.01 0.70 <0.01 0.49 0.73 0.66

Self-sacrifice 0.59 <0.01 0.21 0.13 0.04 0.39 0.12

Approval-seeking 0.55 <0.01 0.51 <0.01 0.26 0.56 0.45

Impaired limits Insufficient self-control 0.55 <0.01 0.60 <0.01 0.36 0.66 0.55

Entitlement 0.90 <0.01 0.20 0.21 0.04 0.85 0.05

Overvigilance/Inhibition Unrelenting standards 0.77 <0.01 0.03 0.87 <0.01 0.60 <0.01

Emotional inhibition 0.58 <0.01 0.50 <0.01 0.25 0.59 0.42

Negativism 0.58 <0.01 0.56 <0.01 0.32 0.65 0.48

Self-punitiveness 0.67 <0.01 0.29 0.08 0.08 0.53 0.16

CLINICAL (N = 148)

Disconnection/Rejection Emotional deprivation 0.47 0.01 0.43 0.04 0.18 0.40 0.45

Abandonment 0.54 0.24 0.70 0.04 0.48 0.77 0.63

Mistrust/Abused 0.70 <0.01 0.59 0.08 0.34 0.83 0.41

Social Isolation 0.46 0.05 0.69 <0.01 0.48 0.69 0.70

Defectiveness 0.33 0.32 0.81 <0.01 0.65 0.76 0.86

Impaired autonomy/Performance Failure to achieve 0.12 0.82 0.82 <0.01 0.67 0.68 0.98

Dependence 0.06 0.94 0.86 <0.01 0.74 0.74 0.99

Vulnerability 0.42 0.42 0.64 0.03 0.41 0.59 0.70

Enmeshment 0.50 0.32 0.60 0.06 0.36 0.61 0.59

Impaired autonomy/Performance Subjugation 0.48 0.21 0.72 <0.01 0.52 0.75 0.69

Self-sacrifice 0.68 0.01 0.32 0.48 0.10 0.57 0.18

Approval-seeking 0.47 0.30 0.64 0.04 0.40 0.63 0.65

Impaired Limits Insufficient self-control 0.54 0.09 0.72 <0.01 0.51 0.80 0.64

Entitlement 0.68 0.01 0.58 0.06 0.33 0.80 0.42

Overvigilance/Inhibition Unrelenting standards 0.65 <0.01 0.25 0.49 0.06 0.48 0.13

Emotional inhibition 0.50 0.11 0.67 <0.01 0.45 0.70 0.65

Negativism 0.50 0.25 0.72 0.01 0.52 0.76 0.68

Self-punitiveness 0.67 0.01 0.52 0.13 0.27 0.71 0.37

Not significant loadings (p > 0.05) are reported on bold types. Hierarchical omega (ωh), total omega (ωt ) and ratio between hierarchical and total omega (ωh /ωt ) are reported.

Although the bi-factor model showed the best fit, both in the
clinical group and the community group, some loadings of
the five domains did not appear to be significant for their
corresponding schemas, as posited by the original factor structure
model, thus suggesting an inadequate fit. In the second-order
model, instead, all loadings of the five domains on their schemas
seemed to be significant both for the community and for the
clinical groups. The second-order model was therefore preferred
as it showed more adequate measurement properties than the bi-
factor model for both of the groups. The original model proposed
by Young et al. (2003) was therefore not confirmed in the current
study.

Measurement invariance of the YSQ-L3 between community
and clinical groups was subsequently tested for the second-
order model. Results suggested that all 1CFI were lower
than |0.01|, thus supporting the scalar invariance between
the community and the clinical groups. Since models M4
and M3 resulted significantly different, the means of the five
domains of the YSQ-L3 appeared significantly different across the
community and the clinical groups. All of the means of
the five domains were higher in the clinical group than in
the community group. The YSQ-L3 therefore appeared to be
able to discriminate between the community and the clinical
groups.
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FIGURE 1 | Path diagram of the second-order model of the YSQ-L3 (18 schemas and 5 domains) with reported standardized coefficients of first- and second-order

loadings and residuals (clinical sample values are reported in parentheses). Residuals are reported in rectangles. All values are significant for p < 0.01.

TABLE 6 | MG-CFA for testing measurement invariance of the YSQ-L3 between the non-clinical (n = 918) and the clinical (n = 148) sample.

Models for measurement invariance χ2 df χ2/df RMSEA 90% RMSEA SRMR TLI CFI 1CFI

M1 1906.673 26.000 7.333 0.109 0.104–0.114 0.066 0.800 0.830

M2* 1911.471 273.000 7.002 0.106 0.102–0.111 0.068 0.810 0.831 0.001

M2** 1922.533 277.000 6.941 0.106 0.101–0.110 0.069 0.812 0.830 −0.001

M3 200.130 29.000 6.897 0.105 0.101–0.110 0.071 0.813 0.823 −0.007

M4 2045.954 295.000 6.935 0.106 0.101–0.110 0.089 0.812 0.819

n.b.: M1,model for configural invariance; M2* model for metric invariance (fixed first-order loadings); M2**, model for metric invariance (fixed first- and second-order loadings); M3 model

for scalar invariance; M4, M3 with fixed means of YSQ-L3 domains for each group. 1CFIs lower than |0.01| are in bold type.

False positive risks indeed appeared lower when the factor
scores of the five YSQ-L3 domains were used to discriminate
between community and clinical individuals than when all of the
18 EMS were used. This result supported the ST model (Young
et al., 2003), which posited that domains constructs are associated
with psychopathology.

These results supply proof of the YSQ-L3 discriminant power
and, consequently, of its validity. The average to high correlations
between both the TDI and the STICSA supply additional proof of
the YSQ-L3 capacity to measure psychopathology.

The ICC reliability estimates were in general insufficient or
moderate and this could represent a problem for the YSQL-3.

This study bears various strengths. Firstly, it is one of the
rare studies available about the YSQ-L3. YSQ-L3 is the most
important version of the Young Schema Questionnaire and the
most useful one as far as giving psychotherapists indications
about patients’ schemas. Secondly, at the best of our knowledge,
this study is the most comprehensive one available as far as the
validity of the Italian version of the YSQ-L3 is concerned. Third,
participants were both community and clinical subjects.
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TABLE 7 | False Positive Rate (FPR) risk values (in percentage values) for each

YSQ-L3 schema and domain.

First-type errors

0.05 0.025

YSQ-L3 SCHEMAS

Emotional deprivation 33.1 38.2

Abandonment 30.3 31.6

Mistrust/ Abuse 38.1 42.5

Social isolation/Alienation 38.1 42.5

Defectiveness/Shame 33.1 34.6

Failure 36.3 48.1

Dependence/Incompetence 40.2 34.6

Vulnerability to harm or illness 45.1 31.6

Enmeshment/Undeveloped self 36.3 42.5

Subjugation 40.2 42.5

Self-sacrifice 55.2 55.2

Approval-seeking/recognition-seeking 30.3 48.1

Insufficient self-control/self-discipline 33.1 31.6

Entitlement/Grandiosity 51.4 38.2

Unrelenting standards/Hypercriticalness 51.4 78.7

Emotional inhibition 48.0 48.1

Negativity/Pessimism 38.1 42.5

Punitiveness 51.4 78.7

Average FPR 40.6 45.0

YSQ-L3 DOMAINS

Disconnection/Rejection 21.6 16.3

Impaired autonomy/Performance 28.1 20.9

Other-directedness 29.1 25.2

Impaired limits 24.4 17.0

Overvigilance/Inhibition 17.9 11.7

Average FPR 24.2 18.2

An additional strength is supplied by the specific analyses that
it reports for the first time, for example concerning he FPR risk
values for each YSQ-L3 schema and domain.

Some limitations of the study should be highlighted. Firstly,
the study uses a clinical group with different psychiatric
diagnoses. An additional potential bias is that the clinical
group included also individuals with comorbid personality
disorders and individuals without them. Future research should
thus investigate measurement invariance of the YSQ-L3 across
different types of psychiatric disorders, such as clinical groups
with only personality disorders and groups with only anxiety
or depressive disorders. Examining whether the YSQ-L3 can
discriminate between individuals with different personality
disorders, eating disorders (Innamorati et al., 2015) or clusters
of personality disorders could also be interesting.

Another limitation of this study concerns the lack of
measures of other constructs related to EMS in the analysis of
convergent validity, such as personality traits, attachment styles
or functional/dysfunctional personal values (i.e., Balsamo et al.,
2013; Picconi et al., 2018). Future studies should also investigate
the responsiveness of the questionnaire in participants with
psychiatric disorders after CBT or ST.

A further limitation concerns the numerous missing data. We
tried to solve this problem in the best possible way. Anyway,
particularly for this reason, a replication of the present study is
welcomed.

In conclusion, the current study expanded previous
knowledge beyond the inconclusive evidence about factor
structure of the YSQ-L3, indicating a second-order model for
the Italian version, and showing that it can be a valid and reliable
instrument of measure than can be used in clinical practice and
research.
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In a global context where the percentage of women who are victim of violence is still high
(World Health Organization, 2013), intimate partner violence (IPV) can be considered the
most widespread form of violence against women: in such cases violent attacks are
perpetuated or threatened by a partner or ex-partner within an intimate relationship,
which makes its recognition more difficult. IPV requires specific tools and, although the
literature has highlighted the specific role played by some emotions (such as shame,
guilt, and fear) that keep women experiencing this violence in a state of passivity and
confusion, to date too little attention has been given to the construction of sound
instruments able to detect post-traumatic affectivity. Such instruments could facilitate
women who have suffered from IPV in recognizing it and in making the responses
of women’s health services more sensitive and structured. This study illustrates a
sequential item development process to elaborate a new self-report instrument (VITA
Scale: Intimate Violence and Traumatic Affects Scale) for assessing the intensity of
post-traumatic affect derived from IPV. Within a psychodynamic perspective, the scale
is characterized by four affects: fear, as a state of alarm elicited by the avoidance of
the danger; terror, as a paralyzing state that hinders an active process of reaction;
shame as a strong exposure to the other that disarms the individual and the guilt
as a defensive dimension aiming at the restoring of the link with the abusive partner.
Trough specific methodological steps, a 28-item set was selected and administered to
a sample of 302 Italian women who declared themselves as having suffered from IPV.
Explorative and confirmatory factor analysis, as well as correlations with well-established
concurrent tools were computed in order to investigate its psychometric property.
A factorial structure composed of four factors, consistent with theoretical scales and
a good internal consistency (Cronbach’s alphas from 0.80 to 0.90) emerged. The VITA
Scale could be a useful tool for clinicians and researchers to investigate the intensity of
the affective state of the woman suffered from IPV. It could be useful to better address
the clinical practice and therapeutic intervention planning.

Keywords: intimate partner violence, shame, guilt, terror, fear, psychodynamic perspective, women’s health

Frontiers in Psychology | www.frontiersin.org July 2018 | Volume 9 | Article 1282142

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2018.01282
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fpsyg.2018.01282
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2018.01282&domain=pdf&date_stamp=2018-07-26
https://www.frontiersin.org/articles/10.3389/fpsyg.2018.01282/full
http://loop.frontiersin.org/people/498024/overview
https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-09-01282 July 24, 2018 Time: 19:0 # 2

Troisi Development of VITA Scale

INTRODUCTION

Intimate Partner Violence
With an estimated global prevalence of 30% (World Health
Organization, 2013), intimate partner violence (IPV), can be
considered the most widespread form of violence against women.

According to the definition of the American Psychological
Association and Presidential Task Force on Violence and
the Family (1996), IPV, is the physical, sexual, psychological,
economical or stalking abuse, both concrete and menaced,
perpetuated by current or ex-partners. In the European Union
Member States the 22% of women have suffered from physical
and/or sexual violence by partners since the age of 15, with a
prevalence across countries ranging from 13 to 32% (European
Union Agency for Fundamental Rights, 2014). In Italy, according
to a national survey by the National Institute of Statistics (ISTAT,
2015), two million eight hundred thousand women between 16
and 70 years have experienced at least one episode of sexual or
physical violence by partner or ex-partner. Indeed current or
ex-partners commit the most serious violence and are involved
in 62.7% of rapes. IPV can include sexual assault: according of
World Health Organization, Department of Injuries and Violence
Prevention (2002) one in four women experiences sexual violence
by her intimate partner. On the other hand, sexual harassment,
such as sex-related verbal or physical behavior that is annoying or
disrespectful to the person who suffers it Rubinstein (1987) and
Piotrkowski and Brannen (2002) is perpetrated more frequently
in the work environment by colleagues or employers. IPV and
sexual harassment have many similarities: they are both mainly
crimes against women by known perpetrators, and occur in places
perceived as safe by victims, like the home or the workplace
(Lawson, 2012).

Although it cannot be viewed as a unidirectional
phenomenon, IPV concerns a higher percentage of violence of
the man against the woman (World Health Organization, 2013).
Furthermore, according to World Health Organization (2013)
even if IPV can occur against men, men injured by their partners
had high rates of IPV perpetration themselves and the violence
carried out by women may often present itself as self-defense.

Initially, this phenomenon was investigated within Feminist
Movements. In this perspective, IPV was linked to male
dominance, rooted in the patriarchal traditions of heterosexual
relationships, expressed through control and power dynamics
(Dobash and Dobash, 1979; Pence and Paymar’s, 1993; Ferraro,
1997; Campbell et al., 1998). According to a recent overview
(Bell and Naugle, 2008) the “Feminist Theory,” and the “Power
Theory” constitute the Sociocultural theories, that derive the
roots of violence not only from culture but also from the family
structure (Straus, 1976).

On the other hand Individual Theories, include the “Social
learning theory,” the “Background/situational model” (Riggs and
O’Leary, 1996) and the “Personality/typology theories” that bring
the origins of violent conduct back to behaviors learned during
childhood (Mihalic and Elliott, 1997; Shook et al., 2000), or to
situational factors or elements linked to individual background
or, again, to personal characteristics of victims and perpetrators
(Koss et al., 1994).

These two classifications were mentioned to explain the
complexity of the phenomenon of IPV, whose origins can be
traced both at a sociocultural level and in the relationship
dynamics of the specific couple.

Other studies focused on the descriptive factors of different
types of IPV. Johnson (1995) has distinguished two forms of
male violence against female partners: intimate terrorism and
situational couple violence. This distinction may be important
in planning prevention and intervention programs and to
understand the specific consequences that these two forms of
violence can have at the psychic level. In intimate terrorism
the perpetrator imposes strict control on the partner, through
emotional abuse, using children, isolation, threats, intimidation,
economic abuse, and blaming. On the other hand, situational
couple violence concerns a certain altercation that turns into an
unstoppable series of escalating violence but with no evidence
of the perpetrator exerting control over the partner (Kelly
and Johnson, 2008). It is most likely to be described within
the conceptual framework of family conflict theory (Straus
and Gelles, 1990; Bradbury et al., 2001). Intimate terrorism is
probably best conceptualized through the patriarchal pattern of
male dominance (Frieze and Browne, 1989). This violence is
rarely an isolated incident, as it often turns into more severe
episodes of violence in an escalation (Walker, 1977; Coleman,
1997), which may have dangerous consequences for the partner’s
physical, psychological, and social well-being.

Several studies suggest that depression, panic attacks, inability
to cope, suicide attempts, non-suicidal self- injury, post-
traumatic stress disorder (PTSD), and alcohol or drugs abuse
may be some possible consequences of IPV on the health of the
victims (Campbell, 2002; Ellsberg et al., 2008; Pico-Alfonso et al.,
2008; Gargiulo et al., 2014). However, few studies in this field
have underscored the role of the subjective affective experience of
victimization. The different forms in which the IPV can manifest
itself within the couple can even result in different affective
reactions (Jaquier and Sullivan, 2014).

Psychological violence is always present where there is any
other form of violence within a romantic relationship and it
is identified as their main source of distress by women who
have suffered from IPV (Murphy and O’Leary, 1989; Ronfeldt
et al., 1998; Hamby and Sugarman, 1999). IPV, in its form of
Intimate terrorism can be conceptualized as a sort of private
dictatorship that is developed through progressive and disguised
attacks. The implicit aim of the abuser is to deprive the victim
of his/her individuality, destroy his/her subjectivity, by imposing
strict control and exerting physical and psychological violence
in order to make the victim a powerless object at the mercy
of the dominant partner. The affect of terror seems to play a
major role. When the violence appears to be isolated and not
restricted to a relationship that assumes the characteristics of
private dictatorship, the affect of fear is more likely to be present
with the behavioral reaction that follows. The victim would be
forced to escape in anguish or, alternately, to react with anger and
attack (Nunziante Cesàro and Troisi, 2016).

The subjective affective experience of the victim of violence
plays a relevant role in the maintaining the violent relationship
(Herman-Lewis, 1992; Hirigoyen, 2005).
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Many studies testified how IPV is more difficult to be
recognized both from the victims’ perspective (Herman-Lewis,
1992; Hirigoyen, 2005; Reale, 2011) and from the society
perspective (Romito, 2005; Arcidiacono and Di Napoli, 2012).

Few studies focused on the reasons for exiting or remaining in
the violent relationship (Bell and Naugle, 2005).

Several authors showed that the silence of victims of IPV
and their ability of carry out help seeking strategies can be
influenced by a combination of different factors (Tjaden and
Thoennes, 1998; Rennison and Welchans, 2000) Together with
cognitive, social and psychosocial factors, emotional factors, such
as emotional dependence, fear, guilt and shame, play a main role
in maintaining of abusive relationship (Tjaden and Thoennes,
2000; Margherita and Troisi, 2014).

This study focuses on emotional factors maintaining the
violent relationship in particular guilt, shame, fear, and terror.

Affect and Trauma in Intimate Partner
Violence
Trauma is the main consequence of IPV (Resnick et al., 1993;
O’Keefe, 1998; Ehrensaft, 2009). If the traumatic events have
occurred repeatedly or chronically, complex PTSD is diagnosed
(Herman-Lewis, 1992). This involves specific alterations in affect
regulation.

Several studies remark on the importance of emotion
dysregulation in PTSD (Van der Kolk, 1996; Cloitre, 1998) since
it leads to a lack of awareness of the emotional states the trauma
may induce (Litz et al., 2000; Bouton et al., 2001; Hunt and
Evans, 2004; Orsillo et al., 2004; Veazey et al., 2004). Through
the negative effect on interpersonal relationships and on an
individual’s overall functional capacity, emotion dysregulation
may have an impact on the maintenance of PTS symptoms
(Cloitre et al., 2002). Particularly, negative emotions were
important for understanding the PTSD (Dalgleish and Power,
2004; Resick and Miller, 2009). Shame and guilt contribute to the
development and maintenance of PTSD (Lee et al., 2001; Wilson
et al., 2006).

Few empirical studies have addressed the specific relation
between emotions and PTSD in IPV.

In traumatic experiences such as sexual/physical abuse
perpetrated by a known and/or trusted perpetrator, heightened
levels of shame compared to fear that would probably accompany
a trauma characterized by physical threat, in particular among
women (Andrews et al., 2000).

In this study guilt, shame, fear, and terror are considered
“affects” within a metapsychological and psychoanalytic
framework.

“Affects” were defined as a range of emotions, feelings and
passions, which could be represented by a metaphorical image
(Green, 1973; Imbasciati, 1991).

Psychoanalytic theories on the trauma suggest how it leads
to the collapse of the construction of the meanings processes
(Bohleber, 2007; Levine, 2014) and how it disrupts the capacity
for representation of mentalization (Levine, 2014).

In literature little attention has been devoted to the affect of
shame in interpersonal violence.

In victims of violence, the sense of passivity and helplessness
and the feeling of being treated as an object could be traced
back to the affect of shame, understood as something that
makes the victim feel exposed, naked at the mercy of the other,
who, as in the primary impotence at the origin of the life,
has the power of life and death over the subject (Margherita
and Troisi, 2014). A masking of shame through guilt can more
easily permit forgiveness, through a reparative gesture, assuring
the maintenance of the link with the partner and restoring
an active position in the relationship by taking responsibility
for other’s behavior. This could explain why self-blaming and
silence are such widespread phenomena in IPV (Margherita et al.,
2014).

More recently the psychodynamic of affects is moving toward
a more precise differentiation between guilt and shame (see, for
example Tisseron, 1992; Morrison, 1999; Tangney and Dearing,
2002; Ciccone and Ferrant, 2015). Shame was conceptualized
as an archaic and destructive affect that draws the individual’s
primary impotence and puts a narcissistic failure at stake. Shame
accompanies the perception of a failure and the Self is placed in a
passive state, where hiding prevails (Morrison, 1999).

In contrast, guilt may be associated with transgression and the
Self remains active, absorbed in the action, even during the repair
(Tisseron, 1992).

A previous qualitative study allowed an in-depth analysis
of the role played by the affects of fear, shame, and guilt in
women victims of IPV (Nunziante Cesàro and Troisi, 2016).
Authors underscored the difference between fear, associated
with the escape from danger and therefore understood as
an active defense, and terror associated with paralysis and
freezing, in line with psychoanalytical (Diel, 1956; Clit, 2002) and
neurophysiological studies (Hagenaars et al., 2014). Considering
the three possible reactions that an individual can develop in the
face of danger, the attack is associated with anger, the escape is
associated with fear and abandonment is associated with terror.
Fear, therefore, seems to be a protection that puts the subject
in a state of activity and makes them alert, activating sensorial
and perceptive systems linked to the awareness of an event
that is perceived as traumatic (Nunziante Cesàro and Troisi,
2016).

It would be inappropriate to involve the affect of fear, instead,
in situations of private dictatorship because it presupposes an
actual danger and foresees a peculiar reactivity on both the
behavioral and psychic level.

The situations of extreme violence crystallize the experiences
of archaic terror, re-actualize the proven perceptions and the
defenses used by the subject (Nunziante Cesàro and Troisi, 2016).

Measuring the Traumatic Affect in
Intimate Partner Violence
Affectivity involved in IPV requires valid and specific tools to
be measured for quality and quantity. Among existing screening
instruments used for the identification of women victims of IPV
as the Index of Spouse Abuse (ISA; Hudson and McIntosh, 1981),
the Abuse Risk Inventory (ARI; Yegidis, 1989), the Composite
Abuse Scale (CAS; Hegarty et al., 1999), or the Conflict Tactics
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Scale (CTS; Straus, 2017) should be mentioned. However, these
screening tools seem to take into account all possible forms of
violence. More importantly, to our knowledge (Rabin et al., 2009)
a comprehensive examination of their psychometric properties
is lacking. There are also several validated IPV risk assessment
instruments, for example Danger Assessment (DA; Campbell,
2004) to assess risk factors for Intimate Partner Femicide, the
Ontario Domestic Risk Assessment (ODARA; Hilton et al., 2004)
and Spousal Assault Risk Assessment (SARA; Kropp and Hart,
2000; Baldry, 2006).

However, with the aim of measuring the consequences of
IPV, several, non-IPV specific tools are used, and the distress
is often just evaluated asking the women to assess their general
mood.

Exemples of tools used for symptom detection, or
multidimensional self-report symptom inventories include:
Symptom Checklist-90-R (SCL – 90; Derogatis and Cleary,
1977), or scales that investigate specific dimensions such as
depression, using by Beck Depression Inventory (BDI; Beck,
1961), or PTSD tools like The Post-traumatic Stress Disorder
Checklist (PCL; Weathers et al., 1991) or the Peritraumatic
Dissociative Experiences Questionnaire (PDEQ; Marmar
et al., 1997) or the Peritraumatic Distress Inventory (PDI;
Brunet et al., 2001) or scales that measure psychological
well-being, such as the Psychological General Well-Being
Index (PGWBI; Dupuy, 1984), or the quality of life, such
as Quality of life (QOL; Flanagan, 1978) or on resilience,
such as Resilience Scale for Adult (RSA; Friborg et al.,
2003).

However, no tools were developed to measure the traumatic
impact that IPV can generate on the affective world of women,
hence the necessary importance to the level of emotional abuse
that accompanies victimization is not considered (Jaquier and
Sullivan, 2014).

The development of a valid and reliable scale could
aim at measuring the post-traumatic affectivity in situations
of IPV, facilitating the identification and the therapeutic
process of women victims of IPV, as well as making the
responses of health services more sensitive and structured.
This study illustrates methodological steps aimed at the
development of a self-report instrument for identifying the
post-traumatic affectivity in women who have suffered from
IPV.

MATERIALS AND METHODS

Participants
The sample comprised 302 Italian women (M: 30.63; SD:
18.5 years) recruited online, through mailing lists and social
networks. The whole sample was split randomly into two
congruous subsamples (subsamples A and B) for the analysis of
its factor structure (Bollen, 1989).

The two sub-samples did not differ significantly in age
(t290 = 1.39, p = 0.164) marital status (t300 = 0.124, p = 0.901),
nor awareness of violence (t217 = 1.94, p = 0.06) and period of
violence (t217 = 1.58, p = 0.116).

Subjects included in the whole sample were mostly unmarried
(81.4%) while 12.6% were married, 1.9% divorced, 3.5% separated
and 0.6% through a divorce.

Regarding sexual orientation, 87.1% stated that they were
heterosexual, 6% bisexual, 2.2% homosexual. The study
participants mostly had a high level of education: 31.3% had
a master’s degree and 20.2% a 3-year degree, 16.7% a post-
graduate degree and 30% a high-school diploma. As regards the
employment, 34.4% of the entire sample were students, 25.5%
were self-employed workers, 15.5% were employed, 5.4% was
made up of women without any employment and the 1.9% of the
sample were managers.

At the time of the compilation of the questions, 71.3% of
the subjects were involved in a current romantic relationship,
while 28.4% were single. Moreover, 84.5% of women had
no children and the remaining had from one to three
offspring.

Measures
Intimate Violence and Traumatic Affect Scale (VITA
Scale) (Troisi, 2017)
The original version of the VITA is an Italian 28-item self-report
measure used to assess the intensity to affects in women that
suffered from IPV. Of all the items, 5 were related to the affect
of fear, 7 belonged to the affect of terror, 10 were related to
shame and 6 to guilt. Items are rated on a Likert type scale (from
1 = never to 5 = often). In the present study, the Cronbach’s alpha
was 0.79 for Fear, 0.9 for Terror, 0.93 for Shame, 0.87 for Guilt
and 0.93 for the total scale. The process of the development of
VITA Scale is described below.

Intimate Partner Violence Check List
The checklist was obtained from the National Association
DiRe “Networking of Women against violence,” the first
Italian association of non-institutional anti-violence centers. The
descriptions are set up in the form of questions rated on
five-point Likert type scale (from 1 = never to 5 = always).
Five forms of violence are included: psychological violence
(18 items) containing every form of abuse that damages the
identity of the victim; sexual violence (3 items) including
the imposition of sexual practices or sexual relationships that
cause physical harm obtained through threats of various kinds;
physical violence (7 items) including the use of any act guided
by the intention to do evil or to terrorize the woman who
has suffered violence; stalking (8 items) including controlling
behavior performed by the persecutor, economic violence (6
items) as a form of direct control, which limits the victim’s
economic independence. This checklist was used for descriptive
purposes to identify what kind of violence the study participants
suffered.

Questions About Violence
Further questions on the awareness of violence (Have you ever
suffered any form of violence?), on the period of her life in
which the violence had been experienced, on the author of the
violence, on the intensity of suffered violence (if isolated or
repeated).
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Questions About Help Seeking
These questions aimed at identifying the presence or absence
of reporting and a help seeking process, and if present the type
of help requested (informal and formal), if absent the reasons
behind the failure to request help.

Difficulties in Emotion Regulation Strategies (DERS)
(Gratz and Roemer, 2004)
It is a 36-item multidimensional self-report measure of difficulties
in emotion regulation. Items are assessed on a five-point Likert
scale ordered from 1 = almost never to 5 = almost always. The
DERS assesses difficulties in six clinically relevant dimensions
of emotion regulation: (a) non-acceptance of emotional (Non-
acceptance), (b) difficulty engaging in goal-directed behavior
in distress situations (Goals), (c) inability to control behavior
when distressed (Impulse), (d) lack of awareness of emotions
(Awareness), (e) limited access to strategies that are perceived
as effective for emotion regulation, and (f) lack of emotional
clarity. The DERS showed adequate construct and predictive
validity, as well as good test–retest reliability (ρI = 0.88; Gratz
and Roemer, 2004). Also, the Italian adaptation it showed good
psychometric properties (Giromini et al., 2012). In the present
study, internal consistencies for the total and subscale scores
were good, ranging from 0.81 (for Awareness) to 0.89 (for Non-
acceptance).

Impact of Event Scale (IES) (Horowitz et al., 1979)
It is a self-report measure composed of 15 items on a four-point
Likert scale (ranging from 1 = not at all to 4 = often). The IES
tapped two-specific answers to traumatic events: (a) intrusion,
intended as emerging of undesired ideas, images, feelings, or
dreams that remind to the event and (b) avoidance, intended
as elusion of certain ideas, feelings, or situations linked to the
stressful situation. In its Italian version Cronbach’s alphas were
0.84 for the intrusion subscale and 0.71 for the avoidance subscale
(Pietrantonio et al., 2003). In the present study, the IES total score
yielded Cronbach’s alpha of 0.93, 0.92 for the intrusion subscale
and 0.89 for the avoidance subscale.

Other as Shamer Scale (OAS) (Goss et al., 1994)
It includes 18 items to measure the external shame, as a global
judgment about how the self is evaluated by others. Items are
rated on a five-point Likert-type scale (ranging from 0 = neverto
4 = almost always). It was made up of three subscales: (a)
inferiority, related to being seen as inferior; (b) emptiness, related
to being seen as empty; and (c) mistake, related to how others are
vigilant to mistakes one makes (Goss et al., 1994). In the Italian
version of OAS, the Cronbach’s alphas were 0.87 (Balsamo et al.,
2015c; Saggino et al., 2017).

In the present study, the OAS yielded Cronbach’s alpha of 0.94
for the total score and 0.92 for the Inferiority, 0.83 for Emptiness,
and 0.86 for Mistake subscale.

Coping Orientation to Problems Experienced 25
(COPE-NVI-25) (Foà et al., 2015)
This 25-item scale is a reduced form of the Coping Orientation
to Problem Experienced (COPE-NVI) developed by Carver et al.

(1989). Items ask to assess how often the subject implements
a certain coping process in difficult or stressful situations. The
selected subscales measure: Avoidance Strategies (5 items), which
concern the negation and natural detachment; Transcendent
Orientation (4 items); Positive Attitude (6 items); Social Support
(5 items) related to the search for understanding, information and
of emotional outpouring; Problem Orientation (5 items) related to
the use of active planning strategies and suppression of alternative
activities. The Cronbach’s alpha was 0.70 for all dimensions,
excepting for avoidance strategies, which nevertheless presents
values considered satisfactory (Sica et al., 2008). In our sample,
for the COPE-NVI 25 total score Cronbach α is equal to
0.85. For the different subscales, it was 0.76 for avoidance
strategies 0.96 for transcendent orientation = 0.80 for positive
attitude, 0.94 for social support and 0.83 for orientation to the
problem.

Teate Depression Inventory (TDI) (Balsamo and
Saggino, 2014; Balsamo et al., 2014)
It is a 21-item self-report tool that aims to measure depressive
symptoms as described by the latest editions of the Diagnostic
and Statistical Manual of Mental Disorders (DSM; American
Psychiatric Association, 2013) on a five-point Likert-type scale
(ranging from 0 = always to 4 = never). It was developed via Rasch
logistic analysis of responses (Rasch, 1960), within the framework
of Item Response Theory, in order to overcome psychometric
weaknesses of existing measures of depression (Balsamo and
Saggino, 2007). Recent literature suggested that TDI demonstrate
good psychometric properties (Balsamo et al., 2013a,c, 2015a,b;
Innamorati et al., 2013; Carlucci et al., 2018; Contardi et al.,
2018; Saggino et al., 2018). In the present sample, Cronbach’s α

was 0.95.

Procedure
Questionnaire Development
Generation of the preliminary item list
In a qualitative study, a group of 10 women (age M: 42.25;
SD: 4.9 years) who had suffered from IPV and who had sought
help services, were interviewed. Affects of guilt, shame, fear,
and terror were identified and explored as associated with the
situation of violence suffered by the women (Nunziante Cesàro
and Troisi, 2016). A pilot study was carried out, through an
online ad hoc questionnaire developed, in order to test this
method of administration. The on-line administration appeared
to be more appropriate for recruiting participants who did
not want to access the help services, because guaranteed them
protection and respect for their own privacy. Furthermore, the
pilot study allowed investigation of the means of expression,
the sequencing rule for the questions and the types of
IPV suffered and to evaluate the response format (Troisi,
2017).

A qualitative selection of the pool of items was carried out
on the basis of the words used by the women in the qualitative
study, the results from the pilot study and the theoretical
assumption. Items were expressed in the metaphorical form.
Typically, the language of affects can be more readily evoked
by the use of metaphor, often linked to a shared collective
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symbolization (Imbasciati, 1991; Tisseron, 1992). Therefore,
items have been organized through their insertion into different
areas related to the following affects: fear, terror, shame, and
guilt.

Within the semantic area related to the fear, fear was
considered as a state of alarm elicited by the avoidance of the
danger (Diel, 1956; Hagenaars et al., 2014). Within the semantic
area of the terror, this affect was framed as a paralyzing state
that hinders an active process of reaction to danger (Clit, 2002;
Nunziante Cesàro and Troisi, 2016). The semantic area of the
shame defines it as a strong exposure to the other that disarmed
the individual and makes him animated by a sense of failure and
passivity (Tisseron, 1992; Lewis, 1995; Pandolfi, 2002; Ciccone
and Ferrant, 2015). The semantic area of the guilt focused on its
defensive dimension aimed at the restoration of the relationship
with the partner, assuming responsibility for the violence suffered
and taking an active position in the relationship (Tisseron, 1992;
Pandolfi, 2002; Ciccone and Ferrant, 2015).

As a strategy for developing items useful for capturing the
meaning of the psychological constructs of affects here defined,
three experts, of whom one psychotherapist/researcher and
two clinical psychologists, were asked independently to assess
items on a Likert type scale. The item pool generated by these
procedures comprised 30 items, including 6 for the semantic area
of fear, 7 for the semantic area of terror, 10 for the semantic
area of shame and 7 for the semantic area of guilt. A five-point
Likert-type scale raking from 1 = never to 5 = often, was chosen
as appropriate response format for these items.

Refinement of the initial item pool
The resulting 30-item pool was examined by a second group of
three experts, composed of one psychologist, one psychoanalyst
and one social methodologist who were asked to independently
rate the relevance to the construct of each item on a 1 to
5 Likert scale (1 = strongly disagree, 5 = strongly agree). The
psychoanalyst and the psychologist expert of the health services
set up for violence against women evaluated the relevance of the
emerged item pool with theoretical principles and with studied
phenomenology in order to guarantee the content validity of
the instrument. The methodologist, instead, rated the degree of
adherence to the response format and the formulation of the
items according to the criteria of brevity, simplicity, exclusion of
possible linguistic ambiguities. Based on the collected rating, the
30-item pool underwent syntactic changes and reformulations,
which led to a reduction in the number of items. Two
items were deleted; one, related to the area of the affect of
fear, was evaluated redundant, and another, belonging to the
area of the affect of guilt, resulted ambiguous. Furthermore,
linguistic ambiguities, double statements, multiple negations and
redundant frequency adverbs in the response format were deleted
and some changes were made to the instructions and to the
terminology.

At the end of this selection, 28 items were retained and
grouped as follows: 5 related to fear, 7 related to terror, 10 related
to shame, and 6 related to guilt.

The 28-item pool was submitted to a further screening aimed
at examining its comprehensibility. It was administered

to the same group of 10 women who had participated
in the qualitative study described above, since it was
considered as a representative sample of the population
under examination. This preliminary administration confirmed
the comprehensibility of the item and, therefore, did not result
in any changes.

All aspects of the study involved the informed consent
of each participant, according to the ethical guidelines of
Helsinki Declaration. Moreover, participants were informed
about the confidentiality of their responses and their anonymous
treatment. Participants read a web page with the informed
consent document before starting the online survey. The online
consent form containing all the required elements, consisting
of purpose of the research, nature of participation, description
of research procedures, description of risks, voluntariness
of participation, right to withdraw at any time without
penalty, handling of data (anonymity and confidentiality),
contact information for researcher, and contact information
for concerns about the project were read and submitted by
clicking a button below the text to consent to participate
to the survey. There was no honorarium for completing the
assessment.

The protocol was approved by the ethics committee of Section
of Psychology and Education Sciences, University of Naples
Federico II, Italy.

Statistical Analysis
A split-sample cross-validation procedure (Bollen, 1989) was
performed on our sample. Data from subsample A and subsample
B were respectively subjected to an exploratory factor analysis
(EFA- study 1), and to a confirmatory factorial analysis (CFA-
study 2), based on the factor structure derived from the
exploratory analysis. Model fit was measured by means of the
following fit indexes that are suggested as most important (Hu
and Bentler, 1998, 1999; MacCallum and Austin, 2000): (a) the
chi-square (χ2) statistic and its degrees of freedom; (b) the
Tucker–Lewis Index (TLI); (c) the comparative fit index (CFI);
(d) the root-mean-square error of approximation (RMSEA) and
its 90% confidence interval (CI); and (e) the standardized root
mean square residual (SRMR). According to Schermelleh-Engel
et al. (2003), the model fit the data when: χ2/df < 2, CFI and
TLI > 0.97, SRMR < 0.05, and RMSEA < 0.05 (90% CI: the
lower boundary of the CI should contain zero for exact fit and
be <0.05 for close fit), in any case also values between 0.05 and
0.08 were considered by some authors as indicatory of a good
suitability of the model (Browne and Cudeck, 1993; Hu and
Bentler, 1999).

Cronbach’s alpha and correlations have been used to assess
descriptive statistics and internal consistency.

RESULTS

Study 1
Subsample A
The sample included 151 participants (age M: 30.23; SD:
8.87 years). As regards their marital status, 83.4% of the
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women was unmarried, 10.6% married, 2.6% divorced, 2%
separated, and 1.3% through a divorce. As regards the sexual
orientation 83.4% of the women were heterosexual, 5.3%
bisexual and 1.3% homosexual. Regarding level of education:
39.1% had a master’s degree, 21.2% a 3- year degree and
21.3% a high-school diploma and 16.7% a post- graduate
degree. As regards the employment 29.8% of subjects were
students, 25.2% were self- employed workers, 14.6% were
employed and 4.6% were unemployed. Moreover, 68.9% of study
participants were involved in a current romantic relationship,
88.1% had no children and the remaining had from one to three
offspring.

Exploratory factor analysis (EFA)
The structure of the VITA Scale has been evaluated through a
series of EFA using the principal axis factoring (PFA) method
in subsample A. PFA has been chosen because of its capacity
to recover weak factors and be fairer than principal component
analysis (Widaman, 1993) especially when working on small
samples (Briggs and MacCallum, 2003). Firstly, it has been tested
a one-factor model where all the VITA Scale items were free
to load on a single latent component. The one-factor solution
explained the 37.54% of the total variance, with eigenvalue equal
to 11.05. Absolute factor loadings for each item were greater than
0.30, except for the items (#5) “Ho reagito alla paura chiedendo
aiuto” (“I reacted to the fear by asking for help”) and (#3)
“L’agitazione mi ha spinto a reagire” (“Agitation pushed me to
react”). However, a careful inspection of the scree test (Cattell,
1966) and the inclusion of the factor with eigenvalues > 1
(Kaiser, 1960) suggested the extraction of four or five factor
latent components. Based on the previous results, a second
PFA was performed extracting five factors with Direct Oblimin
rotation. Despite the solution accounting for more than 60%
of the total variance, several double factor loadings (>0.30)
were observed in the pattern structure. Again, the fifth factor
resulted to be composed of a single item “Mi sento/sentivo
sporca” (#20) (“I fee/felt dirty”). Therefore, the five-factor model
tested could not retained as a reliable solution, both from the
statistical and theoretical examination. The last model tested
the presence of four factor latent components. Following the
authors construct theory of the VITA Scale, a four-factor solution
was extracted using PFA with Direct Oblimin rotation. The
Kaiser-Meyer-Olkin index was 0.900 suggesting an appropriate
measure of sampling adequacy (Tabachnick and Fidell, 2007).
The significant Bartlett’s Test of Sphericity (2767,990; gdl = 153;
p = 0.001) suggested the adequacy of sample to the EFA.
According to the scree test (Cattell, 1966), four factors could
be extracted, accounting for the 63.96% of the total variance.
All the VITA Scale items showed absolute loadings for each
item greater than 0.30 (see Table 1). Only six items showed
secondary loadings (#2, #10, #13, #15, #18, and #25). Based
on the content analysis, nine items (from #13 to #22, without
#18) loaded on the first factor called “Shame”; five items (from
#1 to #5) loaded on the second factor called “Fear”; six items
(#from #23 to #28) loaded on “Guilt” factor; and, eight items
(from #6 to #12 and item #18) loaded on factor defined
“Terror.”

Study 2
Subsample B
The sample included 151 participants (M: 30.53; SD: 23.7 years).
79.5% of the women was unmarried, 14.3% married, 0.7%
divorced, 5.3% separated. 90.7% of the women are heterosexual,
6% bisexual, 3.3% homosexual. Regarding level of education:
40.4% had a high-school diploma 22.5% had a master’s degree,
18.5% a 3- year degree and 17.2% a post- graduate degree.
41.7% of the women were female students, 27.2% was self-
employed workers, 6.6% were without any employment, 13.2%
were employed.

74.2% were in romantic relationship, 84.1% had no children
and the remaining had from 1 to 3 offspring.

Confirmatory factor analysis (CFA)
A CFA (Bollen, 1989) was carry out using the MPLUS 7
statistical package (Muthén and Muthén, 2012) on the subsample
B. Descriptive statistics for the Subsample B revealed no
missing values and several departures from the normality of
the data. Specifically, item #10 showed skewness and kurtosis
values that exceed the cut-off criteria of ±3 (Curran et al.,
1996).

Due to the asymmetrical distribution of data, the responses
to the VITA Scale items should be better evaluated at
the categorical rather than the metric level. However, the
robust unweighted least squares (ULSMW) method using a
diagonal weight matrix and robust standard errors and a
mean- and variance adjusted χ2 test statistic (Muthén and
Muthén, 1998, 2004) was used to estimate parameters. Like
WLSMV, the ULSMV estimator were more likely to catch
small structural links with precision when data was slightly
or moderately asymmetric, and when small sample sizes were
used.

The one-factor and the four-factor refined models (without
items with double loadings) emerged from the previous EFA,
versus the four-factor model, that followed authors’ theoretical
assumptions (Troisi, 2017), were tested. The unstable five-factor
model was excluded from the comparison, based on the results
from the previous EFA.

As seen in Table 2, the four-factor model fit the data slightly
better than the refined four-factor model and the one-factor
model. Specifically, the one-factor model fitted the data worst.
All the chi-squared values were significant (p < 0.001), and
the ratio χ2/df indicated a slightly better fit of the four-factor
model (χ2 = 540.789; χ2/df = 1.57) than the refined model
(χ2 = 355.389; χ2/df = 1.75). Likewise, CFI (four-factor, 0.970;
refined model, 0.960) and RMSEA (four-factor, 0.062; refined
model, 0.071) indices confirmed the better fit of the four-factor
model. The TLI index of the two models showed no difference.
TLI and CFI were all above 0.97 and SRMR was close to
0.05 (Schermelleh-Engel et al., 2003), indicating a close fit of
both models to the empirical data. These results showed that
the exclusion of the items with EFA double loadings (#2, #10,
#13, #15, #18, and #25) did not contribute to improving the
model.

In Figure 1 the standardized factor loadings of the four-factor
CFA model was shown, as well as the path coefficients, among

Frontiers in Psychology | www.frontiersin.org July 2018 | Volume 9 | Article 1282148

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-09-01282 July 24, 2018 Time: 19:0 # 8

Troisi Development of VITA Scale

TABLE 1 | Exploratory factor analysis (EFA) loadings performed on subsample A (N = 151).

#Item Original dimension Item Factor

1 2 3 4

19 Shame VITA ITEM 19 0,960

16 Shame VITA ITEM 16 0,911

21 Shame VITA ITEM 21 0,619

14 Shame VITA ITEM 14 0,619

20 Shame VITA ITEM 20 0,591

17 Shame VITA ITEM 17 0,536

22 Shame VITA ITEM 22 0,532

15 Shame VITA ITEM 15 0,534 0,351

13 Shame VITA ITEM 13 0,360 0,326

3 Fear VITA ITEM 3 0,727

1 Fear VITA ITEM 1 0,689

5 Fear VITA ITEM 5 0,627

4 Fear VITA ITEM 4 0,479

2 Fear VITA ITEM 2 0,551 −0,409

24 Guilt VITA ITEM 24 0,910

26 Guilt VITA ITEM 26 0,737

27 Guilt VITA ITEM 27 0,717

28 Guilt VITA ITEM 28 0,706

23 Guilt VITA ITEM 23 0,602

25 Guilt VITA ITEM 25 0,396 −0,338

8 Terror VITA ITEM 8 −0,821

9 Terror VITA ITEM 9 −0,811

12 Terror VITA ITEM 12 −0,802

7 Terror VITA ITEM 7 −0,768

6 Terror VITA ITEM 6 −0,600

11 Terror VITA ITEM 11 −0,591

18 Shame VITA ITEM 18 0,386 −0,447

10 Terror VITA ITEM 10 0,317 −0,317

Eigenvalues 10,678 3,267 1,393 0,968

% explainedvariance 38,134 11,67 4,975 3,458

In Italic double item loadings.

TABLE 2 | Confirmatory factorial analysis (CFA) indices performed on the subsample B.

Models χ2 df χ2/df TLI CFI RMSEA 90% CI

One factor 704.995 350 2,01 0.939 0.943 0.082 0.073 0.091

Four factors 540.789 344 1,57 0.966 0.970 0.062 0.051 0.071

Four factors refined∗ 355.389 203 1,75 0.965 0.960 0.071 0.058 0.083

df, degrees of freedom; TLI, Tucker–Lewis Index; CFI, Comparative Fit Index; RMSEA, root-mean-square error of approximation; 90% CI, 90% confidence interval of
RMSEA; SRMR, standardized root mean square residual.
∗Four factor refined model without EFA double loadings items #2, #10, #13, #15, #18, and #25.

the four latent factors. All the items loaded considerably (>0.75)
on the respective factors, and all the four latent factors highly
correlated (from 0.68 to 0.89).

Construct validation
Pearson correlational analyses were used to explore the
associations between the VITA subscales and other related
measures (Table 3).

The subscales of the VITA Scale Shame and Guilt were
positively correlated with the DERS subscales Non-acceptance,
Goals and Impulse, with both subscales of the IES (Intrusion
and Avoidance) and with all subscales of the OAS (inferiority,
emptiness, and mistake). Furthermore, the subscale of Shame
and Guilt were positively correlated with the subscale of COPE-
NVI 25 that were Avoidance Strategies and Positive Attitude
and with the total score of the TDI. The VITA subscale of
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FIGURE 1 | Confirmatory factorial analysis (CFA) standardized estimate for the
four-factor model of the VISTA scale (subsample B, N = 151).

Shame was positively correlated with the DERS subscale of
Strategies.

The VITA subscale of Terror was positively correlated with
the DERS subscales of Non-acceptance, Goals and Impulse
and Strategies, with both the subscales of IES (Intrusion and
Avoidance), with all subscales of OAS and with the subscale of
COPE-NVI 25 related to Avoidance Strategies.

VITA-Scale Fear was positively correlated with both the IES
subscales (Intrusion and Avoidance) and positively correlated
with the COPE-NVI 25 subscale of Problem Orientation.

Significant correlations were found between the total score of
the VITA and the total scores the used concurrent measures, that
were OAS, IES, DERS (p < 0.01) and TDI (p < 0.05).

DISCUSSION

Intimate partner violence is the most common form of violence
against women (Campbell, 2002). Unfortunately, it is also the
most difficult form of violence to recognize (Herman-Lewis,
1992; Hirigoyen, 2005).

The results of the current study widely confirmed the
main role played by four affects of terror, fear, guilt and
shame, in situation of IPV in line with the authors’ theoretical
assumptions (Margherita and Troisi, 2014; Margherita et al.,
2014; Nunziante Cesàro and Troisi, 2016).

Particularly, this research confirmed the main role, within the
women’s subjective affective experience of victimization, of the
affect of shame (Follingstad et al., 1991; Sippel and Marshall,
2011; Shorey et al., 2011), of guilt (Beck et al., 2011), and of fear
(Kilpatrick et al., 1989; Riggs et al., 1992; Weaver and Clum, 1995;
Scheffer Lindgren and Renck, 2008).

Summing up, the current study aimed at measuring the variety
and the complexity of the post-traumatic affectivity of the women
suffered from IPV experienced through a specific and newly
developed instrument, named VITA Scale (Intimate Violence and
Traumatic Affects Scale).

This scale showed a clear factor structure and strong
psychometric properties in a sample composed of women
suffered from IPV.

Reliability analysis indicated that the VITA Scale, as well its
subscales related to the different affects, showed an excellent
Cronbach alpha value. The EFA and CFA showed a fully
satisfactory fit. The dimensions emerging from these analyses
were in line with theoretical expectations (Margherita and Troisi,
2014; Margherita et al., 2014; Nunziante Cesàro and Troisi, 2016).

Results of correlational analysis was in line with the theoretical
expectations: the intensity of post-traumatic affectivity was
positively and significantly correlated with external shame, the
intensity of depression, the impact of trauma, the affective
dysregulation and the lack of strategies and it is not related to the
implementation of coping skills. The VITA subscale of terror was
positively correlated with the subscale avoidance strategy of the
COPE-INV25 and the subscale of fear was positively correlated
with the Problem Orientation subscale of the COPE-NVI. These
last two correlations showed that fear was more associated with
the possibility of facing the problem in an “activity” dimension,
while terror was more associated with a “passive” avoidance
response.

Particular attention should be devoted to the distinction of the
affects of terror and fear. While fear assumes a more protective
function, terror is denoted as a psychic state, more intense than
fear: it emerges when facing with a threat of extreme danger, that
could be real or fictitious and would lead to a state of passivity
(Clit, 2002; Nunziante Cesàro and Troisi, 2016; Troisi, 2017).

Previous studies, not making a specific distinction between
fear and terror, considered fear in the IPV resulting from
both the perceived risk of violence and the uncontrollability
of this risk (Smith et al., 1995). The distinction between
fear and terror, as proposed in the current study, is also
supported by neurophysiological studies, which underlined that
neuronal circuits of the amygdala, the hypothalamus and the
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TABLE 3 | Pearson correlations between VITA and external measures and descriptive statistics.

VITA subscale Descriptive statistics

Shame Guilt Terror Fear Total scale a M SD

DERS 0.242∗∗ 0.315∗∗ 0.303∗∗ 0.043 0.252∗∗ 0.86 80.95 22.25

Non-accept 0.338∗∗ 0.313∗∗ 0.305∗∗ 0.062 0.346∗∗ 0.89 14.91 6.20

Goals 0.401∗∗ 0.285∗∗ 0.386∗∗ 0.117 0.346∗∗ 0.85 5.54 2.44

Impulse 0.262∗∗ 0.187∗ 0.252∗∗ 0.097 0.202∗ 0.85 14.72 5.56

Awareness −0.132 −0.059 −0.041 −0.097 −0.096 0.81 11.20 4.2

Strategies 0.239∗∗ 0.158 0.194∗
−0.025 −0.066 0.82 15.63 4.74

Clarity −0.004 −0.75 0.004 −0.021 0.147 0.84 19.11 6.36

IES 0.550∗∗ 0.328∗∗ 0.534∗∗ 0.327∗∗ 0.575∗∗ 0.93 34.24 12.6

Intrusion 0.510∗∗ 0.349∗∗ 0.508∗∗ 0.294∗∗ 0.544∗∗ 0.92 15.76 6.61

Avoidance 0.499∗∗ 0.258∗∗ 0.486∗∗ 0.324∗∗ 0.520∗∗ 0.89 18.27 7.11

OAS 0.349∗∗ 0.461∗∗ 0.331∗∗ 0.120 0.382∗∗ 0.94 41.44 16.19

Inferiority 0.317∗∗ 0.435∗∗ 0.284∗∗ 0.077 0.332∗∗ 0.92 17.83 7.93

Emptiness 0.292∗∗ 0.334∗∗ 0.315∗∗ 0.143 0.337∗∗ 0.83 8.67 4.13

Mistake 0.327∗∗ 0.450∗∗ 0.314∗∗ 0.128 0.367∗∗ 0.86 14.95 5.80

COPE-NVI 25 0.144 0.232∗∗ 0.122 0.122 0.144 0.85 86.38 17.19

Avoidance strategies 0.228∗∗ 0.267∗∗ 0.232∗∗ 0.059 0.231∗∗ 0.76 12.84 5.056

Transcendent orientation −0.005 0.041 −0.030 −0.076 −0.037 0.96 8.55 6.17

Positive attitude 0.178∗ 0.231∗∗ 0.102 0.096 0.206∗ 0.80 24.40 6.193

Social support 0.054 0.062 −0.020 0.070 −0.034 0.94 20.46 6.47

Problem orientation 0.035 0.027 0.091 0.204∗ 0.046 0.83 20.08 5.41

TDI 0.348∗∗ 0.365∗∗ 0.202 0.062 0.280∗ 0.95 40.72 16.13

∗∗p < 0.01; ∗p < 0.05.

periaqueductal gray substance had sub-zones distinguished for
active defenses, such as attack-escape, and for passive ones, such
as freezing (Hagenaars et al., 2014).

In the face of danger, the emergence of the affects of terror
and shame shows itself as the first defense to maintain the psychic
equilibrium, a first form of protection against the disorganization
induced by the trauma. If, in dealing with the malaise, the possible
actions are no longer adaptive, these affects can come into play
with the loss of the feeling of Self.

There are, for example, two different levels of shame: a
toxic shame, associated with a sense of constriction, anger and
withdrawal, and with an intolerable punitive isolation, and on the
other level a humanizing shame that sharpens empathy. This is
a shame that has been given recognition either by others or by
themselves or by both (Kilborne, 2002).

Feeling shame is the first sign of subjectivation, of being still
a subject among subjects, this affect besides being first human
feeling, it is a social feeling at the limit between intra and inter-
subjective (Barazer, 2000).

Several studies have shown that the affect of shame is
associated with the maintenance of PTSD symptoms over time
(Andrews et al., 2000).

In the guilt proneness of women who have suffered from
violence, not specifically psychoanalytic approaches identify a
tendency to feel regrets or remorse for past behavior judged as
wrong, while shame refers more to a lowering of self-esteem
and emptiness feelings (Gilbert, 2000) and sense of inferiority
to the other (Tangney, 1996; Tangney and Dearing, 2002), and
is considered a less adaptive affects than the guilt.

Some other studies have questioned whether shame could be
a predisposing factor, rather than a consequence of IPV (Harper
and Arias, 2004).

Working with such affects, in situations of violence, can be
useful in processing the trauma, in order to return to the victim
that functional role for the psychic life of the individual that
allows a subject to became aware of his/her own internal world
and to inscribe the traumatic experience in temporality (Herman-
Lewis, 1992; Bohleber, 2007; Levine, 2014).

It is necessary that these affects can emerge to be recognized
and elaborated, to limit the disruptive effects of the trauma and
reconstruct the event by placing it in a space and in a time and to
increase the woman’s ability to think and elaborate those affective
experiences that escape any attempt of nomination.

Also, in line with this assumption, the scale of post-traumatic
affects here built (VITA Scale) has foreseen the use of metaphor,
which stands as a mediator between unspeakable affections and
representations (Tisseron, 1992).

It is important to underline that the traumatic experience
of the women who suffered from IPV differs from traumas
after another stressful event of life. Trauma after IPV is an
interpersonal trauma, caused by another person. This type
of trauma, whose nature is relational and lasting, is often a
“complex trauma” (Herman-Lewis, 1992), whereas the traumatic
experience is not a single event but it is repeated and prolonged.
This specific situation can make the nervous system reactive, as if
in a constant state of alarm and has a higher PTSD risk than other
types of trauma, such as trauma associated with natural disasters
(Kessler et al., 2017).
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The VITA Scale could be a useful tool for the clinician to
investigate the affective state of the woman at the time of access
to services, to assess the awareness of the woman in her internal
world after the trauma, in order to better address the clinical
practice and therapeutic intervention planning. Moreover, the
use of the instrument could facilitate the recognition of the affects
that emerged in the woman following the traumatic experience.
This tool could also be useful to broaden the scientific knowledge
on the subjective affective experience of victimization, for which
several studies have emphasized the need (Harper and Arias,
2004) and for recognition of change in the therapeutic process
(Halfon et al., 2016). Furthermore the VITA Scale may be helpful
in investigating the role played by affects in different situations of
violence.

The treatment of the traumatized woman requires specific
clinical work aimed at developing the ability to process traumatic
affects and only an adequate tuning with the precise affective
states can support the therapeutic alliance and reconstruct the
sense of security threatened by the traumatic event (Caretti et al.,
2013; De Luca Picione et al., 2017, 2018).

This study presented several limitations. The sample recruited
online is not actually discriminant of a clinical sample (e.g.,
Balsamo et al., 2013b). Furthermore, the validation study was not
aimed at identifying the effectiveness of the tool in monitoring
the therapeutic intervention process and in understanding the
specificities that these affects take on in relation to the type
of specific violence suffered. Another limitation consists in the
fact that the explored affectivity may not be exhaustive of
the complexity of the women’s emotional reaction following
trauma. Future research needs to confirm the results on a clinical
sample and to measure whether this instrument is sensitive
to changes in the therapeutic process with women who have
suffered from IPV. Future directions will be addressed to a more
in-depth exploration of the consequences of violence for women’s
emotional experience to refine the content validity of the scale.
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The developmental eye movement (DEM) test is a practical and simple method
for assessing and quantifying ocular motor skills in children. Different studies have
previously assessed the reliability of the DEM test and they have generally found high
values for vertical and horizontal time, whereas those for Ratio and Errors were medium
and low, respectively. In the second application of test were found an improvement in
performance in all subtests. Our aim was to evaluate the reliability of the DEM test using
seconds and percentile scoring and looking in depth at the improvement in performance
when the test is repeated. We tested the reliability of the DEM test on a group of 115
children from the 2nd to the 5th grade using different statistical methods: correlations,
ANOVA, limits of agreement for results expressed in seconds and as percentile scoring
and pass-fail diagnostic classification. We found high reliability with excellent values for
vertical and adjusted horizontal time, medium-to-high for ratio and medium for errors.
We have re-confirmed the presence of a significant improvement of performance on
the second session for vertical time, horizontal time and ratio. The stability of binary
classification of Pass–Fail criteria appears to be medium. We found high reliability for
the DEM test when compared with the published results of other research but the
improvement of performance, the learning effect was still present, but at a lower level
than previously found. With the awareness of these limitations the DEM test can be used
in clinical practice in evaluating performance over time.

Keywords: DEM test, reliability, test–retest, learning effect, psychometrics, clinical assessment

INTRODUCTION

The developmental eye movement (DEM) test is a practical and simple method for assessing and
quantifying ocular motor skills in children. The DEM test allows clinicians interested in vision to
obtain an easy quantitative measurement of ocular-movement skills by means of a psychometric
test. The task consists of naming numbers in a simulated reading-like condition (Garzia et al.,
1990).

The DEM test comprises three different individual plates. Two plates contain regularly spaced
numbers, each displaced in two different columns for vertical reading (Card A and Card B).
These determine the automaticity of number-naming ability. The third plate contains unevenly
spaced numbers, displaced in sixteen different lines for horizontal reading (Card C). This evaluates
number naming in a reading-like task. The ratio score is calculated by dividing the adjusted
horizontal time, corrected for errors, by the vertical time. The vertical time, adjusted horizontal
time, ratio, and error scores are compared with the published normative dataset and used to
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identify dysfunctions related to either number naming, ocular
motor skills, or a combination of the two.

The choice of a psychometric test such as DEM is determined
by considering the three factors that characterize its properties:
validity, reliability, and normative values (Anastasi and Urbina,
1997; Facchin et al., 2011). The validity of the DEM test
in assessing ocular movement has been the subject of some
discussion (Medland et al., 2010; Webber et al., 2011). Some
studies concluded that DEM did not measure ocular movements
(Ayton et al., 2009). Conversely, others studies have evaluated
the validity of the DEM test (Garzia et al., 1990; Facchin et al.,
2011) and, although it did not seem to correlate directly with pure
eye movement parameters, it was related with different aspects of
reading performance and it is useful in clinical practice (Powers
et al., 2008; Ayton et al., 2009; Palomo-Álvarez and Puell, 2009).
Even where there are influences from many cognitive processes,
such as sustained attention (Coulter and Shallo-Hoffmann, 2000),
number recognition and retrieval, visual verbal integration time,
speaking time and visuo-spatial attention (Facchin et al., 2011),
the DEM test provided the potential to measure visual skills
related to ocular movements in a reading-like condition. In actual
fact, normative values are available for the English (Richman and
Garzia, 1987), Spanish (Fernandez-Velazquez and Fernandez-
Fidalgo, 1995; Jimenez et al., 2003), Cantonese (Pang et al., 2010),
Japanese (Okumura and Wakamiya, 2010), Portuguese (Baptista
et al., 2011), Italian (Facchin et al., 2012), Mandarin (Xie et al.,
2016), and Latvian (Serdjukova et al., 2016) languages.

Test–retest reliability means that a test should produce the
same score for each subject when it is performed twice without
apparent changes in the variable measured (Urbina, 2004; Kline,
2014). As applied to the DEM test, reliability was tested several
times over periods of years. The test manuals (Richman and
Garzia, 1987; Richman, 2009) reports that reliability was tested
on forty subjects from grades one through seven and gives the
following correlation coefficients (Pearson r): for vertical time,
r = 0.89, p < 0.001; for adjusted horizontal time, r = 0.86, p < 0.01;
for ratio, r = 0.57 p < 0.05; for errors, r = 0.07 n.s. Taken together,
these data show that the DEM test has good reliability (test–
retest correlation) for vertical and horizontal time, but medium
for ratio, and low for errors. Santiago and Perez (1992) have
replicated these results, finding only a higher value for errors.

Rouse et al. (2004) tested a group of 30 3rd grade children, and
retested them 2 weeks later. They found that vertical and adjusted
horizontal time both have fair to good repeatability, whereas that
for the ratio score was found to be poor. It is necessary to take
into account that a single classroom was used in the study and not
a stratified sample. Interestingly, in this study, it was introduced
the concept of limits of agreement with a corresponding graphical
representation (Altman and Bland, 1983; Bland and Altman,
1986).

Tassinari and DeLand (2005) tested two groups, in office and
in school environments. The correlation coefficients were higher
than those previously found and, remarkably, good agreement
was reported between test and retest in terms of pass-fail
classification only for the office group.

Orlansky et al. (2011) performed a more extensive evaluation
of reliability in a multi-center study. More than 180 subjects

were tested in two sessions, in each of which they were each
evaluated three times. The most important results are the fair
to good correlation coefficients between-session for both the
vertical and horizontal scores and the poor results for the
ratio and error scores. Regarding pass-fail classification, the
proportion of subjects who stayed in the same classification was
in the range from 71 to 100% for both vertical and horizontal
scores. For ratio and error scores, the proportion of subjects
that remained classified as pass or fail was between 47 and
100%. However, they found that children in this age range
could show improvements in all four test scores without any
intervention. Finally, it was concluded that clinicians should
be careful about using the DEM test for diagnosis or to
monitor the effectiveness of treatment. The pass/fail analyses
were performed based on two cut-offs at the 16th and 30th
percentiles. The researchers administered three parallel versions
of the DEM test (the same 80 numbers in different sequences)
in order to eliminate implicit or explicit memorization of the
numbers. In a clinical setting it is impossible to use parallel
versions because the original test was not designed to have such
forms. Indeed, from a theoretical point of view, parallel forms
seem plausible and the normative data appear to be equally
valid.

In the last case, the parallel form of test reliability was in fact
evaluated, but it did not represent the true test–retest reliability
of a single version of the clinical test. Moreover, unlike manual
instructions, the vertical time for errors was also corrected; when
the original manual (and the large part of norms) did not require
this correction to be performed (the scoresheet in the 1987
manual reported this calculation incorrectly). Again, the multiple
repetition of test within each session could affect the true between
session test–retest reliability.

In the studies mentioned previously, the general term
reliability has incorporated concepts and scores derived from the
agreement term. The border between the concepts of reliability
and agreement may not always be clear (Costa Santos et al.,
2011a,b), and for this reason we discuss reliability and agreement
separately.

Broadly speaking, from a pure psychometric point of view,
the reliability is the correlation coefficient between test and retest
(Anastasi and Urbina, 1997; Urbina, 2004). On the other hand,
it provides information regarding the ability of the score to
distinguish between subjects (Kottner and Streiner, 2011). The
DEM test shows a high reliability, with the exception of ratio
which shows a medium to high relationship. Correlation refers
to the linear relationship with two sessions of administration,
but it can provide nothing regarding the changes with respect
to the absolute score. In fact, this concept was better explained
by the agreement term, which represents the similarity of scores,
and judgment or diagnoses with respect to the degree in which
they differ (Kottner and Streiner, 2011). Rouse et al. (2004) and
Orlansky et al. (2011) have shown that the true problem with the
DEM test appears to be the improvement between sessions, which
can be defined as a form of lack of agreement. This improvement
was also defined as learning effect (Orlansky et al., 2011) and
reported in terms of mean change and its respective limits of
agreement (Altman and Bland, 1983).
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Based on the aforementioned considerations, when compared
with the study by Orlansky et al. (2011), using a single test,
we predict an equal or higher reliability, but a low agreement
expressed with a high learning effect (high bias and wider limits
of agreements). Different comparisons were performed with all
other reliability studies in order to assess and compare reliability
and agreement.

Consequently, in performing the present study we have three
aims. Firstly, we wanted to test the reliability, quantify the
learning effect and assess the agreement between sessions using
only one established classification criterion and only one version
of the test as used in clinical practice. Secondly, from a clinical
and rehabilitation point of view, because DEM scores have
previously been observed to improve between sessions in absence
of intervention, we wanted to calculate the minimum amount
of change that needs to be observed to consider the change a
real change using percentile score. Thirdly, considering the recent
needs of replication studies (Open Science Collaboration, 2015),
we wanted to replicate the results of previous studies on DEM
reliability involving a different population and norms.

MATERIALS AND METHODS

Subjects
Children were taken from a school screening program performed
in the “V.Muzio” public school in Bergamo, north of Italy.
Only children with written informed consent from their parents
to take part in the study were enrolled (Facchin et al., 2011,
2012). All participants were selected on the basis of the following
criteria: they were required to use their glasses or contact lenses
(if required) during testing; to have a monocular visual acuity
at distance of at least 0.63 decimal (20/32 with Goodlite n.
735000 table), to have a near binocular visual acuity of at least
0.8 decimal (20/25 with Goodlite n. 250800 table); and not
to present binocular anomalies (strabismus) at cover test and
distance and near phoria in a normal range (±4 at distance
and ±6 at near) measured with a Thorington technique (Rainey
et al., 1998; Scheiman and Wick, 2013). Testing was performed in
two sessions. Subjects who performed in only one session were
excluded. 135 children from two primary schools in the north
of Italy were screened, but only 115 met the required inclusion
criteria (three participants were excluded for strabismus, eight
for lower monocular distance visual acuity, nine for the absence
of second session test; see Table 1 for details of the final
participants). The study was carried out in accordance with the
guidelines given in the Declaration of Helsinki and the school
council of the “V.Muzio” school approved the procedure.

Tests and Procedures
A short description of tests and procedures is given below.

Four cards comprise the DEM test: the pretest card, two
vertical cards (A and B) and one horizontal card (C). The test was
administered using the methodology given in the DEM manual.
The vertical time represents the sum of that spent on naming
the number printed on the two cards, A and B. The vertical time
returns the time required to read 80 numbers organized vertically.

The adjusted horizontal time represents the time required for
card C corrected for omission or addition errors. The adjusted
horizontal time reflects the time required to read the 80 numbers
organized in a horizontal pattern, together with that needed to
perform saccadic movements. Dividing the adjusted horizontal
by the vertical time, the ratio score was calculated. This is used
to assess ocular motility dysfunction. The total number of errors
returns the accuracy of reading of card C. Italian normative tables
(Facchin et al., 2012) were used to determine the percentile score
for vertical time, adjusted horizontal time, ratio and error.

The DEM test was administered as reported in the manual on
an inclined reading desk set at 40 cm, with constant illumination
and without noise. The tests were administered in two different
sessions, separated by between 14 and 20 days, in the same room,
for every subject who completed the test in the first session.

Statistical Methods
We have analyzed all aspects of test–retest reliability and
agreement between the two measurements as a function of time.
Wherever possible, our data were compared with the results
obtained in other published research. In order to look at the
results from a meaningful clinical viewpoint, additional analyses
were applied using percentile scoring.

Firstly, because previous studies used three different
correlation indexes (Richman and Garzia, 1987; Rouse et al.,
2004; Tassinari and DeLand, 2005; Richman, 2009; Facchin et al.,
2011; Orlansky et al., 2011) in order to perform inter-study
comparison, the test–retest reliability for DEM was analyzed
using: Pearson r correlation, partial correlation (adjusted for
age) and intra class correlation (ICC) using the average score
and One-Way model (McGraw and Wong, 1996). Confidence
intervals for correlations were calculated following a specific
procedure (Zou, 2007; Diedenhofen and Musch, 2015), and
ICC and Cohen’s K difference were also calculated and
reported using a specific methodology (Dormer and Zou, 2002;
Ramasundarahettige et al., 2009).

Because Orlansky et al. (2011) have performed the test–
retest evaluation with three repetitions in each session (30–90′′
distance) in two sessions (1–4 weeks apart), from this study, only
the first administration of each session was taken into account
for comparison of correlation coefficients. According to the study

TABLE 1 | Sample description subdivided by grade and gender (M, male; F,
female).

Grade Mean age Gender n

2nd 7 years and 6 months M 16

F 9

3rd 8 years and 5 months M 14

F 15

4th 9 years and 10 months M 22

F 10

5th 10 years and 7 months M 12

F 17

Total 115
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of Fleiss and Cohen (1973) and the study of Viera and Garrett
(2005), interpretation of correlation coefficients, Kappa and AC1
was based on five steps each of 0.2 points between 0 and 1 with the
respective subdivision: low, low to moderate, moderate, moderate
to high and high.

Secondly, in order to test the agreement, we calculated and
plotted the Bland – Altman 95% limits of agreement (LoA; 1.96
∗ SD) that gives the value and the range of differences between
the test and re-test scores (Bland and Altman, 1986). If the test
is truly reliable, differences outside of LoA limits have only 5% of
occurrence. These limits have an error margin and consequently
their respective confidence intervals (95% CI) were calculated.
With these data expressed in seconds and in percentiles we can
estimate the minimum change necessary in the second session to
have a statistical confirmation of amelioration over two sessions
of administration is due to a treatment and not to lack of
agreement. In order to evaluate the mean bias between sessions,
a repeated measure ANOVA was applied to each specific subtest.

To quantify the magnitude of the improvement over time, we
proposed a simple index of learning effect, adapted to reliability.
This index was calculated for each DEM subtest and can be
summarized as:

Learning Effect (%) = 100∗
ReTest Mean− Test Mean

Test Mean
where,

ReTest Mean = the mean value of all subjects in the second
session,

Test Mean = the mean value for all subjects in the first.
The learning effect can give us an absolute mean percentage

of improvement (in seconds). For clinical use, it is better to know
the same effect scored in percentile in order to determine whether
there is a significant amelioration over time. Finally, a standard
error of measurement expressed as the standard deviation of
errors of measurement that are associated with test reliability was

calculated using the formula (Rouse et al., 2004):

Sem = SD
√

1− rxx,

where,
Sem = standard error of measurement,
SD = standard deviation,
Rxx = reliability of the test.
Thirdly, in order to evaluate and compare the agreement

between sessions of the DEM test classification using pass–fail
cut-off criteria, the Cohen’s Kappa (Fleiss et al., 1969) and the
AC1 index (Gwet, 2008) were applied. Kappa was selected for
the comparison of studies and AC1 was applied in order to avoid
the paradoxical results found using Kappa index (Gwet, 2008).
Before calculating Kappa and AC1, for each subject, a percentile
scoring through DEM test specific Italian norms were calculated.
In previous studies and in the manual, two criteria were used.
The first refers to the first edition of manual (version 1/1987, 30th
percentile criterion), whilst the second refers to the new edition
(version 2; 2009, 16th percentile criterion). In order to be aligned
with other Italian national psychoeducational criteria used in the
cognitive evaluation of children, we applied the cutoff at the 16th
percentile (Associazione Italiana Dislessia, 2007). If vertical time,
adjusted horizontal time, ratio and errors presented a score that
was equal or below the 16th percentile, it was marked as “fail.” If
the score was above the 16th percentile, it was marked as “pass.”
Data were analyzed using R statistical environment and specific
packages (R Core Team, 2017).

RESULTS

Reliability
The different correlation coefficients for test–retest reliability
were determined and these are listed in Table 2. The results

TABLE 2 | Correlations, partial correlations and intra-class correlation coefficients (ICC) with relative 95% confidence intervals for the four DEM subtests.

Pearson correlations Partial correlations Intraclass correlations

r (95% CI) p rp (95% CI) p ICC (95% CI) p

VT 0.933 (0.905 to 0.953) <0.0001 0.902 (0.861 to 0.930) <0.0001 0.932 (0.904 to 0.953) <0.0001

AHT 0.901 (0.860 to 0.931) <0.0001 0.816 (0.742 to 0.873) <0.0001 0.892 (0.848 to 0.924) <0.0001

Ratio 0.668 (0.552 to 0.758) <0.0001 0.597 (0.459 to 0.701) <0.0001 0.649 (0.529 to 0.743) <0.0001

Errors 0.692 (0.582 to 0.776) <0.0001 0.643 (0.524 to 0.742) <0.0001 0.692 (0.583 to 0.776) <0.0001

VT, vertical time; AHT, adjusted horizontal time.

TABLE 3 | Pearson correlation coefficients comparison between this study and those of Rouse et al. (2004) and Richman (2009).

This work DEM manual Difference (95% CI) p Rouse et al. (2004) Difference (95% CI) p

Subjects (n) 115 40 30

VT 0.93 0.89 0.04 (−0.019 to 0.132) n.s. 0.60 0.33 (0.138 to 0.625) <0.001

AHT 0.90 0.86 0.04 (0.036 to 0.155) n.s. 0.55 0.35 (0.136 to 0.665) <0.0001

Ratio 0.66 0.57 0.09 (−0.124 to 0.362) n.s. 0.27 0.39 (0.064 to 0.772) <0.05

Errors 0.69 0.07 0.62 (0.297 to 0.948) <0.01

VT, vertical time; AHT, adjusted horizontal time.
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TABLE 4 | ICC correlation coefficients comparison between this study and those of Tassinari and DeLand (2005) and Orlansky et al. (2011).

This work Tassinari
“Office”

Difference
(95% CI)

p Tassinari
“School”

Difference
(95% CI)

p Orlansky Difference
(95% CI)

p

n 115 53 13 181

VT 0.932 0.96 0.028 n.s. 0.85 −0.082 n.s. 0.83 −0.102 <0.0001

(−0.013 to 0.059) (−0.356 to 0.023) (−0.236 to −0.019)

AHT 0.892 0.92 0.028 n.s. 0.89 −0.002 n.s. 0.78 −0.112 <0.005

(−0.032 to 0.084) (−0.216 to 0.085) (−0.291 to −0.005)

Ratio 0.649 0.76 0.111 n.s. 0.59 −0.059 n.s. 0.49 −0.159 0.05

(−0.062 to 0.263) (−0.582 to 0.229) (−0.462 to 0.085)

Errors 0.692 0.79 0.098 n.s. 0.44 −0.252 n.s. 0.39 −0.306 <0.0005

(−0.058 to 0.234) (−0.7 to 0.112) (−0.585 to −0.042)

VT, vertical time; AHT, adjusted horizontal time.

TABLE 5 | Limits of Agreement for the DEM subtest stratified by grades.

Grade Subtest Lower limit (95% CI) Mean difference (95% CI) Upper limit (95% CI)

2 VT −9.28 (−11.92 to −6.64) −2.04 (−3.57 to −0.52) 5.2 (2.56 to 7.84)

2 AHT −30.05 (−38.24 to −21.86) −7.59 (−12.32 to −2.86) 14.87 (6.68 to 23.07)

2 Ratio −0.52 (−0.67 to −0.36) −0.1 (−0.19 to −0.01) 0.32 (0.17 to 0.48)

2 Errors −14.96 (−21.36 to −8.55) 2.6 (−1.1 to 6.3) 20.16 (13.75 to 26.56)

3 VT −9.06 (−11.42 to −6.7) −2.04 (−3.4 to −0.68) 4.98 (2.62 to 7.34)

3 AHT −18.75 (−22.98 to −14.52) −6.17 (−8.61 to −3.73) 6.42 (2.19 to 10.65)

3 Ratio −0.34 (−0.43 to −0.25) −0.08 (−0.13 to −0.03) 0.19 (0.1 to 0.27)

3 Errors −14.55 (−18.83 to −10.27) −1.83 (−4.3 to 0.64) 10.9 (6.62 to 15.17)

4 VT −8.2 (−10.69 to −5.72) −0.39 (−1.83 to 1.04) 7.42 (4.93 to 9.91)

4 AHT −14.61 (−18.25 to −10.96) −3.17 (−5.27 to −1.07) 8.27 (4.62 to 11.91)

4 Ratio −0.34 (−0.42 to −0.25) −0.06 (−0.11 to −0.01) 0.21 (0.12 to 0.3)

4 Errors −7.84 (−10.37 to −5.3) 0.12 (−1.34 to 1.59) 8.09 (5.55 to 10.62)

5 VT −10.19 (−12.92 to −7.46) −2.06 (−3.64 to −0.48) 6.07 (3.34 to 8.81)

5 AHT −12.48 (−15.07 to −9.9) −4.79 (−6.29 to −3.3) 2.89 (0.31 to 5.48)

5 Ratio −0.25 (−0.3 to −0.19) −0.07 (−0.11 to −0.04) 0.1 (0.04 to 0.16)

5 Errors −10.59 (−13.48 to −7.7) −2 (−3.67 to −0.33) 6.59 (3.7 to 9.48)

In each column the lower, mean and upper limits of agreement are reported, together with their specific ±95% CI intervals. (The units of these raw data are seconds for
vertical time and adjusted horizontal time and number for errors). VT, vertical time; AHT, adjusted horizontal time.

show high values for vertical time and adjusted horizontal time,
and moderate to high for ratio and errors. This pattern was
confirmed by partial correlation when the component due to
age was removed. The ICC correlations also confirmed the
good repeatability of all variables. Moreover, the confidence
intervals are very small and the values vary from medium-high
to high.

The different studies on the repeatability of the DEM test
used different correlation coefficients. To enable comparison,
in the case of the studies of Richman and Garzia (1987) and
Rouse et al. (2004), the evaluation was performed with the
Pearson correlation coefficient, and for the study of Tassinari
and DeLand (2005) and Orlansky et al. (2011) using the ICC
(Tables 3, 4)

Independent of the correlation used the results of the present
study show significantly higher repeatability compared with
other studies. Only with the Tassinari “school” group are
there no significant differences, and the higher number of
subjects involved in the present study confirms the previous
result.

Agreement
An efficient way to verify the agreement is to use the Bland and
Altman limits of agreement graphical analysis and its associated
statistics (Bland and Altman, 1986). In Table 5, we have listed the
limits of agreement with the 95% upper and lower limits, with the
95% confidence limits.

Because the limits of agreement calculation could also be
performed with transformed data (Giavarina, 2015), we carried
out these analyses with percentiles. The results are listed in
Table 6 and shown in Figure 1.

Another way to view the bias between sessions is to observe
the mean and SD for vertical time, adjusted horizontal time, and
ratio score for each age group are listed in Table 7 and presented
in Figure 2.

Apart from the errors in grades 2 and 4, there is an evident
improvement in performance on the second administration of
the test. In order to verify this improvement, a series of ANOVA
for each DEM subtest was performed. ANOVA was performed
with one factor within (Time, with two levels), and one factor
between (Grade, with four levels). The results for vertical
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TABLE 6 | Limits of Agreement for the DEM subtest expressed in percentile score.

Lower limit (95% CI) Mean difference (95% CI) Upper limit (95% CI)

VT −28.45 (−33.9 to −23) 4.93 (1.78 to 8.08) 38.31 (32.86 to 43.76)

AHT −21.11 (−26.85 to −15.37) 14.05 (10.74 to 17.37) 49.22 (43.48 to 54.96)

Ratio −35.44 (−43.64 to −27.23) 14.81 (10.07 to 19.54) 65.05 (56.85 to 73.26)

Errors −67.12 (−78.53 to −55.72) 2.75 (−3.84 to 9.33) 72.62 (61.21 to 84.02)

In each column the lower, mean and upper limits of agreement are reported, together with their specific ±95% CI intervals. (The values are listed as percentiles). VT,
vertical time; AHT, adjusted horizontal time.

FIGURE 1 | Bland Altman plot for the DEM subtests expressed as percentile scores. The solid line represents the mean difference, the dashed lines represent the
upper and lower boundaries of the 95% limits of agreement, the gray areas represent the 95% confidence intervals of the limits of agreement (LoA). (A) Vertical time;
(B) adjusted horizontal time; (C) ratio; (D) errors. Only the errors data were jittered (x ± 1; y ± 1) to visualize point density.

time show significance for the factor Grade [F(3,111) = 19.24,
p < 0.0001, η2

p = 0.34] and for the factor Time [F(1,111) = 19.33,
p < 0.0001, η2

p = 0.16]. The adjusted horizontal time results show
significance for the factor Grade [F(3,111) = 35.04, p < 0.0001,
η2

p = 0.48] and for the factor Time [F(1,111) = 61.8, p < 0.0001,
η2

p = 0.37]. The results for ratio show significance for the factor
Grade [F(3,111) = 12.08, p < 0.0001, η2

p = 0.25] and for the factor
Time [F(1,111) = 31.75, p < 0.0001, η2

p = 0.22]. The results for
errors show significance for the factor Grade [F(3,111) = 11.76,
p < 0.0001, η2

p = 0.24] and for the interaction Time × Grade
[F(3,111) = 3.62, p < 0.05, η2

p = 0.08]. Across all grades, the subjects

showed improvements with retest for vertical time, adjusted
horizontal time and ratio scores (except for 2nd and 4th grade
error; see Table 7 for details).

In order to show the mean improvement of performance on
retest in a different way, it is possible to view these results in
terms of learning effect according to raw data and percentile
improvement. The learning effect during sessions performed
for each DEM subtest and grade (from 2nd to 5th) shows an
improvement, respectively, of: 3.7, 4.32, 0.95, and 5.34% for
vertical time, 10.16; 9.6; 6.10; and 10.8% for adjusted horizontal
time, 7.3; 5.88; 5.47; and 6.03% for ratio and −26.21; 20.65;
6.31; and 47.51% for Errors. In percentile terms, the same results
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TABLE 7 | Descriptive statistics for test and re-test data on the four subtests of DEM.

Subtest Grade Test mean SD Retest mean SD

VT 2 55.12 9.19 53.08 8.5

3 47.19 8.32 45.15 8.21

4 41.05 8.9 40.66 9.4

5 38.56 9.44 36.5 7.93

AHT 2 74.71 16.23 67.12 10.48

3 64.29 14.35 58.12 13.92

4 51.96 10.12 48.79 9.95

5 44.35 9.05 39.56 7.95

Ratio 2 1.37 0.28 1.27 0.14

3 1.36 0.17 1.28 0.16

4 1.28 0.13 1.21 0.12

5 1.16 0.12 1.09 0.11

Errors 2 9.92 9.09 12.52 11.15

3 8.86 10.28 7.03 8.19

4 2.06 3.21 2.19 3.74

5 4.21 5.31 2.21 2.24

VT, vertical time; AHT, adjusted horizontal time.

(unstratified) correspond to 4.93% for vertical time, 14.05% for
adjusted horizontal time, 14.81% for ratio and 2.75% for errors.
Lastly we report the standard error of measurement for all tests:
40.95 s for vertical time, 50.01 s for adjusted horizontal time,
0.301 for ratio and 14.44 for errors.

The pass-fail criteria for both administrations were only
applied using the specific Italian norms for the 16th percentile
criterion (Facchin et al., 2012).

The results listed in Table 8 show a high or medium to
high level of agreement for binary classification for vertical
time, adjusted horizontal time, ratio and error. The same data
of agreement reported in percentage show a range between 88
and 97% for vertical time, between 84 and 93% for adjusted
horizontal time, between 75 and 97% for ratio and between 72
and 79% for errors. This level of agreement of binary classification
appears to be equal or higher when compared with other studies,
probably because it uses the last criterion of the 16th percentile
(Tassinari and DeLand, 2005; Orlansky et al., 2011). Based on
these data, we performed the Cohen K and AC1 as a measure of
agreement. The results of Cohen K are listed in Table 9. These
results on Cohen K are moderate to high for vertical time and
low to moderate for adjusted horizontal time, ratio and errors.
These values are lower than others that have been previously
reported (Tassinari and DeLand, 2005), but the different criterion
used (16th vs. 30th percentile) may explain the differences. The
AC1 coefficients of agreement (±95% CI) were 0.89 (0.81 –
0.96) for vertical time, 0.84 (0.75 – 0.92) for adjusted horizontal
time, 0.79 (0.69 – 0.90) for ratio and 0.59 (0.44 – 0.74) for
error.

DISCUSSION

The purpose of this study was to re-evaluate the reliability
of the DEM test with a test–retest method applying the

original test (as used in practice) twice, scored in seconds
and percentile and evaluating in depth the improving of
performance between sessions. It is worth noting that the
replication of experiments and confirmation of the results play
an important role in science (Open Science Collaboration,
2015; Gelman and Geurts, 2017). One of the purposes of the
present study was to perform a replication study in the context
of another population and language and also using different
norms.

Taking into account the strict definition of reliability as
the correlation between test and retest, we have obtained
results that are consistent with some studies that have reported
high values (Rouse et al., 2004; Tassinari and DeLand, 2005),
and our results are significantly higher than others (Orlansky
et al., 2011), probably for the use the same test cards and
which are not different parallel versions. In fact, we have
reconfirmed the conclusions of previous studies for the good
to excellent reliability for vertical and adjusted horizontal time
but a medium to high reliability for ratio and error scores.
On the other hand, it seems that the parallel and test–
retest reliabilities are slightly different, with higher results for
the latter which, in practice, is the most important because
the original parallel forms are not practical available for this
test.

The results of agreement analyses show that there is a
significant and distinct trend in the amelioration of performance
in the second repetition. This lack of agreement and the presence
of a learning effect is the main problem with reliability of the
DEM test.

Based on the previous well-known phenomenon of the
learning effect, the main focus of our study was to calculate these
results as percentile scores, besides confirming the phenomena
using a different population and language. In fact, for monitoring
the performance of a child over time or the use of the DEM test
to assess the effectiveness of a therapy, there is a requirement
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FIGURE 2 | Mean results for the two separate sessions for DEM subtest and grade. (A) Vertical time; (B) adjusted horizontal time; (C) ratio; (D) errors. Bars
represent ±1.

to take into account the reliability of the test and its learning
effect. The changes found in a second repetition of the test
need to be greater than the repeatability itself. Our results,
as expressed in seconds, show that, in order to be sure that
the changes in the second administration can be attributed to
therapy rather than test–retest variability, the results need to be
higher than: about 9 s for the 2nd and 3rd grade, about 8 s
for 4th and 10 s for 5th grade for vertical time; 30 s for 2nd
grade, about 19 s for 3rd, about 15 s for 4th grade and 12 s

for 5th grade for horizontal time; 0.5 for 2nd grade, 0.3 for
3rd and 4th grade and 0.25 for 5th grade for ratio; 15, 15, 8,
and 11 errors, respectively, for 2nd, 3rd, 4th, and 5th grade for
errors. These results are objectively weak but lower than the
previously found which suggested 20 s for vertical time; 60 s
for adjusted horizontal time, 0.6 for ratio, and 23 for errors,
respectively (Orlansky et al., 2011). Moreover, we calculated not
only the 95% limits of agreement, but also the 95% confidence
interval to have a statistical confidence for this measure. Also
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TABLE 8 | Agreement between sessions separated for subtest (top) and grades (left), based on classification of the DEM findings (16th percentile).

Retest

VT AHT Ratio Error

Test Grade P F P F P F P F

2nd P 20 0 21 0 20 0 13 5

F 2 3 4 0 5 0 2 5

3rd P 25 0 22 0 22 0 17 2

F 1 3 4 3 4 3 4 6

4th P 24 3 26 2 22 2 23 2

F 1 4 3 1 6 2 6 1

5th P 22 2 25 0 26 0 18 1

F 0 5 2 2 1 2 7 3

P, pass; F, fail. VT, vertical time; AHT, adjusted horizontal time.

TABLE 9 | Cohen’s K comparison between this study and those of Tassinari and DeLand (2005).

This work Tassinari “Office” Difference (95% CI)

n 115 53

VT 0.72 (0.55 to 0.89) 0.56 (0.34 to 0.79) −0.16 (−0.438 to 0.126)

AHT 0.38 (0.14 to 0.62) 0.77 (0.56 to 0.98) 0.39 (0.071 to 0.709)

Ratio 0.37 (0.15 to 0.58) 0.73 (0.48 to 0.98) 0.36 (0.034 to 0.693)

Errors 0.36 (0.16 to 0.53) 0.77 (0.28 to 0.74) 0.41 (−0.109 to 0.612)

VT, vertical time; AHT, adjusted horizontal time.

with considering the confidence intervals, the difference between
the results obtained by Orlansky et al. (2011) did not change (see
Table 6).

Using percentile scoring, a score useful in practice, a change
lower than 39 percentile points for vertical time, 49 for adjusted
horizontal time, 65 for ratio and 72 for error as indicated
could be interpreted, with care, to confirm amelioration.
These values reflect the previous scores (limits of agreement)
translated as percentiles and are useful for direct and easy
clinical application. Confidence intervals on limits of agreement
are calculated also for percentile scoring and reported in
Table 7.

The lack of agreement and a remarkable learning effect
was reflected in the generally moderate agreement of
binary classification between sessions, with some changes
in classification. The Kappa indexes of agreement were
moderate to low and smaller than previously found. The
AC1 index gave better results and part of the low scores in
kappa could arise from the limitation of this index when data
are highly asymmetrical. Nevertheless all these values have
to be taken into account for clinical use. The improvement
over sessions is the main problem with DEM test reliability,
but knowing and quantifying it could permit the correct
decisions to be taken when different sessions need to be
compared.

A possible source of the aforementioned learning effect could
be the lack of a true pre-test on DEM, especially in the first
session (Facchin et al., 2014). Indeed, the manual reports that,
in cases of doubt, the test needs to be performed twice, although

the normative data were only collected for the first application
and the improvement of time was not considered in the norms
(Richman, 2009).

CONCLUSION

Developmental eye movement test reliability has some
limitations due to the lack of agreement between sessions, but our
results show that this problem is lower than previously found.
We have confirmed that the results should be evaluated carefully
when the DEM test is used in monitoring the effectiveness of
treatment with new values in seconds and percentiles. With
awareness of this limitation, the DEM test can be used in clinics
in performing ocular movement assessment over time from the
professionals interested in vision assessment.
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Background and Purpose: Research on the relationship between response latency
(RL) and faking in self-administered testing scenarios have generated contradictory
findings. We explored this relationship further, aiming to add further insight into the
reliability of self-report measures. We compared RLs and T-scores on the MMPI-2-
RF (validity and restructured clinical [RC] scales) in four experimental groups. Our
hypotheses were that: the Fake-Good Speeded group would obtain a different
completion time; show higher RLs than the Honesty Speeded Group in the validity
scales; show higher T-Scores in the L-r and K-r scales and lower T-scores in the F-r
and RC scales; and show higher levels of tension and fatigue. Finally, the impact of the
speeded condition in malingering was assessed.

Materials and Methods: The sample was comprised of 135 subjects (M = 26.64;
SD = 1.88 years old), all of whom were graduates (having completed at least 17 years
of instruction), male, and Caucasian. Subjects were randomly assigned to four groups:
Honesty Speeded, Fake-Good Speeded, Honesty Un-Speeded, and Fake-Good Un-
Speeded. A software version of the MMPI-2-RF and Visual Analog Scale (VAS) were
administered. To test the hypotheses, MANOVAs and binomial logistic regressions
were run.

Results: Significant differences were found between the four groups, and particularly
between the Honest and Fake-Good groups in terms of test completion time and the
L-r and K-r scales. The speeded condition increased T-scores in the L-r and K-r scales
but decreased T-scores in some of the RC scales. The Fake groups also scored higher
on the VAS Tension subscale. Completion times for the first and second parts of the
MMPI-2-RF and T-scores for the K-r scale seemed to predict malingering.

Conclusion: The speeded condition seemed to bring out the malingerers. Limitations
include the sample size and gender bias.

Keywords: MMPI-2-RF, faking-good, speed, response latency, self-report, malingering
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INTRODUCTION

A common concern for those using self-report inventories of
personality and psychopathology is the susceptibility of such
inventories to malingering or faking (Anastasi, 1988; Holden
et al., 1992). Ziegler et al. (2012) defined faking as an intentional
and deliberate behavior that helps an individual achieve personal
goals. Specifically, fake-good behavior involves presenting the self
in a more positive manner, relative to honest self-evaluation
(Maricuţoiu and Sârbescu, 2016). In any assessment setting, a
subject completing a personality inventory can answer truthfully
or not, according to his or her goal. For this reason, detection
of malingering represents an area of considerable interest for
researchers of individual differences (Holden et al., 2001). Over
the past years, psychologists have searched for methods to
identify the occurrence of this phenomenon (Fluckinger et al.,
2008).

In the 1970s, Dunn et al. (1972) suggested that response
latency (RL; i.e., the amount of time elapsed between an
item’s presentation and a subject’s response) could be used to
detect dissimulation tendencies. Beginning in the 1990s, RL was
proposed more insistently as an additional method of testing
the validity of the Minnesota Multiphasic Personality Inventory
(MMPI; Hathaway and McKinley, 1951), together with the
MMPI’s own validity scales (L-r, F-r, and K-r).

Nevertheless, over the decades, divergent perspectives
regarding RL and faking have emerged in the literature, and
empirical research has produced mixed findings. According to
the semantic evaluation perspective (Hsu et al., 1989), shorter
RL is associated with higher scores on social desirability scales,
because it is easier to evaluate the meaning of an item than to
evaluate that item according to autobiographic information,
which involves recalling episodes to direct the answer. More
specifically, Dunn et al. (1972) found, in administering the
MMPI, that participants in faking conditions had shorter RLs
relative to participants in honesty conditions. Hsu et al. (1989),
referring to the theories of response process proposed by
Nowakowska (1970), Rogers (1971, 1977), and Kuncel (1973),
studied the RL in the subtle-obvious scales of the MMPI on
a sample of 100 undergraduate students who were instructed
to fake-bad or fake-good, with or without an incentive. The
results indicated that RL was shorter in the fake condition and
that RL had incremental validity in detecting both faking-good
and faking-bad. This finding is supported by the theory that
responding to MMPI items with the intent to dissemble involves
accessing a less elaborate information schema or network
(Brunetti et al., 1998).

Several researchers have proposed theories and shown
empirical results that diverge from the idea that faking speeds
the processing of personality test items. Authors who support
the self-schema model (McDaniel and Timm, 1990; Holden and
Kroner, 1992; Holden et al., 1992; Walczyk et al., 2003, 2005;
Foerster et al., 2013) argue that faking is a complex process that,
relative to honest answering, requires extra cognitive processing
and editing. Maricuţoiu and Sârbescu (2016) assumed that
“honest respondents answer consistently with their self-schemas,
while dishonest respondents decide not to provide self-schematic

information, after an evaluation of schematic information” (p. 2).
Vasilopoulos et al. (2000) stated that fakers must reflect and, in
turn, keep real information in memory, and they must inhibit
and replace this real information with fake information taken
from the target’s ideal schema. This schema is hypothesized and,
for this reason, more complex and not immediately available for
recall; thus, it takes longer for faking respondents to provide an
answer (see also DePaulo et al., 2003). Honest respondents, in
contrast, are able to respond automatically and spontaneously,
and thus they use fewer cognitive processes than malingerers and
their RL is correspondingly shorter. According to these authors,
fakers’ larger RLs are due to higher levels of arousal, generated by
their fear of being detected.

An interesting variant of the self-schemamodel was introduced
by Holden (1995). The author found shorter RLs when items were
congruent to the faking scheme: if subjects were asked to describe
themselves in the best possible way (i.e., comply with a fake-good
scheme), they registered shorter RLs on items describing socially
desirable behaviors. A reverse pattern was observed for items
incongruent with the scheme. Similar results were obtained by
Holden and Lambert (2015) using the NEO-PF inventory (Costa
and McCrae, 1992) and by Brunetti et al. (1998) using MMPI-
2 (Hathaway and McKinley, 1989; Butcher et al., 2001). These
authors showed that subjects required significantly more time to
respond to items that were incongruent with their response set.

Some studies on RL have also evaluated the pressure of
time effect on faking behavior with personality inventories.
Khorramdel and Kubinger (2006) found that faking when
responding to dichotomous items was accentuated under time
pressure, and thus a time limitation may drive people to increase
their faking behavior in the direction required by the instructions
(data also reported by Holden et al., 2001). Shalvi et al. (2013)
showed that subjects lie more frequently when they have little
time to reflect; when they have more time at their disposal,
they reflect more deeply on their response and moderate the
simulation. Time pressure, therefore, seems an important factor
in faking behavior.

While a theoretical basis may exist for the use of latencies
in faking detection, previous research on the association of RL
with faking has yielded mixed results and, recently, contradictory
findings (fakers are faster, Maricuţoiu and Sârbescu, 2016; fakers
are slower, Van Hooft and Born, 2012). Therefore, in the current
research, we were interested in increasing the understanding of
RL by merging it with a time pressure condition to determine
whether the combination of these factors can help detent faking
behavior.

Dividing our sample into an honest group (H) and a
group instructed to fake-good (FG), we used a common self-
administered inventory of personality and psychopathology,
together with two conditions of time (speeded [S] and un-
speeded [U]), to test the following hypotheses:

H1: There would be significant differences in the protocol’s
total completion time. Analysis of these differences could
increase our knowledge of fakers’ test compiling attitudes,
in both unrestricted (U) and speeded (S) time conditions.
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H2: There would be significant differences in completion times
for the protocol’s parts, both within and between groups.
In the H groups, we expected a fatigue effect, resulting in
progressively higher completion times. In the FG groups,
we expected both a fatigue effect and a learning effect,
due to the difficulty of learning the FG response model.
Studying the partial time responses within groups and the
differences across groups in each section could provide
a deeper understanding of the information processing of
honest and faking respondents.

H3: There would be significant differences in RLs between
groups in self-presentation measures on the self-
administered inventory. We investigated the RLs of
the self-presentation scales, in particular, since these were
thought to be useful for differentiating between H and F
respondents.

H4: There would be differences between groups in self-
presentation scores, with FG groups reporting higher values
in positive self-presentation, lower scores in negative self-
presentation, and lower values in psychopathology, relative
to H groups.

H5: There would be differences in tension and fatigue levels
between the H and FG groups. We wanted to study the
influence of these variables on RL and inventory scores.

H6: The RLs identified in H1, H2, and H3 would be effective for
predicting faking behavior.

As introduced in the hypotheses, we chose to restrict the
analysis to a comparison between H and FG schemes. We chose
FG for this study as it is more common than the fake-bad
scheme, and thus the application of results would be more
extensive. In other words, it is more likely that a situation
will drive a subject to exhibit fake-good behaviors (e.g., during
personnel selection or qualifying examinations) than fake-bad
behaviors. Regarding the measure used, we chose the Minnesota
Multiphasic Personality Inventory-2-Restructured Form (MMPI-
2-RF; Ben-Porath and Tellegen, 2008), as it has been extensively
used in clinical (see, e.g., Anderson et al., 2015) and selection
settings (see, e.g., Tarescavage et al., 2015), but not yet used
in latency studies. Furthermore, to the best of our knowledge,
no prior study has addressed RL and MMPI scores under time
pressure conditions.

MATERIALS AND METHODS

Participants
Subjects were 140 young adult volunteers who participated in
the study for a small reward (European breakfast in a cafe).
To limit confounding variables, we recruited only subjects
who were aged 25–30 years (M = 26.64; SD = 1.88 years),
male, Caucasian, graduates (having completed at least 17 years
of education), and non-psychology graduates (i.e., those
who had not attended the faculty of psychology). Subjects
participated in the trial in the morning and were randomly
assigned to one of four instruction groups. Six subjects
were excluded from data analysis for one or more of the

following reasons: (a) failure to follow instructions as assessed
by the final request (n = 2), (b) one or more changes
in answers (n = 3), or (c) too brief a latency in one
or more responses (n = 1, 3000 m/s). The remaining 135
subjects composed the research group. No statistically significant
differences were observed on age or level of education. Data
were collected over a period of 2 months, from October to
November 2017.

Materials
MMP-2-RF
The full Italian version of the MMPI-2-RF (Sirigatti and Faravelli,
2012) was used. The MMPI-2-RF (Ben-Porath et al., 2008/2011)
is a 51-scale measure of personality and psychopathology with
338 items, selected from the 567 of the MMPI-2 (Tellegen
et al., 2003; Ben-Porath and Tellegen, 2008). In particular, this
study used the T-scores of the three principal validity scales
(L-r, F-r, and K-r) and the nine restructured clinical (RC)
scales (to assess H4). We chose these scales as they represent
the test’s core evaluative measures and because our sample
was not sufficiently large to guarantee a reliable analysis of
all 51 scales (see Table 1 for a brief description of the 12
selected scales). For our study, we added a Total scale, which
was the sum of the T-scores of each of the nine RC scales.
This Total scale was similar to the MMPI-2’s “total elevation
of protocol.” T-scores (M = 50, SD = 10) are the traditional
unit of measurement in the MMPI-2 (Tellegen and Ben-Porath,
1992), and they are also used in the MMPI-2-RF. The T-scores
classification is: 45–54 (average), 55–69 (slightly high), 60–64
(moderately high), 65–69 (high), and 70–79 (very high) (Butcher
et al., 2001).

We also assessed the completion time for the entire protocol
(to assess H1) and the completion times for each of the three
consecutive parts, which were composed of a similar number of
items (112 for the first part, 112 for the second, and 114 for the

TABLE 1 | Selected MMPI-2-RF scales.

Scale Title What is measured

L-r Uncommon Virtues Infrequent and therefore improbable
virtues

F-r Infrequent Responses Infrequent symptomatology

K-r Adjustment Validity Adaptation to life

RCd Demoralization Unhappiness and dissatisfaction
with life

RC1 Somatic Complaints Pattern of somatic complaints

RC2 Low Positive Emotions Depressive symptoms

RC3 Cynicism Negative view of human nature

RC4 Antisocial Behavior Antisocial behavior and related
family conflict

RC6 Ideas of Persecution Persecutory beliefs

RC7 Dysfunctional Negative Emotions Various negative emotional
experiences

RC8 Aberrant Experiences Thinking disorders

RC9 Hypomanic Activation High level of activation and
engagement
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third, in order to assess H2); and the RL of the three principal
validity scales (to assess H3).

Visual Analog Scale (VAS)
The VAS is a simple technique for measuring subjective
experience (McCormack et al., 1988). It consists of a 10 cm
line segment with two extreme polarities. Subjects must place
a single mark on the line to indicate the current level of their
experience (0 = the best possible condition, 10 = the worst
possible condition). In our experiment, VAS was used to assess
subjects’ levels of tension (anxiety) (VAS-T) and fatigue (VAS-
F), both before (T0) and after (T1) the MMPI-2-RF evaluation.
The difference between VAS at T1 and T0 was used to understand
changes in subjects’ levels of tension and fatigue.

Software Application
We implemented an application for Android devices, with all 338
items loaded onto the platform. Participants used their dominant
hand (126 right-handed, 9 left-handed) to press the virtual key
F (false, on the bottom left) or V (true, on the bottom right)
on the application. Following this response, the next item would
appear immediately on the screen. At the top of the screen a
red virtual button would offer subjects the possibility to return
to the previous question. The program simultaneously recorded
subjects’ responses (V or F) and RL (measuring the time between
the appearance of an item to the subject’s tap of the virtual
key) for each item. The same device was used for all uses of
the application, and the application was stored on the device
(rather than accessed online), so that Internet speed would not
influence RL.

Research Design
A 2 × 2 between-subjects design was used. The two manipulated
factors were instruction (H vs. FG) and time pressure (U vs. S).
Participants were randomly assigned to one of four experimental
groups of 35 persons: H/U, FG/U, H/S, and FG/S. The four
instructions were:

(1) H/U: “We are interested in some characteristics of your
personality. We want you to take this test in a totally sincere
fashion. After reading each item you should take all the time
you need to respond in the best way.”

(2) FG/U: “We are interested in some characteristics of your
personality. Imagine you are applying for a desired job.
In this situation, it would be to your advantage to appear
as if you were completely normal and psychologically
healthy. Stated differently, we want you to take this test
and deliberately fake good. Pay attention, because the
questionnaire contains features designed to detect faking,
and your intent is to respond in a way that your deception
cannot be detected. After reading each item you should take
all the time you need to respond in the best way, according
to this instruction.”

(3) H/S: “We are interested in some characteristics of your
personality. We want you to take this test in a totally honest
fashion. After reading each item you should respond as
quickly as possible. Short response time is an important
factor in this test.”

(4) FG/S: “We are interested in some characteristics of your
personality. Imagine you are applying for a desired job.
In this situation it would be to your advantage to appear
as if you were completely normal and psychologically
healthy. Stated differently, we want you to take this test
and deliberately fake good. Pay attention, because the
questionnaire contains features designed to detect faking,
and your intent is to respond in a way that your deception
cannot be detected. After reading each item you should
respond as quickly as possible. A short response time will
enable you to stand out positively from other candidates.”

Procedures
The subject, placed in front of a device on a 70 cm high desk
with an adjustable height chair set at a distance of about 40 cm
(with the back straight on the chair), received the following
information and questions: (a) an explanation of the research and
procedure, (b) a consent form, (c) a demographic questionnaire,
(d) the T0 VAS (on white paper), (e) a brief introduction to the
platform, (f) 10 training questions on the device, (g) 10 neutral
questions (for which the average response time was collected),
(h) instructions for the task, (i) the MMPI-2-RF test, (j) the T1
VAS (on white paper), and (k) a final check of their understanding
of the instructions, as follows: after the trial, subjects performed
two tasks designed to test their understanding: (1) write briefly
on the card next to the device the initial instructions, and (2)
write whether they thought they had followed the instructions
when completing the protocol. Two participants proved not to
have understood the task (1) and one subject declared not to have
followed instructions during the test (2).

Statistical Analyses
In order to assess potentially noisy variables between the four
groups (such as motor speed and reading speed) at the beginning,
we ran an ANOVA to test for significant differences in RL in the
10 neutral questions (procedure point g).

Multivariate analyses of variance (MANOVAs) were run with
the two attitudes toward the test conditions (H vs. FG) and
the two speed groups (U vs. S) used as independent variables.
Times of fulfillment, RL in the selected scale, T-scores, and VAS
measures served as the dependent measures. Scheffé’s (1959)
method was used to assess post hoc pair differences (p < 0.05).
Effect size was calculated using partial eta squared. Values of 0.02,
0.13, and 0.26 were considered indicative of small, medium, and
large effects, respectively (Pierce et al., 2004). Binomial logistic
regression was run to evaluate the discriminatory power of the
variables related to time (dependent variable), with respect to the
H condition (fixed factor).

RESULTS

The ANOVA showed a non-significant difference between groups
[F(3,131) = 1.585; p = 196] on RL in the 10 neutral questions. No
differences between groups were found on verbal ability or motor
speed. We decided, however, to run MANCOVAs with the 10
neutral questions as covariates. As no significant covariate effect
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TABLE 2 | Means and SDs of the four experimental groups for MMPI-2-RF completion time and RL in the three validity scales, with post hoc test results.

H/U (n = 35) FG/U (n = 33) H/S (n = 33) FG/S (n = 34)

M (SD) M (SD) M (SD) M (SD)

Completion time (min)

Items 1–112 7.46 (0.99) A 11.56 (1.30) B 5.68 (1.06) C 8.12 (1.27) A

Items 113–224 10.57 (1.19) A 11.07 (1.25) A 7.21 (0.65) B 8.76 (1.12) C

Items 225– 338 12.64 (1.23) A 13.87 (1.67) B 9.74 (1.31) C 11.12 (2.32) D

Total time 30.67 (1.76) A 36.49 (2.19) B 22.64 (1.82) C 28.01 (1.78) D

Validity scales completion time (sec.)

L-r 3.43 (1.14) A 5.52 (1.69) B 2.47 (0.40) C 4.52 (0.82) D

F-r 3.71 (1.52) A, B 4.47 (2.48) A 3.23 (1.56) C 2.75 (0.58) B, C

K-r 4.86 (1.36) B 6.23 (1.58) A 3.83 (0.38) C 6.28 (0.81) A

H, honest; U, un-speeded; FG, faking-good; S, speeded; L-r, Lie scale; K-r, Correction scale; F-r, Frequencies scale. For each line, different letters indicate a significant
difference between columns.

was found, we decided not to include the neutral questions in the
final analysis.

Variables Related to Time
In the seven variables related to completion time and RL,
the MANOVAs revealed a significant effect of honesty [Wilks’
lambda F(3,125) = 91.503; p < 0.001; η2

p = 0.813], speed [Wilks’
lambda F(3,125) = 125.583; p < 0.001; η2

p = 0.853], and the
interaction of honesty and time [Wilks’ lambda F(3,128) = 8.472;
p < 0.001; η2

p = 0.287]. Table 2 shows the descriptive values of
the four groups for the protocol and validity scale fulfillment
times.

Regarding total completion time, the H/S group was fastest,
followed by the FG/S, H/U, and FG/U groups. Therefore,
both FG groups were slower than the H groups in the same
speed condition (U: H = 30.67 min vs. FG = 36.49 min; S:
H = 22.64 min vs. FG = 28.01 min). Contrasting the three
partial completion times between the four groups, the results
showed that the S condition—in both the H and FG groups—
always reduced execution time by 2 or 3 min per section,
relative to the U condition. The FG/S group was slower than
the H/S group in completing all three sections. In the U
condition, H was faster than FG in the first and third sections,
while both conditions showed equal means in the second
section.

Analyzing within-group differences, subjects of the H groups
(in both time conditions) showed progressive and significant
increases in completion times from the first to the third
section. FG groups showed a different pattern, with quite similar
completion times for the first two sections and a shorter time for
the third section.

In the L-r scale, H groups were faster (first H/S, then H/U)
than FG groups. FG groups showed a significant difference of
about 1 second between FG/S (faster) and FG/U. In the K-r scale,
FG groups showed the same RL and were slower than H groups,
for whom the H/S group showed the fastest times. In the F-r scale,
groups diverged in the S condition (with H/S faster than H/U
and FG/S faster than FG/U), though the average value of the H/U
group did not significantly differ from that of the FG/S group (see
Figure 1).

T-Scores in MMPI-2-RF
In the 12 variables related to T-scores, MANOVAs revealed a
significant effect of honesty [Wilks’ lambda F(3,125) = 27.308;
p< 0.001; η2

p = 0.732] and speed [Wilks’ lambda F(3,125) = 3.209;
p < 0.001; η2

p = 0.243], and a non-significant effect of
the interaction between honesty and time [Wilks’ lambda
F(3,128) = 1.726; p = 0.069; d = 0.147]. Table 3 reports the
descriptive T-scores for the four groups for the selected MMPI-
2-RF scales.

In the L-r and K-r scales, a post hoc test showed that the
FG/S group obtained significantly higher T-scores than the other
three groups. The FG/U group obtained the second highest values
(significantly different from those of the other three groups),
while both H groups (U and S) obtained similar results. It is
interesting to underline that the T-scores of the L-r and K-r scales
were in the normal range in the two H groups, while the FG/S
group showed a very high range in the L-r scale and the FG/U
group showed a moderately high range in the same scale. The
FG/U group showed a tendentially high range in the K-r scale
and the FG/S group showed a moderately high range in the same
scale. In the F Scale, scores for the H/U (higher) and FG/S (lower)
groups significantly differed.

In the RC scales, all scores were in the normal range. In
RC1 and RC2, no significant differences were found between
groups. Results showed the same trend, with the FG/S group
achieving the lowest value, followed by the H/S, FG/U, and
H/U groups. Similarly, no significant differences between groups
were found in RC3, with the difference between all four groups
bounded within 2.7 points. In RC4, RC6, RC7, and RC8, only
the H/U (highest scores) and FG/S (lowest scores) groups
differed markedly. In RCd and RC9, the H groups differed
from the FG groups in the S condition. In the Total scale,
the FG/S group reported lower scores than the other three
groups.

Subjective Psychological Being
In the two VAS, MANOVA results revealed a significant effect for
honesty [Wilks’ lambda F(2,130) = 71.170; p< 0.001; η2

p = 0.523],
speed [Wilk’ lambda F(2,130) = 45.257; p < 0.001; η2

p = 0.410],
and the interaction between honesty and time [Wilks’ lambda
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FIGURE 1 | Response latency (RL) (in ms) in the three MMPI-2-RF validity scales.

TABLE 3 | Means and SD in the four experimental groups for T-scores in the selected MMPI-2-RF scales, with post hoc test results.

H/U (n = 35) FG/U (n = 33) H/S (n = 33) FG/S (n = 34)

M (SD) M (SD) M (SD) M (SD)

Validity scales

L-r 48.54 (8.33) A 64.21 (12.68) B 48.03 (7.10) A 70.50 (6.09) C

F-r 47.09 (11.39) A 42.36 (8.09) A, B 44.85 (11.70) A, B 39.12 (7.45) B

K-r 52.80 (4.70) A 57.58 (6.33) B 51.67 (6.56) A 62.12 (4.13) C

RC scales

RCd Demoralization 52.57 (6.29) A 48.57 (9.08) A, B 52.39 (8.41) A 43.88 (9.49) B

RC1 Somatic Complaints 53.40 (12.79) A 50.72 (13.90) A 48.93 (9.43) A 46.65 (13.97) A

RC2 Low Positive Emotions 49.14 (8.15) A 48.39 (8.92) A 47.24 (8.77) A 44.50 (5.96) A

RC3 Cynicism 53.74 (9.26) A 51.03 (6.59) A 51.45 (7.22) A 51.15 (10.86) A

RC4 Antisocial Behavior 53.80 (8.90) A 46.79 (9.33) B, C 52.97 (10.39) A, B 44.26 (11.26) C

RC6 Ideas of Persecution 48.57 (6.16) A 44.85 (9.41) A, B 45.73 (7.62) A, B 41.12 (6.65) B

RC7 Dysfunctional Negative Emotion 52.74 (6.70) A 48.97 (6.59) A 49.82 (6.71) A, B 44.11 (9.38) B

RC8 Aberrant Experiences 45.28 (11.45) A 40.88 (10.12) A, B 43.45 (9.54) A, B 38.42 (6.18) B

RC9 Hypomanic Activation 53.86 (8.24) A, B 47.76 (11.32) A, C 54.70 (6.66) B 47.26 (9.68) C

Total RC T-score 463.11 (32.34) A 427.93 (35.27) B 446.70 (37.12) A, B 401.47 (43.94) C

H, honest; U, un-speeded; FG, faking-good; S, speeded; L-r, Lie scale; K-r, Correction scale; F-r, Frequencies scale. For each line, different letters indicate a significant
difference between columns.

F(2, 130) = 4.030; p = 0.020; η2
p = 0.058]. Table 4 reports the

descriptive values of the four groups for the VAS, with post hoc
results.

A post hoc test revealed that tension was higher in the FG/S
group. For fatigue, the H/U group was lowest while the FG/S
group was highest. We also examined the correlation between the
sum of the two VAS (VAS-T and VAS-F) and the RLs in the three
validity scales. The results showed a positive correlation with the
L-r scale (rs = 0.357; p < 0.01) and the K-r scale (rs = 0.426;

p < 0.01). No significant correlation was found in the F-r scale
(rs = 0.191).

Regression Analyses
A test of the full model against a constant only model was
statistically significant (Table 5), indicating that the set of
predictors reliably distinguished between the presence or absence
of honesty [χ2(6) = 121.075, p < 0.001]. Nagelkerke’s R2

of 0.790 indicated a moderately strong relationship between
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TABLE 4 | Means and SD in the four experimental groups for VAS, with post hoc
test results.

VAS H/U (n = 35) FG/U (n = 33) H/S (n = 33) FG/S (n = 34)

M (SD) M (SD) M (SD) M (SD)

Tension 2.83 (1.76) A 4.84 (1.86) B 3.76 (2.08) A, B 7.50 (1.78) C

Fatigue 3.54 (1.42) A 5.67 (1.31) B 5.61 (1.30) B 7.29 (1.40) C

VAS, Visual Analog Scale; H, honest; U, un-speeded; FG, faking-good; S, speeded.

TABLE 5 | Binomial logistic regression.

Completion time B Exp(B) Chi-squared Wald test

Test p

First part −1.243 0.288 16.843 <0.001

Second part 0.666 1.946 4.844 0.028

Third part −0.113 0.893 0.380 NS

L-r −0.438 0.646 0.998 NS

F-r 0.447 1.564 2.897 NS

K-r −1.016 0.362 5.293 0.021

L-r, Lie scale; K-r, Correction scale; F-r, Frequencies scale; NS, not significant.

prediction and grouping. Prediction success, overall, was 93.3%
(94.1% for the H condition and 92.5% for the FG condition).
The Wald criterion demonstrated that three variables made a
significant contribution to the prediction (first and second part
of the inventory, K-r, and RL). The Exp(B) value indicated
that when these three variables raised by one point, the
possibility of faking-good behavior increased 0.28, 1.95, and 0.36,
respectively.

DISCUSSION

The principal aim of this study was to assess whether RL in a self-
administered questionnaire could discriminate between honest
and faking-good respondents, with particular attention given to
the effect of time pressure (in a speeded condition) on faking-
good. We were interested in gaining insight into this relationship
in order to test the use of time as another variable of validity
in self-reported inventories, particularly in cases where subjects
could be motivated to represent themselves in a better light (e.g.,
personnel selection). While this topic has been researched since
the 1970s, the results have been mixed.

Overall, our results found that H respondents were faster
than FG ones. In more detail, our data confirmed H1 (relating
to different completion times between groups). Briefly, there
was a faster group (H/S) and a slower group (FG/U), and FG
groups were always slower than H groups under the same speed
conditions. H2 was also mostly confirmed by our data. We found
a clear progression of completion times in the two H groups,
while in both FG groups only the completion time of the third
part was higher than that of the first two. H3 was partially
confirmed. In the two scales of positive self-representation (L-r
and K-r), FG groups registered longer completion times than H
groups. The L-r scale produced a clearer result, differentiating
between all four groups, while in K-r, FG groups took a similar

time to respond, suggesting that the reasoning was complex and
required more difficult choices. After all—with respect to the L-r
scale—the K-r scale assesses more complex behaviors, concerning
live adaptation and the ability to control one’s own reactions
(Friedman et al., 2014). In the F-r scale, results were confused
and did not confirm our hypothesis; this may have been due
to the fact that we tested normal subjects (as discussed further,
below).

However, the finding that emerged most clearly was the
shorter completion times and RLs of H groups, relative to
FG groups. How should this finding be explained? Over
time, researchers have developed various interpretive models.
Markus (1977) and Kuiper (1981) hold that schema-relevant
characteristics are more difficult to determine than self-schema
characteristics. According to Holden et al. (1992), the larger
RL of fakers can be attributed to their greater use of cognitive
processes relative to honest responders: dishonest respondents
must evaluate schematic information before they choose not
to provide self-schematic information. On the other hand, self-
schematic information is sufficient for honest respondents, who
answer more quickly. According to Vasilopoulos et al. (2000)
the larger RL of fakers is produced by higher emotional arousal
caused by the fear of detection. According to DePaulo et al.
(2003), fakers take longer to respond because the schema of an
ideal respondent is less accessible than the self-schema of an
honest respondent. The present results relating to the L-r scale
support Holden’s (1995) theory, as the L-r scale comprises 14
items (11 false and only 3 true). Similar to the findings of Holden
et al. (1992), we found that FG groups took more time to respond
to this scale, as it prevalently scores false. A similar interpretation
applies to the K-r scale, which is composed of 16 items (14 false
and only 2 true).

The specific pattern of RL and completion time found in our
data suggest that, while H groups showed progressive fatigue over
the full execution of the test, FG groups’ fatigue was interpolated
with a longer latency, probably due to the effort required to
provide good (and perhaps false) self-information. In the first
part of the questionnaire, FG groups reported slower completion
times, probably because they were learning a model of FG. In
other words: (a) FG respondents may have taken more time to fill
in the different sections of the questionnaire than H respondents
because they needed more time to think before answering; (b)
the natural effect of fatigue in FG respondents may have been
amplified by an initial difficulty in learning the FG response
model, and this may have increased the completion time in
the first part of the test; and (c) the influence of tension and
anxiety may have muddled FG respondents’ thoughts. The data
underlines that the mental task and cognitive process of FG
respondents were more complicated than those of H respondents.

The results of the MMPI-2-RF validity scales support H4. FG
groups reported higher values on the positive self-presentation
scales (L-r and K-r), as also found by others (e.g., Brunetti et al.,
1998). The F-r data were complex and only partially satisfied H4.
We believe that this occurred because we tested a normal sample,
and thus the “floor effect” described by Peterson et al. (1989)
was high (honest respondents endorsed so few psychopathology-
related items that, when asked to fake good, few differences could

Frontiers in Psychology | www.frontiersin.org July 2018 | Volume 9 | Article 1064173

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-09-01064 July 25, 2018 Time: 16:1 # 8

Roma et al. Response Latencies and Fake-Good in MMPI-2-RF

be noted). The results also stressed that speed induced FGs to
significantly improve their self-representation in the L-r and K-r
scales. This is an interesting outcome, which we attributed to
the S condition leading respondents to drastically reduce their
consideration of the appropriateness of lying on items about a
virtuous attitude. In H subjects, however, speed did not produce
differences in L-r, F-r, and K-r scores; this suggests that answering
honestly at speed does not lessen scores relative to answering
at leisure. The data thus confirm the work of Khorramdel
and Kubinger (2006), who found that faking in responding to
dichotomous items was accentuated under time pressure. Scores
of the RC scales did not reach clinical significance. However, this
outcome should take into account the fact that the sample did not
belong to a clinical population.

With respect to the variables of tension during the trial and
fatigue after the trial (H5), the FG/S group achieved the highest
scores, followed by the FG/U and H/S groups. It seems that
both the fake good request and the speed request required
additional psychological effort on the part of respondents. In
other words, the H/S group had to think only about being
fast, the FG/U group had to think about only reflecting
themselves in the best light, while the FG/S group faced both
challenges: going fast and showing their best face. Our results
substantiate previous data (see McDaniel and Timm, 1990)
showing increased emotional arousal experienced by subjects
making an impression managed response under time restriction
(Temple and Geisinger, 1990).

With regard to H6, increased completion time in the first
part and the K-r scale decreased the probability of honest
responding; in contrast, increased completion time in the
central part of the test increased the probability of honest
responding. These results align with our previous interpretations:
in the first part, FG respondents had to learn a schema of
dishonesty, and so longer completion times in this section
could lead us to believe that subjects were fakers. Further, the
K-r scale required complex answers, and thus a long RL may
have been associated with malingering behaviors. Moreover, if
completion of the second part did not increase significantly
relative to the first, there was a greater possibility of dishonest
responding.

In conclusion, our data were consistent with the findings
of McDaniel and Timm (1990), Walczyk et al. (2005), Foerster
et al. (2013), and Maricuţoiu and Sârbescu (2016), which point
to an increased response time among FG groups. Moreover,
the S condition might more accurately enable the detection of
dishonesty, as also found by Khorramdel and Kubinger (2006)
and Shalvi et al. (2013), using other questionnaires.

Strengths and Limitations
The present study adds useful insight to the debate over the
response times of fakers, while examining variables that have
not yet been considered in the literature (e.g., completion times
for individual sections of a questionnaire). Furthermore, to the
best of our knowledge, this study was the first to jointly evaluate
honesty conditions and time pressure in the MMPI-2-RF.

Nevertheless, there are two important limitations of this study
that require additional research to overcome: (a) the analyzed
group was selected for specificity (graduate males aged 25–
30 years), and this reduced the generalizability of the findings;
and (b) the sample size was small. Moreover, in the future, it
would be useful to study a sample of subjects in an ecological
condition (e.g., psycho-aptitude or forensic evaluation) and to
examine RL differences according to item content. Future studies
could investigate whether RLs are associated with particular
scales of personality inventories within specific assessment
settings in which malingerers must fake good to achieve certain
goals.

CONCLUSION

The results suggest that, in computerized self-administered
personality and psychopathology tests, RL and completion times
could be usefully treated as additional indexes of falsification in
self-representation. Furthermore, as speed increases our ability
to identify falsifying subjects, time conditions could be applied
to selection contexts in which self-reports are often used.
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The present work aims at developing a new version of the short form of the

Eysenck Personality Questionnaire-Revised, which includes Psychoticism, Extraversion,

Neuroticism, and Lie scales (48 items, 12 per scale). The work consists of two studies.

In the first one, an item response theory model was estimated on the responses of 590

individuals to the full-length version of the questionnaire (100 items). The analyses allowed

the selection of 48 items well discriminating and distributed along the latent continuum

of each trait, and without misfit and differential item functioning. In the second study, the

functioning of the new form of the questionnaire was evaluated in a different sample of

300 individuals. Results of the two studies show that reliability of the four scales is better

than, or equal to that of the original forms. The new version outperforms the original one

in approximating scores of the full-length questionnaire. Moreover, convergent validity

coefficients and relations with clinical constructs were consistent with literature.

Keywords: short Eysenck personality questionnaire-revised, item response theory, 2PL, ESEM, DIF

INTRODUCTION

In the view of Eysenck (see Eysenck and Eysenck, 1975, 1991), the structure of personality may
be effectively described by three main traits: psychoticism (P), extraversion (E), and neuroticism
(N). These dimensions are also known as the “Giants Three” and represent basic, independent,
and biologically founded traits. They characterize all subjects, with varying degrees, and allow
for effectively describing behavioral, emotional, and individual differences among adults and
young people. According to the authors, PEN traits do not represent pathological dimensions in
themselves, but could lead to the development of abnormal conditions only in particular situations
(Eysenck and Eysenck, 1991). In this perspective, neurosis and psychosis should be conceived as
pathological exaggerations of the underlying traits of neuroticism and psychoticism (Eysenck and
Eysenck, 1991; Mor, 2010).

Extraversion and neuroticism have been the first two dimensions included in the Eysenck’s
model and were conceptualized as orthogonal continua (Eysenck and Eysenck, 1964, 1991).
The neuroticism dimension describes a trait opposed to emotional stability, and defines
the degree to which a person is predisposed to experience negative affect (Eysenck and
Eysenck, 1964, 1991; Mor, 2010). Individuals with high levels of this trait tend to be worried,
apprehensive, moody, fed-up, and irritable (Eysenck and Eysenck, 1991; Eysenck and Barrett,
2013). Extraversion is the second dimension included in the model and depicts sociable, carefree,
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friendly, convivial, easygoing, and impulsive individuals. This
trait is opposed to introversion which, in contrast, defines
individuals introspective, quiet, serious, and reserved (Eysenck
and Eysenck, 1975, 1991; Eysenck and Barrett, 2013). The
third dimension included in the Eysenck’s model has been
psychoticism, or toughmindedness. The typical toughminded is
an individual hostile, aggressive, untrusting, cold, unemotional,
rude, lacking in human feelings, and unfriendly. On the opposite
pole of the continuum, there are individuals with well-adjusted
personality, agreeable, empathic, tolerant, conscientious, open-
minded, friendly, and warm (Eysenck and Eysenck, 1975, 1991;
Eysenck and Barrett, 2013).

Over the years, a series of instruments has been developed for
the assessment of PEN traits on both young and adult people
(e.g., Eysenck and Eysenck, 1964, 1975; Eysenck et al., 1985).
These instruments also included a Lie (L) scale, which measures
dissimulation and the tendency to deceive (Eysenck and Eysenck,
1964). Several contributions have been offered for the refinement
of the psychometric properties of Eysenck’s questionnaires, as
well as for the development of brief versions (Eysenck et al.,
1985; Francis and Pearson, 1988; Corulla, 1990; Francis et al.,
1992; Francis, 1996). The psychometric properties and factor
structure of all these instruments have been investigated in cross
cultural research (e.g., Hosokawa and Ohyama, 1993; Maltby and
Talley, 1998; Forrest et al., 2000; Qian et al., 2000; Scholte and
De Bruyn, 2001; Aluja et al., 2003; Alexopoulos and Kalaitzidis,
2004; Dazzi et al., 2004; Francis et al., 2006; Karanci et al., 2006;
Tiwari et al., 2009; Picconi et al., 2018). Unidimensionality of
N and L scales has been widely supported in literature (e.g.,
Lajunen and Scherler, 1999; Ferrando, 2001; Ferrando and Chico,
2001; Ferrando and Anguiano-Carrasco, 2009; Dazzi, 2011).
Contrasting results have been found concerning E scale: There
are several studies supporting the unidimensionality of this scale
(e.g., Rocklin and Revelle, 1981; Ferrando andChico, 2001; Dazzi,
2011), but there is also some evidence suggesting the presence
of two dimensions (Eysenck and Eysenck, 1963; Vidotto et al.,
2008). Finally, there is large agreement in the literature that
P scale comprises different facets (e.g., Howarth, 1986; Roger
and Morris, 1991), which nevertheless contribute to a unique
dimension (Chico and Ferrando, 1995; Dazzi, 2011).

Eysenck’s instruments have been extensively employed for
clinical, forensic, educational, and organizational purposes (e.g.,
Nyborg, 1997; Judge et al., 2000;Wood and Newton, 2003; Laidra
et al., 2007; Smillie et al., 2009; Almiro et al., 2016), and all scales
showed significant relations with a variety of psychologically
and clinically relevant constructs and behaviors. Research, for
instance, suggests that individuals with high levels of neuroticism
may experience symptoms of anxiety and depression (e.g.,
Eysenck, 1991; Saklofske et al., 1995; del Barrio et al., 1997;
Dazzi et al., 2004; Jylhä and Isometsä, 2006), and may also be
more likely exposed to stress and health problems (e.g., Denney
and Frisch, 1981; Huang et al., 2015; Bergomi et al., 2017). In
contrast, extraversion appears to be mainly linked to adaptive
social behavior, mental well-being, happiness, and life satisfaction
(e.g., Lu, 1995; Mor, 2010; Gale et al., 2013). Moreover, this trait
has been found to be negatively related to symptoms of anxiety
and depression, to self-reported mental disorder and to health

care use for psychiatric reasons (e.g., del Barrio et al., 1997;
Jylhä and Isometsä, 2006). Finally, psychoticism has been often
cited in relation to inappropriate social behaviors, such as unsafe
sexual habits, heavy drinking, criminal behavior, dysfunctional
impulsivity, gambling, and drug abuse (e.g., Barnes et al., 1984;
Blaszczynski et al., 1985; Bogaert, 1993; Lodhi and Thakur, 1993;
Francis, 1996; Conrad et al., 1997; Grau and Ortet, 1999; Hoyle
et al., 2000; Chico et al., 2003; Heaven et al., 2004; Gudgeon et al.,
2005; Colledani, 2018).

The short form of the Eysenck Personality Questionnaire-
Revised (EPQ-R; Eysenck et al., 1985; Eysenck and Eysenck,
1991) includes 48 items (out of 100 of the EPQ-R), 12 per each
of the four dimensions. This version of the instrument has been
translated in several languages and is widely used, across different
countries, for scientific and clinical purposes (Hosokawa and
Ohyama, 1993; Aluja et al., 2003; Alexopoulos and Kalaitzidis,
2004; Dazzi et al., 2004; Francis et al., 2006; Tiwari et al., 2009;
Sanavio et al., 2013). However, it suffers from the same drawbacks
of the full-length version. In particular, P scale exhibited poor
reliability with a restricted range of scores and a strong positive
skewness (Bishop, 1977; Block, 1977; Claridge, 1981; Hosokawa
and Ohyama, 1993; Katz and Francis, 2000; Alexopoulos and
Kalaitzidis, 2004). In addition, several items showed differential
item functioning (DIF) across gender (Eysenck et al., 1985;
Eysenck and Eysenck, 1991; Lynn andMartin, 1997; Forrest et al.,
2000; Karanci et al., 2006; Escorial andNavas, 2007), whichmakes
the comparison between groups questionable.

A better selection of the items from the full-length version
of the instrument could allow for reducing some of the
aforementioned drawbacks. The present work aims at developing
a new version of the short form of the EPQ-R with improved
psychometric properties.

Item response theory (IRT; Bock, 1997; Thissen and Steinberg,
2009) is one of the most promising approaches to this aim. There
are several successful applications of IRT for the development
and validation of measurement scales (see, Da Dalt et al., 2013,
2015; Balsamo et al., 2014; Anselmi et al., 2015; Zanon et al., 2016;
Sotgiu et al., 2018).Moreover, comparedwith classical test theory,
IRT was found to provide more diagnostic information useful for
the development of brief scales (Spence et al., 2012; Bortolotti
et al., 2013; Petrillo et al., 2015). IRT allows for identifying the
items that are best at discriminating different levels of the latent
trait of interest, while ensuring that the entire trait continuum
is covered. Selecting these items can result in a brief version of
the scale that produces scores very similar to those obtained with
the full-length scale and has the same external validity (i.e., the
same correlations with other constructs; Reise and Henson, 2000;
Spence et al., 2012). Moreover, IRT allows for detecting items
that are unclear, ambiguous, or which exhibit DIF. These items
should be not included in the brief scale. Despite advantages
offered by IRT, only a few studies employed this approach for
the refinement of Eysenck’s instruments (e.g., Ferrando, 2001;
Ferrando and Chico, 2001; Escorial and Navas, 2007; Maij-de
Meij et al., 2008). Recently, Colledani et al. (2018) used IRT for
developing a new version of the abbreviated form of the Junior
EPQ-R (6 items per scale). The new version outperformed the
original one on several aspects.
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This work includes two main studies. In Study 1, a series
of analyses were performed on the responses to the full-length
version of the EPQ-R in order to select the 48 items (12 per
each scale) with the best psychometric properties. In Study 2,
the functioning of the new short form was tested in a new data
sample. Reliability, validity and factor structure were examined.
Relationships of the new scales with social desirability, the
dimensions of the Five Factor Model (FFM), and clinically
relevant constructs were verified.

STUDY 1

Participants
A total of 590 participants took part in the study (mean
age = 36.69 years, SD = 14.16; from 18 to 75 years; 55.8%
females). They were recruited from different Italian regions
through convenience sampling. All participants were native
Italian speakers and completed the questionnaire anonymously
and voluntarily. All standards for research with human subjects
were respected. Written informed consent was obtained from
the participants. The project has been approved, now as later,
by the Ethical Committee for the Psychological Research of the
University of Padova since a prospective ethics approval was not
required at the time when the research was conducted (Protocol
n. 2622).

Instruments
The participants were presented with the Italian version of the
EPQ-R (Dazzi et al., 2004; Dazzi, 2011). The instrument consists
of 100 dichotomous items (yes/no), 32 for P scale (e.g., “Should
people always respect the law?,” “Do you enjoy hurting people you
love?”), 23 for E scale (e.g., “Do you enjoy meeting new people?,”
“Can you get a party going?”), 24 for N scale (e.g., “Would
you call yourself a nervous person,” “Are you often troubled
about feelings of guilt?”), and 21 for L scale (e.g., “Are all your
habits good and desirable ones?,” “Have you ever cheated at a
game?”). Administration of the questionnaire was individual and
paper-and-pencil.

The Italian version of the questionnaire has good reliability
and the four-factor structure was confirmed (α = 0.67, 0.78,
0.85, and 0.75 for P, E, N, and L scales, respectively; Dazzi et al.,
2004; Dazzi, 2011). The reliability found in the current sample
(α = 0.60, 0.79, 0.85, and 0.77 for P, E, N, and L scales) is in line
with literature.

Studies in the Italian context aimed also to test the factor
structure and the psychometric characteristics of the short
version of the instrument (Dazzi et al., 2004). Consistently
with cross-cultural findings, results supported the four-factor
structure of the instrument and showed reliability coefficients
satisfactory for E, N, and L scales, while lower for P (α = 0.37,
0.77, 0.83, and 0.70 for P, E, N, and L, respectively; Dazzi et al.,
2004). The reliability found in the current sample (α= 0.40, 0.73,
0.83, and 0.73 for P, E, N, and L scales) is in line with literature.

Analysis Strategy
The two-parameter logistic (2PL) model (see Thissen and
Steinberg, 2009) was separately estimated on the responses to
each of the four scales of the questionnaire. This model describes

the probability that a subject endorses a certain item as a
function of the latent trait level of the subject (parameter θ),
the “endorsability” level of the item (i.e., the ease of providing
a “yes” response to that item; parameter ε), and the capability
of the item in differentiating subjects with different trait levels
(parameter δ). In the case of the P scale, for instance, the greater
the value of parameter θ, the greater the level of psychoticism
of the subject; the greater the value of parameter ε, the greater
the ease of responding “yes” to the item (i.e., of providing a
response that is indicative of the presence of psychoticism); the
greater the value of parameter δ, the greater the capability of the
item in differentiating between subjects with different levels of
psychoticism. All the analyses were run using the packages “difR”
(Magis et al., 2016) and “ltm” (Rizopoulos, 2012) for the statistical
environment R (R Core Team, 2016).

The 2PL assumes unidimensionality of the scales.
Confirmatory factor analyses were run on the data of each
of the four scales (for a reasonable fit, CFI ≥0.90, RMSEA
<0.08; see Hu and Bentler, 1999; Marsh et al., 2004; Brown,
2006). These analyses confirmed the unidimensionality of N
[χ2

(252)
= 1046.791, p≤ 0.001; RMSEA= 0.073; CFI= 0.919] and

L [χ2
(189)

= 532.901, p ≤ 0.001; RMSEA = 0.056; CFI = 0.900].

Fit indices of E scale were close to acceptance [χ2
(230)

= 808.417,

p ≤ 0.001; RMSEA = 0.065; CFI = 0.890]. The unidimensional
model did not fit the data of P scale [χ2

(464)
= 1841.233, p ≤

0.001; RMSEA = 0.071; CFI = 0.467]. An exploratory factor
analysis on this scale suggests a four-factor solution with 7 items
out of 32 exhibiting cross-loadings. In line with literature (e.g.,
Howarth, 1986; Roger and Morris, 1991; Chico and Ferrando,
1995; Dazzi, 2011), this result confirms that P scale defines a
complex and multifaceted construct.

Item Selection for the New Short Scales
DIF and item fit statistics were used to identify the items with
the poorest psychometric properties that were not included in the
new short scales.

Three item fit statistics were used: infit, outfit (Wright and
Masters, 1982), and the index suggested by Bock (1972). Infit and
outfit are two χ2-based statistics, the former being effective in
detecting unexpected responses to items close to a subject’s trait
level, the latter being effective in detecting unexpected responses
to items far from the subject’s trait level. In this work, items
with infit and/or outfit higher than 1.4 (Wright and Linacre,
1994) were considered misfitting and not included in the new
short scales. The index suggested by Bock involves grouping
subjects into n categories on the basis of their latent trait level,
and observed and expected proportions of subjects endorsing the
item for each group are compared (Bock, 1972; Reise, 1990). In
this work, subjects were grouped into four categories and the
items which displayed a medium (0.3 ≤ 8 < 0.5) to large (8 ≥

0.5) effect size (Cohen, 1988) were not selected for inclusion in
the new questionnaire.

Items exhibiting gender DIF were also excluded from the
new questionnaire. Both uniform and non-uniform DIF were
considered. The former is a systematic bias expressing a different
probability of endorsing an item for the members of a specific
group. The latter is a non-systematic bias which varies with the
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latent trait level. Females were used as reference group. Effect
sizes of uniform and non-uniform DIF were evaluated by the
R2 difference test (Nagelkerke, 1991; Gómez-Benito et al., 2009),
with values higher than 0.035 denoting moderate DIF and values
higher than 0.07 denoting strong DIF (Jodoin and Gierl, 2001;
Magis et al., 2016).

Parameters ε and δ were examined to select, among the
remaining items, those that allow for covering the entire trait
continuum and with the greatest discrimination level.

Assessment of the Psychometric Characteristics of

the New Short Scales
Reliability and validity of the newly developed PEN-L scales
were evaluated and compared with those of the original short

scales. Reliability was evaluated through Cronbach’s α and test
information function (TIF). TIF tells us how well the test
measures the latent trait levels over the entire range of interest
(Baker, 2001; Petrillo et al., 2015). The larger the value of
TIF, the greater the accuracy with which the latent trait levels
are measured. TIF depends on the latent trait range under
consideration and on the number of items in the test (Baker,
2001). In this work, the old and new short scales had the same
length (12 items), and TIF was defined on the same range of latent
trait levels (−5 to 5). Validity was evaluated using a bias index
and the correlation between scores obtained with full-length
and short scales. The bias index was computed as the average
difference (in absolute terms) between the parameters θ estimated
on the full-length scales and those estimated on the short scales.

TABLE 1 | Easiness (ε) and discrimination (δ) parameters for the 32 items of the Psychoticism scale.

New form Original form Item n. Text ε δ

99 Would you feel very sorry for an animal caught in a trap? −11.873 −0.121

56 Do most things taste the same to you? −10.789 −0.195

3 79 Do you try not to be rude to people? −7.722 −0.354

95 Do people tell you a lot of lies? −2.538 −0.200

3 3 29 Do you prefer to go your own way rather than act by the rules? −0.855 0.939

9 Do you give money to charities? −0.395 0.373

3 3 88 Is it better to follow society’s rules than go your own way? −0.045 1.247

3 42 Have you often gone against your parents’ wishes? 0.466 0.703

3 5 Do you take much notice of what people think? 0.502 0.150

3 75 Do you think people spend too much time safeguarding their

future with savings and insurance?

0.713 0.313

3 18 Should people always respect the law? 0.750 1.260

3 64 Do you like to arrive at appointments in plenty of time? 0.953 0.846

3 21 Are good manners very important? 0.993 1.580

3 3 41 Do good manners and cleanliness matter much to you? 1.439 1.763

2 Do you stop to think things over before doing anything? 1.448 0.569

3 81 Do you generally ‘look before you leap’? 1.807 0.708

3 96 Do you believe one has special duties to one’s family? 2.404 1.249

3 3 25 Would you take drugs which may have strange or dangerous

effects?

2.725 1.138

3 48 Do you think marriage is old-fashioned and should be done away

with?

3.343 0.552

34 Do you have enemies who want to harm you? 3.734 0.367

3 30 Do you enjoy hurting people you love? 3.775 0.910

3 59 Does it worry you if you know there are mistakes in your work? 4.024 0.538

3 7 Would being in debt worry you? 4.028 0.446

73 Are there several people who keep trying to avoid you? 4.119 0.596

68 Is (or was) your mother a good woman? 4.774 0.527

85 Can you on the whole trust people to tell the truth? 4.986 −0.128

12 Would it upset you a lot to see a child or an animal suffer? 5.307 0.750

3 54 Do you enjoy co-operating with others? 5.517 0.446

14 Would it upset you a lot to see a child or an animal suffer? 5.623 −0.044

3 91 Would you like other people to be afraid of you? 6.036 0.242

3 37 Do you have many friends? 6.638 0.515

50 Are you more easy-going about right and wrong than most

people?

8.580 −0.089

The items are ordered by increasing easiness. The items included in the new and in the original short forms are marked by “3.”
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Low biases suggest that the latent trait estimates obtained with
the short scales approximate those of the full-length versions.
In addition, the correlations between scores obtained with the
full-length and short scales were computed and corrected for
common items using the Levy’s (1967) method.

Results
Three of the 32 items of P scale exhibited uniform and non-
uniform gender DIF of moderate (Items 68 and 91) or strong
(Item 12) size. Fit statistics were adequate for all the items. From
the remaining 29 items, 12 were selected taking into account
their parameters ε and δ. This resulted in a new short scale,
that differed from the original one for eight items (see Table 1).
Specifically, Item 91 was changed because it showed uniform and
non-uniform gender DIF of moderate size. These modifications
allowed for obtaining a new scale with increased reliability (α
increased from 0.40 to 0.62; TIF increased from 8.13 to 12.86)
and with scores that better approximate those obtained with
the full-length scale (bias decreased from 0.37 to 0.18, corrected
correlation increased from 0.47 to 0.52). It is worth noting that
Cronbach’s α of the new 12-item scale (0.62) largely resembles
that of the full 32-item scale (0.60).

Regarding the 23 items of E scale, only Item 55 exhibited
uniform gender DIF of moderate size and no item showed misfit.
Selecting 12 items upon the basis of their parameters ε and
δ, we obtained a new E scale that differed from the original
one for three items (see Table 2). The differences in reliability
and validity of the new and original scales were small in size,

nevertheless in favor of the new version (α increased from 0.73
to 0.75; TIF increased from 16.62 to 16.83; bias decreased from
0.21 to 0.19; corrected correlation increased from 0.74 to 0.77).

Concerning N and L scales, no one item exhibited gender DIF
or misfit. Therefore, items were selected considering their ε and
δ parameters. For both scales, the new versions differed from the
original ones for two items (see Tables 3, 4). Item 35 was present
in the previous version of the N scale but it has not been included
in the new one because of its redundant content. Reliability of
the new scales largely resembles that of the original versions
(α = 0.83, 0.82; TIF = 20.86, 20.80 for original and new N scale,
respectively; α = 0.73, 0.74; TIF = 13.86, 14.15 for original and
new L scale, respectively). Concerning N scale, a slight decrease
of bias was observed (from 0.22 to 0.16). The other indexes
remained substantially unchanged (bias = 0.20, 0.18 for original
and new L scale, respectively; corrected correlation = 0.74, 0.75
for original and new L scale, respectively; 0.83, 0.84, for original
and new N scale, respectively).

Discussion
This study aimed at developing a new short version of the EPQ-R
with improved psychometric characteristics. IRT based statistics
allowed the identification of 48 items without gender DIF or
misfit, well discriminating, and well distributed along the four
latent traits continua. The new version of the P scale differs from
the original one for eight items (out of 12), E scale for three, and
N and L only for two. The largest improvement was reached for P
scale, which in literature was found to perform less well than the

TABLE 2 | Easiness (ε) and discrimination (δ) parameters for the 23 items of the Extraversion scale.

New form Original form Item n. Text ε δ

3 47 Are you mostly quiet when you are with other people? −5.623 −0.395

3 3 20 Do you enjoy meeting new people? −1.914 1.613

3 11 Are you rather lively? −1.605 1.311

3 3 58 Do you like mixing with people? −1.592 2.182

33 Do you prefer reading to meeting people? −1.246 0.973

3 94 Do other people think of you as being very lively −1.180 0.805

3 28 Do you like going out a lot? −1.105 1.193

72 Do you often take on more activities than you have time for? −0.832 0.570

69 Do you often make decisions on the spur of the moment? −0.755 0.489

36 Do you have many friends? −0.652 1.525

3 3 78 Can you get a party going? −0.636 1.418

3 67 Do you like doing things in which you have to act quickly? −0.608 0.783

3 3 16 Can you usually let yourself go and enjoy yourself at a lively party? −0.536 1.676

3 3 6 Are you a talkative person? −0.468 1.211

55 Do you like telling jokes and funny stories to your friends? −0.365 0.705

63 Do you nearly always have a ‘ready answer’ when people talk to you? −0.230 0.401

3 3 45 Do you usually take the initiative in making new friends? −0.171 1.741

3 3 24 Do you tend to keep in the background on social occasions? 0.151 1.658

3 3 51 Can you easily get some life into a rather dull party? 0.402 1.729

40 Would you call yourself happy-go-lucky? 0.753 0.944

3 61 Have people said that you sometimes act too rashly? 0.934 0.582

1 Do you have many different hobbies? 0.974 0.519

3 3 90 Do you like plenty of bustle and excitement around you? 1.648 0.884

The items are ordered by increasing easiness. The items included in the new and in the original short forms are marked by “3.”
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TABLE 3 | Easiness (ε) and discrimination (δ) parameters for the 24 items of the Neuroticism scale.

New form Original form Item n. Text ε δ

87 Are you easily hurt when people find fault with you ot the

work you do?

−1.652 0.930

97 Are you touchy about some things? −1.528 0.696

3 3 22 Are your feelings easily hurt? −1.486 1.143

92 Are you sometimes bubbling over with energy and sometimes

very sluggish?

−1.186 1.025

3 3 80 Do you worry too long after an embarrassing experience? −1.139 1.128

13 Do you often worry about things you should not have done or

said?

−1.027 1.084

43 Do you worry about awful things that might happen? −0.819 0.497

74 Do you worry a lot about your looks? −0.460 0.484

3 3 3 Does your mood often go up and down? −0.319 1.785

100 When your temper rises, do you find it difficult to control? −0.164 0.848

3 3 31 Are you often troubled about feelings of guilt? −0.114 1.445

3 65 Have you often felt listless and tired for no reason? −0.003 1.720

3 8 Do you ever feel “just miserable” for no reason? 0.007 1.392

3 3 17 Are you an irritable person? 0.225 1.527

3 35 Would you call yourself a nervous person? 0.250 2.582

3 3 46 Would you call yourself tense or “highly-strung”? 0.308 2.928

3 3 84 Do you often feel lonely? 0.308 1.669

3 3 83 Do you suffer from “nerves”? 0.394 2.833

3 3 26 Do you often feel “fed-up”? 0.591 1.713

76 Have you ever wished that you were dead? 0.976 1.102

3 70 Do you often feel life is very dull? 0.990 1.273

60 Do you suffer from sleeplessness? 2.443 0.691

3 3 38 Are you a worrier? 2.948 0.721

52 Do you worry about your health? 8.462 −0.132

The items are ordered by increasing easiness. The items included in the new and in the original short forms are marked by “3.”

other three scales (e.g., Bishop, 1977; Block, 1977; Claridge, 1981).
In particular, the new version is not affected by gender DIF and
outperforms the original one for reliability and approximation of
the scores obtained with the full-length form. The new versions of
the other three scales performed as well as, or slightly better than
the original ones. Although small in size, these improvements are
valuable taking into account that were obtained by substituting a
small number of items and reducing content redundancy.

STUDY 2

This study aimed at investigating the functioning of the new
version of the short EPQ-R on a new data set. Other to reliability
and factor structure, construct validity was evaluated by taking
into account relationships with social desirability, the dimensions
of the FFM, and measures of anxiety and depression.

Participants
Participants were 300 native Italian speakers aged between 18
and 65 (mean age = 29.28, SD = 10.38; 60.2% females). They
were recruited from different Italian regions using convenience
sampling. All participants were presented with the new version of
the short EPQ-R, whereas a subsample of 158 participants (mean

age = 34.73, SD = 9.88; 68.7% females) also received the other
measures. The participation to the study was anonymous and
voluntary, and all standards for research with human subjects
were respected. Written informed consent was obtained from
the participants. The project has been approved, now as later,
by the Ethical Committee for the Psychological Research of the
University of Padova since a prospective ethics approval was not
required at the time when the research was conducted (Protocol
n. 2622).

Instruments
The new form of the short EPQ-R devised in Study 1 was
administered to all participants.

The five traits of the FFM of personality (i.e., extraversion,
agreeableness, conscientiousness, emotional stability, and
openness) were measured through the Italian version (Ubbiali
et al., 2013; Chiorri et al., 2016) of the Big Five Inventory
(BFI; John et al., 2008). The questionnaire consists of 44 items
answered on a five-point Likert scale (from 1 “Strongly disagree”
to 5 “Strongly agree”; e.g., “I see myself as someone who is
full of energy” for extraversion; “I see myself as someone who
is helpful and unselfish with others” for agreeableness; “I see
myself as someone who perseveres until the task is finished”
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TABLE 4 | Easiness (ε) and discrimination (δ) parameters for the 21 items of the Lie scale.

New form Original form Item n. Text ε δ

98 Are you always willing to admit it when you have made a

mistake?

−4.705 0.427

3 57 As a child were you ever cheeky to your parents? −2.153 0.536

62 Do you always wash before a meal? −2.120 0.614

3 4 Have you ever taken the praise for something you knew

someone else had really done?

−2.057 0.678

3 3 19 Have you ever blamed someone for doing something

you knew was really your fault?

−1.687 0.869

3 3 71 Have you ever taken advantage of someone? −0.909 1.638

3 32 Do you sometimes talk about things you know nothing

about?

−0.733 1.188

3 15 If you say you will do something, do you always keep

your promise no matter how inconvenient it might be?

−0.693 0.898

3 3 66 Have you ever cheated at a game? −0.508 1.183

3 3 44 Have you ever broken or lost something belonging to

someone else?

−0.172 1.299

3 3 27 Have you ever taken anything (even a pin or button) that

belonged to someone else?

−0.149 1.382

49 Do you sometimes boast a little? 0.164 0.996

3 3 10 Were you ever greedy by helping yourself to more than

your share of anything?

0.303 1.201

3 3 53 Have you ever said anything bad or nasty about anyone? 0.419 1.513

77 Would you dodge paying taxes if you were sure you

could never be found out?

0.421 0.473

3 3 86 Do you always practice what you preach? 0.423 1.052

89 Have you ever been late for an appointment or work? 0.451 1.094

39 As a child did you do as you were told immediately and

without grumbling?

0.691 0.717

3 3 23 Are all your habits good and desirable ones? 0.712 1.080

3 3 93 Do you sometimes put off until tomorrow what you ought

to do today?

1.155 1.212

82 Have you ever insisted on having your own way? 5.265 0.173

The items are ordered by increasing easiness. The items included in the new and in the original short forms are marked by “3.”

for conscientiousness; “I see myself as someone who worries
a lot” for emotional stability; “I see myself as someone who is
ingenious, a deep thinker” for openness). Convincing evidence
was found concerning construct validity, factor structure, gender
invariance, and reliability (α from 0.75 to 0.86; Ubbiali et al.,
2013; Chiorri et al., 2016; α from 0.73 to 0.83 in the current
sample).

The Impression Management (IM) scale of the Italian
brief version (Bobbio and Manganelli, 2011) of the Balanced
Inventory of Desirable Responding (BIDR; Paulhus, 1991) was
also administered. The scale comprises 8 items answered on a
six-point Likert scale (from 1 “Strongly disagree” to 6 “Strongly
agree”) and assesses the conscious tendency of individuals to
provide positively inflated self-descriptions (e.g., “I have never
dropped litter on the street”). Internal consistency of the scale
ranges from 0.73 to 0.81 (Bobbio and Manganelli, 2011; in the
current sample, α = 0.75).

The trait scale of the State-Trait Anxiety Inventory (STAI-
Y; Spielberger et al., 1983; Pedrabissi and Santinello, 1989)

was used to evaluate anxiety. The scale comprises 20 items
answered on a four-point Likert scale (from 1 “Not at all”
to 4 “Very much”). The instrument evaluates the tendency of
people to experience general anxiety and the relatively stable
predisposition to view stressful situations as threatening (e.g.,
“I am regretful”). The Italian version of the questionnaire
showed adequate validity and reliability (α from 0.85 and
0.90; Pedrabissi and Santinello, 1989; in the current sample,
α = 0.92).

Finally, the Italian version of the Patient Health
Questionnaire-9 (PHQ-9; Spitzer et al., 1999; Kroenke
et al., 2001) was used to evaluate depressive symptoms.
The questionnaire is a self-administered instrument and assesses
the nine DSM-IV (American Psychiatric Association, 2000)
criteria for depression. Respondents are asked to evaluate the
presence of depressive symptoms over the last 2 weeks through
nine items scored on a four-point Likert scale (from 0 “Not at
all” to 3 “Nearly every day”; e.g., “Feeling tired or having little
energy”). This instrument showed adequate reliability (α from
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0.86 to 0.89), and good sensitivity and specificity (see Kroenke
et al., 2001). In the current sample, α equals 0.81.

Analysis Strategy
Reliability of the new version of the short EPQ-R was tested
through Cronbach’s α. Construct validity was evaluated by
computing convergent validity coefficients and by analyzing the
factor structure of the instrument.

Convergent validity was evaluated considering correlations
between the four PEN-L traits, the five dimensions of FFM,
social desirability, and indexes of depression and trait anxiety.
According with literature, L scores are expected to positively
correlate with the IM scale of the BIDR (e.g., Gillings and
Joseph, 1996), while PEN traits are expected to correlate
with BFI scales, depression and trait anxiety. In particular,
positive correlations are expected between E scores of the
EPQ-R and the extraversion measure of the BFI, while negative
correlations are expected between P scale and agreeableness
and conscientiousness. Positive correlations are also expected
between N scale of the EPQ-R and the neuroticism measure of
the BFI (e.g., McCrae and Costa, 1985; Draycott and Kline, 1995;
Saggino, 2000; Barbaranelli et al., 2003; Scholte and De Bruyn,
2004; Heaven et al., 2013). Neuroticism, in addition, is expected
to positively correlate with indexes of anxiety and depression
(STAI-Y; Spielberger et al., 1983; PHQ-9; Spitzer et al., 1999;
Kroenke et al., 2001). In contrast, extraversion is expected to
negatively correlate with these two clinical indexes.

An Exploratory Structural Equation Model (ESEM;
Asparouhov and Muthén, 2009) was run to evaluate the
factor structure. The ESEM framework represents an integration
of confirmatory factor analysis (CFA), structural equation
modeling (SEM), and exploratory factor analysis (EFA). ESEMs
give access to all the common statistics of SEM/CFA but, at
the same time, overcome the restrictions associated with the
confirmatory approach. CFA fixes non-target loadings to zero
and, therefore, it may be inadequate to handle complex and
multifaceted constructs where many cross-loadings may be
expected (Marsh et al., 2009, 2010, 2011, 2014). When this is the
case, fit problems and upward-biased estimates of correlations
between factors can be observed (Cole et al., 2007; Marsh and
Hau, 2007; Marsh et al., 2010). As in EFA, ESEMs allow for the
free estimation of cross-loadings between items and non-target

factors. In this work, ESEM was run using Mplus7 (Muthén
and Muthén, 2012), and the WLSMV as estimator (weighted
least squares mean and variance-adjusted). This method is
recommended for binary or ordinal observed data (e.g., Flora
and Curran, 2004; Brown, 2006) such as the dichotomous items
of the EPQ-R. In the model, the 48 items were the indicators
and four factors were modeled. The GEOMIN oblique rotation
was used. To evaluate the goodness of fit of the model, several
fit indexes were considered: χ

2, Comparative Fit Index (CFI;
Bentler, 1990), Weighted Root Mean Square Residual (WRMR;
Yu, 2002), and Root Mean Square Error of Approximation
(RMSEA; Browne and Cudeck, 1993) with its 90% confidence
interval (90% CI) and the test of close fit (CFit; Browne and
Cudeck, 1993). A solution fits the data well when χ

2 is non-
significant (p ≥ 0.05). Since this statistic is sensitive to sample
size, the other fit measures were also considered. In particular,
a solution fits the data well when CFI is close to 0.95 (0.90 to
0.95 for reasonable fit), WRMR is close to 1.0, and RMSEA
is smaller than 0.06 (0.06 to 0.08 for reasonable fit) with CFit
non-significant (see Hu and Bentler, 1999; Marsh et al., 2004;
Brown, 2006).

Results
Cronbach’s α coefficients were 0.55, 0.80, 0.81, and 0.70 for P, E,
N, and L scales, respectively. These values were consistent with
those of Study 1. Compared with the original version, the largest
improvement was reached for P scale, as observed in Study 1.

Convergent validity coefficients are reported in Table 5. All
the four PEN-L traits correlated in the expected direction with
the considered constructs. E scale showed a strong positive
relation with the extraversion measure of the BFI (0.727).
P scale was negatively related to agreeableness (−0.323) and
conscientiousness (−0.321). N scale was strongly correlated
with neuroticism (0.709). Relations with anxiety and depression
were also in the expected directions. N scale showed positive
relations with scores of PHQ-9 (0.619) and STAI-Y (0.697),
while moderate negative relations were found between these two
indexes and E scale (r =−0.409,−0.405 for PHQ-9 and STAI-Y,
respectively). Finally, L scale showed a strong positive correlation
with the IM scale of the BIDR.

Results of the ESEM supported the four-factor structure of
the instrument {χ2

(942)
= 1122.686, p < 0.001; RMSEA = 0.025

TABLE 5 | Cronbach’s αs and correlations between the four PEN-L traits, STAI-Y, PHQ-9, BIDR-IM, and the five BFI dimensions.

α Psychoticism Extraversion Neuroticism Lie

STAI-Y 0.92 0.092 −0.409*** 0.697*** −0.259**

PHQ-9 0.81 0.099 −0.405*** 0.619*** −0.202*

BIDR-IM 0.75 −0.429*** 0.195* −0.293*** 0.561***

BFI-Extraversion 0.79 0.058 0.727*** −0.369*** 0.132

BFI-Agreeableness 0.73 −0.323*** 0.317*** −0.241** 0.242**

BFI-Conscientiousness 0.83 −0.321*** 0.220** −0.385*** 0.334***

BFI-Neuroticism 0.80 0.021 −0.363*** 0.709*** −0.110

BFI-Openness 0.78 0.094 0.262** −0.126 0.065

*p < 0.05, **p < 0.01, ***p < 0.001.
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TABLE 6 | Exploratory structural equation modeling.

Item Psychoticism Extraversion Neuroticism Lie

29 0.279** −0.058 0.303** −0.089

88 0.317*** 0.066 0.101 −0.123

96 0.444*** 0.065 0.017 0.050

41 0.913*** −0.076 −0.058 0.032

25 0.384** −0.193 −0.119 −0.551***

42 0.312** 0.045 0.049 −0.304

37 0.596*** 0.084 0.141 −0.255

64 0.457*** 0.118 0.051 0.117

21 0.728*** −0.148 −0.050 0.058

30 0.743*** −0.236 −0.352* −0.001

81 0.546*** 0.223 0.286** 0.004

18 0.531*** −0.075 −0.063 −0.342**

16 −0.065 0.796*** −0.152 −0.141

78 0.083 0.482*** 0.037 0.151

20 −0.081 0.775*** −0.067 0.176

51 0.182 0.605*** −0.014 0.014

67 0.075 0.317*** −0.052 −0.027

6 0.090 0.374*** −0.060 0.030

28 0.180 0.678*** 0.033 0.154

58 −0.077 0.865*** −0.201 0.060

90 −0.004 0.732*** −0.017 −0.242

45 0.100 0.600*** 0.020 0.100

24 −0.067 0.817*** −0.164 −0.094

61 0.396*** 0.499*** 0.414*** −0.038

65 −0.034 −0.162 0.540*** −0.184*

17 0.065 0.136 0.701*** 0.187*

46 0.024 0.019 0.844*** 0.245**

3 0.045 0.176 0.798*** −0.007

38 −0.217* −0.151 0.658*** −0.016

80 −0.262* −0.296* 0.313*** −0.040

26 −0.201* −0.131 0.683*** −0.107

70 0.002 −0.191 0.619*** −0.070

31 −0.135 −0.140 0.605*** −0.029

22 −0.168 −0.114 0.479*** 0.199*

38 −0.156 −0.210 0.558*** 0.048

83 0.045 −0.034 0.910*** 0.323

66 −0.094 −0.089 0.011 0.664***

27 −0.385* 0.047 −0.109 0.318**

32 0.018 −0.319** −0.374*** 0.235*

86 0.110 −0.057 −0.243** 0.365***

4 −0.402** −0.005 −0.049 0.483***

93 0.000 −0.301** −0.201* 0.449***

23 −0.144 0.069 −0.167 0.369***

53 0.060 0.043 −0.107 0.639***

10 0.054 0.050 −0.011 0.566***

44 −0.290* −0.113 −0.066 0.502***

71 −0.359*** 0.060 0.026 0.476***

19 −0.302** −0.054 −0.326** 0.191*

CORRELATION WITH

Extraversion 0.043

Neuroticism 0.04 −0.198***

Lie −0.125 0.081 −0.258**

Standardized factor loadings and factor correlations (N = 300).

*p < 0.05, **p < 0.01, ***p < 0.001. Bolded coefficients are target loadings.

[0.019, 0.031]; CFit ∼= 1.000; CFI = 0.930; WRMR = 0.864}.
The model is represented in Table 6. All items loaded on the
intended factor and cross-loadings were, in general, lower than
those observed on the target-factor.

Discussion
The analyses performed in this study provide further evidence
concerning the adequate psychometric properties of the new
short form of the EPQ-R. Concerning reliability, results are
in line with those of Study 1 and confirm that, compared
with the original version, the largest improvement was
observed for P scale. Concerning validity, both the factor
structure of the instrument and its convergent validity are
supported.

FINAL REMARKS

This work aimed at developing a new and improved version of
the short form of the EPQ-R. This instrument is well-known
and widely used in different settings. However, some weaknesses
have been pointed out, especially for P scale (e.g., Bishop, 1977;
Block, 1977; Claridge, 1981). IRT approach was used to develop
the new instrument. This approach allowed for removing items
with misfit or gender DIF, and for identifying items that were
best at discriminating different levels of traits, while ensuring
that the respective continua were covered. As suggested in
literature, following these criteria for item selection should lead
to a short scale with the same psychometric properties of the
full-length instrument (Reise and Henson, 2000; Spence et al.,
2012). In fact, results of this work show that the new short
form of the EPQ-R approximated the scores obtained with
the full-length form better than the original short version. In
addition, convergent validity of the new scale was consistent
with literature (e.g., Saklofske et al., 1995; Gillings and Joseph,
1996; del Barrio et al., 1997; Dazzi et al., 2004; Jylhä and
Isometsä, 2006; Mor, 2010). Themoderate to strong relationships
between Eysenck’s traits and clinical constructs provide further
evidence toward the usefulness of assessing these traits in clinical
settings.

A strength of the present work is that it provides a solution to
some well-known drawbacks of the full-length EPQ-R and of its
short form existing in the literature (Eysenck et al., 1985; Eysenck
and Eysenck, 1991). The largest improvement was obtained for
P scale. The new version is not affected by gender DIF and
outperforms the original one for reliability and approximation
of the full-length form. The new versions of the other three scales
performed as well as the original ones, or slightly better. These
improvements are small in size, yet notable considering that were
obtained by substituting a small number of items and reducing
content redundancy.

In the present work, separate analyses have been performed
on each of the four scales by using a unidimensional IRT
model. An alternative could have been examining the four
scales at once through a multidimensional IRT (MIRT) model
(see Haberman et al., 2008; Reckase, 2009). MIRT models
offer some advantages over unidimensional IRT models. They
could allow for better understanding the traits measured by an
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instrument and how well individual items measure each of them
(Ackerman, 1994). Moreover, MIRT models could provide a
more precise estimation of scale reliability (Cheng et al., 2009)
and item parameters (Finch, 2010). In the present work, some
of these advantages are not very relevant. On the one hand,
the factor structure of the EPQ-R has been widely tested and
validated in the literature (e.g., Hosokawa and Ohyama, 1993;
Maltby and Talley, 1998; Forrest et al., 2000; Qian et al., 2000;
Scholte and De Bruyn, 2001; Aluja et al., 2003; Alexopoulos
and Kalaitzidis, 2004; Dazzi et al., 2004; Francis et al., 2006;
Karanci et al., 2006; Tiwari et al., 2009; Picconi et al., 2018).
On the other hand, for scales whose length is analogous to
that of the four EPQ-R scales (i.e., from 21 to 32 items), the
unidimensional IRT models have been found to provide item
parameter estimates whose precision exceeds or equals that of
the estimates produced by the MIRT models (Finch, 2010).
Finch (2010) investigated the precision of MIRT estimates on
tests measuring a number of traits as small as two. For larger
numbers of traits (e.g., the four traits of the EPQ-R), the
number of parameters of a MIRT model increases considerably.
Thus, the sample size of Study 1 (590 individuals) could
have not been appropriate for performing a multidimensional
analysis.

Concerning P scale, despite notable improvements, reliability
remains rather low. This result, however, was expected. P scale, in
fact, maybe because of its complex and clinical nature, is the most

problematic and controversial of the instrument (e.g., Eysenck
et al., 1985). Future research, therefore, should try to develop a
new pool of items effective in capturing the multifaced aspects of
this trait.

In the present work, a new short version of the EPQ-R has
been devised, which consists of 12 items per each of the four
scales. An abbreviated form exists also in literature (Francis et al.,
1992) that consists of only 6 items per scale. This abbreviated
form suffers of the same weaknesses that have been pointed out
for the other Eysenck’s questionnaires. Future research should try
to devise a new version of the abbreviated form by using the IRT
approach.
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Self-report personality tests widely used in clinical, medical, forensic, and organizational
areas of psychological assessment are susceptible to faking. Several approaches have
been developed to prevent or detect faking, which are based on the use of faking
warnings, ipsative items, social desirability scales, and validity scales. The approach
proposed in this work deals with the use of overt items (the construct is clear to test-
takers) and covert items (the construct is obscure to test-takers). Covert items are
expected to be more resistant to faking than overt items. Two hundred sixty-seven
individuals were presented with an alexithymia scale. Two experimental conditions were
considered. Respondents in the faking condition were asked to reproduce the profile
of an alexithymic individual, whereas those in the sincere condition were not asked to
exhibit a particular alexithymia profile. The items of the scale were categorized as overt or
covert by expert psychotherapists and analyzed through Rasch models. Respondents
in the faking condition were able to exhibit measures of alexithymia in the required
direction. This occurred for both overt and covert items, but to a greater extent for
overt items. Differently from overt items, covert items defined a latent variable whose
meaning was shared between respondents in the sincere and faking condition, and
resistant to deliberate distortion. Rasch fit statistics indicated unexpected responses
more often for respondents in the faking condition than for those in the sincere condition
and, in particular, for the responses to overt items by individuals in the faking condition.
More than half of the respondents in the faking condition showed a drift rate (difference
between the alexithymia levels estimated on the responses to overt and covert items)
significantly larger than that observed in the respondents in the sincere condition.

Keywords: faking, overt, covert, psychological assessment, personality tests, Rasch models

INTRODUCTION

Self-report personality tests, such as the Minnesota Multiphasic Personality Inventory-2 (MMPI-2;
Butcher et al., 1989), the Eysenck Personality Questionnaire, (EPQ; Eysenck and Eysenck, 1975),
the Millon Clinical Multiaxial Inventory-IV (MCMI-IV; Millon et al., 2015), and the Sixteen
Personality Factor Questionnaire (16PF; Cattell et al., 1970), are widely used in clinical, medical,
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forensic, and organizational areas of psychological assessment
(see, e.g., Domino and Domino, 2006; Rothstein and Goffin, 2006;
Kaplan and Saccuzzo, 2009). An important limitation of these
measures is that people can fake or distort responses. Faking
occurs when respondents (a) engage in presentation behavior,
framing a presentation of truth in a positive way; (b) lie; or (c)
use only expediency as the criterion for making representations,
without regard for either truth or falsehood (Levin and Zickar,
2002).

Several approaches have been developed to prevent or detect
faking. Faking warning comprises a warning to test-takers that
advanced approaches exist for detecting faking on the personality
test that is being used. It may also include the information
that adverse consequences will results for those who have been
found to fake (Fluckinger et al., 2008). Literature supports
faking warning as a viable approach to reducing, although
not completely eliminating, faking (Goffin and Woods, 1995;
Rothstein and Goffin, 2006). A meta-analysis by Dwight and
Donovan (2003) indicated that faking warning may reduce
faking by 30% on average, with larger reductions accompanying
warnings that include mention of the consequences of faking
detection. In addition, faking warning is inexpensive to add
to an assessment program and can be easily combined with
other approaches to faking reduction. However, there are some
concerns associated with the use of this strategy for reducing
faking. The validity of personality measures can be reduced by
test-takers trying too hard to appear as though they are not
faking (Dwight and Donovan, 2003). Faking warning has been
found to increase the cognitive loading of personality trait scores
(Vasilopoulos et al., 2005), that is the extent to which cognitive
ability is assessed by the personality test. Cognitive loading may
decrease the validity of personality measures because a given
personality test score might be, to some extent, indicative of
the test-taker’s level of cognitive ability as well as of his/her
personality (Rothstein and Goffin, 2006).

Social desirability is the tendency of respondents to answer
questions in a manner that will be viewed favorably by others,
rather than how they truly feel or believe (King and Bruner,
2000). Elevate scores to social desirability scales have been taken
as an indication of possible faking (van de Mortel, 2008), and
“corrections” have been proposed that remove the effects of social
desirability from personality test scores (Goffin and Christiansen,
2003; Sjöberg, 2015). However, there is evidence in the literature
that social desirability is a poor indicator of faking (Zickar and
Robie, 1999; Peterson et al., 2011), and that correcting personality
test scores on the basis of social desirability does not improve the
validity of measures (Christiansen et al., 1994; Ones et al., 1996;
Ellingson et al., 1999).

The ipsative approach (or forced-choice approach) aims at
obtaining more honest, self-descriptive responses to personality
items by reducing the effect of perceived desirability of response
options. This is achieved by presenting statements in pairs,
triplets or quartets that have been equated with respect to
perceived desirability (Rothstein and Goffin, 2006). The test-taker
is instructed to choose the statement that best describes him/her.
Because all the options have the same perceived desirability, there
is no clear benefit to distort responses. Performance on one or

more ipsative measures that falls below change to a statistically
significant degree indicates biased responding. There is not clear
evidence that tests with ipsative items reduce faking (Fluckinger
et al., 2008), whereas they could increase the cognitive loading of
trait scores, with a detrimental effect on the validity of measures
(Christiansen et al., 2005). Moreover, test-taker reactions to these
tests may be less positive than reactions to traditional tests
(Harland, 2003).

The validity scales aim at measuring the extent to which
respondents endorse items in a forthright manner. The validity
scales of the Minnesota Multiphasic Personality Inventory
(MMPI, Hathaway and McKinley, 1940, 1943), and those of
its revisions, are among the most relevant examples. A type
of validity scales are the lie scales, which aim at detecting
attempts by respondents to present themselves in a favorable
light. The logic beyond these scales is that only people who are
high on social deception would endorse very improbable and
trivial statements such as “I have never stolen anything, not
even a hairpin.”. Professionals have been warned against the
use of validity scales for detecting faking. If a person is highly
motivated to present an average, yet different profile, he/she is
likely to be able to accomplish that simulation without the validity
scales detecting faking (Streicher, 1991). Respondents are able
to reproduce without detection a specific profile (e.g., a creative
artist), provided that they possess an accurate conception of the
role to be simulated (Kroger and Turnbull, 1975).

The approach presented in this article takes into account
whether the construct measured by the items is clear to test-
takers or not. An item is called “overt” when the respondents
immediately understand what the item is intended to measure.
An item is called “covert” when the respondents (at least
those without a thorough knowledge of the construct under
investigation) are unaware of what the item measures. Covert
items are expected to be more resistant to faking than overt
items. Whenever test-takers have no idea about what the items are
measuring, they cannot distort the responses in such a manner to
present themselves in the desired way. Covert items have less face
validity than overt items (Loewenthal, 2001). As a consequence,
they demand a non-trivial knowledge of the construct to be
correctly distorted in the desired direction.

The influence of faking on overt and covert items has
been poorly investigated in the literature. Alliger et al. (1996)
compared an overt and a covert integrity test in terms of their
susceptibility to faking. The test scores of respondents who
were asked to appear as honest as possible (faking condition)
were compared with the test scores of respondents who were
asked to answer the questions as candidly as possible (sincere
condition). In the overt test, the respondents in the faking
condition showed greater integrity than those in the sincere
condition. No difference between the two conditions was found
in the covert test.

The present study aims at investigating the influence of faking
on overt and covert items, and the identifiability of possible
fakers. The comparison between overt and covert is carried out at
the level of the items, instead of being at the level of the different
test (i.e., an overt test and a covert test). An overt test and a covert
test measuring the same construct might differ with respect to
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the way in which the construct is defined. Conversely, the overt
and covert items belonging to the same test derive from the
same definition of the construct. Therefore, differences between
the functioning of overt and covert items can be more easily
attributed to the different clarity of the underlying construct,
rather than to the different definition of the construct itself.
Moreover, using one test instead of two reduces time and costs
of the psychological assessment.

An analysis procedure is used, which is based on Rasch models
(Rasch, 1960; Andrich, 1988; Bond and Fox, 2001). Rasch models
characterize the responses of persons to items as a function of
person and item measures, which, respectively, pertain to the
level of a quantitative latent trait possessed by the persons or by
the items. The specific meaning of these measures relies on the
subject of the psychological assessment. In cognitive assessment,
for instance, person measures denote the ability of persons,
and item measures denote the difficulty of items. In this area,
the higher the ability of a person relative to the difficulty of
an item, the higher the probability that the person will give
a correct response to the item. In health status assessment,
person measures denote the health of persons, and item measures
denote the severity of items. In this area, the higher the health
of a person relative to the severity of an item, the higher the
probability that the person will give to the item a response
denoting absence of symptoms (e.g., a response “Not at all” to
an item asking the person if he/she has trouble falling asleep).
Applications of Rasch models for psychological assessment are
well documented in the literature (see, e.g., Cole et al., 2004;
Shea et al., 2009; Thomas, 2011; Anselmi et al., 2013, 2015;
Da Dalt et al., 2013, 2015; Colledani et al., 2018; Sotgiu et al.,
2018).

Several advantages derive from a Rasch analysis of faking.
Rasch models allows for the transformation of non-linear, ordinal
raw scores into linear, interval measures. Differently from ordinal
scores, interval measures are characterized by measurement units
that maintain the same size over the entire domain, so that
measurement is more precise. Misusing ordinal raw scores as they
were interval measures (e.g., calculating means and variances) is
a common malpractice that can lead to erroneous conclusions
(Merbitz et al., 1989; Kahler et al., 2008; Grimby et al., 2012).
The measurement units constructed by Rasch models are called
log-odds units or logits (Wright, 1993).

In the framework of Rasch models, the measures of
respondents quantify the level of latent trait possessed by them.
We expect the measures estimated on covert items to be less
susceptible to faking than the measures estimated on overt items.

In addition to persons, Rasch models parameterize the items
of the test. The location of the items on the latent trait defines
the meaning of the variable which the items are intended to
implement and, hence, its construct validity (Wright and Stone,
1999; Smith, 2001). Differently from overt items, we expect the
covert items to implement a latent variable whose meaning is
resistant to deliberate distortion. This means that the latent
variables resulting by the responses of sincere respondents and
fakers to covert items are expected to be similar, whereas the
latent variables resulting by their responses to overt items are
expected to be not.

In the framework of Rasch analysis, fit statistics are computed
for each person and each item, that express the adherence
between observed and expected responses. The fit statistics of a
person quantify the extent to which his/her response behavior
is consistent with that of the majority of people. These statistics
might suggest, for instance, that the person has responded
randomly or idiosyncratically, or that he/she has employed
a particular response strategy (Smith, 2001; Linacre, 2009).
Faking is a kind of response strategy (Frederiksen and Messick,
1959). We expect the fit statistics to reveal unexpected response
behaviors more often for fakers than for sincere respondents. This
is expected to occur more often for overt items, which should be
more susceptible to faking.

MATERIALS AND METHODS

In the present work, a scenario was set up that concerns the
faking of an alexithymia scale in personnel selection. Alexithymia
is the inability to recognize, express and verbalize emotions. This
construct was chosen because it is relatively little-known and,
therefore, it is unlikely that individuals know how to distort their
responses to covert items in the desired direction. Personnel
selection was chosen because it is a high-stake setting in which
individuals are highly motivated to fake. The occurrence of faking
in personnel selection is well documented in the literature (see,
e.g., Hough et al., 1990; Barrick and Mount, 1996; Ones et al.,
1996; Hough, 1998; Rosse et al., 1998).

Respondents
Two hundred sixty-seven university students, recruited from
various degree courses at the University of Padova, took part in
the study on a voluntary basis. Their mean age was 25.58 years
(SD = 4.15), and 196 (73.41%) were female. All respondents gave
written informed consent in accordance with the Declaration
of Helsinki and anonymized for the analyses. The project has
been approved, now as later, by the Ethical Committee for
the Psychological Research of the University of Padova since a
prospective ethics approval was not required at the time when
the research was conducted (Protocol n. 2616).

Measure of Alexithymia and Procedure
The Roman Alexithymic Scale (RAS; Baiocco et al., 2005) consists
of 27 items, which are evaluated on a 4-point scale (Never-1,
Sometimes-2, Often-3, and Always-4). Thirteen items are reverse.
Greater scores indicate greater alexithymia.

The RAS was administered in individual sessions. All the
respondents were asked to consider that they were applying for
a job in which they were very interested. The respondents were
randomly assigned to one of two conditions. The respondents in
the faking condition were asked to reproduce the profile of an
alexithymic individual. The instructions given to respondents in
this condition were:

“Imagine you have responded to a job posting for a job
that is prestigious, well-paid, and very important to you.
The ideal candidate must be a person with a solid basic
training and good skills in the use of computer programs.
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Good organizational skills, task-oriented objectives, emotional
detachment, self-control, imperturbability, and no emotional
involvement complete the profile. The received CVs will be
selected on the basis of the requested requirements. Now, answer
the questionnaire that I will present to you in such a way as to
satisfy the conditions to be the ideal candidate.”

Conversely, the respondents in the sincere condition were not
asked to exhibit a particular alexithymia profile. The instructions
given to respondents in this condition were:

“Imagine you have responded to a job posting for a job that
is prestigious, well-paid, and very important to you. The ideal
candidate must be a person with a solid basic training and good
skills in the use of computer programs. Good organizational skills
and spontaneity complete the profile. The received CVs will be
selected on the basis of the requested requirements. Now, answer
the questionnaire that I will present to you in such a way as to
satisfy the conditions to be the ideal candidate.”

Categorization of the Items of the Roman
Alexithymia Scale as “Overt” or “Covert”
Twenty-four expert psychotherapists were instructed about the
meaning of “overt” and “covert” items, and were asked to
categorize each of the 27 items of the RAS as overt or covert. The

psychotherapists worked individually. Their evaluations were
based on the content of the items and not on the response data.

For each item, Table 1 presents the number of
psychotherapists who categorized it as overt or covert. Twenty-
one items were identified as overt (e.g., “I clearly recognize the
emotions I feel”) and 6 as covert (e.g., “My physical sensations
confuse me”). The agreement among psychotherapists was high
for all the items. The lowest percentage of agreement was 87.50,
and it was only observed for 2 items out of 27. There was perfect
agreement (100%) for 17 items. The average agreement was
97.53%.

Cohen’s k (Cohen, 1968) was computed on all the 24!
2!(24−2)! =

276 pairs of psychotherapists. The lowest agreement (k = 0.57)
was observed in one pair only. Perfect agreement (k = 1) was
observed in 68 pairs. The average agreement was k̄ = 0.87
(SD = 0.10). Kendall’W (Kendall and Babington Smith,
1939) confirmed the high agreement among psychotherapists
(W = 0.88, df = 26, p< 0.001).

Data Analyses
Among the Rasch models, the rating scale model (RSM; Andrich,
1978) was chosen because the response scale of the RAS is
polytomous and equal for all the items. The analyses were run

TABLE 1 | Categorization of the items of the Roman Alexithymic Scale as “overt” or “covert”.

Categorized as overt Categorized as covert Overall judgment

Item N % N %

1 24 100 0 0 OVERT

2 0 0 24 100 COVERT

3 23 95.83 1 4.17 OVERT

4 22 91.67 2 8.33 OVERT

5 21 87.50 3 12.50 OVERT

6 24 100 0 0 OVERT

7 1 4.17 23 95.83 COVERT

8 24 100 0 0 OVERT

9 24 100 0 0 OVERT

10 23 95.83 1 4.17 OVERT

11 0 0 24 100 COVERT

12 23 95.83 1 4.17 OVERT

13 2 8.33 22 91.67 COVERT

14 24 100 0 0 OVERT

15 24 100 0 0 OVERT

16 21 87.50 3 12.50 OVERT

17 24 100 0 0 OVERT

18 23 95.83 1 4.17 OVERT

19 24 100 0 0 OVERT

20 24 100 0 0 OVERT

21 24 100 0 0 OVERT

22 1 4.17 23 95.83 COVERT

23 24 100 0 0 OVERT

24 0 0 24 100 COVERT

25 24 100 0 0 OVERT

26 24 100 0 0 OVERT

27 24 100 0 0 OVERT
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using the computer program Facets 3.66.0 (Linacre, 2009). The
responses to the reverse items were rescored prior to the analyses.

The functioning of the items and that of the response scale,
as well as the internal consistency of the RAS were evaluated
in all the analyses. The functioning of the items was evaluated
through the infit and outfit mean-square statistics of the items.
Their expected value is 1. Values greater than 2 (Wright and
Linacre, 1994; Linacre, 2002b) for a specific item suggest that the
item is badly formulated and confusing, or that it may measure a
construct that is different from that measured by the other items
(Smith, 2001; Linacre, 2009).

Likert scale structure requires that increasing levels of latent
trait in a respondent correspond to increasing probabilities
that he/she will choose higher response categories (Linacre,
2002a). The functioning of the response scale was assessed by
determining whether the step calibrations (the points on the
latent trait where two adjacent response categories are equally
probable) were ordered or not (Linacre, 2002a; Tennant, 2004). If
they were not ordered (i.e., if they did not increase monotonically
while going up the response scale), then there would be
discordance between the alexithymia level of respondents and
the choice of the response categories. This would be interpreted
as an indication that the response scale is not be adequate for
measuring alexithymia.

The internal consistency of the RAS was evaluated through the
separation reliability (R) of respondents (Fisher, 1992; Linacre,
2009). R is the Rasch equivalent of Cronbach’s α, but it is
considered to be a better estimate of internal consistency for
two main reasons (Wright and Stone, 1999; Smith, 2001). First,
Cronbach’s α assumes that the level of measurement error is
uniform across the entire range of test scores. Actually, the level
of measurement error is generally larger for high and low scores
than for scores in the middle of the range. This is due to the
fact that, usually, there are more items designed to measure
medium levels of the trait than items designed to measure
extreme levels. In Rasch models, the estimate of each person
measure has an associated standard error of measurement, thus
differences in the level of measurement error among individuals
are taken into account. Second, Cronbach’s α uses test scores for
calculating the sample variance. Since test scores are not linear
representations of the variable they are intended to indicate, the
calculation of variance from them is always incorrect to some
degree. Conversely, if the data fit the Rasch model, the measures
estimated for each respondent are on a linear scale. Therefore,
these measures are numerically suitable for calculating the sample
variance.

Unidimensionality of the RAS was evaluated through
infit and outfit mean-square statistics of the items, Wright’s
unidimensionality index (WUI; Wright, 1994), and confirmatory
factor analysis (CFA). Infit, outfit, and WUI are Rasch-based
indicators of unidimensionality. Values of infit and/or outfit
greater than 2 for a particular item suggest that the item
may measure a construct that is different from that measured
by the other items (Smith, 2001; Linacre, 2009). WUI is
the ratio between the separation reliability of respondents
based on asymptotic standard errors and the separation
reliability of respondents based on misfit-inflated standard errors

(Wright, 1994; Tennant and Pallant, 2006). Values above 0.9 are
indicative of unidimensionality. CFA was run using Lisrel 8.71
(Jöreskorg and Sörbom, 2005). According to Schermelleh-Engel
et al. (2003), fit is reasonable when χ2 is smaller than 3× df (were
df is the number of degrees of freedom), root mean square error
of approximation (RMSEA) is smaller than 0.08, comparative
fit index (CFI) is larger than 0.95, normed fit index (NFI) and
goodness of fit index (GFI) are larger than 0.90.

Investigating the Influence of Faking on Overt and
Covert Items
Three RSM analyses were run to investigate the influence of
faking on overt and covert items. The first analysis was performed
on the overall sample of respondents (N = 267). The responses
to the overt items were considered separately from those to
the covert items. This provided us with two measures for each
respondent (parameters β), one denoting his/her alexithymia
level estimated on the responses to overt items and the other
denoting his/her alexithymia level estimated on the responses to
covert items. It is worth noting that the estimates of parameters β

are not influenced by the number of items. The estimates relative
to overt and covert items were anchored to the same mean.
Greater measures (i.e., larger logits) indicate higher alexithymia
levels.

A 2 × 2 mixed factorial ANOVA was conducted, in which
the condition (sincere, faking) was the between factor, and the
item type (overt, covert) was the within factor. The dependent
variables were the β estimates based on overt and covert items.
We expect respondents in the faking condition to show greater
alexithymia than respondents in the sincere condition. Since
covert items are assumed to be less susceptible to manipulation
than overt items, we expect the difference between the two
conditions to decrease when the responses to covert items are
considered.

The location of the items on the latent variable defines
the meaning of the variable itself, thus providing information
about construct validity (Wright and Stone, 1999; Smith, 2001).
Two separate RSM analyses were conducted on respondents
in the sincere and faking condition. These analyses provided
us with two measures for each item (parameters δ), one
estimated from the responses in the sincere condition and
the other one estimated from the responses in the faking
condition. Greater measures (i.e., larger logits) indicate items
with fewer responses denoting alexithymia. The item measures
concerning the two conditions were correlated. Since covert
items should be more resistant to manipulation than overt items,
we expect to found a stronger positive correlation between the
measures of covert items than between the measures of overt
items.

Investigating the Identifiability of Possible Fakers
This section presents two methods that could allow for
identifying possible fakers. The first method is based on the
infit and outfit mean-square statistics of the respondents. The
expected value of both statistics is 1. Values greater than
2 (Wright and Linacre, 1994; Linacre, 2002b) for a specific
respondent suggest that his/her response behavior is unexpected,
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given that exhibited by the majority of respondents. For example,
he/she could have responded randomly or idiosyncratically,
or he/she could have employed a particular response strategy
(Smith, 2001; Linacre, 2009). Since faking is a kind of
response strategy (Frederiksen and Messick, 1959), the fit
statistics of respondents could allow the identification of possible
fakers.

Five-hundred samples were generated, each one including all
the 134 respondents in the sincere condition, plus 5 respondents
randomly sampled from the faking condition. Therefore, the
500 samples differed from each other with respect to the 5
respondents sampled from the faking condition. Fit statistics
allow the identification of respondents whose response behavior
differs from that of the majority of respondents. For this
reason, in each of the 500 samples, the number of possible
fakers was kept small (5) compared to that of respondents
who were asked to be sincere (134). The RSM was estimated
on each sample, separately for the responses given to overt
and covert items. We obtained, for each respondent of each
sample, fit statistics based on the responses to overt items
and fit statistics based on the responses to covert items.
We expect the fit statistics to exceed the critical value of
2 more often for respondents in the faking condition than
for respondents in the sincere condition. Overt items are
assumed to be more susceptible to faking attempts than covert
items. For respondents in the faking condition, we expect
the fit statistics pertaining the responses to overt items to
exceed 2 more often than those pertaining the responses to
covert items. The z test was used for testing the statistical
difference in the percentages of fit statistics greater than 2
between respondents of the two conditions, as well as between
overt and covert items. Effect size of the z statistics was
evaluated through odd ratio (OR). For each fit statistic (FS;
infit or outfit) and each item type (overt or covert), an OR
was computed as (Pfaking FS > 2 × Psincere FS < 2)/(Pfaking FS < 2 ×

Psincere FS > 2). For the respondents in the faking condition,
an OR was computed for each fit statistic as (Povert FS > 2 ×

Pcovert FS < 2)/(Povert FS < 2 × Pcovert FS > 2).
The second method is based on computing a drift rate for

each respondent, that is defined as the difference between his/her
alexithymia level estimated on overt items and that estimated on
covert items. For each respondent in the faking condition, it is
tested if his/her drift rate is statistically larger than the average
of the drift rates pertaining to the respondents in the sincere
condition. The one sample t-test was used for this purpose. The
rejection of the null hypothesis suggests that the respondent does
not belong to the same population of the respondents in the
sincere condition.

RESULTS

The Rasch-based statistics infit, outfit (smaller than 2 for
all the items) and WUI (0.95), as well as the CFA-based
statistics χ2 (739.39 < 3 × 281) and RMSEA (0.07) suggested
that the RAS is substantially unidimensional. Conversely, the
CFA-based statistics CFI (0.93), NFI (0.89), and GFI (0.72)

suggested that there could be more than one dimension. These
results do not allow for drawing certain conclusions about the
unidimensionality of the RAS.

The step calibrations were ordered (the step calibrations
Never-Sometimes, Sometimes-Often, Often-Always were −1.34,
0.52, 0.83 in the analysis on the overall sample; −1.93, 0.40, 1.53
in the analysis on respondents in the sincere condition; −0.99,
0.18, 0.81 in the analysis on respondents in the faking condition).
This suggests that the response scale is adequate for measuring
alexithymia.

The RAS has an adequate internal consistency (see Table 2).
No relevant differences were found when the overall sample was
considered, the respondents in the sincere condition only, or
those in the faking condition only. The statistics R and α are
affected by the number of items. The Spearman–Brown prophecy
formula (Brown, 1910; Spearman, 1910) was used to predict the
internal consistency of the covert items if their number was equal
to that of the overt items (i.e., 21 items). Under this condition,
the internal consistency of covert items largely resembled that of
overt items.

Influence of Faking on Overt and
Covert Items
Figure 1 depicts the average alexithymia level of respondents in
the sincere and faking condition, estimated on overt and covert
items separately. Respondents in the faking condition showed
greater alexithymia than those in the sincere condition, both
on the overt items [β̄faking−overt = 0.49, β̄sincere−overt = −0.52,
SEfaking−overt, SEsincere−overt = 0.06, t(265) = 11.90, p < 0.001,
Cohen’s d = 1.46] and on the covert items [β̄faking−covert = 0.01,
β̄sincere−covert = −0.58, SEfaking−covert, SEsincere−covert = 0.11;
t(265) = 3.79, p < 0.001, Cohen’s d = 0.47]. The interaction
between condition and item type was significant, with the
difference in alexithymia between respondents in the two
conditions decreasing when responses to covert items were
considered [F(1,265) = 7.65, p < 0.01, η2

p = 0.03]. Respondents
in the faking group showed higher alexithymia on overt items
than on covert items [t(132) = 3.83, p< 0.001, Cohen’s d = 0.40].
Respondents in the sincere group showed the same alexithymia
on overt and covert items [t(133) = 0.46, p = 0.65, Cohen’s
d = 0.04].

When the item measures estimated for the sincere condition
and for the faking condition were correlated, a significant
correlation was found between the measures of covert items
(r = 0.92, p = 0.01) but not between those of overt items (r = 0.40,
p = 0.07). The former correlation was significantly stronger than
the latter (Fisher’s z = 1.87, p < 0.05). This result suggests that,
differently from overt items, covert items define a latent variable
whose meaning is shared between respondents in the sincere and
faking condition, and resistant to deliberate distortion.

Identifying Possible Fakers
About 5% of respondents in the sincere condition gave
unexpected responses (infit/outfit> 2) to overt items (5.97% infit;
4.48% outfit) or covert items (5.22% infit; 4.48% outfit). In our
study, this 5% can be taken as a benchmark for the percentage
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TABLE 2 | Internal consistency of the Roman Alexithymic Scale.

Overall sample
(N = 267)

Sincere condition
(N = 134)

Faking condition
(N = 133)

Items R α R α R α

Entire scale (N = 27) 0.87 0.87 0.82 0.81 0.85 0.85

Overt items (N = 21) 0.86 0.87 0.82 0.81 0.84 0.84

Covert items (N = 6) 0.60 0.63 0.56 0.63 0.63 0.62

Covert items (N = 21) – predicteda 0.84 0.86 0.82 0.86 0.86 0.85

R, Rasch separation reliability; α, Cronbach’s alpha. aPredicted with the Spearman–Brown prophecy formula (Brown, 1910; Spearman, 1910).

FIGURE 1 | Average alexithymia (and 95% confidence intervals) of
respondents in the sincere and faking condition, estimated on overt and
covert items.

of respondents with unexpected response behavior that can be
encountered among respondents who are expected to be sincere.

Across the 500 samples, about 35% of respondents in the
faking condition gave unexpected responses to overt items
(35.56% infit; 35.72% outfit), and about 19% to covert items
(18.56% infit; 19.68% outfit). These percentages are greater than
those observed in respondents in the sincere condition (z = 7.04,
OR = 2.27 for infit on overt items; z = 7.43, OR = 11.85 for
outfit on overt items; z = 3.93, OR = 4.14 for infit on covert
items; z = 4.38, OR = 5.22 for outfit on covert items; p < 0.001
for all). For the respondents in the faking condition, unexpected
responses were more frequent to overt items than to covert
items (z = 13.53, OR = 2.42 for infit; z = 12.67, OR = 2.27 for
outfit). These results suggest that both overt and covert items are
susceptible to faking attempts, with overt items being to a greater
extent.

The average drift rate of respondents in the sincere condition
was 0.05 (SD = 1.32). Seventy-two respondents in the faking
condition (out of 133; 54.14%) showed a drift rate significantly
larger than 0.05 (Type-1 error probability = 0.05; Cohen’s d from
0.15 to 3.04), suggesting that they could belong to a population
different from that of the respondents in the sincere condition.

DISCUSSION

The present study investigated the influence of faking on overt
and covert items, and the identifiability of possible fakers. The
investigations have been conducted on an alexithymia scale. The
results were in line with expectations. Experimentally induced
fakers were able to exhibit measures of alexithymia in the
required direction. This occurred for both overt and covert items,
but to a greater extent for overt items. Differently from overt
items, covert items defined a latent variable whose meaning was
shared between respondents in the sincere and faking condition,
and resistant to deliberate distortion. Rasch fit statistics indicated
unexpected responses more often for respondents in the faking
condition than for those in the sincere condition and, in
particular, for the responses to overt items by individuals in the
faking condition. More than half of the respondents in the faking
condition showed a drift rate (difference between the alexithymia
levels estimated on the responses to overt and covert items)
significantly larger than that observed in the respondents in the
sincere condition.

We found that also covert items were susceptible to faking,
although to a lesser extent than overt items. This is not in line
with Alliger et al. (1996), who found no difference between the
scores of the respondents who were asked to fake and those
of the respondents who were asked to be sincere in a covert
integrity test. Alliger et al. (1996) used an integrity test specifically
developed as covert test. Differently, the items of the RAS were
a posteriori categorized as overt and covert, instead of being
specifically developed as overt or covert. The covert items of the
RAS may be not as “covert” as items that are appositely though
to be covert. The Rasch fit statistics indicated more unexpected
responses to covert items by respondents asked to fake than by
respondents asked to be sincere. This confirms the small, yet
existing influence of faking on covert items, that has been found
in the present study.

Two methods for identifying possible fakers have been
proposed, which are based on the fit statistics of the respondents
and on the computation of a drift rate. Results of the present
study provide moderate evidence for the effectiveness of the two
methods. It is worth noting that, once the Rasch model has been
calibrated on unbiased data, it can be used for testing possible
fakers without having to collect data on a new sample. Moreover,
drift rate and fit statistics can be used for identifying possible
fakers without having to add further tests (e.g., validity scales,
social desirability scales) to the assessment program.
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Limitations and Suggestions for Future
Research
Rasch models assume unidimensionality of the scale. A limitation
of the present study is that unidimensionality of the RAS
has not been supported with certainty. Multidimensionality, if
present, could have influenced the estimation of person measures
(Henning, 1988), with a detrimental effect on the functioning
of the proposed approach. Future studies could investigate the
functioning of the approach with scales whose unidimensionality
is well-established.

Another limitation of the present study is that respondents
in the faking condition were not asked about their perceived
success in simulating the required profile. Future studies could
investigate the relationship between the perceived success in
simulating a profile and the responses to overt and covert items.

The items considered in the present study were a posteriori
categorized as overt and covert, instead of being specifically
developed as overt or covert. This could represent another
limitation of the study, even if it is worth noting that
psychotherapists agreed to a very large extend in categorizing the
items. Future studies could investigate the functioning of items
that are specifically developed as overt or covert.

A relatively little-known construct (alexithymia) was chosen
to reduce the probability that individuals know how to distort

their responses to covert items in the desired direction. Future
studies should investigate the resistance of covert items to faking
when the construct under evaluation is well-known.

A high-stake setting has been considered (personnel selection)
in which individuals are highly motivated to fake. Future studies
should investigate the functioning of overt and covert items in
other areas of psychological assessment, such as clinical, medical,
and forensic areas, which are affected by faking.
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Measurement is a crucial issue in psychological assessment. In this paper a

contribution to this task is provided by means of the implementation of an adaptive

algorithm for the assessment of depression. More specifically, the Adaptive Testing

System for Psychological Disorders (ATS-PD) version of the Qualitative-Quantitative

Evaluation of Depressive Symptomatology questionnaire (QuEDS) is introduced. Such

implementation refers to the theoretical background of Formal Psychological Assessment

(FPA) with respect to both its deterministic and probabilistic issues. Three models (one

for each sub-scale of the QuEDS) are fitted on a sample of 383 individuals. The obtained

estimates are then used to calibrate the adaptive procedure whose performance is tested

in terms of both efficiency and accuracy by means of a simulation study. Results indicate

that the ATS-PD version of the QuEDS allows for both obtaining an accurate description

of the patient in terms of symptomatology, and reducing the number of items asked by

40%. Further developments of the adaptive procedure are then discussed.

Keywords: adaptive psychological assessment, formal psychological assessment, depression, qualitative and

quantitative assessment, item response theory (IRT)

1. INTRODUCTION

Measurement in Psychology is a challenging issue that rose since the very beginning of the history
of Psychology as a science. The first formalization of measurement in Psychology is due to the
empirical research of Weber and to the Psychophysics of Fechner (1860), while Spearman (1904)
paved the way for the measurement of theoretical constructs through methodologies such as factor
analysis. The lack of a consistent formulation of the measurement problem in psychology was first
addressed by Stevens by means of direct methods for psychological measurement (Stevens, 1946,
1951, 1957). An axiomatic definition of the measurement scales appeared within the theoretical
framework of the Relational Theory of Measurement (RTM; Suppes and Zinnes, 1963; Suppes et al.,
1989; Narens and Luce, 1993).

Currently, in psychological measurement the classical test theory (CTT; Spearman, 1904;
Novick, 1965; Gulliksen, 2013) and the item response theory (IRT; Rasch, 1960; Lord, 1980) are the
formal and methodological frameworks for the construction of measurement tools. The classical
test theory relies on the evaluation of the reliability, validity and factorial structure of a defined
psychological measure. An important limit lies in the impossibility to distinguish and compare
the parameters related to the individuals (abilities) and those relative to the items (difficulties).
On the other hand, the item response theory and the Rasch model (Rasch, 1960) explain the test
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performance of individuals by referring to the presence of latent
traits. A relation between the latent traits and the observed scores
is postulated, so that information on the first ones are inferred
starting from the observable performance of the individual in
answering the set of items. The relationship between test score
and latent trait is expressed by a mathematical model, defined a
priori. IRT models are a family of mathematical models which
describe a wide number of contexts starting from the simple
logistic model. The interest in applying these models is growing
thanks to the numerous advantages compared to the classical test
methods. IRT models represent a fundamental formal tool for
applying adaptive measurement in psychology since they allow
the definition of precedence relations among items according
to their location on the latent trait dimension (Marsman et al.,
2018).

In recent years another approach to measurement has been
adopted in psychological assessment. This approach allows
for expanding the measurement properties obtained through
IRT by considering complex precedence relations among items
(i.e., beyond the linear order). It refers to an axiomatic
formulation of the relations among sets of items and sets of
attributes investigated by them. It refers to the possibility of
depicting the relations among items according to well established
mathematical tools such as lattices and posets (Birkhoff, 1937,
1940; Davey and Priestley, 2002). It is the Formal Psychological
Assessment (FPA; Spoto, 2011; Spoto et al., 2013a; Bottesi et al.,
2015; Serra et al., 2015, 2017). It was developed with the aim
of providing detailed information about the clinical features
endorsed by a patient who answered a specific set of items of a
questionnaire.

In the present article, this last methodology is employed
to implement an adaptive algorithm for the assessment of
depression. More specifically, the main aim of this article is
to present the adaptive form of the Qualitative-Quantitative
Evaluation of Depressive Symptomatology questionnaire
(QuEDS; Serra et al., 2017).

The paper is structured as follows: In section 2, the general
concepts concerning recent developments in psychological
assessment are addressed; In section 3 a brief outline of the
main deterministic and probabilistic issues related to the FPA is
presented; section 4 introduces the main concepts of the adaptive
algorithm implemented in this study; In sections 5 and 6 a
simulation study aimed at testing the accuracy and the efficiency
of the adaptive procedure is presented; Final remarks, limitations
and future perspectives are explored in section 7.

2. PSYCHOLOGICAL ASSESSMENT: STATE
OF THE ART

Measurement is a crucial issue in many fields of psychology. One
of them is psychological assessment. The main tools adopted
for carrying out measurement in psychological assessment are
self-report questionnaires, observation and interviews. Clinical
interviews and observation have the capacity for gathering and
deepening several information such as nonverbal aspects, which
are essential to make a diagnosis (Annen et al., 2012; Fiquer

et al., 2013; Girard et al., 2014). This last is the main aim of
clinical assessment, and therefore, the main goal of measurement
in clinical psychology. For example, negative emotions and
social behaviors are indicators of the severity of depression and
relevant predictors of its clinical remission (Philippot et al.,
2003; Uhlmann et al., 2012) that are beyond the control and
awareness of the patient (Andersen, 1999; Geerts and Brüne,
2009). Nonetheless, both observation and clinical interview are
time consuming and prone to inferential errors by clinicians
(Strull et al., 1984; Nordgaard et al., 2013).

The self-report questionnaires provide scores that are
supposed to indicate the severity of the symptomatology and
the impairment level (Groth-Marnat, 2009). The score of a
questionnaire is helpful in distinguishing individuals with critical
clinical features, but it is not sufficient, in the form so far provided
by both CTT and IRT, to differentiate patients with different
symptom configurations who obtained similar scores (in the
limit, the same score) to the test (Spoto et al., 2013a; Bottesi et al.,
2015; Serra et al., 2015, 2017).Moreover, not all the items have the
same “weight” from the clinical point of view, since they reflect
different symptoms that may be more or less severe (Gibbons
et al., 1985; Serra et al., 2017).

Therefore, measurement in clinical psychology should
attempt to evaluate individual data in a broad perspective and
it should account for individual specific features (Meyer et al.,
2001). For example, the construct of depression, as represented
by the score, can sometimes be misleading. Indeed, depression
can manifest with a variety of different symptoms that may be
due to a different culture or a different etiology (Benazzi et al.,
2002; Goodwin and Jamison, 2007). Only through personalized
assessment it is possible to clearly distinguish among such
different manifestations of the disorder (Groth-Marnat, 2009;
Serra et al., 2017). For these reasons, an increasing number of
self-report assessment tools are validated according to the IRT
framework (Gibbons et al., 2008; Embretson and Reise, 2013).
In this way the assessment can be much more focused on the
objective measure of the uniqueness of a particular clinical
configuration. For instance, Balsamo et al. (2014) applied Rasch
analysis to the item selection for the Teate Depression Inventory,
a self-report depression tool; it has been highlighted by a number
of papers that this tool, built according to the IRT methodology,
performs better than tools developed within the CTT with
respect to many different measurement properties such as, for
instance, convergent-divergent validity (e.g., Innamorati et al.,
2013; Balsamo et al., 2015a,b).

As mentioned above, IRT is also a crucial stepping stone for
implementing adaptive testing, which in turn is an important
way to implement the administration of a questionnaire in
a personalized fashion. Each individual is administered with
different scale items on the basis of the specific answers he/she
provided to the previous ones (Wainer, 2000; Fliege et al., 2005).
Within this field, Computerized Adaptive Testing (CAT; Wainer,
2000) is an approach which presents multiple advantages.
Different studies showed that questionnaires could be shortened
without loss of information by means of CAT, achieving a
more efficient and equally accurate assessment (Petersen et al.,
2006). CAT’s procedure mimics the semi-structured interview
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(i.e., clinical interview where only some items, out a list, are
posed according to specific adaptive selection criteria), letting
the algorithm to carry out inferences by accounting for all
the information collected and following a logically correct
process (Spoto, 2011). It should be quite easy to understand
why the assessment of knowledge is one of the core areas
in which such procedures have been developed. For instance,
Eggen and Straetmans (2000) combined IRT with statistical
procedures, like sequential probability ratio test and weighted
maximum likelihood, for classifying people under exam. Other
systems use Bayesian statistical techniques instead of IRT in
the evaluation of students’ knowledge. Examples are EDUFORM
(Nokelainen et al., 2001), and PARES (Marinagi et al., 2007).
In the field of knowledge assessment the ALEKS (Assessment
and LEarning in Knowledge Spaces) system implements the
theoretical framework of Knowledge Space Theory (KST;
Doignon and Falmagne, 1985, 1999; Falmagne and Doignon,
2011) for the adaptive assessment of the so called knowledge state
of a student, i.e., the set of items that he/she is able to solve about
a specific topic (Grayce, 2013).

The formulation of an adaptive algorithm is clearly more
difficult in the clinical setting. In fact, the objectivity of
the questions and therefore of the answers given by the
subject is much more questionable, and the probability of
misinterpretations in the answers is increased. Despite this,
research has demonstrated that both IRT and CAT (Baek, 1997)
can be applied to the measurement of attitudes and personality
variables (Reise and Waller, 1990). In the clinical framework,
Spiegel and Nenh (2004) developed an expert system, which
calculates possible symptom combinations given the answers of
a patient and returns all possible diagnoses coherent with such
combination. Yong et al. (2007) developed an interactive self-
help system for depression diagnosis that provides advice about
patients levels of impairment. Simms et al. (2011) developed the
CAT for Personality Disorders (CAT-PD) aimed at realizing a
computerized adaptive assessment system. CAT has been applied
also in developing adaptive classification tests by means of
stochastic curtailment using CES-D for depression (Finkelman
et al., 2012; Smits et al., 2016). Gibbons et al. (2008) used the
combination of item response theory and CAT in mood and
anxiety disorder assessment. In particular, they applied a bi-
factor structure consisting of a primary dimension and four sub-
factors (mood, panic-agoraphobia, obsessive-compulsive, and
social phobia) to build the CAT version of the Mood and Anxiety
Spectrum Scales (MASS; Dell’Osso et al., 2002). Results of this
study showed that the adaptive tool allowed to both administer a
small set of the items (the most relevant for a given individual)
with no loss of information compared to the classical form of
the MASS, and strongly reduce time consumption as well as
patient and clinician burden. In six patients with mood disorders
(three major depressive disorder and three bipolar disorder) who
were interviewed by the psychiatrist, many of the CAT items
investigating important information, such as a history of manic
symptoms, potentially risky behaviors, etc., were both endorsed
and not documented in the psychiatric evaluation through SCID-
I (First et al., 1996). Gibbons’ study is an important example of
how adaptive testing can be effective and efficient.

Although there have been several attempts to apply adaptive
clinical assessment, as far as we know, no system is able to
combine adaptivity, quantitative and qualitative information,
and punctual estimates of error parameters. Within clinical
psychology, the Formal Psychological Assessment (Spoto et al.,
2010, 2013a; Serra et al., 2015; Granziol et al., 2018) represents
an important contribution in the improvement of adaptive
psychological assessment, allowing to overcome the obstacles
encountered up to now in this field. The main deterministic and
probabilistic concepts of this methodology are presented in the
next section.

3. THE FORMAL PSYCHOLOGICAL
ASSESSMENT

An adaptive testing, most of the time, relies on a formal
substratum composed by several relations among items
(Donadello et al., 2017). The FPA is a methodology which
allows defining assessment tools able to detect specific symptoms
in several mental disorders, independently of the kind of
assessment used, such as self-report (Serra et al., 2015, 2017) or
behavioral observations (Granziol et al., 2018). FPA makes it
possible applying two theories of Mathematical Psychology in
psychological assessment: The Knowledge Space Theory (KST;
Doignon and Falmagne, 1999; Falmagne and Doignon, 2011)
and the Formal Concept Analysis (FCA; Wille, 1982; Ganter and
Wille, 1999). The core characteristic of FPA is the definition of a
relation between a set of items and a set of clinical criteria. In the
next two subsections are reported separately the deterministic
and probabilistic main concepts of FPA.

3.1. FPA Deterministic Concepts
In FPA methodology, a very basic concept is the clinical domain,
intended as a nonempty set Q of questions that can be asked to
a patient for investigating a certain psychopathology. Each item
is referred as an object. The complete list of the items included in
the QuEDS, namely the objects in the present article, are listed in
Table 1.

For instance, the item QuEDS34 “I feel sad” is an object. For
the sake of simplicity, the term item will be preferred to object in
the sequel. The subset K ⊆ Q of all the items that are endorsed
by a patient is called the clinical state of that patient. Each item
investigates one or more attributes, intended as a diagnostic
criteria of a psychopathology selected from either clinical sources
like the DSM-5 (American Psychiatric Association, 2013) or the
scientific literature, or both. The complete list of the attributes
investigated by the QuEDS is displayed in Table 2.

For instance, the diagnostic criterion “Depressed mood” of
the DSM-5 is investigated by the aforementioned item. The
collections of both items and attributes make it possible to build
the so called clinical context, formally a triple (Q,M, I), where Q
is the set of items,M is a set of attributes and I is a binary relation
between the sets Q and M which assigns to each item q ∈ Q
the attributes m ∈ M it investigates. The clinical context can be
represented as a BooleanMatrix, having the items in the rows and
the attributes in the columns: whenever an item q investigates an
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TABLE 1 | The list of items of the QuEDS grouped by sub-scale.

Item Description

Cognitive scale

QuEDS5 I am stressed by feelings of guilt

QuEDS6 I think the world is cruel and unhappy

QuEDS9 I think my life is hell and I only deserve to feel bad

QuEDS10 I feel incapable of facing life’s events

QuEDS14 I feel incapable and totally useless

QuEDS19 I have thought about killing myself

QuEDS20 Sometimes I think it would be better if I were dead

QuEDS21 I am really worried about my health

QuEDS24 I am afraid about everything that will happen to me because I am

incapable

QuEDS25 I feel like I don’t have any more power over my empty and sad life

QuEDS27 Making choices is hard for me

QuEDS30 I feel I am a burden other people and it would be better if I killed

myself

QuEDS32 I am disappointed in myself and the choices I have made

QuEDS33 I have problems making decisions

QuEDS41 I often feel like a loser

Somatic scale

QuEDS1 I feel like I don’t have the same energy to have sex

QuEDS2 I often wake up in the middle of the night and I can’t go back to

sleep

QuEDS3 I feel like that my thinking is slowing down

QuEDS4 I have sleep problems

QuEDS11 I suffer from somatic disorders (e.g., headache, stomach ache)

QuEDS13 I am less interested in sex

QuEDS16 My desire to eat is not the same

QuEDS22 My weight has had significant changes

QuEDS23 I’ve visibly lost (or gained) weight

QuEDS26 My appetite has changed

QuEDS28 I feel I’m slowing down in my daily routines

QuEDS31 I don’t have much energy and I feel tired

QuEDS35 My ability to think and memorize has been reduced

QuEDS39 I feel so tired and without any energy that I need help to look after

myself

Affective scale

QuEDS7 I keep crying very easily

QuEDS8 I get irritated very easily

QuEDS12 I have lost interest in the future which doesn’t have anything good

for me

QuEDS15 I see the same unhappiness I have now in the future

QuEDS17 I often feel like crying, but I cannot do it

QuEDS18 I can’t have interest and pleasure in people and things as before

QuEDS29 I feel helpless and inhibited facing my incapacity to concentrate

QuEDS34 I feel sad

QuEDS36 I don’t have any interest and desire to do anything

QuEDS37 I am agitated about the idea that this sadness won’t ever leave me

QuEDS38 I feel agitated

QuEDS40 I am better in the evening more than in the morning

TABLE 2 | The list of the attributes investigated by the items of the QuEDS.

Attribute Description

A1 Depressed mood

A2 Diminished interest and pleasure

A3 Decreased interest in sex

A4 Increase or loss of weight

A5 Gain or loss of appetite

A6 Insomnia or hypersomnia

A7 Agitation

A8 Psycho-motor retardation

A9 Fatigue or energy loss

A10 Feelings of worthlessness (or Beck’s negative view of self)

A11 Feelings of guilt

A12 Diminished ability to think and concentrate

A13 Indecision

A14 Recurrent thoughts of death

A15 Suicidal ideation or attempted suicide

A16 Beck’s negative view of the world

A17 Beck’s negative expectation of the future

A18 Seligman’s learned helplessness

A19 Irritability

A20 Apathy

A21 Health concern

A22 Somatic disorders

A23 More positive mood in the evening

attribute m (i.e., whenever the relation qIm holds true), the qm
cell contains the value 1, otherwise 0.

Starting from the clinical context, the clinical structure K can
be delineated (Spoto et al., 2010, 2016). A clinical structure is
a collection of clinical states, containing at least the empty set
(∅) and the whole clinical domain (Q) and it represents the
implications among the items of the domain. Whenever a clinical
structure is closed under set union (i.e., K1 ∪ K2 ∈ K for all
K1,K2 ∈ K) it is a clinical space. On the other hand, a clinical
structure closed under intersection (i.e., K1 ∩ K2 ∈ K for all
K1,K2 ∈ K), it is a clinical closure space. In order to obtain a
structure where all the states K are in a one to one connection
with the set of attributes endorsed by all the items in K, it is
necessary to modify the clinical context by defining a relation R
between items and attributes, which is dual to I:

qRm ⇐⇒ q¬Im.

According to this relation, a clinical closure space is obtained,
where each state is in a one to one correspondence with the
set of attributes endorsed by the items in each state (for details
refer to Spoto et al., 2010). In other words the relation R
allows for representing in the structure a principle often used in
clinical and medical practices: if a patient endorses an item, he
should present all the attributes investigated by that item. From
a practical point of view, a clinical structure is useful since it
includes only the clinical states, that is all and only the admissible
response patterns given the clinical context. Any state K ∈ K
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is coherent with the theoretical framework and, therefore, it
does not violate specific order relation among items. In FPA, the
relation required is based on the attributes investigated by each
item and it is called prerequisite relation, stating that whenever
an item q investigates a subset of attributes of another item r, q
is a prerequisite for r. For instance, taken the subset of QuEDS’s
selected attributes composed by {A1, A17} and two items of
the QuEDS, namely QuEDS34 which investigates only A1, and
QuEDS15, investigating both A1 and A17. The two rows of the
clinical context representing QuEDS15 and QuEDS34 will be in
an inclusion relation with respect to the attributes investigated
(Table 3).

Among the following response patterns:

(a) {∅};
(b) {QuEDS34};
(c) {QuEDS15};
(d) {QuEDS34,QuEDS15},

only the patterns a, b, and d are clinical states. In fact, it is
not possible (excluding errors) that a patient who endorses item
QuEDS15 does not endorse item QuEDS34 (i.e., the pattern
c). A clinical structure can be represented as a complete lattice
displaying the partial order among the items of a domain, where
each node contains a subset of items (investigating a specific
subset of attributes; Granziol et al., 2018). In the case at hand,
the clinical structure is a clinical closure space where each node
contains the items endorsed by the patient and the uniquely
determined set of attributes (symptoms) corresponding to that
set of questions.

By delineating a clinical structure, it is possible to obtain
the deterministic skeleton for defining a computerized adaptive
assessment, which needs to be completed also from a probabilistic
point of view. The next section will deepen the probabilistic
features needed to implement the algorithm.

3.2. FPA Probabilistic Concepts
A deterministic clinical structure provides a fundamental starting
point for the procedure aimed at creating an adaptive assessment.
Nonetheless, such a structure is incomplete from both a
theoretical and practical point of view. In fact, each state could be
present with different frequencies in the population; moreover,
the observed response pattern of a subject could not represent
his/her real state. The probability of observing each clinical state
πK is then related to both its actual frequency in the population,
and to two further parameters, namely the false negative (β) and
the false positive (η). The false negative refers to the probability
that the patient does not endorse an item that he/she actually
presents. The false positive parameter, on the contrary, refers

TABLE 3 | The precedence relation between items QuEDS15 and QuEDS34 as

depicted in the clinical context.

Items A1 · · · A17 · · · A23

QuEDS15 1 · · · 1 · · · 0

QuEDS34 1 · · · 0 · · · 0

to the probability that a patient endorses an item that he/she
does not present. By means of all the aforementioned parameters
(i.e., πK for each K ∈ K; βq and ηq for each item q ∈ Q)
a probabilistic clinical structure (Donadello et al., 2017) can be
obtained. Formally, it is a triple (Q,K,π) where (Q,K) is the
clinical structure and π is the probability distribution on K

estimated through a sample of patients (Spoto et al., 2010). The
probability distribution for each response pattern R ⊆ Q is
obtained by means of a response function assigning to R its
conditional probability given a state K (for all states K ∈ K), as
displayed by the unrestricted latent class model represented by
Equation 1:

P(R) =
∑

K∈K

P(R|K)π(K). (1)

This model is the so called basic local independence model (BLIM;
Falmagne and Doignon, 1988; Doignon and Falmagne, 1999).
Within the probabilistic clinical structure, the responses to the
items are assumed to be locally independent. The conditional
probability P(R|K) is determined by the probability of false
negative (βq) and false positive (ηq) while answering to q, as
displayed by Equation (2):

P(R|K) =





∏

q∈K\R

βq









∏

q∈K∩R

(1− βq)









∏

q∈R\K

ηq









∏

q∈R∪K

(1− ηq)



 .

(2)

In the present study, the expectation-maximization algorithm
(Dempster et al., 1977) has been used in order to estimate
both the β and η parameters and the probability distribution
for K. These estimates have been carried out on a sample of
383 individuals, according to the same procedure employed in,
e.g., Spoto et al. (2013a), Bottesi et al. (2015), and Donadello
et al. (2017). Such estimates were then used to implement the
adaptive algorithm whose general functioning is detailed in the
next section.

4. THE ADAPTIVE TESTING SYSTEM FOR
PSYCHOLOGICAL DISORDERS
ALGORITHM

In this section we aim at introducing the Adaptive Testing System
for Psychological Disorders Donadello et al. (ATS-PD; 2017)
developed starting from the clinical structure and the parameters’
estimate via the BLIM.

Within this framework, the clinical structure is the
deterministic skeleton defining the starting point for an
adaptive assessment which, if no error is assumed, could
reasonably proceed as follows:

i) Select the item that is closest to be present in 50% of the
clinical states of the structure;

ii) Ask this item to the patient;
iii) Register the dichotomous answer;
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iv) Exclude all the states not containing the investigated item if
the answer is “yes,” or vice versa, all the states that contain
the item if the answer is “no.”

These steps are repeated on the remaining states until only
one state remains. The output is the clinical state with all the
attributes (diagnostic criteria) satisfied by all the items of the
state. This procedure applied in a real context would almost
surely fail due to the absence of a probabilistic model defining
both the probabilities of the different states, and the error
probabilities for the answers. As it has been shown in the previous
section, the probabilistic model which accounts for both these
issues could be the BLIM. Therefore, an adaptive procedure
should make an appropriate use of the probabilities of the states
(πK) and of the false positive (η) and false negative (β) rates for
each item.

Thus, the above outlined procedure can be therefore modified
as follows:

i) Detect and administer the item q which best splits into two
equal parts the probability mass of the states (questioning
rule), and register the dichotomous answer;

ii) Update the probability πK of all the states K ∈ K according
to the following updating rule:

• if an affirmative answer to q is observed: increase πK for
all K ∈ K which contain q, and decrease πK for the
remaining states;

• if a negative answer to q is observed: decrease πK for all
K ∈ Kwhich contain q, and increase πK for the remaining
states.

iii) Repeat the previous steps until a given condition is satisfied
(stopping rule).

The algorithm used in this research implements these three main
steps. The questioning rule selects the item to ask, i.e., the item
q ∈ Q that is “maximally informative.” This characteristic is
satisfied by the item(s) for which the sum of πK for all the
states containing q best approaches 0.50. In other words, this
item maximizes the obtainable information irrespectively of its
observed answer (i.e., either “yes” or “no”). If many items are
equally informative, one of them is chosen at random. We call
Ln(K) the probability of the state K at the step n. At each
step of the procedure, the subject’s response is collected by the
system. Then, the updating rule is applied to obtain the likelihood
Ln+1(K) for all the states K ∈ K. More precisely, let us denote an
affirmative response with r = 1 and a negative one with r = 0. It
is then possible to formalize the updating rule of the probability
L(K) for each K ∈ K as follows:

Ln+1(K) =
ζKLn(K)

∑

K′

∈K
ζKLn(K ′)

(3)

where

ζK
q,r =



















ζq,1 if q ∈ K , r = 1;

1 if q /∈ K , r = 1;

1 if q ∈ K , r = 0;

ζq,0 if q /∈ K , r = 0.

(4)

In this formulation ζ is a parameter always greater than 1
that increases the likelihood and influences the efficiency of the
adaptive assessment process. The higher ζ , the more reliable are
considered the answers provided by the subject, and therefore,
the more efficient (but potentially less accurate) the adaptive
procedure. It has been observed by Falmagne and Doignon
(2011) that ζ values less than 2 make the assessment redundant.
On the contrary, fixing the ζ value to an excessively high
number could affect algorithm accuracy. It has been proven that
an adequate value of ζ could be 21 (Falmagne and Doignon,
2011). This value allows for an accurate and efficient detection
of the state of individuals in several applications, e.g., ALEKS
(Falmagne et al., 2013). An alternative way to estimate ζ is based
on the ηq and βq parameters of each item (see Falmagne and
Doignon, 2011, p. 265). The estimate is carried out according to
the following formulas:

ζq,1 =
1− βq

ηq
ζq,0 =

1− ηq

βq

This rule is local since it takes into account both the η and β of
the last item asked in order to update the probability of the states.
According to this method the “weight” of each item in updating
the probabilities is a function of its error rates. Namely, an item
whose error rates are low (i.e., whose answer is more reliable) will
produce a significant modification on the probability distribution
of the states, while a less reliable item will have a weaker effect in
updating of the probabilities of the states.

In order to further refine the updating of the states
probabilities given the pattern observed at a specific step n of the
adaptive assessment, a Bayesian rule can be introduced according
to what described by Donadello et al. (2017):

P(Ki|R) =
P(R|Ki)Ln(Ki)

∑

|K|
j = 1 P(R|Kj)Ln(Kj)

(5)

Where P(R|Ki) is obtained by Equation (2), and Ln(K) is the
estimated probability of the state K at the step n.

All these steps are replicated until a given stopping criterion
is reached. In the present article, the stopping rule is satisfied
whenever Ln(Kq) is outside the interval [0.20, 0.80] for all q ∈ Q.
In this way the algorithm stops as soon as any possible item
to be asked splits the probability mass in very unequal parts,
indicating that it is almost surely either inside or outside the state.
This choice is coherent with previous literature (Falmagne and
Doignon, 2011, p. 362). When the stopping criterion is matched,
the algorithm concludes the assessment and provides as output
the response pattern R, the estimated state K (with its estimated
probability) and the amount of time needed to complete the
assessment.

In the next section, we will present a simulation study aimed
at testing the algorithm under different conditions in order to
identify the best performing configuration of the procedure.
Before conducting such a simulation we estimated the parameters
of the BLIM in order to provide the deterministic skeleton with
probabilistic weights.
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5. A SIMULATION STUDY

Testing the adaptive procedure with respect to both its accuracy
and efficiency is a necessary operation in order to guarantee
that (i) the information collected through the adaptive form
of the questionnaire is reliable, and (ii) that the administration
time of the questionnaire is actually reduced. In order to reach
these goals, the traditional form of the QuEDS containing 41
dichotomous items (“Yes”/“No”) grouped into three sub-scales
(namely: Cognitive, Somatic and Affective) was administered
to a sample of 383 individuals. Using the collected data, the
parameters of the BLIM were estimated. Then, such values were
passed to the adaptive procedure. Finally, the adaptive algorithm,
under different conditions, simulated the administration of the
test starting from the available 383 response patterns, and the
results were analyzed. The details of all these passages are
provided below.

5.1. Sample
The sample of 383 Italian individuals included a clinical group
consisting of 38 subjects with Major Depressive Episode (who
were diagnosed with either major depressive disorder or bipolar
disorder). These patients were recruited by the Neurosciences
Mental Health and Sensory Organ (NESMOS) Department of
La Sapienza University, Rome. The psychiatrists of NESMOS
Department evaluated the presence of Major Depressive Episode
in participants of the clinical group by means of the clinical
interview and the SCID-I. The diagnosis was then formulated
according to the DSM-IV-TR nosology classification system. The
exclusion criteria were mental retardation and psychotic traits
in order to guarantee a correct interpretation of the meaning
of QuEDS items. The 47% of participants were males and the
remaining 53% were females. The majority of the participants
had a high school diploma, and their age ranged between 21
and 69 years old (M = 33.5; SD = 4.8). The remaining 345
individuals were randomly selected from the general population
and recruited in Padova (68% were females). The majority of
participants had a high school diploma, and their age ranged
between 19 and 58 years old (M = 27.5; SD = 6.4). Participants
of the non-clinical group did not undergo a psychological
assessment. Before the beginning of the administration of the
test they were asked to indicate whether they were currently
under pharmacological or psychotherapeutic treatment forMDE.
The exclusion criterion in the non-clinical group was the
presence of MDE (i.e., individuals under pharmacological or
psychotherapeutic treatment for depression).

The study was conducted in accordance with the Declaration
of Helsinki and the research protocol was approved by the
Psychology Ethical Committee of the University of Padua. All
participants entered the study of their own free will and provided
their written informed consent before taking part. They were
informed in detail about the aims of the study, the voluntary
nature of their participation, and their right to withdraw from
the study at any time and without being penalized in any way.
Furthermore, participants were allowed for asking the restitution
about their own score, providing authors with their own auto
generated code, used during the administration phase.

5.2. Procedure
All participants completed informed consent and
sociodemographic forms before answering the questionnaire
items. All participants completed the written form of QuEDS
according to the following instructions: “Please answer “Yes”
or “No” to the following statements on the basis of how you
felt in the last 15 days.” No time limit was imposed. Clinical
participants provided written, informed consent for potential
research analysis and anonymous reporting of clinical findings
in aggregate form, at clinical intake.

5.3. Parameters Estimate
As mentioned in the previous sections, the estimate of BLIM’s
parameters (i.e., πK for each state, βq and ηq for each item), as
well as of the fit of the model, were performed with a specific
version of the Expectation-Maximization Algorithm (Dempster
et al., 1977). For the details of the algorithm, refer to Spoto (2011).
The tested models were obtained from the formal contexts
displayed in Tables 4–6 according to the methodology described
in Spoto et al. (2010).

The fit of each of the three models has been tested by Pearson’s
Chi-square. It is well established that for large data matrices (as
those used in the present study) the asymptotic distribution of
χ2 is not reliable. Therefore, a p-value for the obtained χ2 was
calculated by parametric bootstrap with 5,000 replications. An
important fit index is provided by the estimates of the error rates.
In general, they are expected to be low, but it is crucial that for
each item the following inequality holds: ηq < 1 − βq. If this
condition is not satisfied, then the assessment loses its meaning,
since the probability of observing a false positive (η) on an item
q would be greater than the probability of observing an actual
affirmative answer to q. Spoto et al. (2012) established a specific
connection between the characteristics of the context and the
identifiability of the error parameters of the items. In this respect
the value of the unidentifiable parameters (Spoto et al., 2013b;
Stefanutti et al., 2018) was fixed to a constant corresponding to
the maximum possible value of the parameter (Stefanutti et al.,
2018) in order to both preserve the computability of the adaptive
procedure and adopt the maximally conservative approach from
a diagnostic point of view, preferring accuracy to efficiency.

This first step of the study provided the needed parameters for
calibrating the adaptive procedure.

5.4. Simulation Design
Six different conditions for testing the adaptive algorithm were
generated by manipulating the following two variables:

1. Estimate of ζ parameter (2 levels): (i) 21 in one case; (ii)
estimated via the values of η and β in the second;

2. Implementation of Bayesian updating rule (3 levels): (i) on-
line (at each step n of the adaptive procedure), (ii) off-line
(when the stopping criterion is reached), (iii) absent (no
Bayesian updating is applied).

The adaptive procedure was then run according to each of the six
conditions described above in order to simulate the 383 response
patterns collected in the previous part of the study. The task of
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TABLE 4 | The clinical context for the Cognitive sub-scale of the QuEDS.

Items A1 A10 A11 A12 A13 A14 A15 A16 A17 A18 A21

QuEDS5 0 0 1 0 0 0 0 0 0 0 0

QuEDS6 0 0 0 0 0 0 0 1 0 0 0

QuEDS9 1 1 1 0 0 0 0 1 0 0 0

QuEDS10 0 0 0 0 0 0 0 0 0 1 0

QuEDS14 0 1 1 0 0 0 0 0 0 1 0

QuEDS19 0 0 0 0 0 1 1 0 0 0 0

QuEDS20 0 0 0 0 0 1 0 0 0 0 0

QuEDS21 0 0 0 0 0 0 0 0 0 0 1

QuEDS24 0 0 0 0 0 0 0 0 1 1 0

QuEDS25 1 0 0 0 0 0 0 1 0 1 0

QuEDS27 0 0 0 1 1 0 0 0 0 0 0

QuEDS30 1 1 1 0 0 1 0 1 0 0 0

QuEDS32 0 1 1 0 0 0 0 0 0 0 0

QuEDS33 0 0 0 0 1 0 0 0 0 0 0

QuEDS41 0 1 0 0 0 0 0 0 0 0 0

TABLE 5 | The clinical context for the Somatic sub-scale of the QuEDS.

Items A3 A4 A5 A6 A7 A8 A9 A12 A18 A20 A22

QuEDS1 1 0 0 0 0 0 1 0 0 0 0

QuEDS2 0 0 0 1 1 0 0 0 0 0 0

QuEDS3 0 0 0 0 0 1 0 1 0 0 0

QuEDS4 0 0 0 1 0 0 0 0 0 0 0

QuEDS11 0 0 0 0 0 0 0 0 0 0 1

QuEDS13 1 0 0 0 0 0 0 0 0 1 0

QuEDS16 0 0 1 0 0 0 0 0 0 0 0

QuEDS22 0 1 0 0 0 0 0 0 0 0 0

QuEDS23 0 1 0 0 0 0 0 0 0 0 0

QuEDS26 0 0 1 0 0 0 0 0 0 0 0

QuEDS28 0 0 0 0 0 1 1 0 0 0 0

QuEDS31 0 0 0 0 0 0 1 0 0 0 0

QuEDS35 0 0 0 0 0 1 1 1 0 0 0

QuEDS39 0 0 0 0 0 1 1 0 1 1 0

TABLE 6 | The clinical context for the Affective sub-scale of the QuEDS.

Items A1 A2 A7 A12 A17 A19 A20 A23

QuEDS7 1 0 0 0 0 1 0 0

QuEDS8 0 0 0 0 0 1 0 0

QuEDS12 0 1 0 0 1 0 0 0

QuEDS15 1 0 0 0 1 0 0 0

QuEDS17 1 0 0 0 0 0 1 0

QuEDS18 0 1 0 0 0 0 1 0

QuEDS29 0 0 0 1 0 0 1 0

QuEDS34 1 0 0 0 0 0 0 0

QuEDS36 0 1 0 0 0 0 1 0

QuEDS37 1 0 1 0 0 0 0 0

QuEDS38 0 0 1 0 0 0 0 0

QuEDS40 0 0 0 0 0 0 0 1
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the algorithm was to administer the QuEDS in an adaptive form
and provide the clinical state as output.

In order to check for the accuracy and the efficiency of the
procedure, a number of indexes were used. First, the average
number of items asked to converge (i.e., to match the stopping
criterion) was used to test the efficiency of the ATS-PD version
of QuEDS in terms of reduction of the number of items
administered to a patient. Second, the distance between the
reconstructed state and the paper and pencil pattern observed for
each specific patient was used to evaluate procedure’s accuracy. In
fact, the higher the distance between the reconstructed state and
the response pattern, the greater is the amount of information
that is inconsistent between the two modalities of administration
of the test. This, in turn, may be due to the error parameters
of the items, to a misspecification of the model, or to problems
with the algorithm. Since the first two options are excluded given
the good fit and the acceptable error estimates (described in
the previous section), a strong divergence between the observed
pattern and the reconstructed state could be due to some errors
in the algorithm; therefore, the measured distance is expected to
be as low as possible if the algorithm is accurate. In this respect
some further concepts need to be introduced.

A response pattern Ri is the list of the observed answers
provided by a subject i to the written version of QuEDS. Ki is the
state in K that is the output of the adaptive assessment when the
input is the response pattern Ri. It is important to emphasize that
the adaptive procedure always produces a state K ∈ K as output
even if the observed response pattern Ri /∈ K. Thus, we define the
distance d(Ki,Ri) as the cardinality of Ki1Ri. As a consequence,
the results of the simulation for each subject can fall into one of
the following mutually exclusive categories:

1. Ki = Ri: this happens when the response pattern Ri ∈ K. In
this case d(Ki,Ri) = 0. In the specific condition, the output
of the adaptive assessment is exactly the same of the output
obtained with the written version of the sub-scale;

2. Ki 6= Ri: This happens whenever Ri /∈ K. In this case of course,
d(Ki,Ri) > 0. In this situation two alternatives may occur:

i) d(Ki,Ri) is minimum, that is, there is no K∗

∈ K such that
d(K∗,Ri) < d(Ki,Ri);

ii) d(Ki,Ri) is not minimum, that is, there exists K∗

∈ K such
that d(K∗,Ri) < d(Ki,Ri).

Of course, the occurrence of this last situation should be as rare
as possible if the adaptive algorithm is accurate.

6. RESULTS

Results are presented separately for themodel fitting analysis, and
for the algorithm efficacy and effectiveness test.

6.1. Model Fitting
It is important to stress that the size of the three structures was
relatively small counting 124 states for the Cognitive scale, 163
for the Somatic scale, and 142 for the Affective scale. The results
of the model fitting for the three structures demonstrated an
adequate fit of the models to the set of collected data [Cognitive:

χ2
(32,144)

= 23, 348, bootstrap-p = 0.07; Somatic: χ2
(15,972)

=

7, 237, bootstrap-p = 0.16; Affective: χ2
(3,928)

= 8, 696, bootstrap-

p = 0.06]. Therefore, a general adequate fit of the structures was
observed.

Another fundamental information obtained by the model
fitting was the estimate of both the η and β parameters for
each item of the scale. With respect to the η parameters, the
estimated values are in general adequately small for almost all
items, ranging between 0.01 and 0.18. Only few items presented
relatively high values of the estimated β . For the Cognitive scale
such items are QuEDS9 with β = 0.50, and QuEDS30 with
β = 0.44. This criticism may be explained by the phrasing of
the items which both include two coordinate sentences. In the
Affective scale of QuEDS two items reported high β estimates:
namely item QuEDS7 with β = 0.44, and item QuEDS17 with
β = 0.45. Interestingly both these items are related to crying,
suggesting that either the subjects could intentionally fake the
specific answer, or that subjects’ answer could be affected by a
poor introspection about “crying.” Although not fully satisfying,
it will be shown in the next section that these values did not affect
the performance of the adaptive procedure.

Given the number of participants and the number of states,
the estimate of the πK for some states K ∈ K was 0. Therefore,
we did not use such information in the following part of the
simulation and we fixed the starting values of all πK in the
adaptive procedure according to the uniform distribution. This
specific implementation is quite common in several applications.

In general, both the fit indexes and the parameters’ estimates
were satisfactory and were, then, implemented in the adaptive
procedure whose performance is analyzed in the next subsection.

6.2. Clinical State Reconstruction
The results of both accuracy and effectiveness tests supported
the goodness of the adaptive algorithm. First of all (and actually,
as expected) the system, in all the tested versions, was able to
correctly reproduce the patient’s pattern whenever the pattern Ri
was a state in K. Moreover, for the great majority of the patterns,
whenever Ri /∈ K, the algorithm mapped the pattern into the
closest state in the structure, thus, d(Ki,Ri) = min in most cases.
Only in a limited number of cases happened that the algorithm
mapped a response pattern Ri /∈ K to a state that was not at the
minimum distance, thus, for some cases happened that there was
a stateK∗

i ∈ K such that d(K∗

i ,Ri) < d(Ki,Ri). This could depend
on the sequence of questions asked by the system, which in turn
is affected by the error parameters, and by the type of update used
by the system. However, this situation has rarely occurred in the
simulations.

Table 7 summarizes the results with respect to both accuracy
and efficiency of the algorithm.

The table displays that the best performing configuration
of the ATS-PD version of the QuEDS is the one with on-line
Bayesian update and the parameter ζ computed as a function of
ηq and βq. In the cognitive scale, which has 15 items in total, with
this configuration we had a maximum of 11 questions asked and
a minimum of 7 to reach the stopping criterion; the average is
8.83 items asked (SD = 0.47). It means that the saving in terms
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TABLE 7 | Main results of the adaptive algorithm testing.

Cognitive Somatic Affective

ζ Bayesian update Max items Not Min Max items Not Min Max items Not Min

21 off-line 17 12 9 8 8 40

21 on-line 11 15 9 6 8 35

21 absent 17 11 9 8 8 39

(ηq,βq) off-line 20 7 11 8 23 39

(ηq,βq) on-line 11 10 9 5 8 29

(ηq,βq) absent 20 7 11 8 29 34

The first column contains the levels of the variable ζ ; The second column refers to the implementation of the Bayesian update. The remaining columns contain, for each sub-scale, the

maximum number of questions asked to reach the stopping criterion, and the number of response patterns mapped to a state Ki such that there exists d(K
∗,Ri ) < d(Ki ,Ri ) for the three

sub-scales. In bold the best performing configuration.

of question posed is between 31 and 53%. We found 10 response
patterns R in which the distance d(Ki,Ri) was not minimal. In
the specific case, d(Ki,Ri) − d(K∗

i ,Ri) ≤ 2. It means that the
distance between the output state Ki and the state K∗

i that was
the closest one to Ri was never greater than 2 (that is, no more
than two answers in Ki were different from K∗

i , whose distance
was minimum from Ri).

The somatic scale has 14 items in total. In the best performing
configuration we observed a maximum of 9 items asked to reach
the stopping criterion and a minimum of 8 item asked to achieve
the output of the assessment; the average is 8.42 items asked (SD
= 0.82). The saving in terms of questions posed is between 36
and 50%. Out of the 173 observed different response patterns,
five were mapped to a state whose distance from the pattern was
not minimal. Also in this case d(Ki,Ri)− d(K∗

i ,Ri) ≤ 2.
The affective scale counted a total 12 items in the written

version. In the best performing configuration we had amaximum
of 8 items asked and a minimum of 7; the average is 7.66 items
asked (SD = 0.47). The saving in terms of questions posed is
between 33 and 42%. In this scale 29 response patterns were
mapped to a state at a non minimal distance. In the specific case
d(Ki,Ri) − d(K∗

i ,Ri) ≤ 3. This last scale seemed to perform in a
less accurate, although still adequate and effective, way.

It is important to stress how the procedure is carried out
on-line: this means that the questioning rule, the updating rule
(together with the Bayesian correction) and the stopping rule are
applied in real time even on a standard machine. This indicates
an adequate optimization of the computational costs of the
procedure.

7. DISCUSSION

This paper aimed at presenting the adaptive version of the three
sub-scales (namely, cognitive, somatic, affective) of the QuEDS
questionnaire. The computerized algorithm was implemented
for the new questionnaire based on an extension of an already
existing algorithm for the assessment of knowledge (Doignon and
Falmagne, 1999; Falmagne and Doignon, 2011). The parameters
of the probabilistic model (i.e., πK for each clinical state K ∈ K,
ηq and βq for every q ∈ Q) were estimated through an iterative
procedure based on maximum likelihood (Dempster et al., 1977)

on data from the 383 participants. The estimated parameters were
then used to calibrate the adaptive algorithm. The simulation
study was carried out to test the efficiency and accuracy of
the implemented adaptive procedure. Results supported that
the adaptive version of the QuEDS provides clinicians with
accurate information collected in an efficient way. Moreover, the
information collected bymeans of the adaptive version of QuEDS
allows the differentiation of individuals with the same score
but with different symptoms (i.e., with different clinical states)
and, possibly, different severity of the episode. These properties
represent a relevant improvement in the amount, and quality of
the collected diagnostic information, as well as in the amount of
time needed for case formulation.

The parameter estimates provided the starting point for the
implementation of the questioning rule and of the updating
rule. This last was tested under different conditions with respect
to the computation of the multiplicative parameter ζ . Finally,
the opportunity to apply a Bayesian update was tested. Results
showed that the most efficient and accurate implementation
of the algorithm included the estimate of ζ via the η and β

parameters, and the application of an on-line Bayesian updating.
It is important to highlight how the adaptive version of the

questionnaire allows for a consistent reduction of the number
of questions asked. In the classical written form of the QuEDS,
each participant had to answer all 41 items, 15 for the cognitive
sub-scale, 14 for the somatic sub-scale, 12 for the affective sub-
scale. In the adaptive form of QuEDS only a percentage ranging
between 50 and 70% of the items is asked.

The present study and the adaptive version of the QuEDS
presents some limitations which should be addressed in future
research. Although the sample size is adequate to obtain reliable
estimates of the error parameters of the items and of the model
fit, it is too small to achieve reliable estimates of the clinical
states’ probabilities. In fact, given the size of the three structures
(respectively 124, 163, and 142 states) and the obtained error
parameters of the items, a reliable estimate of the πK parameters
would need a sample of approximately 1,000 individuals. Notice
that this limitation is not crucial since, in general, with large
structures the a priori probability of each state is very low,
thus in the adaptive form, the possibility of starting from a
uniform distribution on the states is not that strong and generally
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accepted. The second limitation of the present study is the
relatively low number of patients in the clinical sub-sample.
This limitation, which could appear critical in the perspective
of classical methodologies in psychological measurement, within
the framework of FPA is not that crucial, since the estimate of
the parameters and the fit involve the sample in the whole rather
than taking into account different sub-samples. Nonetheless, the
recruitment of a greater number of patients to refine the estimates
and the efficiency-efficacy of the adaptive version of the QuEDS
will be the subject matter of future research. One final limitation
deserves mention: The present version of the QuEDS does not
contain any control scale for social desirability. The inclusion of
social desirability scale into self-report tools for the assessment
of depression is an important and debated issue (e.g., Langevin
and Stancer, 1979; Pichot, 1986; Tanaka-Matsumi and Kameoka,
1986; Cappeliez, 1990; Balsamo and Saggino, 2007) and it will
receive further attention in future research in order to provide
users of the QuEDSwith complete information about this specific
issue.

To conclude, this new form of the QuEDS allows a clinician
to differentiate the individual’s depressive symptoms beyond
the score and to administer only the items related to its
symptomatology following the logical flow of question-answer.
Thus, two patients who obtain the same score to the test can be
treated differently according to their symptoms, since answering
the same number of items does not mean having the same
symptoms configuration.

The future directions of the development of the adaptive
version of the QuEDS questionnaire are twofold: on the one
hand it is necessary to improve the user interface in order to

achieve a simple graphical output able to provide the clinician
with a helpful and accessible way to interact with the system.
On the other hand, the formal definition of the suggestions for
further investigation on the patient have to be formalized and
implemented. This last issue is in continuity with the operational
approach adopted by the Cognitive Behavioral Assessment 2.0
(CBA 2.0; Bertolotti et al., 1990; Sanavio et al., 2008), and
represents the fundamental philosophical approach implemented
by FPA methodology. Furthermore, several refinements of ATS-
PD system can be implemented, for example the possibility of
simplifying the updating rule for real-time application of QuEDS
as implemented by Augustin et al. (2013). Another important
future direction will be the extension of this approach to the case
of polytomous items. The implementation of these extensions
would allow FPA to be used with Likert scales, promoting
its wider application in both psychological measurement and
clinical practice.
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