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Editorial on the Research Topic
 ImmunoPhysics and ImmunoEngineering



The immune system comprises a collection of specialized cells, tissues, and organs that protect the organisms against pathogens and can survey cancer cells. Immune responses are precisely coordinated events that take place in complex, specialized tissue microenvironments. For an integrated view of innate and adaptive immune responses at the molecular level, we ideally need a better understanding of how immune cells communicate and fulfill their tasks in vivo, following events spatially and temporally. Conventional biochemical and genetic methods consider the cell as an individual entity and ligand/receptor pairs as isolated systems. Often, the data obtained refers to the average behavior of a pool of cells and/or receptors removed from their real-life context. The use of new technologies, particularly real-time imaging approaches, is showing us that biological responses are very dynamic and extremely dependent on the context in which they take place and are therefore much more diverse than we initially thought. The combination of these new approaches is radically transforming and enriching immunology, as demonstrated by the increasing number of publications in which physical and/or engineering tools are applied to study the immune response. Whilst scientists are often questioned for the discipline their research is best framed in, we rather think that one scientific discipline cannot be reduced to the terms of another. However, defining and naming cross-disciplinary fields sets our minds on common ground and helps establish a fluent communication to eventually produce groundbreaking, beautiful pieces of science. For instance, ImmunoPhysics was probably first coined by Prof. Morikis a couple of decades ago (https://www.biophysics.org/profiles/dimitrios-morikis); nevertheless, ImmunoPhysics has not become widely regarded as a discipline, despite the continuously growing body of research that requires physical approaches to resolving immunological questions. Hence, with this special issue, we wanted to open a scientific platform compiling ImmunoPhysics and ImmunoEngineering research breakthroughs and future perspectives. Sadly, towards the end of this fascinating journey Prof. Morikis passed away; thus now, with this special issue, we would also like to pay tribute to his fundamental contributions to the field.

The qualitative and quantitative knowledge-advancement resulting from the application of physical and engineering methods and techniques in immunology is unarguable. Coordinated advances in physics and engineering technologies are revolutionizing our research strategies, contributing qualitatively, and quantitatively to breakthroughs in the understanding of immune system function and its regulation in health and disease. Probably, the overarching goals of ImmunoPhysics and ImmunoEngineering are to facilitate the development of therapeutic interventions to more precisely modulate and control the compromised immune response during diseases; but whereas ImmunoPhysics study and assess the physical basis of the immune response, ImmunoEngineering pursues its control and prediction. Possibly the greatest challenge for the growth of these fields is the establishment of fluent communication between physicists or engineers and immunologists. For this purpose, in this special issue, we aimed to provide a broad and interdisciplinary forum for researchers to present their personal views on the field, point to future challenges, and show their latest empirical or theoretical observations or method developments, with biomedical implications in vivo, in vitro, and in silico. Initially, we eagerly sought contributions employing highly advanced static or dynamic quantitative techniques spanning from conventional to super- or ultra-resolved microscopy in space and time to unravel protein clustering [1–8] or to disentangle the involvement of actin cortex dynamics and its mechanics in T-cell activation and synapse formation [9–15]; we also welcomed contributions applying steady and non-equilibrium quantitative fluorescence spectroscopic approaches to resolve receptor protein oligomerization and lipid-protein interactions and dynamics [16, 17] that can be applied to resolve immune-relevant events [18, 19]. Investigations employing systems immunology approaches, including quantitative and high-throughput assessment of the immune status and mathematical modeling of immune interactions [20–25] were also sought after; finally, we were also keen to include breakthroughs in the design or utilization of engineered tools and methods with applications to T-cell biology or immunotherapy [26–31].

Overall, we were gratefully surprised by the broad scope of approaches we were exposed to. For instance, in relation to the application of biophysical tools, including advanced light microscopy and electron microscopy methods, to better understand the molecular mechanisms of immuno-biological processes, we received two reviews: one describing the most used fluorescent microscopy approaches dealing with the polarized secretory intracellular traffic during the immune synapse (Calvo and Izquierdo), and another describing how techniques able to resolve elements at the nanoscale have contributed to the fundamental understanding of the immune synapse (Shannon and Owen). We also received three original articles, one showing a new developed method to track soluble mediators in the B-follicle at the single-molecule level (Miller et al.), another about possible artifacts occurring during chemical fixation in T cells (Pereira et al.), and another revealing novel structures in the podosomes formed at the dendritic cells employing correlative light and electron super-resolution microscopy (Joosten et al.). Regarding the use of in silico simulations and mathematical modeling of immune interactions and quantitative approaches to resolving lymphocyte dynamic immune-related events, we received four contributions: one resolving a structural model for the transmembrane domain of the B-cell receptor with molecular simulation (Friess et al.), another integrating experiments and theory to better understand the dynamics of the T-cell receptor and the cognate peptide of the major histocompatibility complex (Buckle and Borg), a third employing molecular dynamics and electrostatic studies to evaluate the importance of two proteins of the membrane attack complex in the initial steps of the formation of the complement system (Zewde et al.), and a fourth employing mathematical models to predict the fate of a naïve T cell during migration and recirculation (de la Higuera et al.). We also received articles dealing with the study of the cognate interaction between antigen-presenting cells and T cells, where the roles of different proteins were investigated, such as the protein kinase C during polarized exosome secretion (Herranz et al.), TCR interplay with CD3/CD6 (Meddens et al.), and with CD28 (Xia et al.) during the immune synapse. We also include reviews dealing with the plastic cellular morphological changes during early activation, upon triggering, and during the immune synapse, involving perspectives spanning from the highly dynamic, very sophisticated, and complex reorganization of receptor kinases and phosphatases at the plasma membrane (Pérez-Ferreros et al.; Glatzová and Cebecauer; Junghans et al.), and its associated lipids (Baumgart et al.; Pettmann et al.; Gawden-Bone and Griffiths) to the full cytoskeletal reassembly (Martín-Cófreces and Sánchez-Madrid.) The current increasing interest in the role of mechanotransduction in T-cell biology also received attention, with contributions dealing with the application of different biophysical tools to reveal cellular forces or molecular sensing to understand the correlation between the highly coordinated forces exerted by cells with their chemical sensing and activation processes (Kolawole et al.; Harrison et al.; Brockman and Salaita; Rossy et al.). Also, some contributions showed how the application of systems immunology and protein and lipid engineering could help predict lymphocyte receptor recognition patterns (Hammerschmidt et al.; Gorby et al.; Nieto-Garai et al.; Hörner et al.). Finally, contributions are also included on how building sophisticated mimetic in vitro models, for instance by means of microfluidics, novel substrates, and hydrogels, can help to unravel the complexity of immune molecular events at the single-cell level (Benard et al.; Sinha et al.; Weiden et al.).

Overall, the greatest reward was to continuously receive contribution requests, even after the closure of the submission period and to observe that the number of manuscript views and downloads is continuously increasing. We truly believe that, thanks to the 30 contributions comprising this Research Topic, we have fulfilled our aim of editing an article collection that stimulates and facilitates a scientific forum for physicists, engineers, and immunologists, filling the cross-disciplinary gap, increasing awareness, and maximizing discussion and dissemination of ideas and methodologies in this nascent field. The next challenges in the ImmunoPhysics and ImmunoEngineering fields will probably be related to mechanobiology, immuno-oncotherapy, and the engineering of the tumor immunological niche. Correlating the highly coordinated forces exerted by cells with their chemical sensing and activation process is seemingly very challenging but eventually scientifically rewarding. Furthermore, immunotherapy is now widely considered to be one of the best approaches to treatments for certain types of advanced cancer, and immune evasion is now recognized as a hallmark of cancer. The physical understanding of the immunological synapse underpins checkpoint therapies, and immunoengineering of T-cell specificity is the basis of CAR-T therapies. However, there is still much to learn about the physical mechanisms that differentiate responders and non-responders to these powerful therapies. We still have much to learn about engineering the tumor immunological microenvironment. One future goal of ImmunoPhysics could be to construct an accurate in vitro model tissue environment, where advanced microscopy and spectroscopy, force microscopy, and eventually optical and magnetic tweezers would enable measurement and manipulation of key physical parameters to improve fundamental understanding, ultimately leading to applications in improved immunotherapies.
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Immune synapse (IS) formation by T lymphocytes constitutes a crucial event involved in antigen-specific, cellular and humoral immune responses. After IS formation by T lymphocytes and antigen-presenting cells, the convergence of secretory vesicles toward the microtubule-organizing center (MTOC) and MTOC polarization to the IS are involved in polarized secretion at the synaptic cleft. This specialized mechanism appears to specifically provide the immune system with a fine strategy to increase the efficiency of crucial secretory effector functions of T lymphocytes, while minimizing non-specific, cytokine-mediated stimulation of bystander cells, target cell killing and activation-induced cell death. The molecular bases involved in the polarized secretory traffic toward the IS in T lymphocytes have been the focus of interest, thus different models and several imaging strategies have been developed to gain insights into the mechanisms governing directional secretory traffic. In this review, we deal with the most widely used, state-of-the-art approaches to address the molecular mechanisms underlying this crucial, immune secretory response.
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INTRODUCTION


Immune Synapse and Polarized Secretory Traffic

T cells can initially and transiently interact with antigen-presenting cell (APC) via accessory, adhesion molecules such as LFA-1 (1). This allows the lymphocyte to remain in close, but also labile, contact with APC and to scan the APC’s surface for specific antigen–major histocompatibility complex (MHC) complexes (2, 3). If the APC does not carry a specific antigen, then the T cell does not remain attached to the APC and can interact and examine other potential APCs for specific antigen (Figure 1) (3, 4). This trial-and-error characteristic is considered an important mechanism to assure the specific interaction of the T cell receptor (TCR) with specific antigen-bearing APCs (1, 3). When TCR encounters specific antigen on APC, a productive TCR stimulation by antigen presented on APC induces the formation of the immune synapse (IS) (5, 6). The formation of the IS constitutes an essential component of the immune system (6). IS comprises a highly ordered and plastic, signaling platform that integrates signals and coordinates molecular interactions leading to an appropriate and specific immune response (6). In T lymphocytes, once TCR encounters a specific antigen bound to MHC, one early consequence of IS formation constitutes the convergence of the secretory granules toward the microtubule-organizing center (MTOC) and, almost simultaneously, the polarization of the MTOC to the IS (7, 8) (Figure 1). Acting coordinately, these two trafficking events finely ensure the specificity of T cell effector responses, by enabling polarized secretory traffic toward the APC (7, 8), spatially and temporally focusing the secretion at the synaptic cleft (9). However, it should be pointed out that not always MTOC polarization is necessary or sufficient for lytic granule transport to the IS and cytotoxic hit delivery. In this context, it has been shown that an initial and rapid step of lytic granule secretion constitutively located nearby the IS precedes MTOC polarization at the cytotoxic T lymphocyte (CTL)/target cell synapse (10). In addition, it has been shown that PKCδ-deficient CTL efficiently reoriented MTOC in response to target cell recognition but were not able to polarize their lytic granules (11). These results broaden current views of CTL biology by revealing an extremely rapid step of lytic granule secretion and by showing that MTOC polarization is dispensable for efficient lethal hit delivery. Moreover, there is evidence that resting human B cells escape killing by CTLs by inducing non-polarized exocytosis of their lytic granules, although MTOC translocated normally toward the IS (12). Non-polarized degranulation was associated with an altered formation of the IS and may represent a mechanism that allows B cell malignancies to evade CTLs (12). These examples of segregation between MTOC movement and lytic granules traffic point out that the analyses of both MTOC repositioning and traffic of secretory vesicles should be considered to obtain the full picture of the secretion process.
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FIGURE 1 | Stages of helper T (Th) and cytotoxic synapses and polarized secretion toward the IS. Stages 0 and 1 are common for both Th and cytotoxic T lymphocyte (CTL) synapses. After the initial scanning contact for specific antigen–major histocompatibility complex (MHC) complexes, Th effector T lymphocytes (upper chain of events) form mature synapses with antigen-presenting B lymphocytes within several minutes. This IS lasts many hours during which de novo cytokine (i.e., IL-2, IFN-γ) production (involving de novo gene transcription) and secretion occurs, that requires continuous T cell receptor (TCR) signaling. After IS formation, Th lymphocytes may also undergo non-polarized (multidirectional) secretory traffic of certain cytokines (TNF-α, IL-4) (13). This fact has not been depicted for clarity reasons. The cell conjugates split after several hours, and then the lymphocytes eventually proliferate. Primed effector CTLs (lower chain of events) establish more transient, mature synapses after scanning their target cells (i.e., a cell infected with a virus), and deliver their lethal hits within a few minutes. Secretory lysosomes (lytic granules) are very rapidly transported (within very few minutes) toward the microtubule-organizing center (MTOC) (in the minus “−” direction) and, almost simultaneously, the MTOC polarizes toward the central supramolecular activation cluster (cSMAC) of the IS, a filamentous actin (F-actin)-depleted area that constitutes a secretory domain (14). Non-polarized, multidirectional exocytosis of lytic granules from naïve CTLs has been shown also to be induced by resting human B cells (12). This fact has not been depicted for clarity reasons. MTOC translocation to the IS appears to be dependent of dynein motors anchored to adhesion and degranulation promoting adapter protein (ADAP) at the peripheral supramolecular activation cluster (pSMAC), that pull MTOC in the minus direction (15, 16). In both types of synapses (lower zoom panel), the initial F-actin reorganization in the cell–cell contact area, followed by a decrease in F-actin at cSMAC and an accumulation at the pSMAC appears to be involved in granule secretion (17, 18). Multivesicular bodies (MVBs) are also secretion granules involved in the polarized secretion of exosomes at the IS upon their degranulation (19, 20).




Two Kinds of Secretory Synapses

The outcome of the IS depends on the type of T lymphocyte and APC. The interaction of helper T (Th) cells (usually CD4+ cells) with the antigen-presenting, MHC-II-bearing APC results in the activation of the T cell (cytokine secretion, proliferation, etc.). In the case of CTLs (CD8+ cells) interacting with APC displaying antigen-associated MHC-I the response depends on the pre-stimulation of the CTL with the antigen. Thus, naïve CTLs recognizing antigen–MHC-I complexes on APC are “primed” to kill target cells and proliferate. Primed CTL also form IS with target cells (tumor cells or cells infected by viruses) resulting in specific killing (Figure 1). The functional changes produced by the establishment of a productive, mature IS include activation (for Th cells), activation (naïve CTL) or killing (primed CTL), apart from functional anergy or apoptosis (3). Thus, there are two major groups of secretory immune synapses made by T lymphocytes that lead to very different, but crucial immune effector functions (5, 6, 21). On one hand, IS made by primed CTL triggers the rapid polarization (from seconds to very few minutes) of secretory granules (called “lytic granules” or “secretory lysosomes”) toward the synapse (Figure 1). Degranulation of these lytic granules induces the secretion of perforin and granzymes to the synaptic cleft (22). In addition, relocalization of pro-apoptotic Fas ligand from the limiting membrane of the secretory lysosome to the cell surface occurs (23). Fas ligand on the CTL cell surface subsequently triggers apoptosis by binding to Fas-expressing target cells (24). Acting together, all these death-inducing factors trigger the death of the target cells (25). CTLs form somewhat transient synapses, lasting only few minutes, as the target cells are killed (8, 26). This is probably due to the fact that the optimal CTL function requires a rapid and transient contact to deliver as many lethal hits as possible to several target cells (8, 26) (Figure 1). On the other hand, Th lymphocytes make stable, lengthy synapses (>20–30 min up to several hours) that are necessary for both directional and continuous secretion of stimulatory cytokines (8, 26). The fact these Th synapses are more stable than the synapses formed by CTLs does not exclude the possibility that Th may establish sequential contacts with several APCs, as has been shown for B cells and dendritic cells (5, 27). These cytokines are contained in secretory granules, and some of them (IL-2, IFN-γ) also undergo polarized traffic to the IS (8). Accordingly, in long-lived synapses made by Th lymphocytes the MTOC takes from several minutes up to hours to move and dock to the IS, whereas in primed CTLs the directional movement of MTOC toward the synapse lasts very few minutes (6, 8, 26) (Figure 1). Considering these points, it becomes clear that a major difference between the IS established by primed CTL and that established by Th cells is the overall duration of the process and its immediate repeatability. To eliminate target cells rapidly, CTL contacts with target cells are quick, and CTLs can establish multiple IS with different target cells over short periods of time (8). Conversely, Th cells establish prolonged IS and do not rapidly form consecutive IS once activated properly (Figure 1) (4, 6). In any case, both the convergence of secretory granules toward the MTOC and MTOC polarization to the IS appear to be necessary for optimal polarized and focused secretion in many cell types of the immune system, including innate natural killer (NK) cells (28, 29), CTLs (17, 30), primary CD4+ T cells (31), and Jurkat cells (30), although some exceptions to this situation have been described in the first paragraph. This specialized mechanism appears to specifically provide the immune system with a finely tuned strategy to increase the efficiency of crucial secretory effector functions, while minimizing non-specific, cytokine-mediated stimulation of bystander cells target cell killing and activation-induced cell death (AICD).



Polarized Secretion of Exosomes

Polarized secretion of exosomes at the IS constitutes an emerging and challenging field involved in relevant immune responses (32). In this context, it has been shown that late endosomes with multivesicular body (MVB) structure carrying intraluminal vesicles (ILVs) undergo polarized traffic toward the IS (Figure 1, lower panels) (19). The degranulation of MVBs at the IS induces the release of ILVs as exosomes to the synaptic cleft. This occurs in synapses formed by Jurkat cells, TCR-stimulated CD4+ lymphoblasts, and primed CTLs (19, 20, 33–37). While exosomes are constitutively secreted by various cell lineages and tumor cells, in T and B lymphocytes exosome secretion is triggered upon activation of cell surface receptors, which in turn regulates antigen-specific immune responses (25, 38). The exosomes participate in important processes related to TCR-triggered immune responses, including T lymphocyte-mediated cytotoxicity, AICD of CD4+ lymphocytes, antigen presentation, intercellular miRNA exchange (20, 35, 39–42), and thymus development (43). However, the mechanisms underlying MVB traffic and exosome secretion are poorly understood when compared with those corresponding to other secretory granules in T lymphocytes (21, 44, 45). Thus, the study of this partially unknown polarized secretion pathway using the proposed imaging techniques will provide information regarding an important, specialized function of the immune system.




METHODS FOR IMMUNE SYNAPSE FORMATION AND IMAGING

The formation of the IS consists of a highly rapid and plastic process that may conduct to several different polarized traffic outcomes, and some of these may differ in time. For instance, polarization of lytic granules of CTLs takes very few minutes, whereas certain cytokine-containing granules take from several minutes up to several hours to complete their polarization. These time differences need to be considered in advance to design the experiment and to choose the right experimental approach, since for some imaging strategies time is a limiting factor.

One important feature of the IS consists of the establishment of exploratory, labile contacts between the T cell and the APC, that may lead or not to a stronger contact and the formation of a mature synapse, providing that TCR recognizes the antigen–MHC complexes and the establishment of proper costimulatory interactions (3). Both the onset of the initial contacts and the establishment of a mature, fully productive IS, are intrinsically stochastic, rapid and asynchronous processes (3, 46). In addition, there is a low frequency in the formation of cell–cell conjugates (47). Another major challenge in studying polarization of secretory machinery in T lymphocytes, particularly in CTLs, is that the whole process is quite fast (a few minutes). For all these reasons, most early studies have used an end-point approach in which T lymphocytes and target cells are mixed together in suspension, concentrated by low speed centrifugation to favor conjugate formation, incubated for several minutes, fixed and scored for the repositioning of MTOC and/or secretory granules toward the IS (48). This approach has two important drawbacks: no dynamic trafficking information was obtained, and high levels of background MTOC/secretory granules polarization due to the stochastic nature of IS formation were observed (46). In addition, any correlation between TCR-derived early signaling events (i.e., rises in intracellular calcium, actin reorganization) and secretory granule polarization is difficult to analyze. Therefore, important pre-requisites for proper imaging of the IS in living cells include to increase the conjugate formation efficiency, to synchronize the formation of the IS and, if possible, to guarantee the formation of conjugates at certain microscope fields (XY) and focal plane (Z) positions. Several approaches have been designed to guarantee this synchronicity and to circumvent all these caveats. We will describe below some examples for these approaches, pointing out some of their advantages and weaknesses.


Planar Lipid Bilayers and Coverslip/Beads-Coated With Surface Proteins or Agonistic Antibodies

This approach reduces a three-dimensional (3D) complex structure such an IS to two dimensions (XY) and enables high-resolution imaging (4). Using this strategy several relevant issues can be solved. On one hand, the synchronicity issue can be solved since cells will eventually sediment and will get into the microscope focus and stimulated at the coverslip interface with a similar time course. On the other hand, stimulation will occur at a homogenous, defined Z position; this will facilitate image capture. It is well known that conventional epifluorescence and confocal microscopes, but also super-resolution microscopes, have poor resolution in the Z-axis (49). Thus, by excluding Z dimension, specific high-resolution techniques such as total internal reflection microscopy (TIRFM) (see below) will benefit from this approach. Movement of secretory granules at the focus plane will consist of centripetal convergence toward the central supramolecular activation cluster (cSMAC) area (5, 50) and this can be recorded and analyzed (Figure 1). Unfortunately, this technique can be somewhat reductionist since it is not possible to guarantee that all the molecular interactions occurring in a cell–cell synapse will occur also upon interaction with the bilayer (5). In fact, supported lipid bilayers do not mimic the complex surface of an APC or target cell, giving rise to non-physiological interactions in the IS (51). In addition, capture in a defined Z in the very initial moments of the interaction with the coverslip will exclude intracellular structures (i.e., secretory vesicles) located beyond a certain Z distance from the coverslip (>200–300 nm). However, for some structures contained and reorganizing within the IS (i.e., actin reorganization), the features of some images obtained by using anti-TCR-coated coverslips and lipid bilayers and imaged by TIRF and TIRF–structured illumination microscopy (SIM) combination (see below) probably exhibit by far the highest quality obtained to date (50, 52). The possibility to define and change the composition of the lipid bilayer by loading antigens, accessory molecules, lipids, etc., allows for “reconstitution approaches” and offers flexibility to this approach (4).

However, the information obtained from in vitro bilayers systems must be considered with caution when extrapolated to in vivo T cell activation and synapse formation. In this context, the antigen or antigenic peptide dose affects the size of the cSMAC, and the levels of antigen–MHC on endogenous APCs may be lower than the levels used in the in vitro models (5). The rigid and flat nature of the glass-supported bilayer may also drive kinetic size segregation, and in vitro cell–cell conjugates tend to have multifocal and quite heterogeneous synapses (5). For instance, kinetic segregation of CD45 has been shown to be crucial for TCR triggering (53) and this may differently occur in T cells interacting with lipid bilayers with respect to cell–cell conjugates. Finally, indeed the APC develops mechanical and functional contributions to IS surfaces but also modulates synapse structure and function (5, 12). Thus, it is important to take into account that studies with supported planar bilayers are powerful in terms of resolution and sensitivity, but it is always important to test the predictions of these model systems in in vitro cell–cell or in vivo systems (54).

Another variant of this technique consists in the use of anti-TCR- (or anti-BCR-) coated latex beads to induce the formation of cell-bead conjugates in suspension (18, 55, 56). These beads, as lipid bilayers, may allow the use of costimulatory agonists (i.e., anti-CD28 for T lymphocytes, anti-CD40 for B lymphocytes) and recombinant proteins such as ICAM-1. Indeed, the use of beads allows lymphocytes to establish a stimulatory contact with a surface more similar to the ellipsoid geometry of an immune cell than the planar lipid bilayer (56).

A more sophisticated variant included in this group of approaches allows to enhance the spatial and temporal control of MTOC repositioning (57) and circumvents the background MTOC polarization issue (see above). This technique consists of the focused activation of a photoactivatable peptide–MHC bound to glass surfaces and has been successfully used to analyze the contribution of the gradient of the second messenger diacylglycerol (DAG) and its negative regulator DAG kinase α to the polarized traffic of lytic granules in CTLs (57, 58). However, this approach suffers, as all the coverslip-based protocols, from the fact that the engaging entity is a lipid laying on a glass-surface and not a “real” cell.



T Cell-APC Model Systems


Conjugates of Jurkat T Cells With Superantigen-Coated Raji B Cells and Human Primary T Lymphoblasts With APCs

For the first approach, Jurkat T cells are challenged with Raji B cells coated with Staphylococcal enterotoxin E (SEE) superantigens (59). This approach can be done in cultured cells in suspension but also using Raji B cells attached to fibronectin-coated coverslips to image the early stages of IS formation [i.e., Supplementary Video 1 in Ref. (36)]. A good number of advantages include: easy handling, well-established human cell lines, feasibility of multiple transfection, availability of Jurkat mutants (60), appropriate kinetics of polarization, valuable model for T cell signaling (60), and the fact that real cell–cell conjugates are imaged. In addition, early signals but also T cell-derived late responses such as IL-2 secretion, and activation-induced apoptosis (19, 36) can be easily measured and/or imaged [Supplementary Material in Ref. (19)] and correlated with trafficking events. Despite of a good number of publications using this model, there are drawbacks related to the use of transformed cells that may lack or overexpress adhesion and accessory molecules typical of primary cells. A certainly more physiological alternative consists in the use of polyclonal, mitogen-activated human T lymphoblasts, or alloreactive human T cell clones of known specificity. Synapses formed by T lymphoblasts with SEE or SEB, Staphylococcal enterotoxin B (SEB) superantigens-coated Raji cells may be used for imaging although a low proportion (20–30%) of human T lymphoblasts harbor the superantigens-interacting Vβ TCR (61). Another option is to polyclonally stimulate T lymphoblasts with anti-TCR bound to lipid bilayers. However, several drawbacks inherent to the use of human-derived samples (such as the presence of potential pathogens), availability of healthy donors, variability in activation responses, requirement for re-stimulation of clones, and low transfection efficiency—among other facts—preclude the extensive use of these models for imaging.



Primary (In Vitro Stimulated or In Vivo Primed) T Cells From TCR-Transgenic Mice

This approach circumvents the problems derived from the use of tumor cells, thus constitutes a fair approach to a more physiological scenario. With the appearance of lentiviral and retroviral gene transduction, the expression of fluorescent chimeras is feasible and these models gained in flexibility (17). However, there is often certain degree of variability (kinetics of activation, expression levels of surface receptors, etc.) that makes this approach somewhat more difficult than the Jurkat–Raji model. Several models can be used with primary T lymphocytes in mice. These models have the additional advantage that the stimulatory peptides or superantigens can be injected in vivo to prime immune responses (62). In addition, since all the transgenic lymphocytes express the same TCR with known specificity in quite homogeneous levels, an increase in the efficiency of conjugate formation should be expected when challenged with the specific antigen. A good number of papers on IS imaging have been published by using transgenic murine lymphocytes expressing the ovalbumin (OVA) peptide-specific OT-I TCR (63), which recognizes an OVA peptide. This transgenic TCR is positively selected during thymocyte development in CD8+ CTLs. Thus, OT-I constitutes a good model in the context of CTL polarization and there is a good number of publications arising from this model (17, 64). In addition to OT-I, transgenic murine lymphocytes expressing the influenza NP68 peptide-specific F5 TCR (65), have been successfully used to study traffic in CD8+ CTLs (55). This model also allows for in vivo priming of mice with the antigen (62). When the secretory traffic of cytokines in Th synapses needs to be studied, TCR-transgenic lymphocytes positively selected to CD4+ cells (i.e., expressing the transgenic cytochrome C peptide-specific c5.c7 TCR) (2, 13, 31) have been successfully used for imaging. In all these models, potential effects of transgenic expression of the TCR and positive selection during T cell development should be taken into account.

In addition, superantigens models comparable to the described Jurkat–Raji (SEE) human model may also be used in non-TCR-transgenic mice. For instance, SEB superantigens bound to syngeneic APC (i.e., mouse lymphoma EL-4 cells) can be used in mice harboring the appropriate MHC background to challenge a considerable proportion of T lymphoblasts (around 30%, those lymphocytes bearing Vβ3, Vβ7, or Vβ8 TCRs) (36, 66). Caution needs to be taken since synapses made by either CTLs or Th can be simultaneously formed and imaged [Supplementary Video 8 in Ref. (36)] unless a previous separation of CD4+ and CD8+ lymphoblasts is achieved. These superantigens models also allow in vivo priming of mice (62). One caveat to consider: although trial-and-error scanning of superantigens-pulsed APCs by T lymphoblasts will indeed be imaged, not all lymphocytes will render mature synapses and this will diminish the frequency of productive, mature synapses.



Vertical Cell Pairing (VCP) Device

Observation of lateral cell–cell synaptic conjugates made using the cell models described earlier faces important imaging limitations. Since most conjugates obtained in the classical end-point studies using fixed T lymphocytes and APCs lie parallel to the focus plane, the IS interface lies perpendicular to the plane of focus along the Z-axis (Figure 1). Thus, sequential Z-stacks need to be imaged to 3D-reconstitute the entire synapse. This is an important caveat for in vivo imaging of IS, since conventional confocal microscopes are too slow for 4D imaging (X, Y, Z, T) and, in addition have, as already mentioned earlier, a poor resolution in the Z-axis. To circumvent all these issues, clever “parking and pairing” devices have been developed by some researchers to study NK synapse (47). The microfluidics contained in this device enhanced the frequency of conjugate formation and induced the positioning of the IS on a horizontal imaging plane, which was the ideal focal plane for IS imaging. Thus, the inherent poor Z resolution of microscopes, lack of synchronicity and low frequency of IS interactions can be all together solved by alignment cell devices as VCP. Using these devices, the authors were able to register high-resolution images of lytic granules converging on the IS, simultaneously to actin reorganization (47), in living NK cells forming synapses with target cells. No reports on super-resolution microscopy of T lymphocytes using these devices have been published to date. Drawbacks to consider include that these microfluidic devices are not easy to produce and have not been commercialized to date and therefore are not easily accessible to researchers.



Optical Tweezers

For this clever approach, which constitutes an interesting alternative to a physical “parking and pairing device” described earlier, an optical trap was used to place the APC (i.e., Raji cells pulsed with SEE) such that the initial point of contact with the Jurkat cell is opposite from the location of its MTOC, visualized by the expression of GFP-tagged centrin (46). This approach allowed to dynamically image the complete process of MTOC repositioning, avoiding background MTOC polarization. As a drawback, this is a somewhat technically difficult approach and for some unclear reason the speed of MTOC repositioning obtained in Th lymphocytes and Jurkat–Raji conjugates (46) is quite high (less than 1 min to complete) when compared with that obtained using the same cell models without optical trap (several minutes up to few hours) (67, 68). Similarly, by using optical tweezers to manipulate live-cell conjugates and orientate the synapse in the imaging plane of a laser scanning confocal microscope, some authors have imaged protein organization at living NK cell-target cell and T cell-APC immune synapses with high speed and high resolution (69). Optical tweezers have been used in combination with 3D-SIM (see below) to study polarization of lytic granules in NK IS (70).



Acoustic Trap

An interesting alternative to physical and optic pairing devices that was used to facilitate, synchronize, and image the NK-target cell synaptic interactions into different wells from multiple well plates, using laser scanning confocal microscopy (LSCM), and also allowed to analyze the heterogeneity in the NK cytolytic response toward tumor target cells (29, 71). The technique allowed en face projections of the intercellular contact (cell interface), but since the formation of conjugates was somewhat forced, this probably may interfere with the establishment of both exploratory/labile and specific/stable contacts that occur between the effector and the target cells. To the best of our knowledge, this application has not yet been used in T lymphocyte synapses, probably because of this caveat.





IMAGE CAPTURE AND PROCESSING

To properly image an IS (as in any fluorescence microscopy technique) a compromise among spatial resolution, temporal resolution, and improved signal-to-noise ratio (SNR) is required (72). Apart from these factors, it is necessary to circumvent the photobleaching and cytotoxicity issues inherent to any living cell imaging (72). Exhaustive reviews have been recently published explaining and comparing the more relevant fluorescence microscopy techniques in cell biology (49, 72), as well as their main features (temporal and spatial resolution) and advantages (72, 73). Please refer to these excellent reviews for additional details, since it is out of the scope of this review to deal with these technical issues. Therefore, we will focus in the most relevant details of these techniques that have been used specifically to image the IS and some representative examples [please note that Table 2.1.2 in Ref. (72) has been modified accordingly in Table 1].


TABLE 1 | Comparison of microscopy techniques used for IS imaging.

[image: image1]



Conventional Wide-Field Fluorescence Microscopy (WFM)

WFM combined with image deconvolution after acquisition (Table 1) is still a powerful approach followed by a considerable number of researchers. Not only economic reasons substantiate this choice; the poor resolution in Z-axis (the most important drawback of this technique) can be solved in part by using post-acquisition image deconvolution. Deconvolution is a computational image processing technique that can improve image resolution and contrast (72) up to two times, down to 150–100 nm in XY and 500 nm in Z-axis (https://svi.nl/Deconvolution) (Table 1). Deconvolution requires the knowledge of the idealized or measured point spread function (PSF) of the microscope and the imaging technique used. Deconvolution requires the acquisition of specific images of the sample, whose number and characteristics are usually determined by the method used for imaging. User has to image the sample following these conditions for a correct deconvolution process and this requires certain expertise. Often the metadata [lens numeric aperture (NA), λ] necessary to generate an idealized PSF are contained in the image file and directly loaded by the deconvolution software. Pros: flexibility in a wide number of fluorochromes that can be simultaneously recorded, rapid and sensitive image capture using last generation, highly sensitive, wide field, and rapid scientific complementary metal-oxide semiconductor cameras, improved SNR after image deconvolution and easy training of users. Cons: blurred raw images (bleed-through of out of focus light) before deconvolution, but significantly improved SNR ratio in de-blurred images after deconvolution, enhancing resolution and maintaining the benefits of WFM. Almost all the imaging software available contain deconvolution algorithms, but the state-of-the art, choice software is provided by SVI (Huygens) that includes several optical options [WFM, LSCM, and stimulated emission depletion (STED) microscopy] specific for the different techniques. Among all these techniques WFM is, by far, the microscopy technique that improves most after deconvolution. One example of the power of deconvolution applied to epifluorescence videos on the polarized traffic of MVBs at the IS (19) is provided:

(video before deconvolution) https://www.youtube.com/watch?v=mID0m3usQOQ

(video after deconvolution) https://www.youtube.com/watch?v=Aj0vPj6WAII



Total Internal Reflection Microscopy (TIRFM)

This technique is particularly useful to study the degranulation processes occurring on a coverslip or a functionalized surface/lipid bilayer (50, 52) due to its intrinsic low background and high SNR (Table 1). However, the technique is somewhat limited since only an illuminated homogeneous surface can be used to stimulate the cells. Another major disadvantage is that TIRFM excludes intracellular structures (i.e., secretory vesicles) or molecules located beyond a small Z distance from the coverslip (>200–300 nm). Thus, their initial movement from distal subcellular locations cannot be imaged, although their final movement approaching the IS membrane can be properly imaged. One possibility to avoid these last limitations is to simultaneously combine TIRFM and WFM (57), although “real” cell–cell synapses cannot be imaged. Another recent and interesting option has been developed by using TIRFM-SIM in combination with STED (see below), to show that local dynamism of filamentous actin rearrangements at the nanometer scale is required for cytolytic function of CTLs and NK cells through facilitating degranulation (75). The quality of the imaging obtained in this context is remarkable.



Laser Scanning Confocal Microscopy (LSCM)

Still one the techniques of choice due to its versatility (availability of flurochromes, etc.), although its low temporal resolution can be a problem when ongoing synapses and derived early signaling need to be imaged, in particular with CTL synapses. However, a considerable number of publications use this particular technique since confocal microscopes are standard core equipment widely used in biology institutes. In addition the quality of certain synapse imaging, both for end-point and time-lapse analyzes is unbeatable (67).



Spinning-Disk Confocal Microscopy

Conventional LSCM uses a laser to illuminate a single point on the sample and scans across to generate the image. Because it takes several seconds to generate each optical section, events that occur in milliseconds or seconds/minutes range (i.e., intracellular calcium rises, MTOC translocation to the IS) cannot be visualized via LSCM. In addition, while the image is being assembled point by point, the laser hits the complete thickness of the specimen frequently but only detects a single focal plane, leading to cytotoxicity and bleaching of the fluorophore (Table 1). Thus, the “efficiency” of excitation and the emission detection is quite low. However, in spinning-disk confocal microscopy, the excitation light is split through a disk containing multiple micropinholes, allowing for several points on the sample to be imaged at the same time. This allows for high-speed confocal imaging and reduced toxicity because of decreased repeated illumination, but also increases the temporal resolution by a factor of 10- to 100-fold when compared with LSCM. This technique has been successfully used for rapid 4D imaging of MTOC translocation to Jurkat–Raji synapses (46, 68). For rapid CTL synapses, the even faster lattice light sheet fluorescence microscopy (LLSFM) (see below) appears to be even better. Pros: rapid acquisition, good image quality, and reduced photobleaching.



Two-Photon Fluorescence Microscopy (TPFM)

By far, this is the most appropriate technique for in vivo imaging since the high penetration of the excitation light allows to deeply penetrate into specimens such as whole lymphoid organs and organoids (76). However, some other features are not so appealing when compared with other techniques (Table 1), thus few publications analyzing intracellular traffic use this technique. However, it has allowed to track migrating T cells, to image synapse formation by CD4+ lymphocytes and to study subcellular dynamics of T cell immune synapses in lymph nodes (27, 76).



Light Sheet Fluorescence Microscopy (LSFM)

A faster method to generate optically sectioned images when compared with SIM and LSCM, while cytotoxicity and bleaching are reduced. A thin sheet of light produced by a cylindrical lens excites a single plane of the sample, and the emission from the whole plane is collected with a CCD camera that is orthogonal to the excitation light. Because the image is not assembled as points (as in LSCM), imaging is fast and there is a good correlation between illumination and detection of fluorescence, thus decreasing phototoxicity and bleaching (72). Strictly, in its original basic version LSFM is not able to achieve super-resolution images, but depending of light sheet thickness and NA of the lenses, allows better XYZ resolution than LSCM and spinning-disk microscopes. LSFM has been used to image immunologically relevant tissues such as lymph nodes (84), but the implementation of LLSFM (see below), which provides further improvement, has overtaken LSFM as a choice technique. LSFM allows rapid 3D time-lapse with reduced photobleaching.



Super-Resolution (SR) Techniques

Images from the microscopes described earlier are limited by the diffraction of light to a maximal XY resolution of about 200 nm (blue light). Although indeed coarse and valuable information can be extracted from these images, they are unsuitable for the study, when required, of nanoscale molecular changes and submicron organization (i.e., detailed interactions of myosin with actin and TCR microclusters, etc.). To circumvent this, a family of super-resolution fluorescence microscopy techniques that achieve resolution beyond this diffraction limit (labeled with a vertical line as “SR” in Table 1) has been developed during the last years. It is important to remark that super-resolution techniques have an important cost: acquisition times are often too long for fast biological processes such as those occurring at the IS, fluorescence probes are limited and 3D imaging is still challenging for single-molecule localization microscopy (SMLM) techniques. This fact, together with the possibility of artifacts (see below), causes that SR techniques should be preferred only when diffraction-limited methods cannot provide the information required (73).


SIM and Super-Resolution SIM (SR/3D-SIM)

This technique encompasses a range of techniques based on sample being illuminated with spatially structured light, generating images with high spatial frequency information, which are mathematically reconstructed into a super-resolution image that has twofold better resolution than a conventional WFM image. This technique uses potentially less light, achieves higher temporal resolution, costs less and works well with many more fluorophores than, for instance, STED and SMLM techniques (see Table 1). Part of the improvements of this technique involves also super-resolution (SR-SIM), also called 3D-SIM. This enhances 2-fold the SIM spatial resolution and improves also the temporal resolution up to 100-fold. Superb images of cortical actin reorganization and lytic granules at the IS in NK cells have been published (70). Cons of conventional SIM include low speed and the computational time necessary to obtain the final image as well as the susceptibility to artifact generation during the image reconstitution processes (73).



Stimulated Emission Depletion (STED) Microscopy

This super-resolution technique enhances resolution by approximately one order of magnitude when referred to diffraction-limited approaches such as conventional LSCM (Table 1). Sample is scanned with two overlapping lasers: the first one excites and the second depletes the fluorophores, minimizing the volume of detection. Thus, PSF undergoes shrinking by STED leading to an enhancement in XYZ resolution. The level of resolution is only surpassed by SMLM (Table 1), but since STED is based on optical design it does not need complex post-acquisition processing as compared with SMLM. STED does not obligatorily entail image processing so it is praised as less susceptible to artifacts than other SR techniques (SR-SIM and SMLM) (73). Since STED acquisition is faster than SMLM, it can be more versatile for live-cell and 3D imaging, although it is significantly slower than spinning-disk microscopy or LLSFM. However, there is a limitation in the number and various fluorochromes that can be used, the power of the lasers induces photobleaching and toxicity and the equipment has a high cost. This technique has been used to image actin cytoskeleton rearrangements and lytic granules in NK synapses (79) and T lymphocytes stimulated on modified glass surfaces (78).



SMLM, Photoactivated Localization Microscopy (PALM), and Stochastic Optical Reconstitution Microscopy (STORM)

In practice, SMLM techniques provide the highest spatial resolution available (less than 20 nm in X/Y and less than 100 nm in Z) (Table 1). PALM and STORM use confined (to a higher precision than the diffraction limit), single fluorophore molecule imaging of many cycles of photoactivation and photoconversion to reconstruct a pattern of fluorophores too crowded for single fluorophore imaging. This is achieved by using a limited number of fluorescent probes (photo-switchable fluorescent protein for PALM and conventional synthetic dyes for STORM), which constitutes a caveat. Another important drawback is the large number of images that are required to capture to fully define a single super-resolution image. In addition, complex reconstitution post-acquisition algorithms are necessary to create the final image. Although there are emerging, fast algorithms, processing time and big data storage remain as important concerns, limiting the application of these techniques to fixed samples. Thus acquisition time is a limiting factor and therefore living image applications and 3D/4D experiments are still technically challenging. In addition, because of topological constraints and the difficulty of imaging the irregular surface between two cells, SMLM imaging has been performed using various model systems in which the activating surface can be visualized in a single plane. For this reason these studies have been performed in immobilized surfaces and glass-supported lipid bilayers, and have not been extended to cell–cell conjugates yet. This limitation has motivated the development of a number of three-dimensional (3D), single-molecule imaging techniques, which allow for complete sampling of the protein distribution with high precision in all dimensions. In this context, the development of the double-helix point spread function is an example of a rotating PSF whose intensity distributions rotate as they propagate along the optical axis, allowing access to a significantly larger depth of field (~4 μm). This technique allowed to accurately visualize large-scale receptor reorganization of the membrane of whole T cells and single-particle tracking analyzes in living cells (83).

Using STORM/PALM, it has been shown that early TCR stimulation on glass coverslips recruits lck into clusters (80); using PALM it has been shown that TCR and linker activation T cells (LAT) exist in separate membrane domains (protein islands) in resting T lymphocytes and that these domains concatenated after T cell activation (81). Recently, SMLM has been extended to 3D (82) but is still far from being implemented as a standard technique. In this 3D-SMLM example, the authors explore LAT clustering at the T cell IS in 3D using iPALM and quantitative Bayesian cluster analysis. They show that the increase in LAT clustering observed in 2D results, at least in part, from the recruitment of LAT vesicles to the IS from a deep intracellular pool, distinct from the membrane population (82). More generally, with 3D-SMLM becoming a regularly used tool to address biological questions, the development of an accurate and robust 3D cluster analysis method, as presented by these authors, is an important and necessary advance.



Lattice Light Sheet Fluorescence Microscopy (LLSFM)

This state-of-the-art technique is an improvement of rapid LSFM and allows for very rapid 4D imaging of IS (85), in particular rapid signaling and trafficking events in CTL and NK synapses (17, 64). Since the capture in Z dimension is extremely fast (10- to 15-fold improvement in temporal resolution when compared with rapid spinning-disk confocal microscopy) and also achieves super-resolution, a 3D full volume information can be imaged each second. In addition, the resolution achieved (threefold finer optical sectioning) allowed to gain a deep insight into actin cytoskeleton reorganization and to establish spatiotemporal relationships between actin reorganization and secretory traffic in CTLs synapse (17). Pros: very rapid acquisition, good image quality, very good 3D sectioning-reconstitution, optimized for live-cell imaging. Cons: complex and expensive equipment.





POTENTIAL FUTURE DEVELOPMENTS IN THE FIELD

The particular limitations of some of the described techniques can be avoided by applying several of the techniques in the same synapse model [i.e., WFM and LSCM (19), 3D-SIM and LSCM (70), STED and LSCM (79), STED and LLSFM (78), TIRFM-SIM and SMLM-STORM (74), STED, SIM, and TIRF-SIM (75)]. This is an immediate possibility that indeed allows to circumvent the limitations of the current techniques and to synergize in solving nascent biological issues. Alternatively, but not exclusively, combining several techniques when possible in the same experimental setup (i.e., photoactivation, TIRFM and WFM) (15, 57), and/or developing new “smart,” user-friendly instrumental designs (86) and new analytical approaches [i.e., super-resolution radial fluctuations (87)] will allow to tackle the present and future biological problems related to IS imaging. One important challenge occurring mainly in SR techniques is the huge amount of data generated; storing and analyzing the data can be a challenge in itself, since some of these microscopes (SMLM, SIM) do not allow visualizing the images during the acquisition and require post-acquisition complex data processing. Thus, the possibility of secondary artifacts at this stage is a reality (73). One possibility to detect artifacts before or after image processing and calibrate the SR instruments consists of the use of appropriate external image standards (73). Unfortunately, they are not available yet and will not likely be commercially available in the near future. Another interesting option to avoid potential SMLM-derived artifacts is to contrast SMLM results with those obtaining by imaging in parallel the same biological sample with a different technique such as SIM (77). In addition, and during the pre-acquisition stage, the generation of new fluorochromes with more photostability, emission colors, and brighter fluorochromes such as silicon-rhodamine SiR dyes (88) will indeed help in the development of super-resolution techniques. Another biologically relevant and immediate area of application of SR techniques includes the study of maturation (formation of ILVs inside MVBs) and secretory traffic of MVBs. Currently, the nano size of MVBs (up to 500 nm) and ILVs (50–100 nm) requires the use of electron microscopy techniques (32) or correlative microscopy techniques (89, 90), which do not allow studies of living cells. MVBs and ILVs thus are ideal candidates to be imaged by SR techniques, particularly 3D-SMLM, in living cells. The nanoimmunology field will indeed benefit in the immediate future of the application of these techniques.



CONCLUSION

Some of the strategies we describe here have been shown to be very useful to obtain high-quality, high-resolution and super-resolution imaging of the IS in living cells, including simultaneous imaging of cytoskeleton changes and trafficking events occurring in living cells forming IS. This has allowed establishing correlations among certain early signaling events, cytoskeleton changes and secretory vesicle trafficking. However, some of these tactics require the use of reductionist approaches (at least from the biological point of view) that need to be considered in advance. Other experimental approaches, by avoiding these caveats, have proved to be very useful since they allow 4D, improved SNR imaging of “real” cell–cell synapses (17, 64). However, in some of these approaches the low frequency of conjugate formation and the low probability to image synapses in formation from the beginning (in particular in the rapid synapses formed by CTL) precludes obtaining valuable data without a previously designed, high-throughput cell “parking and pairing” strategy. The drawbacks inherent to certain SR techniques cause that, in general, these techniques should be preferred only when diffraction-limited microscopy methods cannot provide the information required.
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Soluble factors are an essential means of communication between cells and their environment. However, many molecules readily interact with extracellular matrix components, giving rise to multiple modes of diffusion. The molecular quantification of diffusion in situ is thus a challenging imaging frontier, requiring very high spatial and temporal resolution. Overcoming this methodological barrier is key to understanding the precise spatial patterning of the extracellular factors that regulate immune function. To address this, we have developed a high-speed light microscopy system capable of millisecond sampling in ex vivo tissue samples and submillisecond sampling in controlled in vitro samples to characterize molecular diffusion in a range of complex microenvironments. We demonstrate that this method outperforms competing tools for determining molecular mobility of fluorescence correlation spectroscopy (FCS) and fluorescence recovery after photobleaching (FRAP) for evaluation of diffusion. We then apply this approach to study the chemokine CXCL13, a key determinant of lymphoid tissue architecture, and B-cell-mediated immunity. Super-resolution single-molecule tracking of fluorescently labeled CCL19 and CXCL13 in collagen matrix was used to assess the heterogeneity of chemokine mobility behaviors, with results indicating an immobile fraction and a mobile fraction for both molecules, with distinct diffusion rates of 8.4 ± 0.2 and 6.2 ± 0.3 μm2s−1, respectively. To better understand mobility behaviors in situ, we analyzed CXCL13-AF647 diffusion in murine lymph node tissue sections and observed both an immobile fraction and a mobile fraction with an example diffusion coefficient of 6.6 ± 0.4 μm2s−1, suggesting that mobility within the follicle is also multimodal. In quantitatively studying mobility behaviors at the molecular level, we have obtained an increased understanding of CXCL13 bioavailability within the follicle. Our high-speed single-molecule tracking approach affords a novel perspective from which to understand the mobility of soluble factors relevant to the immune system.
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INTRODUCTION

Within the immune system, soluble factors such as chemokines, cytokines, and growth factors drive graded responses to extracellular signals, regulating processes including immune cell recruitment at sites of infection (1), lymphoid tissue formation (2, 3), and the maturation of adaptive immune responses (4). Despite their fundamental importance, the precise spatial distribution of soluble factors within tissues remains unclear, due in part to a dearth of experimental techniques capable of measuring diffusion in situ.

The emergence of super-resolution imaging in light microscopy has yielded significant insights into the structure and dynamics of the immune synapse (5), with the potential to elucidate the precise spatial localization of soluble factors within the context of a complex tissue. These methods enable spatial localization of single fluorescent probes more than an order of magnitude better than the standard optical resolution limit of ~250 nm, facilitating direct visualization of dynamic molecular processes. Barriers to using super-resolution for quantifying rapid molecular diffusion in biological processes in the aqueous inter- and intra-cellular regions in tissues include poor temporal resolution, due to constraints imposed from limited photon emission, and challenges in data interpretation due to heterogeneous mobility behaviors such as complex underlying diffusion modes or the presence of mixed populations of molecules in multimeric forms.

To achieve the most rapid sampling possible, traditional single-molecule fluorescence tracking techniques must compromise on the image quality or on the type of probe used. Elastic and interferometric scattering can overcome poor fluorophore photophysics to enable rapid sampling; however, they either use relatively large probes that exhibit steric hindrance, or achieve poor specificity in heterogeneous sample environments unless used in conjunction with fluorescent labeling (6–10). Scanning fluorescence methods such as stimulated emission depletion microscopy (STED (11) are limited to ~1 Hz typical frame rates with faster imaging up to ~1,000 Hz possible by trading image quality (12); MINFLUX imaging (13) can operate at 8,000 localizations per second in bacterial cells, but only tracks one molecule at a time, while widefield approaches such as fast variants of photoactivatable localization microscopy (PALM) (14) and stochastic optical reconstruction microscopy (STORM) (15) have integration times of on the order of tens of milliseconds for individual image frames with full reconstructions commonly taking several seconds. Structured illumination approaches (16, 17) at best have frame rates of several hundred Hz and high-intensity illumination methods have enabled super-resolution imaging in living cells at around millisecond timescales (18, 19). Submillisecond fluorescence imaging has been reported previously using relatively large fluorescent bead probes (20), tracking a single molecule at a time (21), in plasma membranes using fluorescently labeled cholesterol analogs or Fab fragments (22, 23) and at short distances from the coverslip using TIRF and HILO imaging (24). However, these methods encounter significant challenges in data interpretation when samples and mobility are heterogeneous, as encountered in tissues. Our method is the first, to the best of our knowledge, to enable submillisecond molecular tracking using a minimally perturbative nanoscale organic dye reporter in a heterogeneous 3D aqueous environment typical of interstitial regions between cells in tissues.

Single-molecule tracking can be used to measure diffusion coefficients of proteins and molecules in localized regions and offers the opportunity to investigate the heterogeneity one molecule at a time compared with the ensemble technique of fluorescence recovery after photobleaching (FRAP) (25–27) and quasi single-molecule approach of fluorescence correlation spectroscopy (FCS) (28, 29). These three techniques have been compared using proteins present in the plasma membrane of cells (30–33), supported lipid bilayers (33, 34), and giant unilamellar vesicles (34), which are all approximated as 2D surfaces.

In this study, we use single-molecule imaging approaches to quantify the diffusion of the chemotactic cytokines (chemokines) CXCL13 and CCL19 (Figure 1B). These molecules are key regulators of lymphocyte migration that are present in spatially distinct regions of the lymphoid tissues such as the lymph node (4). Chemokines are small proteins (~10kDa) that bind G-protein Coupled Receptors (GPCRs) leading to polarization of the actomyosin cytoskeleton and directed migration along localized concentration gradients (35). Chemokine bioavailability is regulated across broad spatiotemporal scales, making direct visualization of these molecules in situ challenging. Chemokines are secreted within a dense, heterogeneous microenvironment and undergo transient interactions with their cognate GPCRs and components of the extracellular matrix (ECM) before undergoing receptor-mediated scavenging or enzymatic degradation (35–37). In addition, chemokines are heterogeneous in their binding affinities and are subject to multimerization effects; characteristics that may alter their mobility (38, 39). Simplified hydrodynamic predications (40) employing estimations for the Stokes radius of chemokines and the fluid environment viscosity suggest that chemokine diffusion in hypothetically homogeneous intracellular media in the absence of binding effects would be rapid at ~150 μm2 s−1, implying ~50 s for a single molecule to diffuse across a 200-μm diameter region of lymphoid tissue. However, this estimate is likely to be a poor predictor of diffusivity as it does not account for dynamic molecular interactions encountered in dense, heterogeneous tissues.


[image: image1]
FIGURE 1 | Schematic diagrams of high-speed narrowfield microscopy and the experimental system. (A) The imaging framework showing the bespoke fluorescence microscope and diagrams of image acquisition. (B) The structure of Alexa Fluor 647 labeled CCL19 and CXCL13.


In the following sections, we describe a method to overcome previous technological barriers to the study of molecular mobility in situ. Specifically, we have adapted a standard inverted epifluorescence microscope, making important modifications to facilitate minimally perturbative submillisecond single-molecule tracking of rapidly diffusing fluorescently labeled biomolecules via subdiffraction limit localizations, and developed bespoke software for precise quantification of underlying molecular mobility of tracked particles. We compared FCS, FRAP, and single-molecule tracking on the well-characterized test system for molecular mobility of bovine serum albumin (BSA), labeled with Alexa Fluor 647 (AF647). We then applied our method to quantify the diffusion of CCL19 and CXCL13 (Figure 1B), in a range of environments of increasing complexity comprising (i) buffer alone and in the presence of the highly branched polysaccharide Ficoll to vary the fluid environment viscosity, (ii) the presence of either surface-immobilized heparan sulfate, or a collagen gel matrix, and further (iii) AF647-tagged CXCL13 was tracked in an ex vivo native mouse lymph node environment. Our data suggest that CCL19 and CXCL13 have distinct diffusion rates, and that CXCL13 exhibits both specific binding and diffusion at 6.6 ± 0.4 μm2s−1 within example sections of the B-cell follicle.



RESULTS


Overview of the High-Speed Single-Molecule Tracking Methodology

To enable precise localization and tracking of rapidly diffusing biomolecules, we modified the optical path of a standard inverted epifluorescence microscope (Figure 1A) to implement a broadband laser whose output was selectable over wavelengths ~400–2,000 nm (Figure S1 in Supplementary Material), spanning the excitation spectra of visible-light and near-infrared fluorophores; the beam was de-expanded using a series of lenses to generate a narrow illumination field of ~12 μm full-width at half maximum (FWHM) which could be switched from epifluorescence into total internal reflection fluorescence (TIRF) by controllable translation of a lens, although TIRF was not used in this work. High-contrast epifluorescence images magnified to 120 nm/pixel were captured by an ultrasensitive back-illuminated EMCCD detector (860 iXon +, Andor Technology Ltd.) which could be subarrayed to 29 × 128 pixels to enable rapid frame rates of 1,515 Hz. Images were analyzed using bespoke software (41) written in MATLAB (Mathworks), which enabled automated 2D submillisecond tracking of single fluorescent dye molecules and determination of the microscopic diffusion coefficient D from the measured mean square displacement (42). Diffusion coefficients were found by an interative fitting procedure developed with simulated data.



Speed of Tracking and Image Analysis

A range of sample exposure times of 0.44–1.98 ms per frame were used, with most data acquired at 0.59 ms per frame (0.65 ms cycle time) as a compromise between sampling speed and localization precision. In all cases, we were able to resolve distinct diffusing fluorescent foci of measured 2D half-width at half maximum in the range of 250–300 nm, consistent with single point spread function (PSF) images. Automated foci tracking was utilized for the determination of molecular diffusivity. Foci could be tracked continuously in 2D with ~40 nm precision (Figure S4 in Supplementary Material).

The presence of single molecules was determined by the observation of stepwise photobleaching steps. Examples of this are shown in Figures S1C,D in Supplementary Material. From the manufacturer’s specifications, BSA-AF647 was expected to be labeled with between 3 and 6 AF647 dye molecules and the chemokines were expected to be singly labeled. Only single-molecule bleaching steps were observed in the chemokine data.

The initial intensity of observed foci of the AF647 dye molecule was measured in five conditions: CCL19-AF647 and CXCL13-AF647 in collagen and under heparan sulfate immobilization, and BSA-AF647 in 10% Ficoll. The kernel density estimate was found from the intercept of a line fitted to the first three intensity values measured. Within experimental error the initial intensity for all conditions fell in the 2,000–3,000 count range. The initial intensity is expected to vary for each condition due to the different local environment of the AF647 tag on each molecule, including different allowed orientations and varying flexibility of the linker. Furthermore, the viscosity of the medium is known to affect the emission profile of AF647 and will cause slight variations in total measured intensity due to the use of a band pass filter in the emission path.

Analysis of the tracking data from CXCL13-AF647 and CCL19-AF647 using step-wise dye photobleaching showed predominantly monomeric populations for each (Figure 2; Figure S1 in Supplementary Material). Apparent stoichiometry values determined from the intensity of tracked fluorescent foci greater than one molecule per foci may be due to real multimeric complexes or potentially due to the overlap of monomeric foci images in the 2D projection that is imaged, especially in the case of high dye concentration. The maximum number of detected foci in one frame of 15 foci in our case was used in a random overlap model which assumes a Poisson distribution for nearest neighbor foci overlap probability (43, 44). This analysis indicates an 18% probability for random single foci overlap. The predicted intensity of foci due to random overlap could be obtained by convolving the intensity distribution of a single molecule of AF647 (width scaled by the square root of the apparent stoichiometry) with the apparent stoichiometry distribution generated by the random overlap probability prediction. The overlap model was found to be statistically identical to the experimentally observed distribution below apparent stoichiometry values of six AF647 molecules per foci (p < 0.05, Pearson’s χ2 test). A small proportion of less than 5% of foci we found to have a higher apparent stoichiometry than that predicted from the random overlap model; it is possible that these may be indicative of some additional factors not captured in the basic overlap model such as non-uniformity in illumination across the field of view and experimental autofluorescence.


[image: image1]
FIGURE 2 | Single-molecule stoichiometry of CCL19-AF647. (A) Tracking of photoblinking Alexa Fluor 647 (AF647): localizations and intensity over time with sample images from the acquisition. (B) Distribution of apparent CCL19 foci stoichiometry (gray) overlaid with the predicted distribution based on randomly overlapping point spread functions (blue). (C) Kernel density estimates of intensity of AF647 labeled CCL19 in collagen (solid blue line), and under heparan sulfate immobilization (solid black line); CXCL13 in collagen (dotted blue line), and under heparan sulfate immobilization (dotted black line); and bovine serum albumin in 10% Ficoll (solid red line). All traces are normalized to the primary peak for clarity (see Supplementary Material).




Iterative Data Simulation and Experimental Data Fitting

Our analysis of the distribution of effective diffusion coefficients obtained from the single-molecule tracking data was corroborated through simulations of diffusing and immobilized foci using realistic signal and background noise values. Iterative cycles of simulation and experimental data fitting were used to determine initial parameters for fitting and the form of the fitting functions. All simulations were run and fitted with and without the addition of Gaussian white noise. The first simulated values were chosen by fitting the experimental data with a two gamma distribution model (45) to account for two diffusive populations.

Initially two distributions, 1.6 μm2s−1 and a 50:50 mixed population of 1.6 and 10 μm2s−1, were simulated (sample images in Figure 3A). The data were plotted via kernel density estimation, and fitted with 1, 2, and 3 gamma distribution functions with four independent steps, all parameters constrained to be positive, each term was multiplied by a fractional prefactor to preserve the unity area of the kernel density plot, and the χ2 goodness-of-fit parameter was evaluated (Table S1 in Supplementary Material). The χ2 statistic accounts for the number of free parameters in the fit, and is used to determine if decreasing residuals are caused by increasing the number of free parameters. For the one component distribution, the one-gamma fit gave the lowest χ2, and for the two-component distribution, the two gamma fit gave the lowest χ2 value, as expected. Applying these three models to the experimental collagen and heparan sulfate immobilized chemokine data gave the lowest χ2 for a two-component fit, except for CCL19 in heparan sulfate, which contained a very low proportion of mobile tracks and was well fitted by a single-component distribution. From this, it was determined that a two-component distribution should be fitted to the experimental data.


[image: image1]
FIGURE 3 | Simulations of chemokine data. (A) Sample simulation images, shown with and without Gaussian white noise added. Scale bar 1 μm. (B) Two-gamma distribution fit (red) to diffusion coefficients found from a simulation of 1.6 and 10 μm2s−1 data with Gaussian white noise. (C) Histograms showing the distribution of simulated 0 μm2s−1 data with (red, overlaid) and without (blue) Gaussian white noise. (D) Diffusion coefficient distribution from a simulation of 0 and 9 μm2s−1 data with Gaussian white noise. Fitted populations are shown in black for the immobile, red for the mobile, and blue for the combined fit. Shaded areas indicate one SD.


The number of independent steps is usually taken to be the same as the number of steps analyzed in gamma distribution fitting analysis of microscopic diffusion coefficients, where it is a parameter governing the shape of the distribution. Strictly, steps are only independent when non-overlapping steps are used (45), but when the localization precision (in nm) of single particles is small compared with the distance moved between localizations in a track the diffusion coefficient distributions from overlapping steps are still well-approximated by the assumption of independent steps. In this work, the temporal resolution is increased to a level where the localization precision is no longer negligible compared with the distance moved between localizations, and steps containing the same localizations are no longer well approximated as being independent. To investigate the independence of the steps in the data and determine the relevant fitting parameter, simulations of 1.6 and 10 μm2s−1 were made separately, and fitted with a single-component gamma distribution where the number of independent steps was allowed to vary. The results (Table 1) indicate this value to be around two, in line with expectations of consecutive steps containing the same localization not being independent, reducing the number of steps by half.


TABLE 1 | Results of one-gamma distribution fitting to simulated single diffusion coefficient distributions.

[image: image1]


Fitting simulations of a 50:50 population of molecules with diffusion coefficients of 1.6 and 10 μm2s−1 with two gamma distributions with the same fitted value of N in each distribution, and N constrained to be in the range 0–4 (Figure 3B; Table S2 in Supplementary Material), gives a distribution which does not match the experimental data (Figure 4A and 5D,E): when the data are placed in a histogram based on measured diffusion coefficient the experimental data show a peak in the first bin width, which is not seen in the simulation of 1.6 μm2s−1 data. The 1.6 μm2s−1 data were simulated because these were found as a preliminary result of fitting to the experimental data, but a simulation of truly immobile data with a diffusion coefficient of 0 μm2s−1 gave a peak in the first bin of the histogram when put into bins with the width of the localization precision (see Figure 3C), matching the experimental data.


[image: image1]
FIGURE 4 | Comparing fluorescence recovery after photobleaching (FRAP), fluorescence correlation spectroscopy (FCS), and single-molecule tracking on BSA-AF647 in 10% Ficoll 400. (A) Single-molecule tracking: simplified schematic of the stages in tracking and the resulting fit with shaded regions indicating error bounds of one SD. (B) FRAP: schematic of technique, profile of bleached region in an immobilized sample, and example fluorescence intensity recovery trace. (C) FCS: schematic of the confocal volume, example section of intensity fluctuation trace, and correlation curve.


Our simulated particle diffusion analysis suggests that the low-mobility population in the experimental data is immobile at the level of the localization precision. Fitting the distribution of simulated 0 μm2s−1 data with a single-gamma distribution gave a value of N less than 1, and requires the fit applied to the experimental data to include a different value of N in the distribution fitted to each population with the value of N being less than 1 for the low-mobility population, and 2 for the higher mobility population.

Applying this fit, with the constraint that the diffusion coefficient of the immobile population must fall within the first bin of the histogram, gave the fitted experimental diffusion coefficients. To qualitatively compare the simulated and experimental data, a mixed simulation of 0 and 9 μm2s−1 data with Gaussian white noise was performed and fitted in the same way, giving a diffusion coefficient for the mobile peak of 8.9 ± 0.4 μm2s−1. The distribution is similar in profile to the data for CCL19-AF647 in collagen (see Figure 3D).



Diffusion in Buffer and Ficoll Solutions

In PBS buffer alone, the chemokine diffusion was in general too fast to track over consecutive image frames (Video S1 in Supplementary Material). While this is consistent with theoretical estimates using the Stokes–Einstein relation which gives D ~150 μm2 s−1 for chemokines in an aqueous environment, the application of 10% Ficoll increased the fluid viscosity by a factor of 5.6 to 0.005 Pa s−1, which enabled single-particle tracking; if diffusion had been well modeled by the Stokes–Einstein relation the diffusion coefficients in the higher viscosity Ficoll solution would be expected to be ~30 μm2 s−1 and particles would still not be tracked. The ability to track single chemokines in a medium of this viscosity demonstrates that the theory is not adequate to describe chemokine diffusion and motivates our experimental measurements.

The experimental system was tested first on a non-chemokine control of AF647-tagged BSA (BSA-AF647). The results of single-particle tracking of BSA-AF647 were consistent with a proportion of immobile tracks associated with the coverslip surface and a freely diffusing mobile population with Dmobile = 9.3 ± 0.4 μm2s−1 (Figure 4; Videos S2 and S3 in Supplementary Material). Including theoretical expectations based on hydrodynamic modeling of BSA as a Stokes sphere of radius 3.48 nm for monomeric BSA, with a monomer to dimer ratio of 15:2 (measured using SEC-MALLS quantification, Figure S2 and Table S3 in Supplementary Material) and incorporating Faxen’s law for distances of 10 nm, at which distances increased viscosity effects occur at the coverslip boundary (46), the fitted mobile value is found to be in agreement with the theoretical value of 9.4 μm2s−1.



Comparison of SMT With FCS and FRAP

The diffusion coefficient of AF647 labeled BSA in a Ficoll solution was additionally measured with FCS and FRAP to generate a comparison of the three methods in a complex, non-surface environment (Figures 3A–E in Supplementary Material). FRAP and FCS gave diffusion coefficients of 7.1 ± 0.3 and 18.8 ± 0.3 μm2s−1, respectively (Figures 4B,C; Table 2). The values found for the diffusion coefficients by these methods are summarized in Table 1 with the number of traces used for each measurement. The result for FCS is higher than the theoretical value, while that for FRAP is significantly lower even considering Faxen’s law, temperature fluctuation, and non-monomer content in BSA measured by SEC-MALLS (Figure S2 and Table S3 in Supplementary Material); however, the effects of using an axially thin sample and including only 2D recovery in the FRAP analysis were not accounted for.


TABLE 2 | Measurements of the diffusion coefficient of Alexa-647 labeled BSA in 10% Ficoll 400.
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The FRAP and FCS results differ by a factor of 2.6, in general agreement with previous results from others in which diffusion coefficients found by FCS are mostly higher than those found by FRAP (34), with FCS giving values up to an order of magnitude higher than the values found by FRAP (30, 31) and often attributed to the different spatial scales of the two measurements or the high number of assumptions required in fitting FRAP data (33), such as the profile of the bleaching laser, which are likely to be factors in the experiments performed here. The value found by SMT was the closest to the theoretical estimate of the diffusion coefficient in Ficoll of the experimental viscosity.

Fluorescence correlation spectroscopy and FRAP were also performed on the chemokines in 10% Ficoll 400. FCS produced autocorrelation curves with similar amplitude to BSA-AF647, but high variation was observed in the relative sizes and characteristic decay times of the triplet and translational diffusion populations (Figure S3F in Supplementary Material), resulting in no consensus value of the diffusion coefficient. Both FCS and FRAP measurements were hindered by the presence of large multimers of chemokine (Figure 3G in Supplementary Material). Multimers of this type are simply avoided by visual identification in single-molecule tracking experiments.



Diffusion Coefficients of CXCL13 and CCL19 in Collagen

The values of the diffusion coefficients were determined in collagen reconstituted from rat tails to produce a simplified tissue mimic. The structure of the collagen was checked for the required formation of non-centrosymmetric structure with second-harmonic imaging microscopy (SHIM) (see Figures 5A,B). The fibril diameters observed are in agreement with those seen by Chen et al. (47), and show qualitatively similar structure.


[image: image1]
FIGURE 5 | Single-particle tracking of chemokines in collagen. Second-harmonic imaging microscopy (SHIM) of collagen network in (A) 2D and (B) 3D. (C) Representative consecutive submillisecond images of chemokines in collagen. (D,E) Fitted diffusion coefficient distribution of CXCL13-AF647 and CCL19-AF647 showing mobile and immobile components in a collagen matrix with (F) just the fitted high-mobility diffusion coefficient distributions of CXCL13-AF647 (cyan) and CCL19-AF647 (magenta) (shaded areas indicate one SD).


The values of the diffusion coefficients of CXCL13 and CCL19 in collagen were found by fitting a two gamma distribution to a histogram of the single-molecule tracking data with bin width corresponding to 40nm given by peaks in the localization precision at low diffusion coefficient found from heparan sulfate immobilization of the labeled chemokines (Figures S4A,B; Videos S7 and S8 in Supplementary Material). Heparan sulfate immobilization was verified by an extremely high proportion of immobile tracks (Figures S4C,D in Supplementary Material). The results of the fitting are given in Table 3, and the distributions for each chemokine showing the mobile and immobile populations are shown in Figures 5C–E with sample images shown in Figure 5C. The relative size of the mobile and immobile populations cannot be accurately accounted for as immobile populations were photobleached to enable imaging of highly diffuse mobile populations.


TABLE 3 | Diffusion coefficients of CXCL13 and CCL19 in collagen.
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Modeling the submillisecond tracking data as a mixture of immobilized and mobile tracks generated excellent agreement to the experimental data (Table 3). Our findings indicated a higher diffusion coefficient for CCL19-AF647 than for CXCL13-AF647 in the controlled environment of collagen (Figure 5F; Videos S4 and S5 in Supplementary Material), which we measured as 8.4 ± 0.2 and 6.2 ± 0.3 μm2s−1, respectively. This heterogeneity is consistent with molecular mass expectations and may contribute to the formation of distinct spatial patterning profiles in situ.



Binding of CXCL13 to Lymph Node Tissue Sections

The experiments with BSA-AF647, CCL19-AF647, and CXCL13-AF647 in collagen suggested a 4–6 times higher proportion of molecules in the immobile fraction than the mobile fraction for the chemokines than for BSA-AF647, even allowing for differences introduced by utilizing a pre-bleach to increase the fraction of mobile tracks. This is in agreement with previous results: CXCL13 is secreted in soluble form, but is known to interact with ECM components (48) and thus is likely to comprise a significant immobile fraction. To assess both fractions while also ensuring a sufficiently low concentration of CXCL13-AF647 to enable single-molecule detection, we incubated murine lymph node tissue cryosections with CXCL13-AF647 and performed a short wash step. While removing a large component of the soluble fraction of CXCL13-AF647, this preparation facilitated tracking of both mobile and immobile fractions of CXCL13-AF647 in situ, depending on the microscopy method employed.

To assess the specificity of binding, we used confocal microscopy to quantify the fluorescent intensity of B220+ regions (Figure 6A) of lymph node tissue sections that had been incubated with either CXCL13-AF647 or BSA-AF647. The fluorescent intensity values obtained were significantly higher for samples incubated with CXCL13-AF647 (Figures 6B,C), suggesting that the binding of CXCL13 to lymph node follicles was specific.


[image: image1]
FIGURE 6 | Confocal microscopy quantification of CXCL13-AF647 binding to lymph node follicles. (A) Schematic diagram of approximate locations of B-cell follicles in a wild-type murine lymph node. (B) Exemplar confocal microscopy images of CXCL13-AF647 and BSA-AF647 binding to lymph node tissue follicles (B220 + regions of lymph node tissue sections), and control with only B220 staining. (C) Quantification of the total fluorescent intensity for a fixed size imaging plane within a lymph node follicle. Each data point represents a distinct follicle.


In the single-molecule microscopy experiments, we imaged and tracked CXCL13-AF647 in B-cell follicles of ex vivo murine lymph node tissue sections with super-resolution precision at ~2 ms timescales (Figure 7C; Video S6 in Supplementary Material), determining the precise location in the tissue using FITCB220 (B-cell-specific marker) (Figure S5 in Supplementary Material). Auto-fluorescent ECM components were localized by the tracking software and were segmented to allow discrimination of tracks from the immobile ECM and the diffusing chemokine (Figures 7C,D,F). When the same segmentation analysis was performed on control tissue sections prepared by the same protocol except without the addition of CXCL13-AF647, similar autofluorescent structures were seen and could be segmented (see Figures 7A,B). The observed diffusion coefficient distributions of tracked ECM regions within the B-cell follicle in the presence of chemokine were observed to be skewed toward higher mobility than those in the absence of chemokine (Figure 7E), further confirming the presence of specific binding of CXCL13-AF647 in the ECM regions.


[image: image1]
FIGURE 7 | Single-molecule analysis of CXCL13-AF647 in tissue. (A) Intensity average image of image acquisition to show autofluorescent extracellular matrix (ECM) in B220-stained B-cell follicle with no added chemokine. (B) Areas of (A) identified as ECM by segmentation with overlaid track localizations colored orange. (C) Intensity average image of image acquisition to show autofluorescent ECM in B220-stained B-cell follicle with added chemokine. (D) Areas of (C) identified as ECM by segmentation with overlaid track localizations colored by location on ECM (blue) or in the interstitial spaces between cells (cyan). (E) Comparison of diffusion coefficients of localizations in ECM locations in the presence (blue) and absence (orange) of CXCL13-AF647 (F) Comparison of diffusion coefficients for the ECM (blue) and chemokine (cyan) populations when tracking CXCL13-AF647 in lymph node tissue shown. (G) Distribution and fit of chemokine diffusion coefficients of CXC13-AF647 in tissue sections, shaded area indicates one SD.




Diffusion Coefficient of CXCL13 in Lymph Node Tissue Sections

For the same single-molecule imaging experiments performed at ~2 ms timescales described above, after discrimination of mobile and immobile tracks by segmentation, the diffusion coefficient of mobile tracked particles for the field of view shown was fitted with a single-gamma distribution indicating D = 6.6 ± 0.4 μm2s−1 (Figure 7G). Due to the inclusion of a wash step in our sample preparation, we expect the majority of the mobile particles to be in the interstitial spaces between cells, although a small fraction may be within cut cells due to the preparation of tissue sections. The lack of fluorescent localizations in the central gap in the control sample is further evidence that the mobile population observed in the data is CXCL13-AF647.

To validate our result, we performed a simulation of the conditions in the tissue, with the mean background level and SD of the noise taken from the control data. A total of 1,000 frames of data of particles with diffusion coefficient 6.6 μm2s−1 were generated, with spot intensities and spot widths taken from the experimental data for tracking in tissue. Sample images from the simulation can be seen in Figure S6A in Supplementary Material. The result of fitting this simulation was D = 7.0 ± 0.4 μm2s−1 (Figure S6B in Supplementary Material), in agreement with the simulated value. Whilst interstitial spaces are heterogeneous in their size, crowding, and local viscosity, taken together out results demonstrate the ability of our method to extract diffusion coefficients from challenging experimental data.




DISCUSSION

In this work, we have demonstrated the application of a high-speed single-molecule tracking microscopy system that is compatible with traditional widefield light microscopes. We compared our method with the traditional methods to measure molecular mobility of FCS and FRAP using one of the standard test molecules for molecular mobility (BSA). We applied this new approach to investigating hitherto unquantified molecular mobility of chemokines in complex environments, finding values of diffusion coefficients of 8.4 ± 0.2 μm2s−1 for CCL19-AF647 and 6.2 ± 0.3 μm2s−1 for CXCL13-AF647 in collagen, and of 6.6 ± 0.4 μm2s−1 for CXCL13-AF647 in example lymph node follicle sections, in addition to identifying a specifically bound CXCL13-AF647 population in the B-cell follicle. While we demonstrate the efficacy of the approach on chemokines, this is a proof-of-concept for a more general scheme that could be applied to signaling lipids and cytokines.

Our method enables single-molecule tracking of organic dye probes at submillisecond timescales, down to less than half a millisecond per imaging frame while still enabling 40-nm localization precision in realistic tissue mimetic microenvironments. In ex vivo lymph node tissue sections, we were able to perform rapid super-resolution sampling down to 2 ms per imaging frame and still achieve single-molecule detection sensitivity. To the best of our knowledge, this is the first application of submillisecond tracking of small fluorophores away from the coverslip interface.

We characterized the output of our single-molecule tracking tools with a range of simulations of mixed molecular mobility using realistic levels of signal and noise comparable to those exhibited at challenging single-molecule detection levels with very rapid submillisecond fluorescence sampling. We also tested our imaging and analysis methods using a fluorescently labeled version of the well-characterized molecule, BSA, and compared these with experiments using FRAP and FCS. The values of diffusion coefficient for mobile BSA determined using our rapid SMT method were in close agreement to expectations based on hydrodynamic modeling. Equivalent BSA mobility values estimated from using FRAP or FCS were less reliable. We compared the diffusion coefficients of BSA-AF647 measured by FCS, FRAP, and SMT, producing a comparison of these techniques away from the coverslip interface, and showing agreement in the relation of the measured values with most previous studies performed on lipid bilayers, or on live cell plasma membranes.

We measured the diffusion coefficients of CXCL13-AF647 and CCL19-AF647 in reconstituted collagen, finding values of 6.2 ± 0.3 and 8.4 ± 0.2 μm2 s−1, respectively. We further measured the diffusion coefficient of CXCL13-AF647 in ex vivo lymph node tissue section, finding a value in agreement with that measured in collagen of 6.6 ± 0.4 μm2s−1. Fluorescent tags increase the mass of the labeled molecule and potentially affect the properties of diffusion. The fluorophore used in this work, AF647, was chosen for its small mass, which is especially important here given the small mass of chemokines. This choice resulted in a ~10% increase in mass of the labeled chemokine compared with the unlabeled chemokine, but this is lower than would have been achieved with other fluorophores. Following the assumptions of the Stokes–Einstein model of a spherical protein of uniform density, a 10% increase in mass would only decrease the observed diffusion coefficient by ~3.2%. We observe a large discrepancy between our empirical measurements for chemokine diffusion rates and the higher estimated values derived on the basis of Stokes–Einstein relation. However, this discrepancy is of the same order of magnitude as that previously observed for the same theoretical calculation for GFP (~93 μm2s−1) and measured experimental values in Escherichia coli [~7.7–9 μm2 s−1 (49, 50)]. This discrepancy may be indicative of additional factors that affect molecular mobility in tissues but are not captured in the simplistic Stokes–Einstein relation. These factors might include, for example, dynamic physical and chemical processes which result in more constrained mobility such as transient biochemical interactions within the localized microenvironment, as have been observed previously in studies which suggest that CXCL13 binds to ECM components (48).

Placed in an immunological context, our data show that chemokine mobility is multimodal in complex environments. Using our novel imaging approach, we were able to quantitatively identify a mobile and immobile fraction in collagen, and using a combination of confocal microscopy and single-molecule imaging we identified mobile and bound populations of CXCL13-AF647 in lymph node follicles. Thus, it is important to consider the contributions of both populations of CXCL13 upon cellular behaviors, rather than taking a view where it acts in either a soluble or an immobile way. The properties and likely highly constrained nature of CXCL13 diffusion within the follicle may provide an insight into how B cells can form such tightly compartmentalized microanatomical structures such as the follicle, or the germinal center light-zone.

Our novel high-speed microscopy and analysis outperform traditional molecular mobility tools of FRAP and FCS in being able to capture diffusional heterogeneity relevant to real, complex biological systems exemplified by underlying mobile, and immobile states. The high time resolution achieved with our system enables rapid diffusion to be quantified in heterogeneous aqueous environments typical of interstitial regions between cells in tissues, while still retaining super-resolution spatial precision and single-molecule detection sensitivity, enabling new insight into complex systems. A key advantage of our rapid single-particle tracking method is its ability to determine the underlying heterogeneity in the mobility of the molecular population exemplified here by chemokines that diffuse in different environments. While we demonstrate the efficacy of the approach on chemokines, this is a proof-of-concept for a more general scheme that could be applied to lipids and cytokines. Our system is compatible with traditional widefield light microscopes as opposed to requiring expensive and dedicated super-resolution setups; this accessibility bodes well for establishing a significant future impact investigating multiple biological systems.



MATERIALS AND METHODS


Reagents

Human CXCL13 and CCL19 (Almac, CAF-12 and CAF-06, respectively) singly labeled with the far-red fluorescent tag AF647 (molecular mass 1,250 Da) were stored in water at 222 μg mL−1. This fluorophore was chosen because of its small molecular mass, which reduces the impact of increased mass on molecular mobility, and due to its excitation at the long, lower energy wavelength range of the spectrum, which reduces sample damage. Collagen samples contained type-I collagen extracted from rat tails (51) diluted in PBS to 3.3 mg mL−1 and chemokine at 111 ng mL−1; samples were set to pH7 with the addition of NaOH. BSA labeled with 3–6 AF647 was purchased from Thermo Fisher Scientific Inc. Ficoll 400 (Sigma-Aldrich) was diluted in PBS at 0.1 g mL−1 to create a 10% solution of viscosity 0.005 Pa s at room temperature (52).



Preparation of Collagen Matrix in Tunnel Slides

Samples for fluorescence microscopy were prepared in tunnel slides formed by placing two parallel lines of double-sided tape on a standard microscopy slide around 5 mm apart. A plasma-cleaned coverslip was placed on top and carefully tapped down (avoiding the imaging area) to create a water-tight tunnel.

For imaging in a collagen matrix tunnel slides were cooled to 4°C before addition of collagen and fluorescently labeled chemokines, and then incubated at 15°C for 30 min, followed by an additional 30-min incubation at 37°C. The collagen matrix was visualized using second harmonic imaging (47, 53).

Immobilized chemokine samples were prepared by incubating a plasma-cleaned coverslip in heparan sulfate (54) (50 mg mL−1) (Sigma-Aldrich) in PBS for 30 min. Coverslips were washed with PBS and air dried for 30 min before tunnel slide assembly then 10-nM fluorescently labeled chemokine solution in PBS was introduced to the tunnel slide and incubated in a humidity chamber for 15 min at 20°C. Excess unbound chemokine was removed with a PBS wash.



SHIM Imaging

Second harmonic imaging microscopy was performed on a Zeiss LSM 780 MP with a Zeiss invert microscope. Excitation at 900-nm wavelength (Coherent Ultra Laser) through a plan-apochromat 63×/1.4 oil objective lens was incident on the sample. Up-converted light was collected via a 485-nm short pass filter onto a non-descanned detector.



Preparation of Lymph Node Tissue Sections

Six- to eight-week-old wild-type mice (C57BL/6) were housed in BSF at the University of York. All experiments conformed to the ethical principles and guidelines approved by the University of York Institutional and Animal Care Use Committee. Popliteal Lymph Nodes were removed and excess fat or connective tissue removed with forceps. Samples were transferred to optimal cutting temperature medium (OCT, Tissue-Tek, Sakura Finetek) and snap frozen on dry ice samples and sectioned using a cryostat. 10-μm thick sections were cut and collected onto poly-L-lysine coated microscope slides. Sections were dried overnight in the dark then stored at −20°C.

Before use, lymph node sections on poly-L-lysine slides were incubated at room temperature for 30 min. Sections were hydrated in PBS for 5 min then air dried. Wax ImmEdge pen (Vector Laboratories) was used to draw a hydrophobic circle around each section to retain liquid on the section during staining. Sections were incubated in a blocking buffer of PBS 5% goat serum (Sigma) at room temperature for 1 h. To determine where B-cell follicular structures were located in the tissue we used the marker B220, a protein expressed on the surface of all murine B lymphocytes. After blocking, sections were incubated with an FITC-conjugated antibody (RA3-6B2, purchased from eBioscience) that binds specifically to B220 diluted 1:200 in blocking buffer for 1 h at room temperature. After blocking, sections were incubated with an FITC-conjugated antibody (RA3-6B2, purchased from eBioscience) that binds specifically to B220 diluted 1:200 in blocking buffer for 1 h at room temperature. Samples were washed with PBS for 3 min × 5 min.

For confocal microscopy experiments where exogeneous CXCL13-AF647/BSA-AF647 was used to measure binding to tissue, slides were stained with anti-B220 as described above followed by an incubation with 500 nM of each fluorescently labeled protein for 1 h at room temperature. Samples were then washed 1 min × 5 min in PBS. A drop of Prolong gold (Invitrogen) was added to each section, and then a No 1.5 glass coverslip (Fisher) mounted on top. The slides were incubated overnight at 4°C the next day slides were sealed using nail varnish and stored at 4°C. Immunofluorescent-stained sections were imaged using a Zeiss LSM 880 confocal microscope.

For single-molecule microscopy experiments sections were stained for B220 as described above, and then 1 μM of CXCL13-AF647 was added to the slides. Slides were incubated overnight at 4°C after which slides were washed for 30 s in PBS and a coverslip (thickness 0.1–0.17 mm, Menzel Gläser) mounted on top. Slides were then sealed and imaged.



Stokes Model of Diffusion

For a small sphere, the diffusion coefficient is given by
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where kB is the Boltzmann constant, T is room temperature, η is the dynamic viscosity of the media, and r is the radius of a sphere, calculated assuming that the molecule is a globular protein of density 1.35 g cm−3 (55). The theoretical value of the diffusion coefficient of BSA in 10% Ficoll 400 was calculated using the Stokes radius of BSA of 3.48 nm (56). The Stokes radius of a dimer was assumed be double the Stokes radius of a monomer.



Faxen’s Law

At distances probed by narrowfield fluorescence microscopy (approximately few hundred nanometers of the coverslip), the boundary effect of increased viscosity in the solution can be modeled by Faxen’s law (57):

[image: image1]

where η(∞) = dynamic laminar-flow viscosity in free solution, r is the radius of the particle, and h is the distance between the boundary and the center of the particle. To a fifth–order approximation:
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SEC-MALLS of BSA-AF647

The experimental system for SEC-MALLS experiments comprised a Wyatt HELEOS-II multi-angle light scattering detector and a Wyatt rEX refractive index detector attached to a Shimadzu HPLC system (SPD-20A UV detector, LC20-AD isocratic pump system, DGU-20A3 degasser and SIL-20A autosampler). 100 μL of 2.5 mg mL−1 BSA-AF647 sample was run at 0.5 mL min−1 flow rate at room temperature through superdex S200 columns (G.E. Healthcare) for 60 min in PBS running buffer. Peaks were integrated using Astra V software and the Zimm fit method with degree 1; a value of 0.183 was used for protein refractive index increment (dn/dc).



FCS and FRAP Microscopy

Fluorescence correlation spectroscopy and FRAP experiments were performed on a Zeiss LSM 880 microscope, using a GaAsP detector. Samples were prepared in MatTek glass bottom Petri dishes (1.5 coverglass, MatTek Corporation) and illuminated with a 633-nm wavelength laser.

For FCS the confocal volume was measured using a calibration sample of BSA-AF647 diffusion in water and constraining the diffusion coefficient to be 59 μm2 s−1 (58); this allowed the structural parameter, s, to be fixed at 6.6. Three repeats of 10 experiments were conducted; traces indicating the presence of multimeric clumps or proximity to the surface were excluded. Autocorrelation traces, G(τ), to account for transient dark states and translational diffusion were fitted with the following equation:
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where T is the triplet fraction, τT is the time constant of the dark state, τD is the time constant of translation across the confocal volume, Veff, and < C > is the average concentration. The diffusion coefficient, D, was calculated from τD via the following equation:
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where r0 is the spot width (0.322 μm). For FRAP microscopy a square region defined in the Zeiss Zen software was bleached with the 633-nm wavelength focused laser in an axially thin sample that was treated as being 2D. When applied to immobilized fluorophore the shape of the bleached area (see Figure 4B) was found to be well approximated as a Gaussian spot of half-width ω = 4.9 ± 0.1 μm. To measure the diffusion coefficient of BSA-AF647, 30 recovery traces [intensity (I) vs. time (t)] were acquired and fitted in the Zeiss Zen software with the single exponential equation:
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where I0 is the initial intensity, I1 is drop in intensity, and τ1 is the decay constant. Thus, the diffusion coefficient, D, can be calculated as
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Single-Molecule Fluorescence Microscopy

Bespoke fluorescence microscopy was performed on an inverted microscope body (Nikon Eclipse Ti-S) with a 100× NA 1.49 Nikon oil immersion lens and illumination from a supercontinuum laser (Fianium SC-400-6, Fianium Ltd.), controlled with an acousto-optical tunable filter (AOTF) to produce excitation light centered on wavelength 619 nm (Figure S1 in Supplementary Material). A 633 nm dichroic mirror and 647 nm long-pass emission filter were used beneath the objective lens turret to exclude illumination light from the fluorescence images. The sample was illuminated with narrowfield excitation of 12 μm FWHM and an intensity of 2,300 W cm−2. Images were recorded on an EMCCD camera (860 iXon +, Andor Technology Ltd.) cooled to −80°C. 128 × 128 pixel images were acquired with 1.98 ms exposure times and 128 × 29 pixel image strips were acquired with 0.59 ms exposure times, both for 1,000 frames at the full EM and pre-amplifier gains of 300 and 4.6, respectively.



Particle Tracking and Calculation of Diffusion Coefficients

All image data were recorded into .tiff files and analyzed in bespoke Matlab software. Single fluorescent molecules were identified and processed into super-resolution tracks using ADEMS code (41). The microscopic diffusion coefficient was calculated for each tracked particle from the gradient of a linear relation fitted to a plot of the mean square displacements against the four different step time intervals that can be calculated from the first four steps in a track. The microscopic diffusion coefficient distributions comprised an immobile fraction that had non-specifically adhered to the plasma-cleaned coverslip and a diffusive fraction. Microscopic diffusion coefficients were binned into histograms with bin width given by the localization precision of the immobilized (heparan sulfate) data. The probability distribution of diffusion coefficients was modeled by a gamma distribution (45, 59–61):

[image: image1]

where N is the number of independent steps in a track and D is the true diffusion coefficient. The histogram data were fitted iteratively with a two-gamma distribution to account for the mobile and immobile fractions. Initial fitting constraints conserved the number of tracks and assumed the number of independent steps in a track was 4 or less, giving a first estimation of the diffusion coefficients. Then fluorescence microscopy data with the found diffusion coefficients were simulated with and without noise, tracked, and the distribution of diffusion coefficients was fitted with the same constraints as the actual data. Fitting parameters were refined based on the results of fitting to the simulated data, and the experimental data were fitted with the refined constraints. The process of simulating the data, fitting the simulation to refine the constraints, and fitting the experimental data was repeated until the simulation represented the experimental data and the fit to the simulation data converged to the diffusion coefficient values simulated.

For immobilized spots, the N value was less than 1, implying that the steps are not independent. This is expected for immobile molecules as the localization precision uncertainty is larger than the diffusion distance. For mobile spots N was fixed at 2 as there are two steps that do not contain any common localizations when only the first four steps of a track are used.



Simulation of Fluorescence Microscopy Data

Image datasets were simulated in bespoke MATLAB software at given diffusion coefficients using foci intensity, foci spot width, background intensity, and foci density data from real images. Foci are created at random locations in the image frame with intensity randomly chosen from a localization in an experimental dataset. The new positions of a focus in the x- and y-directions after initial generation are each determined from a Gaussian distribution centered on the previous spot location with an SD of the mean square displacement of a particle in one direction, 2Dt, where D is the simulated diffusion coefficient and t is the time interval between frames. To incorporate photobleaching and other effects causing truncation of trajectories foci were randomly reassigned to a new location 10% of the time; however, diffusion within a frame was not explicitly incorporated into the model beyond the use of the spot width of real localizations. The resulting image stack was used for no-noise simulations. Readout noise in the detector was incorporated in the simulations by the addition of zero mean Gaussian white noise, the intensity of which depended on the local intensity. For tissue data simulation, the mean background level and SD of the noise were taken from control data, away from autofluorescent ECM.



Bootstrapping

Errors on the found values of the diffusion coefficients from FRAP, FCS, and single-molecule tracking were found by bootstrapping (62, 63). In this method, a randomly chosen 80% of the data is fitted in the same way as the entire data set and the SD on each parameter from ten repeats of this process is taken as the error on each fit parameter found from 100% of the data.



Single-Molecule Imaging in Tissue Sections

Tissue sections were stained with an FITC-conjugated antibody that binds B220 (RA3-6B2, purchased from eBioscience). Tissue sections were subsequently imaged at low (1.2 μm/pixel) magnification with green illumination (wavelength 470 nm (Figure S1 in Supplementary Material), 12-μm FWHM, intensity of 875 W cm−2) to determine the location of the B-cell follicles, before switching to high (120 nm/pixel) magnification and red illumination to image chemokines in these areas.



Segmentation of Tissue Sections Images

Image acquisitions in tissue contain regions of autofluorescent ECM (see Supplementary Note and Figure S5 in Supplementary Material) which are identified by the tracking software. These images must be segmented to identify tracks due to fluorescently labeled chemokine or ECM. Intensity averages of the image acquisition were top hat filtered with a structuring element of radius 4 pixels. The resulting image was converted to binary form using a threshold defined by Otsu’s method and the binary image used to enhance the ECM regions of the original image. Small holes in the thresholded region were filled by sequential erosion and dilation with a disk of radius 2 pixels as the structuring element.



Code Availability

All our bespoke software developed is freely and openly accessible via https://sourceforge.net/projects/york-biophysics/.



Statistics

Goodness-of-fit values for modeling of the distribution of microscopic diffusion coefficients were evaluated using χ2 tests as detailed in the text. Experimentally measured stoichiometry distributions were compared against random overlap predictions in a pairwise fashion where appropriate using Pearson’s χ2 test.
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VIDEO S1 | BSA-AF647 in PBS buffer. While some particles are tracked, many diffuse further than the tracking radius in each frame, and cannot be tracked. Video after 260 ms of imaging slowed 100×. Tracked molecules are overlaid with a white line, scale bar 1 μm.

VIDEO S2 | BSA-AF647 in 10% Ficoll 400, after 350 ms of imaging, slowed 100×. The increase in viscosity by a factor of 5.6 compared with buffer alone allows the particles to be tracked. Tracked molecules are not overlaid here to allow easier visualization of the actual level of signal and background noise, scale bar 1 μm.

VIDEO S3 | BSA-AF647 in 10% Ficoll 400, after 350 ms of imaging, slowed 100×. The same data as in video 3 is shown, with tracked molecules are overlaid with a white line, scale bar 1 μm.

VIDEO S4 | CCL19-AF647 diffusion in collagen, showing immobile population and stepwise photobleaching, slowed 100×. Tracked molecules are overlaid with a white line, scale bar 1 μm.

VIDEO S5 | CXCL13-AF647 diffusion in collagen, showing members of both the mobile and immobile populations, slowed 100×. Tracked molecules are overlaid with a white line, scale bar 1 μm.

VIDEO S6 | CXCL13-AF647 in lymph node tissue section. Tracks corresponding to both extracellular matrix and mobile chemokine are seen. 100 ms of imaging is shown, slowed 100×. Tracked molecules are overlaid with a white line, scale bar 1 μm.

VIDEO S7 | Heparan sulfate immobilized CCL19-AF647, showing a predominantly immobile population undergoing photoblinking behavior, slowed 100×. The first frames after laser illumination are included. Tracked molecules are overlaid with a white line, scale bar 1 μm.

VIDEO S8 | Heparan sulfate immobilized CXCL13-AF647, showing a predominantly immobile population, slowed 100×. Tracked molecules are overlaid with a white line, scale bar 1 μm.
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The different cytoskeleton systems and their connecting molecular motors move vesicles and intracellular organelles to shape cells. Polarized cells with specialized functions display an exquisite spatio-temporal regulation of both cytoskeletal and organelle arrangements that support their specific tasks. In particular, T cells rapidly change their shape and cellular function through the establishment of cell surface and intracellular polarity in response to a variety of cues. This review focuses on the contribution of the microtubule-based dynein/dynactin motor complex, the tubulin and actin cytoskeletons, and different organelles to the formation of the antigen-driven immune synapse.

Keywords: immune synapse, cytoskeleton, T cell receptor, centrosome, dynein, dynactin, microtubule, molecular motor


INTRODUCTION

The immune synapse (IS) is a highly organized structure at the interface between a T cell and an antigen-presenting cell (APC) that is initiated by antigen recognition through the T cell receptor (TCR) and supported by the complex network of cell skeletons (1–3). In particular, the role of tubulin- and actin-based skeletons has been studied on the polarization of intracellular organelles at the IS and the organization of specific adhesion molecules and signaling receptors at the plasma membrane (4–6). Candidates to regulate intracellular traffic and cell organization are the tubulin-based dynein/dynactin molecular motors (7, 8). Various strategies have been used to study this issue, e.g., omics-based techniques (proteomics and lipidomics) upon biochemical extraction and imaging of live or fixed cells through fluorescence and/or electron microscopy. Major issues include determining the molecules that perform their function at the T cell surface, during T cell activation, the components delivered to the cell surface at/or near the IS that sustain or switch off T cell activation and the relevant mechanisms that control their transit to the IS upon activation. Motor protein complexes such as dynein/dynactin lie at the core of these issues. They regulate the movement and positioning of different cellular components, and generate internal forces.

Many studies support the principle of action and reaction processes during IS organization. The scanning of the APC by the T cell through initial adhesive contacts based mostly on lymphoctye function-associated antigen-1 (LFA-1), and the actin reorganization in the T cell impact on the ability of APCs, such as dendritic cells (DCs), to mobilize their intercellular adhesive molecules (ICAM-1 and -3) and subsequently the major histocopatibility complex class II molecules (MHC-II) (9). Recently, LFA-1 activity on T cells has been found to be important for ICAM-1 clustering at the DC, but not for MHC-II. The co-localization of MHC-II and ICAM-1 is mainly abrogated by drugs disrupting the actin cytoskeleton, which reduce MHC-II mobility while increasing ICAM-1 mobility (10). Most of the filamentous actin of a T cell engaged in an IS is found at a highly motile, contractile lamella used by the T cell to interact with the APC (11). The balance between actin filament polymerization and depolymerization establishes a retrograde flow that mediates continuous movement (12). Actin polymerization in filaments at the cell edge and depolymerization near the IS center directs the movement of different surface proteins, such as the TCR/CD3 complex (13). The organization of fluctuating molecules in clusters of different sizes allows the scaffolding of signaling networks that are highly efficient for the transmission of external cues to the intracellular milieu (14–16). All these processes can influence the APC. Forces usually come in pairs (action–reaction). Therefore, since protein-based complexes change their speed upon cell–cell contact, there must be an acceleration, which will depend on the net force applied and the mass of the object. This makes the actions exerted by T cell–APC contacts relevant for changes occurring in both cells. The mass of the objects (protein complexes) involved may change, as well as their ability to interact with large elements (cytoskeleton) that confers a kind of resistance and their capacity to undergo intramolecular changes that make the molecule itself different in terms of intramolecular stiffness or rigidity. All these events will affect the acceleration of the objects. In this regard, a conjugated T cell might not be considered as a “rigid body,” since it is highly plastic and its components change their position and shape, deforming the overall object (T cell). These circumstances confer relevance to every single event on receptors, cytoskeleton, and organelle dynamics during IS formation, therefore pointing to molecular motors.

The IS also behaves as an “active zone” acting as a platform for localized vesicular trafficking (17). This region corresponds to a low-actin area, which allows the microtubule (MT)-mediated transport of endosomes and vesicles toward the pericentrosomal region, near the IS and from there to the plasma membrane (18, 19). Although internalization of TCR/CD3 may occur randomly at any part of the cell surface, recycling is mainly focused to the T cell–APC contact area, leading to the polarized accumulation of this receptor at the IS (20). The effective membrane traffic is a relevant, quantifiable process, both in resting and activated T cells, for the balance of the cellular localization of very different components, from the TCR to integrins and signaling components, such as kinases and adaptor proteins. It is also important to measure cell degranulation and secretion, as well as to evaluate the compartments dedicated to degradation, such as lysosomal-dependent autophagic or endosomal partitions. Hence, the contribution of lateral membrane motility to the recruitment of TCR/CD3 at the IS is facilitated by an intracellular pool of the complex associated with recycling endosomes to balance metabolic steady state (4). These endosomes are stores of signaling molecules and adaptor proteins and play a role in delivering them to the plasma membrane at the IS (21). The regulation of these internal movements depends on different molecular motors. In this review, we offer a perspective on the molecular players and mechanisms that may be contributing to the internal forces that control organelle positioning and function at the T cell–APC contact area; in particular, dynein/dynactin complexes.



COORDINATION OF ACTIN AND TUBULIN CYTOSKELETONS AT THE T-APC CONTACT AREA

The interplay of actin and MT skeletons with surface receptor complexes coordinates the forces applied on the T cell and those exerted by the T cell (Figure 1). A specific correlation between MT and actin areas has been largely analyzed in different cellular systems. It is clear that MTs and actin territories partially overlap. The activation of Rac1 regulates both actin polymerization and MT growth at the leading edge during migration (22). At the IS, MTs growing from the translocated centrosome (18) may benefit from TCR and integrin-mediated activation of Rac1, paralleling the retrograde flux of actin (Figure 2). Activated Rac1 collaborates with Rab11 and FIP3 at endosomes to control actin dynamics and tracking forces at the IS (23) and endosomal clathrin coordinates actin polymerization at the same location, thereby controlling T cell activation (24). Since endosomes re-localize near the IS thanks to the centrosomal positioning, it is conceivable that MT skeleton collaborates with actin for sustained tracking forces. This may be done through changes in the MT network by polymerization and depolymerization at plus ends of MTs during centrosomal repositioning and once it is located at the IS (18, 25, 26). However, disruption of Aurora A activity or expression, which reduces MT growing from the polarized centrosome (but not its polarization) and vesicular traffic at the IS, does not prevent actin dynamics in CD4 T cells. Aurora A activates leukocyte C-terminal Src kinase (Lck), a tyrosine-kinase involved in early TCR/CD3 phosphorylation at the plasma membrane, but the blockade of Aurora A does not affect Lck activity enough to prevent the docking of the centrosome in CD4 T cells (27). Lck activity on CD3 ITAMs is required for correct centrosome polarization (28). This cascade of kinases might be rapidly activated by Ca2+ influx, since Ca2+ promotes immediate Aurora A activation (29). It has been postulated that CD8 T cells require Fyn tyrosine-kinase for centrosome movement and Lck for docking (30). Previous work showed that Fyn is relevant for centrosomal polarization mainly in the absence of Lck. Full localization of centrosome at the IS is prevented in CD8 Fyn-deficient T cells when anti-CD3ε-coated beads are used. Moreover, Fyn-deficient OTI CD8 cells show maximal inhibition of centrosomal polarization under low stimulation conditions, such as partial agonist and antagonist peptides, but only mild effect when activated with agonist peptide (31). Thereby, other elements involved in the activation of the T cell, such as LFA-1 integrin and MHC-TCR interaction may direct the complete stimulation of centrosomal polarization.
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FIGURE 1 | Dynein-driven forces acting on centrosome polarization during early T cell activation. Centrosome polarization upon T cell receptor (TCR) activation can be mediated by cortex and/or cytosolic pulling forces. TCR, lymphoctye function-associated antigen-1 (LFA-1), and CXCR4 binding to its ligands involve rapid increases in Ca2+ intracellular influx. This can activate Aurora A, which will favor leukocyte C-terminal Src kinase (Lck) activation and subsequent CD3 ITAMs phosphorylation at the CD3/TCR complex. The activation of the centrosome and associated molecules is probably due to diffusible secondary messengers such as the Ca2+. The interaction of dynein/dynactin complexes and other motors with intracellular organelles and the cytoskeleton may induce the force needed to move the centrosome toward the immune synapse (IS). At the IS, the interaction with TCR/CD3/SKAP55/ADAP or LFA-1/SKAP55/ADAP may serve to dock growing microtubules (MTs) and to pull the centrosome to the IS. End-binding 1 (EB1) may interact directly to CD3ζ subunit of the CD3/TCR complex. The growth and shrinkage of MTs at this zone would also create pulling forces. The images in the figure are not scaled.
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FIGURE 2 | Molecular motors at motion to rearrange the cytoskeleton at the immune synapse (IS). Myosin IIA provides the lymphoctye function-associated antigen-1 (LFA-1)-dependent actin ring with contractile activity, thereby helping the centripetal movement of surface proteins. Dynein/dynactin may interact directly with receptors or move vesicles to allow recycling, walking toward the minus-end of microtubules (MTs) (centrosome). Kinesin-1 helps the traffic from the centrosome to the periphery. Vesicular traffic allows secretion and mitochondria can provide the adenosine tri-phosphate (ATP) needed for Myosin IIA activation. The forces exerted by these motors between the organelles and the cytoskeleton constitute the cytosolic pulling forces, that may provide a docking mechanism for the centrosome. The translocated centrosome provides the IS with multiple signaling, scaffold and modifying proteins that can regulate relevant post-translational modifications (PTMs) for actin or tubulin cytoskeletons, such as endothelial nitric oxide synthase (eNOS) for β-actin nitrosylation, histone deacetylase 6 (HDAC6) for deacetylation, or inverted formin-2 (INF2) to allow detyrosination of MTs. The images in the figure are not scaled.


A dual action of the centrosome on actin dynamics may exist. On the one hand, it can provide positive regulators from the associated Golgi apparatus and secretory machinery to increase cell–cell adhesion. On the other hand, negative regulators of actin polymerization such as nitric oxide produced by endothelial nitric oxide synthase (eNOS) (32) can help the fine-tuning of actin dynamics to prepare the clearance of actin structures at the center of the contact for secretion. The final recovery of actin at the IS and the switch off of the activated T cell can be achieved through the delivery of negative regulators, such as cytotoxic T-lymphocyte-associated antigen 4, to the IS from the endosomal associated systems (33). The organization of the polar retrograde flux of actin in the geometrical shape generated at the interface between the T cell and the APC generates a low-viscosity “sink” for inward flow of signaling microcluster in the T cell (34). There, actin regulators probably cluster, such as cofilin, profilin, and coronin. Golgi-resident eNOS coordinates centrosomal positioning at the IS with actin dynamics by decreasing the actin retrograde flux through modification of the actin binding to profilin by β-actin nitrosylation (32). Profilin is a major actin-binding protein in different cells (35), which makes it a predominant substrate for actin polymerization. Recently, two independent studies have demonstrated its collaboration with Ena/VASP complex and with formins to organize actin polymerization rather than Arp2/3 complex. Through cooperation with profilin, actin increases its ratio of incorporation to formin-bound filaments and helps Ena/VASP complex to elongate the distal lamellipodia (36, 37). The ability of different formins to increase actin polymerization can also help the initiation of finger-like protrusions at the plasma membrane in coordination with lamellipodia extension. FMLN3 formin, in cooperation with mammal diaphanous-related-formin (mDia)2, favors this process; however, this is not the case for FMLN2 (38). FMLN1 and mDia1 targeting showed no effect on filopodia formation and actin accumulation during T cell interaction with APC. The knockdown of either Arp2 or Arp3 converted the lamellipodia-based scanning of the APC into a filopodia-based interaction (39). It has been described that the formation of Arp2/3-dependent F-actin foci at TCR microclusters at the IS may facilitate the formation of protrusions toward the APC (40). Filopodia—also referred as microvilli or microspikes—seem relevant to the initial scan of the APC by the T cell through a tyrosine kinase- and actin-independent TCR–pMHC interaction (41). Therefore, the actin organization upon activation relies largely in Arp2/3 and formin activities. Recently, FRAP analysis of the cell cortex of T cells has determined the presence of two F-actin subsets: formin-nucleated, long filaments of about 500 nm showing long turnover times and Arp2/3-nucleated, short filaments of 50 nm with fast turnover times and actin free barbed ends. Also, Arp2/3 activity was more prominent than formin upon TCR activation, but the formin activity endorsed longer filaments on the external lamellipodia. The use of both super-resolution stimulated emission depletion (STED) microscopy and lattice light-sheet microscopy (LLSM), allowed the identification of a more internal network of actin at the IS, different from the lamellipodia and complementary to it, that may help the intracellular traffic (42). In this regard, profilin ability to bind formins can help the interconnection between F-actin and MTs, as formins can bind simultaneously both elements through their formin homology (FH)1 and FH2 domains (43), which may be also a relevant mechanism to generate protrusions at the plasma membrane (see Figure 2).

Microtubules are polymers of α- and β-tubulin heterodimers bound in a head-to-tail manner. This organization gives rise to MT polarity, with plus- and minus-ends, depending on their rate of polymerization (44). The conventional formin mDia has been shown to bind end-binding 1 (EB1), CLIP170, and APC, a group of proteins involved in the growth of MTs at their plus-ends, or tips (43). mDia-deficient mouse presents different alterations in T cell development and activation (45). Indeed, Arp2/3 accounts for TCR recycling and cell–cell adhesion in conjugates, without affecting centrosomal positioning, whereas mDia and formin-like protein 1, two canonical formins, affect centrosomal localization. Their effect on actin is antagonistic (39). Inverted formin-2 (INF2), a non-canonical formin, regulates the centrosome translocation, but does not seem to affect actin during IS in T cells (46). At any rate, Rac1 activity seems relevant for centrosomal polarization to the IS (39, 46). Both actin exclusion and centrosome recruitment at the center of the IS, together with the vesicle and secretory machinery of the cell, allow the correct signaling and recycling of receptor microclusters and also focus secretion (6, 47, 48). In cytotoxic T-lymphocytes (CTLs), the secretion of lytic granules recruited to the polarized centrosome at the target cell area (49) is facilitated by the clearance of central cortical actin in coordination with calcium influx (50, 51). On the other hand, local clearance of actin at the site of docking and delivery of the granules has been defined in the killing immunological synapse organized by NK cells. This effect is dependent on the action of Coronin 1A, a protein able to interact with F-actin and MTs that uses Arp2/3 to destabilize F-actin (52, 53). Coronin 1A seems to be dispensable in T cells for antigen-recognition events, but not for migration (54). To fulfill their ability to engage different target cells serially, CTLs seem to recover cortical actin upon secretion, thereby stopping this process (55). The role of the centrosome in driving the localization of the lytic granules at the target cell area, and the possible role of centrosome-associated, Golgi-resident eNOS in actin clearance point to a role of tubulin skeleton in fine-tuning actin-based cytoskeleton dynamics.



DYNEIN MOTORS SHAPE THE IS

Experimental evidence on this issue arises from the observation of the polarization of the cytoskeleton at the IS and the associated changes of intracellular organization. In the T cell, the centrosome, together with the Golgi apparatus, secretory and recycling machinery and mitochondria, localize at the IS. An active growth of MTs from the centrosomal area organizes an MT network that helps traffic at the IS (56). An array of molecular motors is able to walk between the two ends of MTs, transporting different organelles along these trails. Also, actin-based molecular motors can act on actin structures to increase tracking forces at the IS, probably helping movement. These molecular motors are important for cell polarity and are mostly represented by dyneins, kinesins, and myosins (Figures 1 and 2).

Cytoplasmic dynein complex belongs to a large family of MT motor proteins involved in intracellular transport; it is an MT minus-end directed, motor protein complex of about 1 MDa, that comprises two heavy chains containing the AAA motor and MT binding site, two different intermediate chains, among them the p74 subunit (DIC) and several light and intermediate light chains. These chains provide interaction with a plethora of proteins in cells, conferring to the motor the ability to interact with multiple cargoes. p74 interacts with dynactin p150Glued subunit, and p150Glued is able to interact with MT through its first 200 amino acid residues at the N-terminus CAP-Gly (cytoskeleton-associated protein glycine rich) domain and a basic region. Dynactin complex enhances dynein processivity while regulating its localization (57, 58). Cytoplasmic dynein accumulates at the periphery of the T-APC contact and associates with ADAP (adhesion and degranulation promoting adaptor protein; SLAP130/Fyb) (59), as does dynactin (60). This interaction may generate the pulling force needed to polarize the centrosome to the IS; e.g., cortex pulling forces (Figure 1). These cortex pulling forces would be exerted from the ring of activated LFA-1 integrin, favored by ADAP upon TCR activation. Accordingly, the knockout mouse for ADAP shows deficient T cell LFA-1-mediated adhesion (61, 62). Although actin polymerization is normal in the knockout cells, the absence of ADAP is essential for T cell proliferation and adhesion. Indeed, ADAP is a scaffold protein that connects to SKAP55 and regulates its stability and half-life by preventing its degradation at the proteasome (63). SKAP55 connects with the actin cytoskeleton and its deficiency causes an effect similar to that of ADAP (64). Therefore, it is conceivable that, through connection with ADAP, cytoplasmic dynein might exert a regulatory role on interconnecting MTs and cortical actin at the IS, producing the pulling forces at the cortex. The disruption of the dynein/dynactin complex de-localized LFA-1 from the external zone of the IS, showing a scattered pattern (60). In these conditions, the centrosome was not polarized at the IS, without affecting the number of conjugates formed with APCs. Indeed, dynein has also been proposed to move TCR/CD3 complexes along MT toward the center of the IS, enhancing their motility and signal termination in mouse cells (65). Coordinated dynein/dynactin activity was also found essential for sustained T cell activation, based on centrosome polarization (60).

Cytoplasmic pulling forces are now matter of study and exemplify a mechanism via dynein/dynactin complexes to generate traction during intracellular transport and cell shape maintenance (Figure 1). Cytoplasmic pulling forces are based on the net forces applied by molecular motors to get together the components of organelles such as the Golgi, as well as the traction exerted on skeletons for movement. Dynein/dynactin-mediated cytosolic pulling forces may be relevant for the localization of the centrosome, given the high number of organelles and vesicles which are interconnected by MTs around it, and their proximity to the IS (24, 66). The study of large protein complexes in cells is difficult due to the high number of subunits and the ability of cells to compensate some effects when protein complexes are disturbed or the protein expression of their subunits diminished. In the case of dynein/dynactin, either the silencing of cytoplasmic dynein heavy chain 1 or a high overexpression of the p50-dynamitin-GFP subunit of dynactin in human T cells prevented the correct polarization of the centrosome. A sustained, long-term overexpression of p50-dynamitin-GFP [obtaining a ratio of more than 4:1 for p50-dynamitin:p150Glued proportions in the dynactin complex (67, 68)] in Jurkat cells prevented the interaction between p74-dynein intermediate chain and p150Glued. This effect correlated with a dispersed localization of the TCR, as well as with a de-localized centrosomal positioning (60). A recent study shows that dynein motor, which can form different complexes in cells by changing its partners, may play a dual role in T cell activation, depending on whether the interaction is with nuclear distribution protein nudE homolog 1 (NDE1) or p150Glued (69). NDE1 protein is involved in the intracellular organization of the Golgi through interaction with nuclear distribution protein nude-like 1 (NDEL1), lyssencephaly-1 protein, and dynein; silencing of NDE1 and NDEL1 disorganizes the Golgi, makes the endocytic compartment collapse toward the plasma membrane and abrogates cortical dynein localization (70). The palmitoylation of either NDE1 or NDEL1 prevents interaction with dynein and intracellular traffic (71), thereby pointing to a relevant spatial mechanism to regulate dynein complexes composition and action. In this regard, the silencing of p150Glued does not seem to exert an effect on centrosome localization at the IS in this study (69). Other authors have observed that the direct knockdown of dynein heavy chain does not affect the translocation of the centrosome in mouse cells (65). However, a number of studies support dynein/dynactin role in centrosome polarization in lymphocytes (25, 60, 69, 72, 73).

The full deletion of p150 or Glued is lethal early in embryo development in D. melanogaster. Genetic experiments to analyze the survival of deficient cells in wild-type adult tissues were unable to recapitulate the cell functionality (74). This indicates that p150Glued is essential for cells to survive, divide, or participate in tissue-level organization, although dynactin complex is not required for dynein sustained motility (75). Therefore, a partial silencing of p150Glued would allow the initial activity of some dynein/dynactin complexes, without major requirements for later movement and generation of pulling forces, but with a high replacement/interchange rate of dynactin between complexes. Dynein/dynactin supercomplex has a definitive different behavior in the use of different MTs as tracks, which can be due to the different post-translational modifications (PTMs) of tubulin (Figure 3); partly through the action of different carboxipeptidases at α-tubulin ends (α-Tub-EEY) (6, 76). Dynein can move on detyrosinated MTs once the movement is initiated without the participation of dynactin. The movement of centrosomes in C. elegans embryos depends on the interaction of dynactin with tyrosinated MTs, the cytoplasmic pulling forces exerted through its binding to dynein complex and the initiation of intracellular traffic (77). Also, dynactin interacts preferentially with tyrosinated MTs through p150Glued or with the EEY-ends of end-binding (EB) proteins bound to MTs (75). The formin INF2 regulates the tyrosinated state of MTs in T cells during activation; MTs near the translocated centrosome are detyrosinated (α-Tub-EE) and TCR activation promotes the increase of detyrosinated MTs (46). A possibility is that dynactin would help dynein to initiate its processive movement to transport cargoes on tyrosinated MTs until the area of detyrosinated MTs near the centrosome is reached. Alternatively, dynactin can use EB1 or EB3 at the plus-ends of MTs. Conceivably, high inhibition of dynactin/dynein interaction by sustained overexpression of p50-dynamitin or complete knockdown of p150Glued would affect dynein initial interaction with MTs, preventing intracellular traffic and localization of the centrosome at the IS and the organization of organelles due to lack of cytosolic pulling forces.


[image: image1]
FIGURE 3 | Signaling at the centrosome area to fuel tubulin polymerization. In T cells, the polymerization of microtubules (MTs) from the centrosome is controlled by casein kinase Iδ (CKIδ) through phosphorylation of end-binding 1 (EB1). AKAP450 anchors CKI to the pericentrosomal matrix. Aurora A also promotes the incorporation of α/β-tubulin heterodimers into MTs at the centrosome through its kinase activity. AKAP450 can also dock at the Golgi apparatus where it may collaborate with GM130 to facilitate tubulin polymerization. The Golgi apparatus is formed by diacylglycerol (DAG)-enriched membranes, where protein kinase C (PKC)ε anchors. AKAP450 binds to hypophosphorylated PKCε, which can constitute a reservoir for the non-activated kinase. The post-translational modifications of the MTs can affect the binding of molecular motors; kinesin likely interacts preferentially with acetylated MTs and dynein/dynactin interact with tyrosinated MT (α-tubulin-EEY) through dynactin binding, although dynein can move along detyrosinated (α-tubulin-EE) and tyrosinated MTs. Both motors are in charge of movement around the centrosomal area, of organelles such as vesicles and mitochondria, whereas dynein is the main responsible for Golgi apparatus shape and stability. The images in the figure are not scaled.




THE IS AND ITS AXONEMAL CONNECTIONS

The connection between IS and axonemal components is being established. Axonemal dynein is very important to allow the movement of flagella, based on its interaction with the axonemal MTs and its AAA motor activity; a “coup de force” (57, 58), which may be also a possible mechanism at the IS. During the biogenesis of the cilium, including centrosomal and acentrosomal processes, the basal body connects to cenexin–centriolin–Rab11a–Rabin8–Rab8 complex and organizes the retrograde and anterograde transport of vesicles along MTs through dynein and kinesin, respectively. These molecules also act at the IS; Rab8 and vesicle-associated membrane protein (VAMP)3 complex regulates recycling of TCRs (78). Rab8a and Rab11a dissociate from the pericentriolar region by casein kinase 1 (CK1δ) action (79). The centrosomal docking of CK1δ is mediated by AKAP450 (80) (Figure 3) and is needed to form the basal body of the primary cilium. In CD4 T cells, AKAP450 inhibition delocalizes the centrosome from the IS and decreases TCR and integrin activation and clustering (81). In other cell types, AKAP450 has an important role in MT polymerization from the centrosome and through the Golgi mediated by interaction with GM130 (82). Therefore, it can be also of relevance for cytosolic pulling forces. CK1δ silencing causes a 50% reduction in the centrosomal positioning at the IS in Jurkat cells. CK1δ forms a complex with EB1, phosphorylates it, and activates its function. It might interact with dynein/dynactin directly or through EB1, but these can represent different complexes recovered by co-immunoprecipitation and EB1-GST pulldown, respectively. CK1δ phosphorylation of EB1 can activate the protein and promote MT growing from the centrosome (Figure 3). This effect is dependent on the dynamics of CK1δ localization at the centrosome since its persistent localization at this organelle prevents the correct centrosomal polarization at the IS (83). The deletion of EB1 does not prevent centrosomal positioning at the IS, but abrogates TCR signaling at linker for activation of T cells (LAT)/phospholipase C (PLC)γ1 signalosome and regulates the traffic of CD3ζ vesicles at the IS (18). EB3, which is also expressed in T cells, could replace EB1 in allowing centrosomal positioning, since overexpression of EB1-CT as a dominant negative mutant for EB1 protein–protein interactions has an effect on centrosomal positioning (39, 84). Polymerization of MTs has been described to be important for centrosomal polarization, assayed through the use of low doses of nocodazol (25). In this study, the centrosomal relocation at the IS was defined through two different phases with different mean speeds: a first one to position the centrosome near the synapse and a second one to center and dock it. In this work, the silencing or chemical inhibition of dynein with ciliobrevin D and overexpression of a dominant negative mutant of p150Glued had a negative effect on centrosomal positioning and docking (25), corroborating previous results (60). Major effects on both phases were observed upon taxol and ciliobrevin D treatment to prevent depolymerization of MTs and dynein-driven force. Taxol alone prevented partly the repositioning, as did low doses of nocodazol (loss of polymerization); therefore, a kind of internal “scanning” of the cell cortex from MT plus-ends in collaboration with dynein/dynactin was proposed as a model for docking the centrosome at the IS (25).

Acetylation, a PTM of α-tubulin, is a hallmark of stable MTs which is also detected in the cilium. HDAC6, a histone deacetylase with activity on α-tubulin or cortactin (85), is able to interact with dynein to transport unfolded proteins (86) and is also important for lymphocyte migration as a scaffold protein (87). Its role in migration in other cell types is linked to EB1 protein (88). Notably, HDAC6, which also has a role in the cilium disassembly under the control of Aurora A (89), influences CD4+ T cell activation at the IS, since its overexpression precludes centrosome positioning and the interaction of important signaling molecules from the TCR pathways with MTs. HDAC6-silenced CD4 T cells showed a similar hyper-acetylation of tubulin than taxol-treated cells and even higher centrosome polarization than control cells (90). Likewise, in HDAC6-deficient CD8 T cells, the polarization of the centrosome is also higher than in control cells (it is closer to the IS) and tubulin acetylation is increased (91). Taxane (paclitaxel and docetaxel) binding to MTs was mapped to the β-tubulin subunit on the MT inner surface (92); the initially accepted model proposed that taxanes and other MT-stabilizing agents reach the binding pocket by diffusing through the MT wall. However, the kinetics of binding determined that diffusion could not account for the process (93). More recently, the application of different computational techniques to the MT structure showed that a possible external binding pocket would allow an initial binding and later the entry of the drugs (94). Therefore, depending on the amount of drug present, taxol may be affecting the binding of different microtubule-associated proteins (MAPs) at both surfaces of the MT. This may account for the different consequences of taxol treatment depending on the amount of drug used (from 1 to 20 nM; minutes to hours), as known for stimulation of MT growth in vitro (95), formation of MT bundles due to high polymerization and stabilization (96) and cell death and mitotic inhibition (97). In the work of Yi et al., the concentration of taxane used did not seem to provoke great changes in the overall shape of MT skeleton (pre-treatment with 0.5 μM for 10 min and then, stimulation), but prevented catastrophes, and therefore stabilized MT growth. They observed a defect in both phases: repositioning and docking. The combined treatment with ciliobrevin D and taxane produced the major effect, blocking centrosome movement. Indeed, inhibition of dynein with ciliobrevin D promoted the disorganization of intracellular organelles and vesicles (25). In sum, treatment with taxanes initially promotes an ever-growing MT skeleton, depending on the dose and time of treatment, with a resulting paralyzed skeleton and high acetylation of MTs. In addition, the inhibition of molecular motors such as dynein/dynactin prevents correct organellar disposition. This may have differential consequences on the activity of molecular motors both on cytosolic and cortical pulling forces, depending on the status of the MT cytoskeleton, the organelle positioning, and the interaction with cortical surfaces.



MOTORING THE SYNAPTIC ORGANELLES TO FUEL CYTOSKELETAL DYNAMICS

Mitochondria localize at the IS (98) and this localization is also dependent on the centrosome polarization to the IS, since mitochondria are accumulated around the de-localized centrosome and perinuclear region in T cells overexpressing p50-dynamitin (72). The perinuclear localization of mitochondria upon p50-dynamitin-GFP overexpression was primarily observed in Hela cells. The recruitment of dynamin-related protein 1 (drp1), a protein involved in fission of mitochondria, to the dynactin/dynein complex was shown to sustain the retrograde transport. The size and shape of mitochondria was irregular in these cells, with some of them presenting T- and V-shapes (99). Drp1 helps the correct localization of mitochondria at the uropod, the trailing edge of migrating polarized lymphocytes, prior to stimulation to form an IS. Through mitochondria localization at the uropod, the lymphocyte regulates its ability to migrate (100). These mitochondria surround the centrosomal area, and can provide adenosine tri-phosphate (ATP) to the intracellular traffic for LFA-1 recycling and Myosin II contraction needed to sustain the motility and polarity of the lymphocyte (101). Upon TCR activation, drp1-disrupted T cells allowed the centrosomal localization during IS formation, but mitochondria were not correctly polarized to the IS. There was no effective movement of the mitochondria toward the minus-end of MTs. The required ATP production for energy fueling at the IS was also diminished (72). The effect of drp1 delocalization from mitochondria upon p50-overexpression may also be due to a defective fission of mitochondria, which are then poorly transported in an anterograde mode by kinesin-1.

Kinesin-1, also called conventional kinesin, is a MT plus-end-oriented motor complex with different subunits. Kinesin-1 is a heterotetramer of ~380 kDa and comprises two kinesin heavy chains (KHCs) with motor activity and two kinesin light chains (102). It is important to note that kinesins are an extended family of proteins, with about 45 genes coding for them. Most of them [kinesin family members (KIFs)] have their motor domain at the N-terminus, but also as a central domain or at the C-terminus, determining whether they walk toward the plus-ends (N-KIF) or the minus-end (C-KIF) of the MT (103). Kinesin-1, an N-KIF, uses adaptor proteins to fix the cargo; for mitochondria effective movement forward to the cell cortex (MT plus-ends), Miro-1 forms a triade with Milton and kinesin-1 (104). The role of Miro-1 protein has been reported in the localization of mitochondria during T cell–endothelial contact for transmigration from blood vessels to tissues during inflammation. Miro-1 is needed to relocate the mitochondria around the centrosome, which is recruited from the uropod (trailing edge) to the T cell–endothelial cell contact area and congregates the mitochondria there (73). Miro-1 interacts with the dynactin subunit p150Glued and dynein heavy chain in these lymphocytes, but the possible complex formed with kinesin-1 was not explored. Therefore, motors might coordinately interchange at the surface of the cargoes, to regulate the retrograde and anterograde transport through MT, using the centrosome as a crossroads.

Kinesin-1 is indeed involved in the final transport and delivery of lytic granules at the killing IS in CTLs, forming a complex with Slp3 and Rab27a (105). In fact, the knockout mouse for Kif5b, the KHC involved, is embryonic lethal, showing perinuclear clustering of lysosomes and mitochondria. Kinesin-1 is helped in the transport of lytic granules to the IS by the action of HDAC6 (91). In HDAC6 knockout T cells, the acetylation of MTs is highly increased, but the centrosomal polarization to the IS of either silenced CD4 or knockout CD8 T cells was even enhanced (90, 91). Kinesin-1 ability to bind and move over MT is increased by acetylation at Lys40 of α-tubulin in the lumen of MTs (106). This is in concert with the long-term increase in acetylated MTs at the IS (90) and would facilitate the kinesin-driven movement of vesicles from centrosomal region to the plasma membrane at the IS. Indeed, the use of cell-extracts of intact MT networks and single fluorescently labeled motor proteins to study motility through total internal reflection fluorescence microscopy (TIRFm) unveiled that acetylated MTs are predominantly bundled, which enhances the number of kinesin binding sites and run lengths of the motor (107). However, in the case of HDAC6 knockout CD8 T cells, the kinesin-1 interaction with p150Glued was defective, correlating with a defect in the final delivery of lytic granules at the IS and their degranulation, even though acetylation of MTs was highly increased (91).

Histone deacetylase 6 may also play a role in the biogenesis and degradation of organelles through interaction with dynein/dynactin. These proteins are well-known partners for the transport of ubiquitinated, misfolded proteins to the aggresome formed near the centrosome for degradation through autophagy. Its interaction with dynein/dynactin takes part through a region different from its two catalytic domains for acetylation and its C-terminus (86). Parkin coordinates the E2 enzyme UbcH13/Uev1a to mediate K63-linked polyubiquitination of misfolded proteins (108). Under conditions of proteasomal impairment, the machinery and membranes for autophagosome are recruited to the aggresome and the fusion with lysosomes allows protein clearance. Indeed, the recruitment of Parkin to the centrosome in these conditions is dependent on HDAC6. This accumulation was reversible and HDAC6 used either dynein or kinesin-1 for bidirectional movements (109). HDAC6 binds preferentially to K63-ubiquitin modified proteins (instead of K48) through its ubiquitin-binding domain, at the C-terminal (110). It may bind both mono or polyubiquitin chains (111, 112), although it seems that it prefers polyubiquitinated chains (108). This precise relationship between HDAC6 and the dynein motor is likely to be of relevance for mitochondrial shape and health, since HDAC6 and Parkin are both involved in the process of mitophagy (56). Therefore, the possible connections in the cytosolic and cortex pulling forces generated by dynein and their relationship with kinesin complexes and their ability to interconnect organelles and to move components inside the cell is a field for intense research. In this context, the MTs, their PTMs, and enzymatic modifiers will be extremely relevant.

Myosins are a superfamily of motor proteins that bind to actin and use the energy of ATP hydrolysis to generate force and movement along actin filaments. There are about 18 classes of myosins. They play significant roles in cell movement, muscle contraction, cytokinesis, membrane trafficking, and signal transduction (113). They consist of a motor domain, a neck region, and a tail region; most myosins form a dimer of two heavy chains with the supplementary binding of two light chains (MLC) per heavy chain to their neck region. Regulatory MLCs can be phosphorylated for regulation of the motor activity (103). Non-muscle myosin IIA (encoded by gene Myh9) has been involved in the accumulation of the TCR to the center of the IS to be recycled (114). The lack of mitochondria polarization at the IS by inhibition of drp1 prevented MLC phosphorylation at Ser19 at the actin-rich lamella, thereby unleashing TCRs from the retrograde flow, which showed a less concentrated appearance. However, the centrosome was correctly positioned at the IS (72). The collaboration between myosin IIA and dynein has been recently shown in mouse cells through the use of photoactivatable peptide-MHC complexes. This evidence supports the action of Myosin IIA in pushing the centrosome toward the IS while dynein would pull it from the IS. The inhibition of each one separately did not exert apparent high effects on centrosomal positioning in this study. Indeed, inhibition of Myosin IIA did not alter the signaling from the TCR (115). Dynein localization at the plasma membrane has been suggested to precede the centrosome polarization at the IS rapidly upon TCR activation. The gradient of diacylglycerol (DAG) organized at the IS by active PLCγ1 would be the polarizing signal to direct centrosomal localization (116). In this sense, the MAP4 knockdown reduces the stability of MTs and makes the centrosome to move slower until it reaches the IS, although PLCγ1 is more active and DAG accumulation increases at the IS. It is feasible that centrosomal polarization acts as a negative regulator for DAG production. DAG accumulation at the IS is also observed when Ct-AKAP450-GFP is overexpressed in T cells (117), a construct that displaces AKAP450 from the centrosome and prevents its translocation to the IS (81). Indeed, if DAG production is disturbed, the centrosome does not position correctly (116). To control centrosomal positioning, there is a specific and temporal recruitment of three different protein kinases C (PKCs) to the IS; essentially PKCε and PKCη come first followed by PKCθ (118). All of them bind to DAG and phorbol esters and need phosphorylation by 3′-phoshoinositide-dependent protein kinase 1 at their activation loop to be fully active (119). PKCε controls its localization through second messengers and is dependent on G-protein-coupled receptors activation. It can bind to Myosin IIA and actin in fibroblasts, thereby connecting to actin cytoskeleton (120). In this regard, the exposure to the CXCL12 chemokine strengthens the IS shape, as an additive signal to CD3 and CD28 (121), and CXCR4, the G-protein-coupled receptor for CXCL12, is localized at the IS through connection with actin cytoskeleton (122). CXCL12 binding to its receptor allows Ca2+ influx and rapid activation of Rac1 (123) and its internalization seems dependent on MIIA interaction (124). Immature hypophosphorylated PKCε associates to AKAP450 (125) and this can be related to its high basal localization to DAG-enriched membranes, such as the Golgi (126) (Figure 3). PKCθ is a well-known modulated kinase during T cell activation, which recruitment to the IS depends on CD28 costimulation (127). PKCθ clustering at the center of the IS correlates with its activity (127) and is highly dependent on actin dynamics; Golgi-resident eNOS translocated to the IS together with the centrosome lowers the actin retrograde flux and enhances PKCθ activity (32). The regulation of PKCθ downstream activity by the control of Carma1 localization at the IS by the plus-end directed, kinesin molecular motor GAKIN has also been described. GAKIN can walk on the MTs toward the periphery of the IS, displacing Carma1 from Bcl10 and the central part of the IS (128). Recently, the identification of a protein complex comprising CD28, Lck, and PKCθ has explained the dependence of PKCθ on CD28 activation. The unique domain V3 from PKCθ interacts with the SH3 domain of Lck, which in turn docks at the phosphorylated tail of CD28 (129). The mutation of the PI3K interaction site in CD28 prevented the recruitment of PKCθ at the IS and transcription of IL-2 mRNA (130), determining the relevance of the targeting to the IS in T cells. The localization through Lck at the IS may explain also why PKCθ docks at the IS in CD28-deficient Jurkat T cells (32). A different mechanism seems to operate in regulatory T cells (Tregs), with PKCθ preferentially located at the distal pole of the T cell, far from the T-APC contact (131). The use of knockout mice or chemical inhibitors for PKCθ has rendered distinct results in the Treg subset. Hence, Tregs from Pkcθ−/− showed similar activity than wild type, although their numbers were diminished due to developmental problems (132), while chemical inhibition clearly enhanced Treg function (131). IL-2 production by effector T cells is essential for CD4 Treg differentiation and function (133), which could affect the numbers in the Pkcθ−/− mice. Naïve T cells from Pkcθ−/− mice have been analyzed for stability of the IS, and the absence of the kinase allows the IS to be formed for longer periods of time without loss of symmetry, therefore preventing the formation of different IS by the same T cell (134). Therefore, the interconnection between skeletons and signaling is clear again, but there is still much information lacking to understand precisely which is the signaling cascades controlling the motor activities and the dynamics of the actin-based and tubulin-based skeletons at the IS.



PROTEIN MULTIPLEXING HIGHLIGHTS THE COMPLEXITY OF TRANSPORT SYSTEMS

The use of different imaging techniques together with biochemical identification of proteins and different drugs against cytoskeletal components has allowed the understanding of different routes for transport of vesicles at the IS. The intracellular traffic at the IS has been analyzed mainly through wide-field fluorescence microscopy, laser scanning confocal microcopy (LSCM), and, to a lesser extent, TIRFm (48, 135). Endocytosed TCRs enter a pathway to recycling endosomes marked by Rab4 and Rab11. Rab4-positive endosomes are early endosomes involved in rapid shuttling of internalized receptors to the plasma membrane in an MT-independent manner. The endosomes marked by Rab11 cluster deeper inside the cell (next to the centrosome) and follow a slower route to return to the plasma membrane along MT. Rab35 and other Rab GTPases regulate the endosomal trafficking together with Wiskott–Aldrich syndrome protein and SCAR homolog (WASH), which controls actin polymerization. WASH activates Arp2/3 complex and also interacts with tubulin cytoskeleton in both early and late endosomes, promoting the local actin polymerization that may provide the force for their movement along MT (78). Later, actin clearance at specific sites of the IS allows the fusion of the vesicles with the plasma membrane. The corresponding N-ethylmaleimide-sensitive factor attachment protein receptors (SNAREs) at the vesicles (v-SNARE) and on target membranes (t-SNAREs) mediate this process. A complex between two t-SNAREs (syntaxin-3 or -4 and SNAP-23 in non-neuronal cells) and one v-SNARE such as VAMP3 (136) allows the docking and priming of the vesicle, which fuses with the plasma membrane in the presence of high Ca2+. In contrast to TCR/CD3 vesicles that are controlled by VAMP3, the endosomal recruitment and docking of LAT to the cortical region of the IS are dependent on the VAMP7 v-SNARE (although CD3 vesicles may also interact with VAMP7) (137). The presence of two traveling LAT pools at the IS was described through fluorescence microscopy (138). Endosomal pools of LAT are localized in different subpopulations of recycling endosomes marked by Rab27 and Rab37. This suggests that early phosphorylation of LAT upon TCR activation depends on the clustering of the LAT pool at the plasma membrane rather than on the LAT subset at endosomes. The latter seems to be more involved, however, in stabilizing signaling mediators close to the TCR (19, 139). The growing of MTs at the IS, analyzed by TIRFm through imaging of EB1 and EB3 (18), allows the movement of TCR/CD3-enriched cortical vesicles underneath the plasma membrane and their encounter with LAT-enriched vesicles, thereby helping sustained activation of LAT and PLCγ1 upon TCR triggering (18). Indeed, an important pool of Lck in Rab11b+MAL+ endosomes is detected during T cell activation. MAL is involved in the targeting of Lck to the plasma membrane and the correct sorting of Lck and LAT to membrane subdomains at the IS (84, 140). Rab11b interacts with myosin 5B, a motor protein able to interact with actin cables and vesicles, through the adaptor protein uncoordinated 119 (Unc 119). This complex allows the final delivery of the vesicles, from the MTs of the pericentrosomal region to the cortical actin at the IS (4). This kind of collaboration between motors and skeletons for intracellular traffic is essential for correct T cell activation, and probably favors cytosolic pulling forces.

An unexpected player was recently described as a regulator of TCR recycling at the IS: the intraflagellar transport (IFT) system. IFT are multimeric protein complexes relevant for the biogenesis and maintenance of the primary cilium. T cells express different IFT constituents such as IFT20, 52, 57, and 88, which participate in the recycling of the TCR to the endosomal system upon centrosome positioning at the IS. The polarization of the Golgi apparatus and the centrosome drives the building of both structures, the IS and the cilium. They direct the growing of MT and the traffic of vesicles toward the plasma membrane. These membranes are both highly enriched in cholesterol and sphingolipids. They act as signaling platforms for extracellular cues (21). IFT20, together with IFT88, IFT52 and IFT57, are recruited to the IS in association with the Golgi apparatus and centrioles (141). IFT20 sustains TCR clustering and signaling but is dispensable for polarization of the Golgi and the centrosome. IFT20 couples internalized TCR/CD3 complexes with Rab5+ early endosomes and promotes their transit to recycling endosomes. Since IFT20 co-localizes with the TCR in Rab11+Rab4+ endosomes, it is possible that it accompanies this receptor during recycling. In this regard, IFT20 also interacts with the transferrin receptor (TfR), which also undergoes polarized recycling at the IS (141, 142). Indeed, tubulin heterodimers can be transported by the IFT system to the end of the cilium, thereby facilitating its elongation (143). An increase of available heterodimers helps reaching the critical concentration needed for polymerization of MTs. A similar process may take place at the IS, providing the IFT proteins expressed by the T cell can also perform this task. Therefore, the transport of molecules and vesicles and its relationship with the centrosome and the MTs arising from it seem to be of special relevance in different cell systems used for sensing changes in the extracellular medium, such as the cilium and the IS. Intracellular traffic and the cytoskeleton are tightly related in the regulation of the IS and the cilium. Tubulin tracks, as identified by cryo-tomography or transmission electron microscopy near mitochondria and the endoplasmic reticulum (24, 66, 72) connect different organelles, and establish tensional forces between them, as well as with the plasma membrane. Pulling and pushing forces would help the scission and fusion of vesicles from and to Golgi or endosomes, respectively. For instance, EB1, which is involved in MT growth from the polarized centrosome and regulation of vesicular traffic in T cells, is also related to the vesicular transport for cilium formation (144). Indeed, during cilium formation, the tubule scission from the Golgi by spastin, an MT-severing protein, is achieved through the interaction with the ESCRT complex (145). Therefore, the linkage between intracellular organelles and cytoskeleton is needed to organize a productive IS, and this is in part mediated by different molecular complexes that coordinate their action.



CONCLUDING REMARKS

Signaling constituents transported to the IS by polarized vesicles trafficking are a crucial piece of the information transmitted from the plasma membrane to the nucleus and other organelles (18, 19, 146). This is needed to sustain T cell activation and is activated from the TCR, costimulatory molecules such as CD28 and adhesive receptors such as LFA-1. The different cytoskeletal systems are absolutely required to coordinate and activate the plethora of molecules involved in these processes. Molecular motors facilitate these events by exerting forces of different orientations along the cytoskeletal track. These pulling and pushing forces are critical for cell shaping and movement. Future experimentation will profit from new technical advances to analyze complete cells in three dimensions with higher resolution and low toxicity for live cells such as LLSM or 3D-SIM. The super-resolution techniques such as STED and photo activated localization microscopy (PALM) or stochastic optical reconstruction microscopy (STORM) that have been developed will allow to analyze in more detail the already known structures [for revision of imaging techniques, see in this topic (147) and for protocols and methods (148)]. To unveil the role of motors in T cell organization, it is essential to study the specific composition of the complexes they form, the organelles they bind to and their relationship with the dynamics of the cytoskeleton systems, in particular with the PTMs that can fine-tune their functional activity and direct the activation of T cells. Dynein/dynactin is a crucial motor complex in this context. It directs the rearrangement of different MT-associated organelles, such as the Golgi and mitochondria. The sum of the forces exerted from the cell cortex and the cytosolic elements will determine the shape of the IS.
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REFERENCES

1. Monks CR, Freiberg BA, Kupfer H, Sciaky N, Kupfer A. Three-dimensional segregation of supramolecular activation clusters in T cells. Nature (1998) 395:82–6. doi:10.1038/25764

2. Wulfing C, Davis MM. A receptor/cytoskeletal movement triggered by costimulation during T cell activation. Science (1998) 282:2266–9. doi:10.1126/science.282.5397.2266

3. Grakoui A, Bromley SK, Sumen C, Davis MM, Shaw AS, Allen PM, et al. The immunological synapse: a molecular machine controlling T cell activation. Science (1999) 285:221–7. doi:10.1126/science.285.5425.221

4. Soares H, Lasserre R, Alcover A. Orchestrating cytoskeleton and intracellular vesicle traffic to build functional immunological synapses. Immunol Rev (2013) 256:118–32. doi:10.1111/imr.12110

5. Fooksman DR, Vardhana S, Vasiliver-Shamis G, Liese J, Blair DA, Waite J, et al. Functional anatomy of T cell activation and synapse formation. Annu Rev Immunol (2010) 28:79–105. doi:10.1146/annurev-immunol-030409-101308

6. Martin-Cofreces NB, Baixauli F, Sanchez-Madrid F. Immune synapse: conductor of orchestrated organelle movement. Trends Cell Biol (2014) 24:61–72. doi:10.1016/j.tcb.2013.09.005

7. Barlan K, Gelfand VI. Microtubule-based transport and the distribution, tethering, and organization of organelles. Cold Spring Harb Perspect Biol (2017) 9:a025817. doi:10.1101/cshperspect.a025817

8. Carter AP, Diamant AG, Urnavicius L. How dynein and dynactin transport cargos: a structural perspective. Curr Opin Struct Biol (2016) 37:62–70. doi:10.1016/j.sbi.2015.12.003

9. de la Fuente H, Mittelbrunn M, Sanchez-Martin L, Vicente-Manzanares M, Lamana A, Pardi R, et al. Synaptic clusters of MHC class II molecules induced on DCs by adhesion molecule-mediated initial T-cell scanning. Mol Biol Cell (2005) 16:3314–22. doi:10.1091/mbc.e05-01-0005

10. Comrie WA, Li S, Boyle S, Burkhardt JK. The dendritic cell cytoskeleton promotes T cell adhesion and activation by constraining ICAM-1 mobility. J Cell Biol (2015) 208:457–73. doi:10.1083/jcb.201406120

11. Bunnell SC, Kapoor V, Trible RP, Zhang W, Samelson LE. Dynamic actin polymerization drives T cell receptor-induced spreading: a role for the signal transduction adaptor LAT. Immunity (2001) 14:315–29. doi:10.1016/S1074-7613(01)00112-1

12. Melki R, Fievez S, Carlier MF. Continuous monitoring of Pi release following nucleotide hydrolysis in actin or tubulin assembly using 2-amino-6-mercapto-7-methylpurine ribonucleoside and purine-nucleoside phosphorylase as an enzyme-linked assay. Biochemistry (1996) 35:12038–45. doi:10.1021/bi961325o

13. Bunnell SC, Hong DI, Kardon JR, Yamazaki T, McGlade CJ, Barr VA, et al. T cell receptor ligation induces the formation of dynamically regulated signaling assemblies. J Cell Biol (2002) 158:1263–75. doi:10.1083/jcb.200203043

14. Mossman KD, Campi G, Groves JT, Dustin ML. Altered TCR signaling from geometrically repatterned immunological synapses. Science (2005) 310:1191–3. doi:10.1126/science.1119238

15. Cemerski S, Das J, Giurisato E, Markiewicz MA, Allen PM, Chakraborty AK, et al. The balance between T cell receptor signaling and degradation at the center of the immunological synapse is determined by antigen quality. Immunity (2008) 29:414–22. doi:10.1016/j.immuni.2008.06.014

16. Lillemeier BF, Pfeiffer JR, Surviladze Z, Wilson BS, Davis MM. Plasma membrane-associated proteins are clustered into islands attached to the cytoskeleton. Proc Natl Acad Sci U S A (2006) 103:18992–7. doi:10.1073/pnas.0609009103

17. Martin-Cofreces NB, Alarcon B, Sanchez-Madrid F. Tubulin and actin interplay at the T cell and antigen-presenting cell interface. Front Immunol (2011) 2:24. doi:10.3389/fimmu.2011.00024

18. Martin-Cofreces NB, Baixauli F, Lopez MJ, Gil D, Monjas A, Alarcon B, et al. End-binding protein 1 controls signal propagation from the T cell receptor. EMBO J (2012) 31:4140–52. doi:10.1038/emboj.2012.242

19. Soares H, Henriques R, Sachse M, Ventimiglia L, Alonso MA, Zimmer C, et al. Regulated vesicle fusion generates signaling nanoterritories that control T cell activation at the immunological synapse. J Exp Med (2013) 210:2415–33. doi:10.1084/jem.20130150

20. Das V, Nal B, Dujeancourt A, Thoulouze MI, Galli T, Roux P, et al. Activation-induced polarized recycling targets T cell antigen receptors to the immunological synapse; involvement of SNARE complexes. Immunity (2004) 20:577–88. doi:10.1016/S1074-7613(04)00106-2

21. Finetti F, Baldari CT. Compartmentalization of signaling by vesicular trafficking: a shared building design for the immune synapse and the primary cilium. Immunol Rev (2013) 251:97–112. doi:10.1111/imr.12018

22. Wittmann T, Bokoch GM, Waterman-Storer CM. Regulation of leading edge microtubule and actin dynamics downstream of Rac1. J Cell Biol (2003) 161:845–51. doi:10.1083/jcb.200303082

23. Bouchet J, Del Rio-Iniguez I, Lasserre R, Aguera-Gonzalez S, Cuche C, Danckaert A, et al. Rac1-Rab11-FIP3 regulatory hub coordinates vesicle traffic with actin remodeling and T-cell activation. EMBO J (2016) 35:1160–74. doi:10.15252/embj.201593274

24. Calabia-Linares C, Robles-Valero J, de la Fuente H, Perez-Martinez M, Martin-Cofreces N, Alfonso-Perez M, et al. Endosomal clathrin drives actin accumulation at the immunological synapse. J Cell Sci (2011) 124:820–30. doi:10.1242/jcs.078832

25. Yi J, Wu X, Chung AH, Chen JK, Kapoor TM, Hammer JA. Centrosome repositioning in T cells is biphasic and driven by microtubule end-on capture-shrinkage. J Cell Biol (2013) 202:779–92. doi:10.1083/jcb.201301004

26. Lasserre R, Charrin S, Cuche C, Danckaert A, Thoulouze MI, de Chaumont F, et al. Ezrin tunes T-cell activation by controlling Dlg1 and microtubule positioning at the immunological synapse. EMBO J (2010) 29:2301–14. doi:10.1038/emboj.2010.127

27. Blas-Rus N, Bustos-Moran E, Perez de Castro I, de Carcer G, Borroto A, Camafeita E, et al. Aurora A drives early signalling and vesicle dynamics during T-cell activation. Nat Commun (2016) 7:11389. doi:10.1038/ncomms11389

28. Lowin-Kropf B, Shapiro VS, Weiss A. Cytoskeletal polarization of T cells is regulated by an immunoreceptor tyrosine-based activation motif-dependent mechanism. J Cell Biol (1998) 140:861–71. doi:10.1083/jcb.140.4.861

29. Plotnikova OV, Pugacheva EN, Dunbrack RL, Golemis EA. Rapid calcium-dependent activation of Aurora-A kinase. Nat Commun (2010) 1:64. doi:10.1038/ncomms1061

30. Tsun A, Qureshi I, Stinchcombe JC, Jenkins MR, de la Roche M, Kleczkowska J, et al. Centrosome docking at the immunological synapse is controlled by Lck signaling. J Cell Biol (2011) 192:663–74. doi:10.1083/jcb.201008140

31. Martin-Cofreces NB, Sancho D, Fernandez E, Vicente-Manzanares M, Gordon-Alonso M, Montoya MC, et al. Role of Fyn in the rearrangement of tubulin cytoskeleton induced through TCR. J Immunol (2006) 176:4201–7. doi:10.4049/jimmunol.176.7.4201

32. Garcia-Ortiz A, Martin-Cofreces NB, Ibiza S, Ortega A, Izquierdo-Alvarez A, Trullo A, et al. eNOS S-nitrosylates beta-actin on Cys374 and regulates PKC-theta at the immune synapse by impairing actin binding to profilin-1. PLoS Biol (2017) 15:e2000653. doi:10.1371/journal.pbio.2000653

33. Chikuma S. CTLA-4, an essential immune-checkpoint for T-cell activation. Curr Top Microbiol Immunol (2017) 410:99–126. doi:10.1007/82_2017_61

34. Beemiller P, Jacobelli J, Krummel MF. Integration of the movement of signaling microclusters with cellular motility in immunological synapses. Nat Immunol (2012) 13:787–95. doi:10.1038/ni.2364

35. Kaiser DA, Vinson VK, Murphy DB, Pollard TD. Profilin is predominantly associated with monomeric actin in Acanthamoeba. J Cell Sci (1999) 112(Pt 21):3779–90.

36. Suarez C, Carroll RT, Burke TA, Christensen JR, Bestul AJ, Sees JA, et al. Profilin regulates F-actin network homeostasis by favoring formin over Arp2/3 complex. Dev Cell (2015) 32:43–53. doi:10.1016/j.devcel.2014.10.027

37. Rotty JD, Wu C, Haynes EM, Suarez C, Winkelman JD, Johnson HE, et al. Profilin-1 serves as a gatekeeper for actin assembly by Arp2/3-dependent and -independent pathways. Dev Cell (2015) 32:54–67. doi:10.1016/j.devcel.2014.10.026

38. Young LE, Heimsath EG, Higgs HN. Cell type-dependent mechanisms for formin-mediated assembly of filopodia. Mol Biol Cell (2015) 26:4646–59. doi:10.1091/mbc.E15-09-0626

39. Gomez TS, Kumar K, Medeiros RB, Shimizu Y, Leibson PJ, Billadeau DD. Formins regulate the actin-related protein 2/3 complex-independent polarization of the centrosome to the immunological synapse. Immunity (2007) 26:177–90. doi:10.1016/j.immuni.2007.01.008

40. Kumari S, Depoil D, Martinelli R, Judokusumo E, Carmona G, Gertler FB, et al. Actin foci facilitate activation of the phospholipase C-gamma in primary T lymphocytes via the WASP pathway. Elife (2015) 4:e04953. doi:10.7554/eLife.04953

41. Cai E, Marchuk K, Beemiller P, Beppler C, Rubashkin MG, Weaver VM, et al. Visualizing dynamic microvillar search and stabilization during ligand detection by T cells. Science (2017) 356:eaal3118. doi:10.1126/science.aal3118

42. Fritzsche M, Fernandes RA, Chang VT, Colin-York H, Clausen MP, Felce JH, et al. Cytoskeletal actin dynamics shape a ramifying actin network underpinning immunological synapse formation. Sci Adv (2017) 3:e1603032. doi:10.1126/sciadv.1603032

43. Chesarone MA, DuPage AG, Goode BL. Unleashing formins to remodel the actin and microtubule cytoskeletons. Nat Rev Mol Cell Biol (2010) 11:62–74. doi:10.1038/nrm2816

44. Howard J, Hyman AA. Growth, fluctuation and switching at microtubule plus ends. Nat Rev Mol Cell Biol (2009) 10:569–74. doi:10.1038/nrm2713

45. Eisenmann KM, West RA, Hildebrand D, Kitchen SM, Peng J, Sigler R, et al. T cell responses in mammalian diaphanous-related formin mDia1 knock-out mice. J Biol Chem (2007) 282:25152–8. doi:10.1074/jbc.M703243200

46. Andres-Delgado L, Anton OM, Bartolini F, Ruiz-Saenz A, Correas I, Gundersen GG, et al. INF2 promotes the formation of detyrosinated microtubules necessary for centrosome reorientation in T cells. J Cell Biol (2012) 198:1025–37. doi:10.1083/jcb.201202137

47. Huse M, Lillemeier BF, Kuhns MS, Chen DS, Davis MM. T cells use two directionally distinct pathways for cytokine secretion. Nat Immunol (2006) 7:247–55. doi:10.1038/ni1304

48. Onnis A, Finetti F, Baldari CT. Vesicular trafficking to the immune synapse: how to assemble receptor-tailored pathways from a basic building set. Front Immunol (2016) 7:50. doi:10.3389/fimmu.2016.00050

49. Stinchcombe JC, Majorovits E, Bossi G, Fuller S, Griffiths GM. Centrosome polarization delivers secretory granules to the immunological synapse. Nature (2006) 443:462–5. doi:10.1038/nature05071

50. Lyubchenko TA, Wurth GA, Zweifach A. Role of calcium influx in cytotoxic T lymphocyte lytic granule exocytosis during target cell killing. Immunity (2001) 15:847–59. doi:10.1016/S1074-7613(01)00233-3

51. Ritter AT, Asano Y, Stinchcombe JC, Dieckmann NM, Chen BC, Gawden-Bone C, et al. Actin depletion initiates events leading to granule secretion at the immunological synapse. Immunity (2015) 42:864–76. doi:10.1016/j.immuni.2015.04.013

52. Mace EM, Orange JS. Lytic immune synapse function requires filamentous actin deconstruction by Coronin 1A. Proc Natl Acad Sci U S A (2014) 111:6708–13. doi:10.1073/pnas.1314975111

53. Brown AC, Oddos S, Dobbie IM, Alakoskela JM, Parton RM, Eissmann P, et al. Remodelling of cortical actin where lytic granules dock at natural killer cell immune synapses revealed by super-resolution microscopy. PLoS Biol (2011) 9:e1001152. doi:10.1371/journal.pbio.1001152

54. Foger N, Rangell L, Danilenko DM, Chan AC. Requirement for coronin 1 in T lymphocyte trafficking and cellular homeostasis. Science (2006) 313:839–42. doi:10.1126/science.1130563

55. Ritter AT, Kapnick SM, Murugesan S, Schwartzberg PL, Griffiths GM, Lippincott-Schwartz J. Cortical actin recovery at the immunological synapse leads to termination of lytic granule secretion in cytotoxic T lymphocytes. Proc Natl Acad Sci U S A (2017) 114:E6585–94. doi:10.1073/pnas.1710751114

56. Bustos-Moran E, Blas-Rus N, Martin-Cofreces NB, Sanchez-Madrid F. Orchestrating lymphocyte polarity in cognate immune cell–cell interactions. Int Rev Cell Mol Biol (2016) 327:195–261. doi:10.1016/bs.ircmb.2016.06.004

57. Fu MM, Holzbaur EL. Integrated regulation of motor-driven organelle transport by scaffolding proteins. Trends Cell Biol (2014) 24:564–74. doi:10.1016/j.tcb.2014.05.002

58. Kikkawa M. Big steps toward understanding dynein. J Cell Biol (2013) 202:15–23. doi:10.1083/jcb.201304099

59. Combs J, Kim SJ, Tan S, Ligon LA, Holzbaur EL, Kuhn J, et al. Recruitment of dynein to the Jurkat immunological synapse. Proc Natl Acad Sci U S A (2006) 103:14883–8. doi:10.1073/pnas.0600914103

60. Martin-Cofreces NB, Robles-Valero J, Cabrero JR, Mittelbrunn M, Gordon-Alonso M, Sung CH, et al. MTOC translocation modulates IS formation and controls sustained T cell signaling. J Cell Biol (2008) 182:951–62. doi:10.1083/jcb.200801014

61. Peterson EJ, Woods ML, Dmowski SA, Derimanov G, Jordan MS, Wu JN, et al. Coupling of the TCR to integrin activation by Slap-130/Fyb. Science (2001) 293:2263–5. doi:10.1126/science.1063486

62. Griffiths EK, Krawczyk C, Kong YY, Raab M, Hyduk SJ, Bouchard D, et al. Positive regulation of T cell activation and integrin adhesion by the adapter Fyb/Slap. Science (2001) 293:2260–3. doi:10.1126/science.1063397

63. Huang Y, Norton DD, Precht P, Martindale JL, Burkhardt JK, Wange RL. Deficiency of ADAP/Fyb/SLAP-130 destabilizes SKAP55 in Jurkat T cells. J Biol Chem (2005) 280:23576–83. doi:10.1074/jbc.M413201200

64. Wang H, Moon EY, Azouz A, Wu X, Smith A, Schneider H, et al. SKAP-55 regulates integrin adhesion and formation of T cell-APC conjugates. Nat Immunol (2003) 4:366–74. doi:10.1038/ni913

65. Hashimoto-Tane A, Yokosuka T, Sakata-Sogawa K, Sakuma M, Ishihara C, Tokunaga M, et al. Dynein-driven transport of T cell receptor microclusters regulates immune synapse formation and T cell activation. Immunity (2011) 34:919–31. doi:10.1016/j.immuni.2011.05.012

66. Ueda H, Morphew MK, McIntosh JR, Davis MM. CD4+ T-cell synapses involve multiple distinct stages. Proc Natl Acad Sci U S A (2011) 108:17099–104. doi:10.1073/pnas.1113703108

67. Burkhardt JK, Echeverri CJ, Nilsson T, Vallee RB. Overexpression of the dynamitin (p50) subunit of the dynactin complex disrupts dynein-dependent maintenance of membrane organelle distribution. J Cell Biol (1997) 139:469–84. doi:10.1083/jcb.139.2.469

68. Echeverri CJ, Paschal BM, Vaughan KT, Vallee RB. Molecular characterization of the 50-kD subunit of dynactin reveals function for the complex in chromosome alignment and spindle organization during mitosis. J Cell Biol (1996) 132:617–33. doi:10.1083/jcb.132.4.617

69. Nath S, Christian L, Tan SY, Ki S, Ehrlich LI, Poenie M. Dynein separately partners with NDE1 and dynactin To orchestrate T cell focused secretion. J Immunol (2016) 197:2090–101. doi:10.4049/jimmunol.1600180

70. Lam C, Vergnolle MA, Thorpe L, Woodman PG, Allan VJ. Functional interplay between LIS1, NDE1 and NDEL1 in dynein-dependent organelle positioning. J Cell Sci (2010) 123:202–12. doi:10.1242/jcs.059337

71. Shmueli A, Segal M, Sapir T, Tsutsumi R, Noritake J, Bar A, et al. Ndel1 palmitoylation: a new mean to regulate cytoplasmic dynein activity. EMBO J (2010) 29:107–19. doi:10.1038/emboj.2009.325

72. Baixauli F, Martin-Cofreces NB, Morlino G, Carrasco YR, Calabia-Linares C, Veiga E, et al. The mitochondrial fission factor dynamin-related protein 1 modulates T-cell receptor signalling at the immune synapse. EMBO J (2011) 30:1238–50. doi:10.1038/emboj.2011.25

73. Morlino G, Barreiro O, Baixauli F, Robles-Valero J, Gonzalez-Granado JM, Villa-Bellosta R, et al. Miro-1 links mitochondria and microtubule Dynein motors to control lymphocyte migration and polarity. Mol Cell Biol (2014) 34:1412–26. doi:10.1128/MCB.01177-13

74. Harte PJ, Kankel DR. Genetic analysis of mutations at the Glued locus and interacting loci in Drosophila melanogaster. Genetics (1982) 101:477–501.

75. McKenney RJ, Huynh W, Vale RD, Sirajuddin M. Tyrosination of alpha-tubulin controls the initiation of processive dynein-dynactin motility. EMBO J (2016) 35:1175–85. doi:10.15252/embj.201593071

76. Barisic M, Maiato H. The tubulin code: a navigation system for chromosomes during mitosis. Trends Cell Biol (2016) 26:766–75. doi:10.1016/j.tcb.2016.06.001

77. Barbosa DJ, Duro J, Prevo B, Cheerambathur DK, Carvalho AX, Gassmann R. Dynactin binding to tyrosinated microtubules promotes centrosome centration in C. elegans by enhancing dynein-mediated organelle transport. PLoS Genet (2017) 13:e1006941. doi:10.1371/journal.pgen.1006941

78. Finetti F, Patrussi L, Galgano D, Cassioli C, Perinetti G, Pazour GJ, et al. The small GTPase Rab8 interacts with VAMP-3 to regulate the delivery of recycling T-cell receptors to the immune synapse. J Cell Sci (2015) 128:2541–52. doi:10.1242/jcs.171652

79. Greer YE, Westlake CJ, Gao B, Bharti K, Shiba Y, Xavier CP, et al. Casein kinase 1delta functions at the centrosome and Golgi to promote ciliogenesis. Mol Biol Cell (2014) 25:1629–40. doi:10.1091/mbc.e13-10-0598

80. Sillibourne JE, Milne DM, Takahashi M, Ono Y, Meek DW. Centrosomal anchoring of the protein kinase CK1delta mediated by attachment to the large, coiled-coil scaffolding protein CG-NAP/AKAP450. J Mol Biol (2002) 322:785–97. doi:10.1016/S0022-2836(02)00857-4

81. Robles-Valero J, Martin-Cofreces NB, Lamana A, Macdonald S, Volkov Y, Sanchez-Madrid F. Integrin and CD3/TCR activation are regulated by the scaffold protein AKAP450. Blood (2010) 115:4174–84. doi:10.1182/blood-2009-12-256222

82. Rivero S, Cardenas J, Bornens M, Rios RM. Microtubule nucleation at the cis-side of the Golgi apparatus requires AKAP450 and GM130. EMBO J (2009) 28:1016–28. doi:10.1038/emboj.2009.47

83. Zyss D, Ebrahimi H, Gergely F. Casein kinase I delta controls centrosome positioning during T cell activation. J Cell Biol (2011) 195:781–97. doi:10.1083/jcb.201106025

84. Anton OM, Andres-Delgado L, Reglero-Real N, Batista A, Alonso MA. MAL protein controls protein sorting at the supramolecular activation cluster of human T lymphocytes. J Immunol (2011) 186:6345–56. doi:10.4049/jimmunol.1003771

85. Valenzuela-Fernandez A, Cabrero JR, Serrador JM, Sanchez-Madrid F. HDAC6: a key regulator of cytoskeleton, cell migration and cell-cell interactions. Trends Cell Biol (2008) 18:291–7. doi:10.1016/j.tcb.2008.04.003

86. Kawaguchi Y, Kovacs JJ, McLaurin A, Vance JM, Ito A, Yao TP. The deacetylase HDAC6 regulates aggresome formation and cell viability in response to misfolded protein stress. Cell (2003) 115:727–38. doi:10.1016/S0092-8674(03)00939-5

87. Cabrero JR, Serrador JM, Barreiro O, Mittelbrunn M, Naranjo-Suarez S, Martin-Cofreces N, et al. Lymphocyte chemotaxis is regulated by histone deacetylase 6, independently of its deacetylase activity. Mol Biol Cell (2006) 17:3435–45. doi:10.1091/mbc.e06-01-0008

88. Li D, Xie S, Ren Y, Huo L, Gao J, Cui D, et al. Microtubule-associated deacetylase HDAC6 promotes angiogenesis by regulating cell migration in an EB1-dependent manner. Protein Cell (2011) 2:150–60. doi:10.1007/s13238-011-1015-4

89. Mergen M, Engel C, Muller B, Follo M, Schafer T, Jung M, et al. The nephronophthisis gene product NPHP2/Inversin interacts with Aurora A and interferes with HDAC6-mediated cilia disassembly. Nephrol Dial Transplant (2013) 28:2744–53. doi:10.1093/ndt/gft316

90. Serrador JM, Cabrero JR, Sancho D, Mittelbrunn M, Urzainqui A, Sanchez-Madrid F. HDAC6 deacetylase activity links the tubulin cytoskeleton with immune synapse organization. Immunity (2004) 20:417–28. doi:10.1016/S1074-7613(04)00078-0

91. Nunez-Andrade N, Iborra S, Trullo A, Moreno-Gonzalo O, Calvo E, Catalan E, et al. HDAC6 regulates the dynamics of lytic granules in cytotoxic T lymphocytes. J Cell Sci (2016) 129:1305–11. doi:10.1242/jcs.180885

92. Andreu JM, Bordas J, Diaz JF, Garcia de Ancos J, Gil R, Medrano FJ, et al. Low resolution structure of microtubules in solution. Synchrotron X-ray scattering and electron microscopy of taxol-induced microtubules assembled from purified tubulin in comparison with glycerol and MAP-induced microtubules. J Mol Biol (1992) 226:169–84. doi:10.1016/0022-2836(92)90132-4

93. Diaz JF, Barasoain I, Andreu JM. Fast kinetics of Taxol binding to microtubules. Effects of solution variables and microtubule-associated proteins. J Biol Chem (2003) 278:8407–19. doi:10.1074/jbc.M211163200

94. Magnani M, Maccari G, Andreu JM, Diaz JF, Botta M. Possible binding site for paclitaxel at microtubule pores. FEBS J (2009) 276:2701–12. doi:10.1111/j.1742-4658.2009.06994.x

95. Schiff PB, Fant J, Horwitz SB. Promotion of microtubule assembly in vitro by taxol. Nature (1979) 277:665–7. doi:10.1038/277665a0

96. Schiff PB, Horwitz SB. Taxol stabilizes microtubules in mouse fibroblast cells. Proc Natl Acad Sci U S A (1980) 77:1561–5. doi:10.1073/pnas.77.3.1561

97. Torres K, Horwitz SB. Mechanisms of taxol-induced cell death are concentration dependent. Cancer Res (1998) 58:3620–6.

98. Quintana A, Schwindling C, Wenning AS, Becherer U, Rettig J, Schwarz EC, et al. T cell activation requires mitochondrial translocation to the immunological synapse. Proc Natl Acad Sci U S A (2007) 104:14418–23. doi:10.1073/pnas.0703126104

99. Varadi A, Johnson-Cadwell LI, Cirulli V, Yoon Y, Allan VJ, Rutter GA. Cytoplasmic dynein regulates the subcellular distribution of mitochondria by controlling the recruitment of the fission factor dynamin-related protein-1. J Cell Sci (2004) 117:4389–400. doi:10.1242/jcs.01299

100. Campello S, Lacalle RA, Bettella M, Manes S, Scorrano L, Viola A. Orchestration of lymphocyte chemotaxis by mitochondrial dynamics. J Exp Med (2006) 203:2879–86. doi:10.1084/jem.20061877

101. Sanchez-Madrid F, Serrador JM. Bringing up the rear: defining the roles of the uropod. Nat Rev Mol Cell Biol (2009) 10:353–9. doi:10.1038/nrm2680

102. Hirokawa N, Tanaka Y. Kinesin superfamily proteins (KIFs): various functions and their relevance for important phenomena in life and diseases. Exp Cell Res (2015) 334:16–25. doi:10.1016/j.yexcr.2015.02.016

103. Hirokawa N, Niwa S, Tanaka Y. Molecular motors in neurons: transport mechanisms and roles in brain function, development, and disease. Neuron (2010) 68:610–38. doi:10.1016/j.neuron.2010.09.039

104. Glater EE, Megeath LJ, Stowers RS, Schwarz TL. Axonal transport of mitochondria requires Milton to recruit kinesin heavy chain and is light chain independent. J Cell Biol (2006) 173:545–57. doi:10.1083/jcb.200601067

105. Kurowska M, Goudin N, Nehme NT, Court M, Garin J, Fischer A, et al. Terminal transport of lytic granules to the immune synapse is mediated by the kinesin-1/Slp3/Rab27a complex. Blood (2012) 119:3879–89. doi:10.1182/blood-2011-09-382556

106. Reed NA, Cai D, Blasius TL, Jih GT, Meyhofer E, Gaertig J, et al. Microtubule acetylation promotes kinesin-1 binding and transport. Curr Biol (2006) 16:2166–72. doi:10.1016/j.cub.2006.09.014

107. Balabanian L, Berger CL, Hendricks AG. Acetylated microtubules are preferentially bundled leading to enhanced kinesin-1 motility. Biophys J (2017) 113:1551–60. doi:10.1016/j.bpj.2017.08.009

108. Olzmann JA, Chin LS. Parkin-mediated K63-linked polyubiquitination: a signal for targeting misfolded proteins to the aggresome-autophagy pathway. Autophagy (2008) 4:85–7. doi:10.4161/auto.5172

109. Jiang Q, Ren Y, Feng J. Direct binding with histone deacetylase 6 mediates the reversible recruitment of parkin to the centrosome. J Neurosci (2008) 28:12993–3002. doi:10.1523/JNEUROSCI.2860-08.2008

110. Olzmann JA, Li L, Chudaev MV, Chen J, Perez FA, Palmiter RD, et al. Parkin-mediated K63-linked polyubiquitination targets misfolded DJ-1 to aggresomes via binding to HDAC6. J Cell Biol (2007) 178:1025–38. doi:10.1083/jcb.200611128

111. Seigneurin-Berny D, Verdel A, Curtet S, Lemercier C, Garin J, Rousseaux S, et al. Identification of components of the murine histone deacetylase 6 complex: link between acetylation and ubiquitination signaling pathways. Mol Cell Biol (2001) 21:8035–44. doi:10.1128/MCB.21.23.8035-8044.2001

112. Hook SS, Orian A, Cowley SM, Eisenman RN. Histone deacetylase 6 binds polyubiquitin through its zinc finger (PAZ domain) and copurifies with deubiquitinating enzymes. Proc Natl Acad Sci U S A (2002) 99:13425–30. doi:10.1073/pnas.172511699

113. Foth BJ, Goedecke MC, Soldati D. New insights into myosin evolution and classification. Proc Natl Acad Sci U S A (2006) 103:3681–6. doi:10.1073/pnas.0506307103

114. Ilani T, Vasiliver-Shamis G, Vardhana S, Bretscher A, Dustin ML. T cell antigen receptor signaling and immunological synapse stability require myosin IIA. Nat Immunol (2009) 10:531–9. doi:10.1038/ni.1723

115. Liu X, Kapoor TM, Chen JK, Huse M. Diacylglycerol promotes centrosome polarization in T cells via reciprocal localization of dynein and myosin II. Proc Natl Acad Sci U S A (2013) 110:11976–81. doi:10.1073/pnas.1306180110

116. Quann EJ, Merino E, Furuta T, Huse M. Localized diacylglycerol drives the polarization of the microtubule-organizing center in T cells. Nat Immunol (2009) 10:627–35. doi:10.1038/ni.1734

117. Bustos-Moran E, Blas-Rus N, Martin-Cofreces NB, Sanchez-Madrid F. Microtubule-associated protein-4 controls nanovesicle dynamics and T cell activation. J Cell Sci (2017) 130:1217–23. doi:10.1242/jcs.199042

118. Quann EJ, Liu X, Altan-Bonnet G, Huse M. A cascade of protein kinase C isozymes promotes cytoskeletal polarization in T cells. Nat Immunol (2011) 12:647–54. doi:10.1038/ni.2033

119. Toker A. The biology and biochemistry of diacylglycerol signalling. Meeting on molecular advances in diacylglycerol signalling. EMBO Rep (2005) 6:310–4. doi:10.1038/sj.embor.7400378

120. England K, Ashford D, Kidd D, Rumsby M. PKC epsilon is associated with myosin IIA and actin in fibroblasts. Cell Signal (2002) 14:529–36. doi:10.1016/S0898-6568(01)00277-7

121. Cascio G, Martin-Cofreces NB, Rodriguez-Frade JM, Lopez-Cotarelo P, Criado G, Pablos JL, et al. CXCL12 regulates through JAK1 and JAK2 formation of productive immunological synapses. J Immunol (2015) 194:5509–19. doi:10.4049/jimmunol.1402419

122. Perez-Martinez M, Gordon-Alonso M, Cabrero JR, Barrero-Villar M, Rey M, Mittelbrunn M, et al. F-actin-binding protein drebrin regulates CXCR4 recruitment to the immune synapse. J Cell Sci (2010) 123:1160–70. doi:10.1242/jcs.064238

123. Vicente-Manzanares M, Cruz-Adalia A, Martin-Cofreces NB, Cabrero JR, Dosil M, Alvarado-Sanchez B, et al. Control of lymphocyte shape and the chemotactic response by the GTP exchange factor Vav. Blood (2005) 105:3026–34. doi:10.1182/blood-2004-07-2925

124. Rey M, Valenzuela-Fernandez A, Urzainqui A, Yanez-Mo M, Perez-Martinez M, Penela P, et al. Myosin IIA is involved in the endocytosis of CXCR4 induced by SDF-1alpha. J Cell Sci (2007) 120:1126–33. doi:10.1242/jcs.03415

125. Takahashi M, Mukai H, Oishi K, Isagawa T, Ono Y. Association of immature hypophosphorylated protein kinase cepsilon with an anchoring protein CG-NAP. J Biol Chem (2000) 275:34592–6. doi:10.1074/jbc.M005285200

126. Newton AC. Protein kinase C: poised to signal. Am J Physiol Endocrinol Metab (2010) 298:E395–402. doi:10.1152/ajpendo.00477.2009

127. Monks CR, Kupfer H, Tamir I, Barlow A, Kupfer A. Selective modulation of protein kinase C-theta during T-cell activation. Nature (1997) 385:83–6. doi:10.1038/385083a0

128. Lamason RL, Kupfer A, Pomerantz JL. The dynamic distribution of CARD11 at the immunological synapse is regulated by the inhibitory kinesin GAKIN. Mol Cell (2010) 40:798–809. doi:10.1016/j.molcel.2010.11.007

129. Kong KF, Yokosuka T, Canonigo-Balancio AJ, Isakov N, Saito T, Altman A. A motif in the V3 domain of the kinase PKC-theta determines its localization in the immunological synapse and functions in T cells via association with CD28. Nat Immunol (2011) 12:1105–12. doi:10.1038/ni.2120

130. Sanchez-Lockhart M, Marin E, Graf B, Abe R, Harada Y, Sedwick CE, et al. Cutting edge: CD28-mediated transcriptional and posttranscriptional regulation of IL-2 expression are controlled through different signaling pathways. J Immunol (2004) 173:7120–4. doi:10.4049/jimmunol.173.12.7120

131. Zanin-Zhorov A, Ding Y, Kumari S, Attur M, Hippen KL, Brown M, et al. Protein kinase C-theta mediates negative feedback on regulatory T cell function. Science (2010) 328:372–6. doi:10.1126/science.1186068

132. Gupta S, Manicassamy S, Vasu C, Kumar A, Shang W, Sun Z. Differential requirement of PKC-theta in the development and function of natural regulatory T cells. Mol Immunol (2008) 46:213–24. doi:10.1016/j.molimm.2008.08.275

133. Furtado GC, Curotto de Lafaille MA, Kutchukhidze N, Lafaille JJ. Interleukin 2 signaling is required for CD4(+) regulatory T cell function. J Exp Med (2002) 196:851–7. doi:10.1084/jem.20020190

134. Sims TN, Soos TJ, Xenias HS, Dubin-Thaler B, Hofman JM, Waite JC, et al. Opposing effects of PKCtheta and WASp on symmetry breaking and relocation of the immunological synapse. Cell (2007) 129:773–85. doi:10.1016/j.cell.2007.03.037

135. Bouchet J, Del Rio-Iniguez I, Alcover A. Imaging vesicular traffic at the immune synapse. Methods Mol Biol (2017) 1584:129–42. doi:10.1007/978-1-4939-6881-7_9

136. Hay JC. SNARE complex structure and function. Exp Cell Res (2001) 271:10–21. doi:10.1006/excr.2001.5368

137. Alcover A, Alarcon B, Di Bartolo V. Cell biology of T cell receptor expression and regulation. Annu Rev Immunol (2017) 36:103–25. doi:10.1146/annurev-immunol-042617-053429

138. Bonello G, Blanchard N, Montoya MC, Aguado E, Langlet C, He HT, et al. Dynamic recruitment of the adaptor protein LAT: LAT exists in two distinct intracellular pools and controls its own recruitment. J Cell Sci (2004) 117:1009–16. doi:10.1242/jcs.00968

139. Larghi P, Williamson DJ, Carpier JM, Dogniaux S, Chemin K, Bohineust A, et al. VAMP7 controls T cell activation by regulating the recruitment and phosphorylation of vesicular Lat at TCR-activation sites. Nat Immunol (2013) 14:723–31. doi:10.1038/ni.2609

140. Anton O, Batista A, Millan J, Andres-Delgado L, Puertollano R, Correas I, et al. An essential role for the MAL protein in targeting Lck to the plasma membrane of human T lymphocytes. J Exp Med (2008) 205:3201–13. doi:10.1084/jem.20080552

141. Finetti F, Patrussi L, Masi G, Onnis A, Galgano D, Lucherini OM, et al. Specific recycling receptors are targeted to the immune synapse by the intraflagellar transport system. J Cell Sci (2014) 127:1924–37. doi:10.1242/jcs.139337

142. Finetti F, Paccani SR, Riparbelli MG, Giacomello E, Perinetti G, Pazour GJ, et al. Intraflagellar transport is required for polarized recycling of the TCR/CD3 complex to the immune synapse. Nat Cell Biol (2009) 11:1332–9. doi:10.1038/ncb1977

143. Bhogaraju S, Cajanek L, Fort C, Blisnick T, Weber K, Taschner M, et al. Molecular basis of tubulin transport within the cilium by IFT74 and IFT81. Science (2013) 341:1009–12. doi:10.1126/science.1240985

144. Schroder JM, Larsen J, Komarova Y, Akhmanova A, Thorsteinsson RI, Grigoriev I, et al. EB1 and EB3 promote cilia biogenesis by several centrosome-related mechanisms. J Cell Sci (2011) 124:2539–51. doi:10.1242/jcs.085852

145. Allison R, Lumb JH, Fassier C, Connell JW, Ten Martin D, Seaman MN, et al. An ESCRT-spastin interaction promotes fission of recycling tubules from the endosome. J Cell Biol (2013) 202:527–43. doi:10.1083/jcb.201211045

146. Purbhoo MA, Liu H, Oddos S, Owen DM, Neil MA, Pageon SV, et al. Dynamics of subsynaptic vesicles and surface microclusters at the immunological synapse. Sci Signal (2010) 3:ra36. doi:10.1126/scisignal.2000645

147. Calvo V, Izquierdo I. Imaging polarized secretory traffic at the immune synapse in living T lymphocytes. Front Immunol (2018) 9:684. doi:10.3389/fimmu.2018.00684

148. Baldari CT, Dustin ML. The Immune Synapse. New York: Humana Press (2017).

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2018 Martín-Cófreces and Sánchez-Madrid. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 22 August 2018
doi: 10.3389/fimmu.2018.01908






[image: image2]

Super-Resolution Correlative Light and Electron Microscopy (SR-CLEM) Reveals Novel Ultrastructural Insights Into Dendritic Cell Podosomes
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Podosomes are multimolecular cytoskeletal structures that coordinate the migration of tissue-resident dendritic cells (DCs). They consist of a protrusive actin-rich core and an adhesive integrin-rich ring that contains adaptor proteins such as vinculin and zyxin. Individual podosomes are typically interconnected by a dense network of actin filaments giving rise to large podosome clusters. The actin density in podosome clusters complicates the analysis of podosomes by light microscopy alone. Here, we present an optimized procedure for performing super-resolution correlative light and electron microscopy (SR-CLEM) to study the organization of multiple proteins with respect to actin in podosome clusters at the ventral plasma membrane of DCs. We demonstrate that our procedure is suited to correlate at least three colors in super-resolution Airyscan microscopy with scanning electron microscopy (SEM). Using this procedure, we first reveal an intriguing complexity in the organization of ventral and radiating actin filaments in clusters formed by DCs which was not properly detected before by light microscopy alone. Next, we demonstrate a differential organization of vinculin and zyxin with respect to the actin filaments at podosomes. While vinculin mostly resides at sites where the actin filaments connect to the cell membrane, zyxin is primarily associated with filaments close to and on top of the core. Finally, we reveal a novel actin-based structure with SEM that connects closely associated podosome cores and which may be important for podosome topography sensing. Interestingly, these interpodosomal connections, in contrast to the radiating and ventral actin filaments appear to be insensitive to inhibition of actin polymerization suggesting that these pools of actin are not dynamically coupled. Together, our work demonstrates the power of correlating different imaging modalities for studying multimolecular cellular structures and could potentially be further exploited to study processes at the ventral plasma membrane of immune cells such as clathrin-mediated endocytosis or immune synapse formation.
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INTRODUCTION

Correlative light and electron microscopy (CLEM) bridges the gap between light microscopy (LM) and electron microscopy (EM). With CLEM, the EM adds structural and cellular context to the LM images while the LM provides a specific molecular context to the EM images, thereby offering unique and complementary information from the same sample (1). CLEM data obtained with EM (lateral resolution <2 nm) and diffraction limited LM (lateral resolution ~250 nm) are usually hard to interpret since the detailed structures from the EM are not easily identified in the LM images, something which is often referred to as the resolution gap. The developments of various super-resolution (SR) LM techniques over the past decades have greatly improved the lateral resolution of LM to ~140 nm–~10 nm depending on the technique of choice (2), thus creating new opportunities for correlating SR-LM with EM (SR-CLEM) (3, 4).

Podosomes are cytoskeletal structures used by osteoclasts to create a tight sealing zone to facilitate bone resorption and by innate immune cells such as macrophages and dendritic cells (DCs) to cross basement membranes and slowly migrate through peripheral tissues (5, 6). Moreover, podosomes have been shown to be involved in the uptake of foreign antigens by DCs (7). Podosomes consist of an actin-rich protrusive core that is surrounded by an integrin-rich adhesive ring. Typically, hundreds of podosomes are grouped into large clusters, where individual podosomes are interconnected by radiating actin filaments (8). Importantly, the detailed actin organization of podosomes is difficult to study by LM alone, since podosome cores are small (~700 nm), actin dense structures and the interconnecting actin filaments are only resolved by super-resolution microscopy (8). Therefore, scanning EM (SEM) of ventral plasma membranes, where podosomes are assembled, has been applied before to study the ultrastructural organization of podosomes in osteoclasts (9–11). Although these studies provided invaluable insight into the ultrastructural organization of podosomes, the lack of information on the nanoscale organization of specific proteins makes interpretation of the SEM images alone challenging. The individual limitations of LM and SEM highlight the need for correlative imaging approaches to study the podosome ultrastructure.

Podosomes contain dozens of proteins that are either primarily associated with the actin core or the integrin ring where also the radiating actin filaments are located. Vinculin and zyxin are two cytoskeletal adaptor proteins involved in cell adhesion and classically associated with the ring (12). The function, however, of vinculin and zyxin is very different with vinculin being directly involved in connecting actin to integrins (13), while zyxin may be more involved in the stress fiber repair (14), suggesting that their localization may also be different. Interestingly, by averaging the fluorescent signal from hundreds of podosomes in diffraction limited microscopy, we have shown before that zyxin resides more close to the core than vinculin (15). Moreover, it has been shown by SR-LM for focal adhesions that vinculin and zyxin reside in different vertically separated regulatory layers (16). Studying the exact mutual localization of multiple proteins with respect to actin structures in podosomes is instrumental for our understanding of how the dozens of functionally different proteins together regulate podosome function and requires a procedure that combines multicolor SR-LM microscopy with the ultrastructural actin organization as imaged by SEM.

Airyscan imaging is a relatively new laser scanning imaging technique that is based on a concentrically arranged hexagonal detector array, and achieves nearly twice the resolution (lateral resolution ~140 nm) in all three dimensions compared to conventional confocal laser scanning microscopy. Compatible with virtually all conventional fluorophores, Airyscan imaging allows simultaneous labeling of multiple proteins and Airyscan SR-CLEM therefore offers new opportunities to correlate the SR-LM information from multiple fluorescently labeled cellular constituents with the ultrastructural organization imaged by SEM. This prompted us to develop a novel imaging pipeline to correlate these imaging modalities for the detailed investigation of the mutual organization of actin, vinculin, and zyxin in podosomes.

Here, we present a novel SR-CLEM imaging pipeline that enables the sequential imaging of multicolor samples using Airyscan SR-LM imaging followed by SEM image acquisition. We present experimental results confirming the feasibility of our SR-CLEM procedure to obtain an optimal overlay of the fluorescence information of multiple podosome proteins with the ultrastructural information obtained by SEM across entire cells. Combining the two imaging modalities allowed us to precisely determine the mutual localization of vinculin and zyxin in DC podosomes. Also, we identify a novel actin-rich structure that connects closely associated podosome cores on flat surfaces as well as on topographical cues and we have investigated the effects of inhibition of actin polymerization on these different actin structures. We foresee that the relatively straightforward procedure that we developed can also be applied to study various other multi-molecular structures at the ventral plasma membrane such as clathrin-coated pits and the immune synapse.



MATERIALS AND METHODS


Airyscan and SEM Correlative Imaging Pipeline

We developed a novel workflow to correlate SEM with multi-color super-resolution Airyscan. Briefly, samples were first prepared for Airyscan imaging under wet conditions (PBS) after which the sample was dehydrated with ethanol followed by critical point drying to perform SEM imaging. Below, we provide a step-by-step detailed protocol for sample preparation (Figure 1).
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FIGURE 1. Airyscan and SEM correlative imaging pipeline. (1) ITO-coated coverslips are marked on three edges for stage calibration on the Zeiss LSM880 and Sigma 300. (2) Cells are seeded on the marked coverslips for at least 3 h. (3) Live cells are sonicated to prepare VPMs and immediately fixed. (4) Sample is immunolabeled for the proteins of interest, fixed for the second time and fiducials are added. (5) The sample is imaged with Airyscan microscopy. (6) The sample is dehydrated, critical point dried and then sputtered with 5 nm chromium. (7) The sample is imaged with SEM microscopy. (8) Fiducials are used to align the LM and SEM image using Matlab.



Step 1. Mark Indium-Tin-Oxide (ITO) Coated Coverslips

22 × 22 mm ITO coated coverslips were marked in three corners with an engraving pen with diamond tip. Marking the corners of the coverslips allowed calibration of the motorized stages on both the Zeiss LSM880 confocal microscope with Airyscan detector (Carl Zeiss AG, Jena, Germany) as well as the Zeiss Sigma 300 Scanning Electron Microscope (Carl Zeiss AG, Jena, Germany), saving time and effort in finding back the same cells on both instruments. After marking, coverslips were washed in 100% ethanol for sterilization and washed three times in PBS before seeding the cells.

Step 2. Seed Cells

Marked coverslips were placed in a 6 well plate and 0.2*106 cells/well were added to the well and left to adhere to the coverslips for 3 h in RPMI medium supplemented with 10% FCS before preparing the ventral plasma membranes (VPM). For DCs, 3 h is sufficient for strong cell adhesion to allow VPM preparation but other cell types may need a longer adherence time. To study the role of actin polymerization, cells were stimulated with 2.5 μg/ml cytochalasin D (CytoD) for 10 min prior to VPM preparation.

Step 3. Ventral Plasma Membrane Preparation

To prepare VPMs, cells were briefly sonicated. Sonication was performed using a Sartorius Labsonic P sonicator with cycle set at 1 and amplitude at 20% output. First, the sonicator tip was placed in a glass beaker containing 100 ml prewarmed hypotonic PHEM buffer (20% PHEM: 6 mM PIPES, 5 mM HEPES, 0.4 mM Mg2SO4, 2 mM EGTA). Next, coverslips were taken from the 6 well plate and held 1–2 cm below the sonicator tip at a 45 degrees angle in the hypotonic PHEM solution. Cells were sonicated for ~1 s and directly after sonication, coverslips were transferred to a 6 well plate containing a prewarmed (37°C) PBS solution with 4% paraformaldehyde and 0.05% glutaraldehyde and incubated for 30 min at room temperature. VPM efficiency was about 50% within the area that was closest to the tip (Supplementary Figure 1A).

Step 4. Stain, Fix and Add Fiducials

For staining, samples were first blocked for 60 min with PBS containing 20 mM glycine and subsequently incubated with the appropriate primary antibodies for 60 min. Samples were subsequently incubated for 60 min with the appropriate fluorescently labeled secondary antibodies together with fluorescently labeled phalloidin to visualize the actin cytoskeleton. Since Airyscan imaging is performed under wet conditions, conventional fluorophores could be used for protein visualization (Alexa488, Alexa568, and Alexa647). After staining, samples were post-fixed with 2% paraformaldehyde and fiducials were added (1:2,000 diluted 0.2 μm Tetraspeck beads). Tetraspeck beads are visible by both SEM and LM and can therefore be used as fiducials for precise image alignment after image acquisition.

Step 5. Airyscan Imaging

Prior to Airyscan imaging, coverslips were mounted into a self-designed low drift magnetic imaging chamber. First, the three marks at the edges of the coverslip were located and the coordinates of the marks were stored in the shuttle and find option in the Zeiss ZEN software. Images were obtained at room temperature with a 63 × Plan Apochromat (1.4 NA) oil objective on the Airyscan array detector and processed using the Airyscan processing toolbox in the ZEN software. Comparing confocal with Airyscan laser scanning microscopy demonstrated the 1.7 increased resolution and the ability of Airyscan imaging to properly resolve diffraction limited actin filaments (Supplementary Figure 2) Only cells with a sufficient number of Tetraspeck beads (>= 3) in the field of view and good VPM preservation were selected for correlative imaging.

Step 6. Fix With OsO4 and Critical Point Drying (CPD)

After Airyscan imaging, samples were postfixed with 1% OsO4 in 0.1 M phosphate buffer for 10 min, and washed in MQ. Samples were subsequently dehydrated in a graded ethanol series before critical point drying (Polaron E3000, Quorum Technologies Ltd., East Sussex, UK). Samples were finally sputtered with 5 nm chromium (Quorum Q150TS, Quorum Technologies Ltd., East Sussex, UK) before SEM imaging.

Step 7. SEM Imaging

SEM imaging was performed in a Zeiss Sigma 300 microscope (Carl Zeiss AG, Jena, Germany) equipped with the ATLAS 5 external scanner and software (Fibics, Canada) and the shuttle and find option in the Zeiss ZEN Blue software. The coordinates of the marks were recorded allowing the retrieval of the same field of view as acquired in the LSM880 Airyscan. With the SEM, unroofed cells were easily identified (Supplementary Figure 1B). SEM images were acquired at 3–5 kV, with a 30 nm aperture and a working distance of 7 mm using the InLens detector. Brightness and contrast were set at ~50 and ~30%, respectively. Large field of view images were recorded using the Zeiss Atlas software with a pixel resolution of 2 nm.

Step 8. Align Images Using Fiducials

After image acquisition, the immunofluorescence and SEM images were aligned using the Tetraspeck beads in the field of view. The center of mass of the fiducials was collected in the green fluorescence channel as well as the SEM image with ImageJ. Since the sample is distorted minimally from the LM to the SEM, we initially reasoned that a combination of scaling, translation and rotation would be sufficient to align the SEM and LM image. This, however, resulted in a poor image alignment and additional shearing was essential for proper image alignment (Supplementary Figure 1C). For image alignment, the cpt2tform and imtransform functions in Matlab were used to apply a 2D affine spatial transformation to the SEM image. Confirmation of alignment accuracy was done by post-alignment center of mass determination of fiducials and the mean alignment error was <10 nm. Alignment between the three fluorescence channels was not necessary as the beads already showed a near to perfect overlap between these channels.



Merging LM-SEM Images

After image alignment, images were prepared for LM-SEM merge using Fiji. First, LM images were thresholded with a local threshold with radius 5 (mean for actin images and phansalkar for vinculin and zyxin images). The resulting mask values of 255 were set to 90 and a Gaussian blur filter with radius 10 was applied. Appropriate lookup tables were applied (cyan, green and magenta) and the resulting images were merged with the SEM image.



Preparation of Human DCs

DCs were generated from monocytes, which were isolated from peripheral blood mononuclear cells as described previously (17, 18). Monocytes were derived either from buffy coats or leukapheresis products, purchased at Sanquin blood bank, Nijmegen, the Netherlands. Plastic-adherent monocytes were cultured for 6 days in RPMI 1640 medium (Life Technologies, Carlsbad, CA, USA) supplemented with 10% fetal bovine serum (Greiner Bio-One, Kremsmünster, Austria), 1 mM Ultraglutamine (BioWhittaker, Inc., Walkersville, MD, USA), antibiotics (100 U/mL penicillin, 100 μg/mL streptomycin, and 0.25 μg/mL amphotericin B; Gibco, Grand Island, NY, USA), IL-4 (300 U/mL), and GM-CSF (450 U/mL) in a humidified, 5% CO2 containing atmosphere.



Antibodies and Materials

The following antibodies were used: mouse anti-vinculin (Sigma-Aldrich) and goat anti-zyxin (Santa Cruz Biotechnology, Inc., Santa Cruz, CA, USA). Alexa488-conjugated phalloidin (Invitrogen Corporation, Carlsbad, CA, USA) was used to stain F-actin. Cytochalasin D was purchased from Sigma-Aldrich. ITO coated coverslips were purchased from SPI supplies (West Chester, PA, USA) and were rubbed (3 strokes) over P400 grit size sandpaper to generate topographical cues. 0.2 μm Tetraspeck beads were purchased from Invitrogen (Carlsbad, CA, USA).



Fluorescence Profile Analysis

To quantify the localization vinculin, zyxin and actin in podosomes as a function of x, y, and z, we used a semi-automatic self-developed ImageJ macro that (1) recognizes the podosome core centers based on the actin image, (2) draws a vertical line of ~3 μm through the center of the core that rotates around its center (36 steps of 10 degrees) and collects an orthogonal view for every line, and (3) produces an average radial orthogonal view for each podosome core. We used these radial orthogonal views to retrieve the fluorescence profiles as a function of x, y, and z. For the x, y profiles, horizontal lines were drawn through the orthogonal views and intensity profiles were taken at the four corresponding z-sections for each channel for each podosome. For the z profiles, a diagonal line was drawn through the orthogonal views at a distance of 200 nm (zyxin), 360 nm (vinculin), 0 nm (core actin) and 1,000 nm (network actin) from the podosome core center. All profiles were normalized to the minimum and maximum (of all z-sections) for visualization and comparison. For the CytoD fluorescence intensity profiles as a function of the distance from the podosome center, the values were normalized to the control values on VPMs for comparison. All ImageJ macro codes used for the analyses in this manuscript are available upon request.




RESULTS


Ventral Plasma Membrane (VPM) Preparation and Critical Point Drying (CPD) Preserves Podosome Structure

In order to gain access to the ultrastructure of podosomes by SEM, the cell has to be unroofed (VPM preparation) and dried by CPD, both harsh procedures that could alter the structure of cellular structures. To investigate whether cellular actin features are sufficiently preserved, we examined the organization and structure of podosomes after SR-CLEM sample preparation. For this, we first prepared VPMs and labeled them for actin to visualize the podosome core and radiating filaments, and for vinculin and zyxin to label the podosome ring. By acquiring 3D image stacks with Airyscan super-resolution microscopy, we observed that the actin cores as well as the radiating actin filaments were preserved after VPM preparation (Figure 2A). To note, Airyscan microscopy, in contrast to conventional confocal microscopy, resolves the network of diffraction limited actin filaments that have been shown to radiate from podosome cores before by SEM (9) and STORM super-resolution microscopy (8). We also found that vinculin and zyxin were still present in the podosome cluster after VPM preparation (Figure 2A). Moreover, we observed a specific localization of vinculin to the radiating actin filaments as we had observed previously with STORM super-resolution microscopy (8). We next performed CPD and imaged the VPMs by SEM. We observed that podosome clusters, individual podosomes and the associated network of radiating filaments were easily identified in the SEM image (Figure 2A). Moreover, after correlating the Airyscan and SEM images, we noted a near perfect overlay of these podosomal features, which can be observed by both imaging modalities, across the entire cell (Figure 2B).
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FIGURE 2. VPM preparation and CPD procedure preserve podosome organization. (A) DCs were seeded on glass coverslips and after VPM preparation, cells were fixed and stained for actin (cyan), vinculin (green) and zyxin (magenta). After CPD, DCs were imaged by SEM (gray). Shown are representative images of all three channels in 3 dimensions and the corresponding SEM image. Insets depict two representative podosomes within the cluster. (B) Shown are the SEM-LM overlays for all three channels for the same cells as in (A) Scale bar = 5 μm.



Together, these results indicate that proteins associated with the core and ring are still present within podosome clusters on VPMs and demonstrate that the podosome structure is sufficiently preserved after VPM preparation for further investigation. Moreover, they also demonstrate that our SR-CLEM imaging pipeline allows the simultaneous visualization of at least three proteins in LM, all of which can be correlated with the ultrastructural information obtained by SEM across entire cells.



Podosome Clusters Contain Different Types of Actin Filaments

Having established our SR-CLEM imaging pipeline, we next aimed to study several podosome characteristics that have proved to be challenging by LM alone. As such, we first investigated the ultrastructural organization of actin in podosome clusters of human DCs. Interestingly, when observed by SEM, the cluster clearly stands out from the rest of the VPM with respect to the density of filamentous structures (Supplementary Figure 3). In fact, the entire cluster appears to be characterized by a very thick layer of filaments and correlating the SEM with the LM indicated that these filaments, as expected, are composed of actin (Figure 3A). Interestingly, at least two types of actin filaments can be identified in the podosome cluster based on SR-CLEM. Firstly, and as anticipated, the cluster contains actin filaments that radiate from the podosome core (Figure 3B). These filaments are associated with the top of the core and run down to the plasma membrane where, in many cases, they appear to associate with filaments that originate from neighboring cores. Secondly, and much less anticipated, there are many filaments that do not appear to be associated with podosome cores (Figure 3C). These filaments are restricted to the ventral side of the plasma membrane and appear to assemble a thick layer of cortical actin that is present at the bottom of the entire podosome cluster.
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FIGURE 3. Podosome clusters contain different types of actin filaments. (A) DCs were seeded on glass coverslips and after VPM preparation, cells were fixed and stained for actin (cyan). After CPD, DCs were imaged by SEM (gray). Shown is a representative area within a cluster showing the podosome cores and the dense actin network. Scale bar = 1 μm. (B) Zoom area number 1 from panel (A). Shown is a representative area that primarily contains actin filaments that are directly associated to podosome cores (indicated by the arrows). Scale bar = 400 nm. (C) Zoom area number 2 from panel (A). Shown is a representative area that primarily contains actin filaments that are not directly associated to podosome cores (indicated by the arrows). Scale bar = 400 nm.



These results indicate that multiple types and layers of actin filaments are present in the podosome cluster and reveal that the actin network around podosomes in DCs is much more complex than previously anticipated. They further indicate that the SEM ultrastructural information provides a unique insight into the actin organization of podosome clusters in DCs which can be used to further study the localization of podosome associated proteins.



Vinculin and Zyxin Associate With Different Structures in Podosomes

We have shown before that vinculin and zyxin have a different organization in podosome rings, with the vinculin ring being slightly larger compared to the zyxin ring (15). Furthermore, we have shown that vinculin recruitment is dependent on the integrity of the radiating actin filaments while the recruitment of zyxin is not (12). Considering that both these proteins are classified as ring proteins, these differences in the organization and regulation of vinculin and zyxin prompted us to study the detailed organization of these adaptor proteins by our SR-CLEM procedure. Supplementary Figure 4 and Figure 4 show a representative individual podosome with long radiating actin filaments that is located within a large cluster. By analyzing the localization of vinculin, we found that it is very much enriched around the core and clearly present in the ring region. By correlating the vinculin fluorescence with the SEM actin ultrastructural information, we observed that vinculin is especially enriched at sites where the radiating filaments seem to connect the ventral plasma membrane, resulting in a non-continuous ring around the core (Figure 4B, arrows). Unexpectedly, vinculin is also localized to the smaller ventral actin filaments that do not appear to associate with a podosome core (Figure 4B, lower 2 planes). Overall, the 3D Airyscan images clearly indicate that the majority of vinculin is localized very proximal to the plasma membrane. For zyxin, we observed a surprisingly different organization. Firstly, zyxin is almost completely absent from the small actin filaments that do not associate with podosome cores (Figure 4C, lower 2 planes). Secondly, although zyxin, like vinculin, is enriched at sites where the radiating filaments are located, zyxin localizes more closely to the podosome cores and is especially enriched at the top of podosomes (Figure 4C, arrows). Thirdly, zyxin localizes more distal from the plasma membrane compared to vinculin (Figures 4C,D).
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FIGURE 4. Vinculin and zyxin associate with different structures in podosomes. (A–D) DCs were seeded on glass coverslips and after VPM preparation, cells were fixed and stained for vinculin (green, B), zyxin (magenta, C) and actin (cyan, Supplementary Figure 4). Overlay between vinculin and zyxin is shown in white (D). After CPD, DCs were imaged by SEM (gray, A). Shown is a representative podosome with radiating filaments that are clearly observed in the SEM image. Arrows indicate areas enriched for vinculin or zyxin, which overlap with the radiating actin filaments (also indicated by arrows). Scale bar = 500 nm. (E–F) Radial fluorescence profile analysis of vinculin (E) and zyxin (F) at each of the four z-sections depicted in (B–D). Shown is the average ± SEM (n = 312 podosomes, 5 cells). (G) Quantification of the localization in z of zyxin, vinculin, core actin and network actin in podosomes. The z-sections shown in (B–D) are represented by the dashed lines in the graph. Shown is the average ± SEM (n = 312 podosomes, 5 cells).



To further substantiate our visual inspection, we quantified the localization of vinculin, zyxin, and actin for hundreds of podosomes in multiple cells in both the lateral and the axial direction. For this, fluorescence intensity profiles of vinculin, zyxin and actin were generated both as a function of the distance from the podosome center (Figures 4E,F and Supplementary Figure 4) as well as the distance in z (Figure 4G). First, the intensity profiles as a function of the distance from the podosome center clearly indicated that vinculin is localized more distant from the podosome center compared to zyxin (Figures 4E,F). Importantly, while vinculin localization remains ring-shaped at all z-sections analyzed, zyxin is clearly not at higher planes, strongly suggesting that zyxin is not only associated to the radiating actin filaments but also to the top of the podosome core. Second, the intensity profiles as a function of distance in z clearly indicated that vinculin is localized more close to the membrane compared to zyxin (Figure 4G). While vinculin intensity completely overlaps with the actin network intensity, zyxin intensity peaks at much higher z-sections, most likely corresponding to the top of podosome cores. Importantly, we performed the same quantitative analysis in intact cells and observed a very similar organization for vinculin (Supplementary Figure 5), zyxin and actin suggesting that our results on the VPMs are not a result from an artifact from the complex sample preparation.

Together, these correlative data and quantitative analyses reveal that vinculin and zyxin have a very different organization and strongly suggest that vinculin is specifically recruited to sites where actin filaments connect to the membrane while zyxin appears to decorate the podosome core from the middle to the top.



Closely Associated Podosomes Are Connected by Actin Filaments Positive for Zyxin

Podosomes undergo continuous fission and fusion events resulting in closely associated neighboring podosomes (19, 20). These events are mechanistically very poorly understood and we therefore decided to study them in greater detail with our SR-CLEM procedure. Importantly, for this study, podosomes were defined as closely associated when two separate actin cores were surrounded by one continuous vinculin ring. With these criteria, we selected two representative events of closely associated podosomes (Figure 5 and Supplementary Figures 6, 7). Firstly, we observed that, similar to individual podosomes described above, vinculin and zyxin are very differently organized in these closely associated podosomes. Vinculin is present proximal to the plasma membrane and associates with the actin filaments that radiate from the two podosome cores while zyxin is localized more closely to the two cores (Figure 5, Supplementary Figures 6, 7). Moreover, while at this stage, vinculin is present around the two cores and not in between, resulting in one continuous vinculin ring around the two actin cores, zyxin is clearly associated with and entirely covers the two separate cores (Figure 5, Supplementary Figure 6). Together, these data strengthen the notion that vinculin and zyxin have very different functions at podosomes. While vinculin may specifically stabilize the filaments around podosome cores, zyxin is likely involved in stabilizing filaments that cover the podosome core.
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FIGURE 5. Closely associated podosomes are connected by actin filaments positive for zyxin. DCs were seeded on glass coverslips and after VPM preparation, cells were fixed and stained for vinculin (green), zyxin (magenta) and actin (cyan). Overlay between vinculin and zyxin is shown in white. After CPD, DCs were imaged by SEM (gray). Shown is a representative image of two closely associated podosomes that share one vinculin ring (Supplementary Figure 6 shows an additional example and corresponding individual LM channels are shown in Supplementary Figure 7). Arrows indicate a thick bundle of linear actin filaments that stretch from one core to the other. Scale bar = 500 nm.



Importantly, when closely analyzing the SEM ultrastructural information of these closely associated podosomes, we noted a structure that has not been described before. In both representative examples, the closely associated podosomes appear to be connected by a thick bundle of linear actin filaments that stretch from one core to the other (Figure 5 and Supplementary Figure 6, arrows). This bundle of actin filaments was almost always observed [41 out of 44 (93%) events analyzed], strongly suggesting that this structure is a general and important feature of podosomes that are closely associated. Interestingly, these filaments are associated with zyxin at the top but not with vinculin suggesting that they do not associate with the plasma membrane and may originate from the core actin.



Substrate Topology Induces Interpodosomal Connections

We previously demonstrated that substrate topographical cues induce the close association of podosomes (21). To study if this induced association of podosomes by substrate topology is similar to the closely associated podosomes on flat surfaces, we seeded DCs on coverslips with manually made scratches and investigated the organization of podosomes on top of these scratches with SR-CLEM. As shown before, we first noticed that the surface topography induced the alignment of podosomes and their close association (Supplementary Figure 8). To analyze the localization of vinculin and zyxin as well as the SEM ultrastructural information, we selected two representative arrays of multiple closely associated podosomes, where the different actin cores could still be recognized (Figure 6A and Supplementary Figures 9, 10). Interestingly, similar to the closely associated podosomes on a flat surface, vinculin was specifically present at the actin filaments around the cores but not in between, resulting in one large vinculin ring encircling sometimes as many as 5 actin cores (Supplementary Figure 8). Also for zyxin, we noted a similar localization when compared to the podosomes on a flat surface, with zyxin being closely associated with the side and top of each individual podosome core.
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FIGURE 6. Substrate topology induces interpodosomal connections. (A,B) Radial fluorescence profile analysis of vinculin (A) and zyxin (B) of podosomes on topographical cues for each of the four z-sections depicted in (D). Shown is the average ± SEM (n = 140 podosomes, 4 cells). (C) Quantification of the localization in z of zyxin, vinculin, core actin and network actin in podosomes on topographical cues. The z-sections shown in (D) are represented by the dashed lines in the graph. Shown is the average ± SEM (n = 140 podosomes, 4 cells). (D) DCs were seeded on manually scratched glass coverslips and after VPM preparation, cells were fixed and stained for vinculin (green), zyxin (magenta) and actin (cyan). Overlay between vinculin and zyxin is shown in white. After CPD, DCs were imaged by SEM (gray). Shown is a representative area that contain multiple (at least 3) closely associated podosomes aligned on a topological feature that share one podosome ring (Supplementary Figure 9 shows an additional example and corresponding individual LM channels are shown in Supplementary Figure 10). Arrows indicate the thick bundle of linear actin filaments that stretch from one core to the other. Scale bar = 500 nm.



To substantiate these findings for podosomes on topographical cues, we generated fluorescence intensity profiles as a function of the distance from the podosome center (Figure 6B,C and Supplementary Figure 11) and the distance in z (Figure 6D). The intensity profiles as a function of the distance from the podosome center were very similar to those on flat surfaces, demonstrating that, also on topographical cues, zyxin is localized more closely to the podosome core as compared to vinculin. Interestingly, while the intensity profiles as a function of distance in z clearly indicated that the proteins were separated in the axial direction similar to the proteins on flat surfaces, the differences were much smaller on topographical cues, something which may be caused by the core protruding in the manually made scratch. Overall, our results indicate that the topographical cues induces only small changes in the localization of the adaptor proteins despite the variety in actin structures induced by the topographical cues.

We next investigated whether the interpodosomal connections observed on a flat surface were also present between podosome cores on topographical cues. Interestingly, we indeed clearly observed linear actin filaments that seem to connect two neighboring cores in our representative examples (Figure 6A and Supplementary Figure 9, arrows). Quantitative analysis showed that in 41 out of 41 (100%) events, these linear actin filaments were present, suggesting that, also on topographical cues, these filaments play an important role in regulating the close association of two neighboring podosomes. Moreover, these actin filaments were positive for zyxin but not for vinculin, suggesting that the nature of these filaments on the topographical cues is very similar compared to a flat surface. These filaments may therefore be a general feature of podosomes that are closely associated, and possibly undergo fission or fusion.



Actin Polymerization Essential for the Integrity of Vinculin-Associated Filaments but Not for Zyxin-Associated Interpodosomal Connections

So far, our results strongly suggest that vinculin and zyxin primarily associate to different actin structures within podosome clusters. To investigate whether these different actin structures have a different dynamic regulation, we performed SR-CLEM on cells treated with CytoD, an inhibitor of actin polymerization. We have shown before that inhibition of actin polymerization by CytoD causes the immediate disappearance of vinculin and the actin filaments from podosome clusters while zyxin and the podosome cores remain present for prolonged times (12). We therefore first examined the localization of vinculin, zyxin and actin in podosomes by SR microscopy after the inhibition of actin polymerization and confirmed these published observations (Supplementary Figures 12, 13). It should be noted though that, while zyxin localization is still mostly intact, the ring-shaped localization is less pronounced and the distance between the remaining network and zyxin is decreased after treatment with CytoD (Supplementary Figure 13), indicating that minor changes occur in the organization of the podosome core and associated zyxin after inhibition of actin polymerization.

To evaluate the integrity of the actin structures within podosome clusters after the inhibition of actin polymerization, we first selected 2 areas in the podosome cluster representing (1) an area in between podosome cores and (2) an individual podosome within the cluster (Figure 7 and Supplementary Figures 14, 16). Firstly, we observed large changes in the area in between podosome cores (Figure 7, region 1). Whereas comparable areas in non-treated cells are completely covered with actin filaments that do not appear to be associated with podosomes (Figure 3C), these have all disappeared after inhibition of actin polymerization. Secondly, we noted that also the large filaments that connect to podosome cores have mostly disappeared (Figure 7, region 2). We did observe some actin filaments that remained associated to the core but these are mostly present at the bottom and no longer at the top of podosome cores. Together, these results indicate that a majority of the actin filaments that appeared to be vinculin-associated by our SR-CLEM observations have disappeared after inhibition of actin polymerization and may therefore reflect the most dynamic pool of actin within the podosome cluster. Interestingly, by SEM, we observed that the podosome core itself appeared to be mostly intact (Figure 7, region 2), correlating with the prolonged presence of zyxin and suggesting that the core actin is less dynamic.


[image: image]

FIGURE 7. Actin polymerization essential for the integrity of vinculin-associated filaments. DCs were seeded on manually scratched glass coverslips, treated with CytoD for 10 min and after VPM preparation, cells were fixed and stained for actin (cyan), zyxin (magenta) and vinculin (not shown in this Figure). After CPD, DCs were imaged by SEM (gray). Shown are two areas that represent (1) an area in between podosomes and (2) an individual podosome in a podosome cluster (Supplementary Figure 14 shows the entire cell from which the areas were selected and Supplementary Figure 16 shows the individual LM images). Scale bar = 400 nm.



Next, we selected 2 areas representing closely associated podosomes on a flat surface and a topographical cue (Figure 8 and Supplementary Figures 15, 16) to study the integrity of the interpodosomal connections after inhibition of actin polymerization. Strikingly, and in sharp contrast to the vinculin-associated filaments, we still very frequently observed interpodosomal connections between two closely associated podosomes, both on flat surfaces (Figure 8, arrows) and on topographical cues (Supplementary Figure 15, arrows). Although our initial criteria could not be used in identifying closely associated podosomes on flat surfaces since vinculin was completely absent, we still observed 26 interpodosomal connections in 4 cells on flat surfaces and in 20 out of 22 neighboring podosomes (91%) on topographical cues, which was very much comparable to our observations in untreated cells. Interestingly, these interpodosomal connections did not only appear to be completely intact based on inspection of the SEM image, they were also still associated with zyxin (Figure 8 and Supplementary Figure 15). Together, these data indicate that the interpodosomal connections are resistant to the inhibition of actin polymerization and may represent a less dynamic pool of actin that is different in nature compared to the vinculin-associated ventral or radiating filaments.
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FIGURE 8. Actin polymerization not essential for the integrity of the zyxin-associated interpodosomal connections. (A) DCs were seeded on manually scratched glass coverslips, treated with CytoD for 10 min and after VPM preparation, cells were fixed and stained for actin (cyan), zyxin (magenta) and vinculin (not shown in this Figure). After CPD, DCs were imaged by SEM (gray). Shown is a representative event of two closely associated podosomes on a flat surface. (Supplementary Figure 14 shows the entire cell from which this event was selected and Supplementary Figure 16 shows the individual LM images). Arrows indicate the thick bundle of linear actin filaments that stretch from one core to the other. Scale bar = 400 nm. (B) Schematic model of the different actin structures and the localization of vinculin and zyxin as observed by SR-CLEM.






DISCUSSION

We here developed and optimized a correlative multicolor Airyscan super-resolution and SEM imaging pipeline to study the organization of the ventral plasma membrane. With our procedure, we achieve a near perfect overlay of at least three fluorescent channels with a SEM image across entire cells and reveal novel insights into the ultrastructural organization of podosomes in DCs. We show that the actin network at podosome clusters is more dense and complex than previously anticipated. Further, we find that zyxin, classically known as a podosome ring protein, appears to be more associated with the core. Also, we show that closely associated podosomes on flat surfaces as well as topographical cues are connected by thick actin filaments that are associated with zyxin, but not with vinculin. Finally, we show that actin filaments present in the podosome cluster have a differential sensitivity to inhibition of actin polymerization suggesting that they are dynamically distinct pools of actin.

We show that podosome clusters in DCs contain many different types and layers of actin filaments (Figure 8B), which is clearly different from the rest of the cell where the actin network is much thinner. While some of the identified filaments in the podosome cluster clearly associate with the side of podosome cores, others do not, something which has not been described before. Filaments that do not associate with the side of the core are much smaller and located closer to the plasma membrane. Based on our data, these filaments could either be not associated to podosome cores at all or only at the bottom of podosomes. The complex organization of dense actin filaments around podosomes was already shown for the sealing zone in osteoclasts (9). The sealing zone, however, is a specialized bone resorbing organelle in osteoclasts, and it was unclear to what extent its actin organization could be compared to podosome clusters in other cell types. We showed before that the enrichment of αMβ2 integrins and talin specifically delineates the podosome cluster in DCs (8). Together with the specialized actin organization presented here, these results clearly demonstrate that the podosome cluster in DCs is a region at the ventral plasma membrane that should be considered as a separate regulatory platform. For future experiments, it would be interesting to focus on unraveling the exact nature of these different filaments and how they contribute to the different podosome functions in DCs such as protrusion and mechanosensing. We expect that the large core-associated actin filaments stabilize podosomes cores and contribute to protrusion while the small actin filaments close the plasma membrane may have a function in vesicle transport within the podosome cluster or the positioning of the podosome cores.

Vinculin and zyxin are two adaptor proteins that are classically associated with the podosome ring (5). Using our SR-CLEM procedure, we here show that zyxin is in fact for the most part associated with the podosome core rather than the ring (Figure 8B). This novel finding on the differential organization of vinculin and zyxin further extends our previous findings that zyxin is located more close to the core than vinculin (15) and that zyxin localization in podosomes is not dependent on the integrity of the actin filaments that are located in the ring region (12). Furthermore, our result that zyxin is located in a higher vertical plane than vinculin matches the nanoscale organization of these proteins in focal adhesions (16), indicating structural similarities between the radiating filaments and focal adhesions. Interestingly, the localization of zyxin in podosomes that we reveal here is very reminiscent of podosome cap proteins such as supervillin (22) and LSP-1 (23). We therefore propose that zyxin is present in the podosome cap mainly at site where the filaments radiate from the core. In the cap, zyxin could be involved in the repair of actin filaments that are under high stress due to the protrusive forces of podosomes, as has been shown for strained stress fibers (14). Next step would be to unravel the mutual localization of other podosome components with our SR-CLEM procedure, which may also have been misclassified.

Podosomes continuously split and fuse but the function and mechanism for these events are very poorly understood. One study shows that podosome fission is a means of new podosome assembly at the leading edge of macrophages (19). Furthermore, it was shown that fission and fusion are regulated by microtubules and are therefore thought to be active processes that are tightly regulated (19, 20). Here, we identify a novel actin-based structure that connects two closely associated podosome cores, which are likely in the process of fusion or fission since they share a vinculin ring. This structure has not been observed before, probably due to the density of actin features in LM images. This newly identified structure also connects closely associated podosomes that align along the edges of topographical cues suggesting that this structure may have a general function in interpodosomal communication and podosome mechanosensing. Interestingly, the integrity of this structure appeared to be insensitive for inhibition of actin polymerization suggesting that it represents a slow dynamic pool of actin that is clearly different from actin in the radiating actin filaments, which rapidly lose their integrity after actin polymerization is blocked. Lastly, the fact that this structure is positive for zyxin suggests that this structure may be under tension in steady state conditions, possibly created by pushing and pulling from the two podosome cores. It would now be particularly interesting to classify these closely associated podosomes by performing VPM preparation immediately after single cell live imaging, to reveal whether this novel structure is particularly important for fusion, fission or both.

In conclusion, we here demonstrate that our novel SR-CLEM imaging pipeline is a valuable tool for revealing the mutual localization of different proteins in complex multimolecular structures. Using our workflow, we were able to reveal novel ultrastructural details of podosomes in DCs which would have been extremely challenging by LM alone. To provide an even more detailed view on the organization of multiple proteins with respect to the actin ultrastructure, effort should now be put in adapting our imaging pipeline for correlating multicolor 3D-STORM with SEM, theoretically feasible with our procedure since the LM is performed under wet conditions. Lastly, we envisage that our workflow can further be used to study the organization of other multimolecular structures at the ventral plasma membrane such as clathrin coated pits, the cortical actin network, focal adhesions and the immune synapse.
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To present antigens to cognate T cells, dendritic cells (DCs) exploit the chemokine receptor CCR7 to travel from peripheral tissue via afferent lymphatic vessels to directly enter draining lymph nodes through the floor of the subcapsular sinus. Here, we combined unlimited proliferative capacity of conditionally Hoxb8-immortalized hematopoietic progenitor cells with CRISPR/Cas9 technology to create a powerful experimental system to investigate DC migration and function. Hematopoietic progenitor cells from the bone marrow of Cas9-transgenic mice were conditionally immortalized by lentiviral transduction introducing a doxycycline-regulated form of the transcription factor Hoxb8 (Cas9-Hoxb8 cells). These cells could be stably cultured for weeks in the presence of doxycycline and puromycin, allowing us to introduce additional genetic modifications applying CRISPR/Cas9 technology. Importantly, modified Cas9-Hoxb8 cells retained their potential to differentiate in vitro into myeloid cells, and GM-CSF-differentiated Cas9-Hoxb8 cells showed the classical phenotype of GM-CSF-differentiated bone marrow-derived dendritic cells. Following intralymphatic delivery Cas9-Hoxb8 DCs entered the lymph node in a CCR7-dependent manner. Finally, we used two-photon microscopy and imaged Cas9-Hoxb8 DCs that expressed the genetic Ca2+ sensor GCaMP6S to visualize in real-time chemokine-induced Ca2+ signaling of lymph-derived DCs entering the LN parenchyma. Altogether, our study not only allows mechanistic insights in DC migration in vivo, but also provides a platform for the immunoengineering of DCs that, in combination with two-photon imaging, can be exploited to further dissect DC dynamics in vivo.
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INTRODUCTION

A key feature of dendritic cells (DCs) is their capability to migrate and transport antigens from peripheral tissues to secondary immune organs, thus inducing tolerogenic and inflammatory immune responses (1, 2). This migration is mediated mainly by the interaction of the chemokines CCL19 and CCL21 with their receptor, CCR7, expressed on DCs (3). In peripheral tissues, haptotactic gradients of CCL21 secreted by lymphatic endothelial cells attract CCR7+ DCs toward lymphatic capillaries (4) where locally released CCL21 regulates their entry into the vessel lumen (5, 6). Within lymph capillaries, DCs actively follow CCL21 chemokine gradients crawling toward collecting vessels, in which they are passively transported by lymph flow toward the lymph node (LN) (7). Lymph delivers transported cells into the LN subcapsular sinus (SCS), a space between LN capsule and cortex, where lymphatic endothelial cells lining the SCS ceiling form CCL21 (and possibly CCL19) gradients crucial for direct DC transmigration through SCS floor toward the T cell zone (8, 9).

Although the CCL19/21-CCR7 axis is indisputably the main axis regulating DC migration, many questions regarding the mechanisms of DC migration and function remain unresolved and hamper development of novel therapeutic and vaccination strategies. For example, it would be crucial to establish the relative importance of several other chemokine receptors and their ligands implicated in the migration of DCs, including CX3CL1–CX3CR1 (10) as well as CXCL12-CXCR4 (11). Furthermore, it would be essential to directly compare deficiency of various receptors implicated in DC migration through tissue, such as C-type lectin receptor CLEC-2 (12), hyaluronan (13), or sphingosine 1-phosphate receptors (14). Moreover, it would be important to visualize contributions of divergent signaling cascades, including genes involved in calcium signaling and cytoskeletal organization, in various stages of DC migration (1, 15). Last of all, these studies would need to be done in complex three-dimensional environments, ideally ex vivo or in vivo (16).

The recent discovery and application of clustered, regularly interspaced, short palindromic repeats (CRISPR)/CRISPR-associated nuclease (Cas9) technology in eukaryotic cells presented a milestone for genome engineering due to its simplicity (17–20). Single guide RNA (sgRNA) screens in bone marrow (BM) cells from mouse strains that express Streptococcus pyogenes Cas9 have already identified genes involved in B cell activation and differentiation (21) and DC activation (22, 23). However, another level of the CRISPR/Cas9 technology can be achieved by its coupling to long-term in vitro hematopoietic progenitor cell lines. These hematopoietic precursors, transiently immortalized by retroviral transduction with an estrogen-inducible form of the transcription factor Hoxb8 (24), were recently used for further transduction with lentiviruses coding for Cas9 and guide RNAs (gRNAs) (25, 26). Grajkowska et al. used CRISPR/Cas9 to target E protein transcription factor TCF4 in either protein coding or enhancer region to decipher mechanisms by which isoform-specific TCF4 expression controls the development of plasmacytoid DCs (25). Leithner et al. used a similar system to target Itgb2, coding for integrin β2, and Ccr7 and reported that the knockout cells are impaired in integrin-mediated adhesion to glass surfaces and migration toward CCL19 in 3D collagen gels, respectively (26).

Transduction with Cas9 expressing lentiviruses used in previous studies, however, requires antibiotic selection that is time consuming and might affect differentiation potential of transiently immortalized Hoxb8+ hematopoietic progenitor cells (25, 26). To circumvent that problem, we used bone marrow (BM) cells from a Cas9 expressing mouse strain (22) and lentivirally transduced them with an inducible form of the transcription factor Hoxb8, creating conditionally immortalized murine hematopoietic cells. These cells could be expanded for weeks in cell culture, providing sufficient time for their genetic engineering by successive transductions with lentiviral vectors encoding for sgRNAs, while at the same time retaining their potential for differentiation into DCs, macrophages or granulocytes. Our lentiviruses also coded for fluorescent proteins, allowing not only for the selection of successfully transduced cells with gene editing, but at the same time also facilitated their tracking in vivo. We used Cas9-Hoxb8-derived DCs to track CCR7-mediated DC migration and visualize CCR7-mediated calcium signals while entering LN via afferent lymphatics.



MATERIALS AND METHODS


Animals

Mice were bred at the Central Animal Facility at Hannover Medical School under specific pathogen-free conditions. The following mouse strains were used: C57BL/6J (as donors for the generation of immortalized progenitor cells), C57BL/6N (as recipients for Hoxb8 cell-derived dendritic cells), B6J.129(Cg)-Gt(ROSA)26Sortm1.1(CAG-cas9*,-EGFP)Fezh/J (designated here as Cas9 mice), B6-Tg(TcraTcrb)1100Mjb Ptprca-Pepcb/Boy (OT-I Ly5.1 mice), B6Cg-Tg(TcraTcrb)425Cbn/J (OT-II Ly5.1 mice). All experiments were conducted in accordance with the local animal welfare regulations reviewed and approved by the institutional review board and the “Niedersächsisches Landesamt für Verbraucherschutz und Lebensmittelsicherheit (LAVES).”



Antibodies and Staining Reagents

Following antibodies and staining reagents were used in this study: Brilliant Violet 510 anti-mouse I-A/I-E (clone M5/114.15.2), PE-Cy7 anti-mouse CD11c (N418), APC rat IgG2c κ Isotype control (RTK4174), PerCP-Streptavidin, PerCP-Cy5.5 anti-mouse CD8α (53–6.7), PerCP anti-mouse CD4 (RM4-5), APC anti-mouse CD40 (3/23), APC anti-mouse CD80 (16-10A1), APC Armenian Hamster IgG Isotype control (HTK888), FITC anti-mouse MHCII/I-Ab (AF6-120.1), APC rat IgG2b κ Isotype control (RTK4530), PE-Cy7 anti-mouse CD11b (N418) (all from Biolegend), PE anti-mouse CD11b (M1/70), PE anti-mouse TCR Vα2 (B20.1) (all from Invitrogen), eF660 anti-mouse CD11b (M1/70), eF450 anti-mouse CD11b (M1/70), PE anti-mouse F4/80 (BM8), PE anti-rat IgG2a k-Isotype control (BR2a), APC anti-mouse CXCR4 (2B11), Alexa Fluor 488 anti-mouse Lyve-1 (ALY7), APC anti-mouse CD117/cKit (ACKα), PE anti-mouse CD135/Flt3 (A2F10), APC anti-mouse CD11c (N418), PE-Cy7 anti-mouse Ly-6A/E/Sca-1 (D7), biotin anti-mouse CD115/M-CSFR (AF598), APC anti-mouse Ly6C (HK1.4), PE-Cy7 anti-mouse CD45.1 (A20), biotin rat IgG2a κ Isotype control (eBR2a), PE rat IgG2b κ Isotype control (eB149/10H5), APC anti-mouse CD86 (GL1), APC rat IgG2a κ Isotype control (eBR2a), PE anti-mouse CD197 (CCR7) (4B12), APC anti-mouse CD197 (CCR7) (4B12), APC-eF780 anti-mouse Ly-6G/GR-1 (RB6-8C5; all from eBioscience), ATT0647 GFP-Booster (ChromoTek), FITC anti-mouse CD317 (PDCA-1; JF05-1C2.4.1) (Miltenyl Biotec), PE anti-mouse CD11c (HL3) (BD Biosciences), PE-Streptavidin and Cy5 anti-mouse B220 (TIB146; both homemade).



Vector Construction and Viral Particle Production

Third generation lentiviral self-inactivating (SIN) vectors co-expressing respective sgRNAs and fluorescent marker genes were based on pLKO_TRC005 (Addgene) and constructed in the following manner. sgRNA transcripts are initiated from human RNA polymerase III promoter U6 (hU6) and expression of the fluorescent marker genes is driven by enhancer/promoter sequences of the spleen focus forming virus (SFFV). To facilitate cloning of gene targeting protospacer sequences into the vector backbone, a 105 bp-BsmBI-stuffer sequence was inserted downstream of hU6 and upstream of the sgRNA scaffold. Nuclear export and stabilization of the vector's mRNA transcripts were enhanced by incorporation of the post-transcriptional regulatory element of the Woodchuck hepatitis virus (PRE) (27, 28). pLKO5.hU6.sgRNA.BsmBI-Stuffer.SFFV.dTomato.PRE was generated by replacing the Tet2 protospacer sequence of pLKO5.hU6.sgRNA.Tet2.SFFV.dTomato.PRE with the BsmBI-Stuffer from pRRL.PPT.hU6.BsmBI-Stuffer.SF.SpCas9.T2A.dTomato.PRE.LoxP using restriction enzymes NdeI and EcoRI. pLKO5.hU6.sgRNA.BsmBI-Stuffer.SFFV.Cerulean.PRE and pLKO5.hU6.sgRNA.BsmBI-Stuffer.SFFV.eYFP.PRE were obtained by removal of dTomato from pLKO5.hU6.sgRNA.BsmBI-Stuffer.dTomato.PRE via AgeI and BsrgI and insertion of AgeI/BsrGI digested Cerulean or EGFP cDNAs from pRRL.PPT.SF.Cerulean.PRE and pRRL.PPT.PGK.eYFP.Tubulin.PRE (both kindly provided by Tobias Maetzig, Hannover Medical School, Hannover, Germany), respectively.

Protospacer sequences were designed with the online tools CRISPR Design (http://crispr.mit.edu/) (Zhang Lab, MIT, 2015) or CCTop (https://crispr.cos.uni-heidelberg.de/) (29). Generation of pLKO5.hU6.sgRNA.Ccr7.SFFV.dTomato.PRE is described elsewhere (30). Lentiviral vectors expressing sgRNAs targeting Cxcr4 and Trpml were cloned as follows: designed sequences were ordered as oligonucleotides carrying BsmBI overhangs at their 5′-ends. After phosphorylation and annealing of the respective oligonucleotide pairs, the double-stranded protospacer DNA was incorporated into the BsmBI site of pLKO5.hU6.sgRNA.BsmBI-Stuffer.dTomato.PRE, pLKO5.hU6.sgRNA.BsmBI-Stuffer.Cerulean.PRE and/or pLKO5.hU6.sgRNA.BsmBI-Stuffer.eYFP.PRE according to Heckl et al. (31). The following gene targeting protospacer sequences were used: Ccr7, GTTTGGCGTCTACCTGTGTAA; Cxcr4, ACGTTTTCATCCCGGAAGCA; Trpml1, TGCCAGCGGTACTACCACCG (sgRNA 1) and GGGCTGGTGAGGTCCCCACC (sgRNA 3).

The lentiviral SIN vector RRL.PPT.T11. Hoxb8.hPGK.M2.P2A.Puro.pre (LV.T11.Hoxb8.Puro) was generated from construct pRRL.PPT.T11.MCS.PGK.M2.pre. We introduced a codon-optimized mouse Hoxb8 transgene (protein coding sequence see NCBI Reference Sequence: NP_034591.1) under the inducible T11 Tet promoter (32). Codon optimization was performed with the GeneArt algorithm (ThermoFisher). The reverse transactivator M2 is constitutively expressed from the human phosphoglyceratekinase (hPGK) promoter. For selection, we used the puromycin resistance gene 3′ of M2, fused by a P2A self-cleaving site (33, 34). Details are available on request.

Lentiviral particles were produced by transient transfection of 293T cells based on the calcium phosphate precipitation method assisted by 25 μM chloroquine (Calcium Phosphate Transfection Kit and chloroquine from Sigma-Aldrich). 293T packaging cells were con-transfected with 15 μg pcDNA3.gp.4xCTE (HIV-1 Gag-Pol) (35), 5 μg pRSV-Rev (kindly provided by T. Hope, Northwestern University, Chicago, IL, USA), 3 μg K73 pEcoEnv-IRES-puro (36) and 5 μg sgRNA-expressing vector. Supernatants were harvested 24 and 48 h after transfection and 100-fold concentrated by ultracentrifugation (16–18 h, 13,238 × g, 4°C). Viral pellets were resuspended in IMDM (Biochrom) supplemented with 10% FBS (PAA Laboratories), 1% penicillin-streptomycin, and 1% glutamine (Gibco) (designated as complete IMDM) and stored at −80°C.

The MLV-based gammaretroviral vector plasmid pRSF91.GCaMP6S.i2.dTomato.pre was generated in multiple steps. First, the GCaMP6F open reading frame of pGP.CMV.GCaMP6F (37) was amplified with primers 5′-ATCCGCTAGCGCTACCGGTCTCAGATCTCG-3′ (forward) and 5′-GGTATGGCGGATCCTGATCTAGAGTCGCGG-3′ (reverse), thereby introducing 5′ the AgeI and 3′ the BamHI restriction site. The GCaMP6F amplicon was subcloned into a shuttle vector and verified by sequencing. Next, GCaMP6F was excised via AgeI/BamHI (1,395 bp) and ligated with 346 bp (BamHI/BspmI) and 5,849 bp (BspmI/AgeI) fragments of pRSF91.i2.dTomato.pre to obtain pRSF91.GCaMP6F.i2.dTomato.pre. Subsequently, part of the GCaMP6F cDNA was replaced with relevant sequences of GCaMP6S via a 4-fragment ligation. For this purpose, pGP.CMV.GCaMP6S (37) was cut with NheI and NotI and the 1,321 bp GCaMP6S fragment was ligated with 1,307 bp (NotI/BsrGI), 4,427 bp (BsrGI/MscI) and 535bp (MscI/NheI) fragments from pRSF91.GCaMP6F.i2.dTomato.pre. The resulting vector plasmid pRSF91.GCaMP6S.i2.dTomato.pre was also verified by sequencing.

The production of ecotropic gammaretroviral RSF91.GCaMP6S.i2.dTomato.pre vector particles was conducted as previously described (38, 39). The supernatants were 50-fold concentrated via ultracentrifugation at 13,238 × g and 4°C for 16–20 h. Viral vector pellets were resuspended in StemSpan medium and stored at −80°C until further usage.



Generation and Cell Culture of Hoxb8 Progenitor Cell Lines

Mouse hematopoietic stem and progenitor cells were isolated from C57BL/6J or Cas9 mice using a lineage cell depletion kit (Miltenyi). A total of 1 × 105 cells were pre-stimulated for 48 h in StemSpan SFEM (Stem Cell Technologies) supplemented with rm-IL-3 (20 ng/μl), rm-SCF (50 ng/μl), rh-Flt-3L, rh-IL-11 (each 100 ng/μl; all cytokines from PeproTech), and 1% penicillin-streptomycin (PAN Biotech) in a 24-well suspension plate (Sarstedt). Cells were transduced with LV.T11.Hoxb8.Puro particles (2x MOI 2.5) two times on Retronectin (Takara Clontech) coated wells in medium containing 4 mg/ml protamine sulfate (Sigma-Aldrich). For expansion, we transferred cells to 48-well plates and changed the medium to complete IMDM supplemented with cytokines as described above (except rm-SCF: 100 instead of 50 ng/μl) in the presence or absence of 1 μg/ml doxycycline (Dox; Takara Clontech) and/or 0.3–1 μg/ml puromycin (Puro; Invivogen). On day 4 post transduction (pt), cultures were passaged to 6-well plates and the vector copy number (VCN) per cell was determined as previously described (40). Cultures were fed every 2–3 days and diluted on day 8, 15, and 38 pt to 1 × 106 cells in 4 ml of medium. On day 22–26 pt, samples selected with puromycin and doxycycline were frozen with 2 × 106 cells per aliquot in 90% FBS + 10% DMSO (Merck).

For transduction of Cas9-Hoxb8 cells, viral particles (MOI 4.5 of 50x concentrated GCaMP6S encoding particles and 100 μl of 100x concentrated sgRNA encoding particles) were bound to Retronectin (Takara Clontech)-coated 96-well plates (Sarstedt) by centrifugation (30 min−2 h, 2, 000 × g, 4°C). After removing the supernatant, Cas9-Hoxb8 cells resuspended in complete IMDM medium supplemented with rm-SCF, rh-IL-11, rh-Flt3L, rm-IL-3, Dox, Puro and polybrene (Sigma-Aldrich; 4 μg/ml) were added to the plate, centrifuged (45 min, 700 × g, 32°C) and incubated at 37°C. In some cases, cells were incubated 30 min prior to and during transduction with 10 μM cyclosporine A (Sigma-Aldrich). After 24 h, cells were washed and resuspended in fresh complete IMDM medium supplemented with rm-SCF, rh-IL-11, rh-Flt3L, rm-IL-3, Dox, and Puro.



Generation of Macrophages

Macrophages were generated in vitro based on a protocol described by Ho and Sly (41). Briefly, bone marrow cells were cultured overnight in complete IMDM. Non-adherent bone marrow cells were collected the next day. Hoxb8 cells or non-adherent bone marrow cells were then transferred to complete IMDM supplemented with 5 ng/ml rm-M-CSF (Immuno Tools) and 150 μM 1-thioglycerol (Sigma-Aldrich). After 6 days of M-CSF culture, Hoxb8 and bone marrow cells, which have not become adherent by then, were removed and the remaining adherent cells were further cultured in the presence of M-CSF and 1-thioglycerol until analysis on day 9.



Generation of DCs

DCs were generated in vitro as described previously (3). Briefly, bone marrow cells or Hoxb8 cells were cultured for 9 days in RPMI medium (Gibco) supplemented with 10% FBS (PAA Laboratories), 1% penicillin-streptomycin, 1% glutamine (Gibco), 2-mercaptoethanol (Sigma), and cell culture supernatant from a GM-CSF producing cell line (5% final concentration). On day 8 of culture, aliquots of cells were collected and stained for the expression of markers specific for DC, macrophages or monocytes. For activation, cells were treated with lipopolysaccharide (LPS; 1 μg/ml; Sigma-Aldrich) at day 8 of culture for the remaining 16 h. In all cases, DC differentiation and maturation status was assessed by analysis of the CD11c and MHCII expression. For intralymphatic injection, GM-CSF-differentiated cells were selected based on cell size by fluorescence-activated cell sorting to enrich DCs and to remove dead cells and doublets. Sorting yielded a purity of 78–89% CD11c+MCHII+ cells.

To check for their potential to differentiate into conventional or plasmacytoid DC (cDCs and pDCs, respecitvely) BM cells or Hoxb8 cells were cultured for 9 days in RPMI medium (Gibco) supplemented with 10% FBS (PAA Laboratories), 1% penicillin-streptomycin, 1% glutamine (Gibco), 2-mercaptoethanol (Sigma), together with cell culture supernatant from a Flt3L producing cell line, as described previously (42). On day 8–9 of culture, cells were harvested and analyzed by flow cytometry.



Dendritic Cell-Induced Proliferation of T cells in vitro

DCs were generated as described above. During the final 16 h of culture, they were incubated in the presence of lipopolysaccharide (LPS; 1 μg/ml; Sigma-Aldrich) and chicken ovalbumin grade VI (200 μg/ml, Sigma-Aldrich). After being washed twice, 104 DCs were co-cultured in round-bottom 96-well plates with 105 eFluor 670-labeled CD8+ or CD4+ T cells isolated by magnetic cell separation (CD8α+ or CD4+ T Cell Isolation Kit mouse, Miltenyi) from spleens and lymph nodes of OT-I Ly5.1 or OT-II Ly5.1 mice, respectively. After 3 days of co-culture, T cell proliferation was determined by flow cytometry on LSR II (BD) and analyzed with FlowJo (TreeStar) v.7 and v.10.



Transwell Migration Assay

105 in vitro differentiated DCs were resuspended in 100 μl complete RPMI and loaded in collagen-coated transwells (Corning BV, 5 μm pore size) that were placed in 24-well plates containing 600 μl complete RPMI containing 0, 10, 100 or 200 ng/ml CCL21 (Peprotech). After incubation for 2 h at 37°C 5% CO2, migrated cells were collected and a defined number of 6 μm YG Fluoresbrite Microparticles (Polysciences) were added for counting of migrated cells by flow cytometry.



Gene Editing Efficiency Analysis

DNA was isolated from Hoxb8 cells using QIAmp DNA Mini Kit (Qiagen) and sgRNA target sites were amplified by PCR with NEBNext® High-Fidelity 2X PCR Master Mix (New England Biolabs). The following primers were used: Ccr7 exon3: 5′-TGTGCTTCTGCCAAGATGAG-3′, 5′-TCAGCCCAAGTCCTTGAAGA-3′; Mcoln1/Trpml1 exon 2: 5′-GGGAGATCAGAAAGGATAACATC-3′, 5′-ACTCATTGCACATGAAGTTCTC-3′; and Mcoln1/Trpml1 exon 4: 5′-ACCATTGCCTTCCGACATCT-3′, 5′-GGTGTGCAAGTGACAAGGTTA-3′. PCR reactions were purified using QIAquick PCR Purification Kit (Qiagen) for Sanger sequencing. The composition and frequency of insertions and deletions (INDELS) was analyzed using ICE software (Synthego; https://ice.synthego.com/#/) (43).



Intralymphatic Injection

Intralymphatic transfer of Hoxb8 cell-derived DCs with or without gene modifications was performed as described previously (9). Briefly, 4 × 104 cells of a defined population were injected in 5 μl of PBS into the afferent lymphatic vessel of the popliteal LN. In comparative studies, a total of 8 × 104 cells of a 1:1 mixture of two populations were injected. Popliteal LNs were subsequently analyzed using either two-photon microscopy or immunohistology (see below).



Two-Photon Microscopy

LNs were explanted immediately after intralymphatic injection and glued into a custom-built perfusion chamber using tissue adhesive (Surgibond). During imaging, LNs were continuously superfused with prewarmed, oxygenated (95% O2 and 5% CO2) RPMI medium supplemented with 5 g/l Glucose (Sigma) as described earlier (44). Images were acquired with an upright Olympus BX51 microscope equipped with a W Plan-Apochromat 20x/1.0 DIC objective (Zeiss), TrimScope scanning unit (LaVision Biotech), and Mai Tai Titanium:sapphire pulsed infrared lasers (Spectra-Physics). For excitation of GFP and dTomato the laser was tuned to 920 nm. Time-lapse series were generated on a view field of 300 × 300 × 90–100 μm for up to 2 h with 15–17 images acquired per z-stack every 15–17 s. Imaging data was analyzed using Imaris 7.4–8.4 (Bitplane). A median filter was applied on all movies to reduce background noise. Tracking of cells was performed automatically based on the dTomato signal of the cells. Manual corrections were applied where required and dead or dying cells were excluded from the analysis. GCaMP6S mean intensity values (arbitrary units) were exported to Excel (Microsoft). To account for difference in GCaMP6S expression between cells and differences between the location of cells within LNs, normalized GCaMP6S values for each frame were calculated as a difference of GCaMP6S signal and mean GCaMP6S value for the subsequent 3 minutes (12 frames) of the same track. Finally, data points with GCaMP6S normalized value >1,000 arbitrary units were considered as Ca2+ signals (see also Figure 11B for details).



Immunohistological Analysis

Popliteal LNs were explanted 4 h after intralymphatic injection, fixed overnight in 2% paraformaldehyde (PFA; Carl Roth) plus 30% (vol/vol) sucrose, embedded in Tissue-Tek OCT (Tissue-Tek, Sakura), and frozen on dry ice. 8 μm thick cryosections were counterstained in TBS/T (Tris-buffered saline + 0.05% Tween 20) at room temperature using anti-Lyve-1 antibody and GFP booster. High-resolution composite images of whole LN sections were acquired with a Zeiss AxioScan Z1 (Plan-Apochromat objective: 10x/0.45 M27; camera: Axiocam 506 mono) or a Olympus BX61 (UPlanSApo objective: 10x/0.4; camera: F-View II), respectively. All pictures were contrast adjusted. Distribution of cells and distance measurements to the SCS were performed using Imaris and ImageJ as described earlier (8).



Statistical Analysis

All analyses were done with GraphPad Prism (v4 or v7). We calculated p-values using the non-parametric Mann–Whitney test or Fisher's exact test for comparison of two groups, or Kruskal–Wallis test with Dunn's test to compare multiple groups. All data are pooled from at least two independent experiments, as indicated below each figure, and p < 0.05 was considered statistically significant.




RESULTS


Generation of Cas9-Hoxb8 Cells

In contrast to previous studies, which used an estrogen-regulated form of Hoxb8 (24, 25, 26), we generated a doxycycline (Dox)-inducible third generation lentiviral vector for Hoxb8-mediated immortalization of murine hematopoietic cells. For enrichment of transgene positive cells, we also introduced a puromycin (Puro) selection cassette. To verify the vector-dependent immortalization of primitive hematopoietic stem and progenitor cells, we first transduced lineage-negative cells from C57BL/6J mice followed by cell culture in the presence of mSCF, huIL-11, huFlt3L, mIL-3, Dox, and Puro. Cells expressing the Hoxb8 construct were rescued from Puro treatment until day 15 post transduction (pt), whereas non-transduced cells showed low cell numbers and viability (Figure 1A). To allow for further genome modification with CRISPR/Cas9 technology, we isolated lineage-negative cells from Cas9 mice and selected them with the same strategy as described for the C57BL/6J mice. Only gene-modified cells survived longer than 15 days pt (Figure 1B). These cells, which we could stably culture for at least 16 weeks, were used for further experiments and were designated as Cas9-Hoxb8 cells.


[image: image]

FIGURE 1. Immunoengineering of conditionally immortalized Hoxb8 cells from murine bone marrow. (A,B) Development of cell numbers and viability of lineage-negative BL6 (A) or Cas9 (B) bone marrow cells after mock infection or transduction with a Hoxb8-encoding lentivirus and subsequent culture in the presence or absence of doxycycline (Dox), and puromycin (Puro). (A) Cell numbers and viability from day 15 post transduction (pt) are shown. (C) Morphology (bright-field microscopy after cytospin and Pappenheim staining; scale bar: 25 μm) and (D) flow cytometric analysis of Hoxb8 cells grown in medium with mSCF, huIL-11, huFlt3L, mIL-3, doxycycline, and puromycin. Data are representative of two independent experiments (C,D).



Cas9-Hoxb8 cells showed a roundish cell shape (Figure 1C) and expressed c-Kit, while expression of Sca-1 was absent (Figure 1D), indicating that the cells are skewed toward the myeloid rather than lymphoid lineage. In addition, Cas9-Hoxb8 cells partially expressed CD11b, Ly6C and the M-CSF receptor, while CD11c could not be detected on their surface and Flt3 was only marginally expressed (Figure 1D). Low Flt3 expression did not result from receptor internalization as a consequence of culture in the presence of Flt3L, as Flt3L deprivation for 24 h did not result in Flt3 upregulation on the surface of Cas9-Hoxb8 cells (data not shown).



Cas9-Hoxb8 Cells Have the Potential to in vitro Differentiate Into Macrophages and Dendritic Cells

To further characterize the Cas9-Hoxb8 cells, we assessed their myeloid potential by withdrawing mSCF, huIL-11, huFlt3L, mIL-3, Dox, and Puro and exposing the cells to established in vitro myeloid cell differentiation protocols. First, the cells were cultured in the presence of macrophage colony-stimulating factor (M-CSF) according to a macrophage differentiation protocol described by Ho and Sly (41). On day 9 of M-CSF culture, Cas9-Hoxb8 cells exhibited expression of CD11b as well as F4/80 (Figure 2A) and the characteristic adherent morphology of macrophages (Figure 2B), just like macrophages derived from primary, freshly isolated bone marrow (1° BM) cells, which were treated according to the same protocol. The responsiveness of Cas9-Hoxb8 cells to M-CSF is consistent with their expression of the M-CSF receptor (Figure 1D).
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FIGURE 2. Phenotype of Cas9-Hoxb8 cell-derived macrophages. (A) Phenotype and (B) morphology (bright-field microscopy; scale bar: 50 μm) of primary BM cells (1° BM) or Cas9-Hoxb8 cells cultured in the presence of M-CSF for 9 days. Gray curves depict isotype controls. Data are representative of two independent experiments.



Next, we tested the differentiation potential of Cas9-Hoxb8 cells toward pDCs. Therefore we replaced mSCF, huIL-11, huFlt3L, mIL-3, Dox and Puro by Flt3L. Surprisingly—and in contrast to primary BM cells—Cas9-Hoxb8 cells failed to acquire a pDC phenotype (CD11b−PDCA-1+B220+; Figure 3). This unexpected observation is presumably due to the low expression of Flt3 on Cas9-HoxB8 cells (Figure 1D) impeding their Flt3L-driven differentiation into pDCs.
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FIGURE 3. Cas9-Hoxb8 cells do not differentiate into plasmacytoid DCs in the presence of Flt3L.Flow cytometric analysis of primary BM cells (1° BM) or Cas9-Hoxb8 cells cultured for 8 days in the presence of Flt3L. In contrast to primary BM cells, Cas9-Hoxb8 cells failed to acquire a pDC phenotype (CD11b−PDCA-1+B220+). Data are representative for three independent experiments.



Next, we replaced mSCF, huIL-11, huFlt3L, mIL-3, Dox, and Puro with granulocyte-macrophage colony-stimulating factor (GM-CSF), which triggers the in vitro generation of dendritic cells and granulocytes. After 9 days of GM-CSF culture, cells were treated with the TLR4 agonist lipopolysaccharide (LPS) to induce DC maturation. GM-CSF-differentiated and LPS-treated Cas9-Hoxb8 cells showed a phenotype very similar to GM-CSF-treated and LPS-matured primary bone marrow cells, characterized by a major population of DCs (CD11c+MHCII+) and smaller population of granulocytes (GR-1+MHCII−) (Figure 4A). In addition, GM-CSF-differentiated and LPS-activated Cas9-Hoxb8 cells strongly up-regulated the co-stimulatory molecule CD80 and the chemokine receptor CCR7 (Figure 4A). Interestingly, although CD80 expression on Cas9-Hoxb8 cells was comparable to the level found on LPS-activated BM-DCs, CCR7 was expressed at slightly lower levels as compared to BM-DCs (Figure 4A). Further, Cas9-Hoxb8 cell-derived DCs acquired the typical morphology of BM-derived DCs (Figure 4B).
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FIGURE 4. Phenotype of Cas9-Hoxb8 cell-derived DCs after LPS activation. (A) Flow cytometry analysis and (B) morphology (bright-field microscopy after cytospin and Pappenheim staining; scale bar: 50 μm) of primary BM cells (1° BM) or Cas9-Hoxb8 cells cultured in the presence of GM-CSF for 9 days followed by overnight treatment with LPS. Gray curves depict isotype controls. Data are representative of two independent experiments.



Interestingly, before LPS stimulation cells from both primary BM cells and Cas9-Hoxb8 cells express both macrophage and DC markers (Figure 5). This finding is in agreement with recent observations characterizing GM-CSF cultures of primary BM cells as a mixture of DCs and macrophages (45). In contrast, in our hands LPS activation of GM-CSF-differentiated Cas9-Hoxb8 DCs as well as BM-DCs creates population of cells showing homogenous expression of CD86 and CCR7 (Figures 4A, 7A). Since both markers are not expressed on BM-derived macrophages cultured in the presence of GM-CSF (45), we conclude that—similar to Leithner et al. (26)—Cas9-Hoxb8 cells differentiate into a relatively homogenous population of myeloid DCs.


[image: image]

FIGURE 5. Phenotype of primary bone-marrow derived DCs (1° BM DCs) and Cas9-Hoxb8 DCs in CM-CSF cultures before LPS activation. Flow cytometric analysis of cells cultured for 8 days in the presence of GM-CSF. Without LPS activation, both (A) 1° BM and (B) Cas9-Hoxb8 cells were subdivided on the basis of CD11c, MHCII and CD11b expression. Histograms show surface expression of the markers indicated on MHCIIhiCD11blo (red) and MCHIIintCD11bhi (blue) myeloid cell subsets. Data are representative for three independent experiments.



In summary, Cas9-Hoxb8 cells possess the potential to in vitro differentiate into macrophages and dendritic cells.



Cas9-Hoxb8 Cell-Derived Dendritic Cells Have the Ability to Induce T Cell Proliferation

Given that GM-CSF-differentiated Cas9-Hoxb8 cell-derived DCs phenotypically resemble their BM-derived counterparts, we compared also their functionality for T cell activation. To that end, we loaded GM-CSF-differentiated Cas9-Hoxb8 as well as BM DCs with ovalbumin during LPS activation and mixed them with MHC class I or MHC class II restricted T cells carrying a transgenic T cell receptor specific for epitopes of ovalbumin. The cells are known as OT1 and OT2 cells, respectively and were stained with a proliferation dye prior use. In line with our previous observations, LPS-matured ovalbumin-loaded Cas9-Hoxb8 and BM-derived DCs showed an equally pronounced up-regulation of the co-stimulatory molecules CD40, CD80, and CD86 (Figure 6A). Consequently, Cas9-Hoxb8 cell-derived DCs induced a robust proliferation of CD8+ OT-I as well as CD4+ OT-II T cells comparable to that induced by BM-derived DCs (Figures 6B,C). Thus, Cas9-Hoxb8 cell-derived DCs are equally potent as BM-derived DCs in inducing T cell proliferation.


[image: image]

FIGURE 6. T cell activation potential of Cas9-Hoxb8 cell-derived DCs. (A) LPS-induced expression of the costimulatory molecules CD40, CD80, and CD86 on DCs derived from primary BM cells or from Cas9-Hoxb8 cells. Representative plots from three independent experiments. (B) Proliferation profiles of eFluor 670 (eF670)-labeled OT-I and OT-II cells cultured for 3 days with Ovalbumin (Ova) loaded, LPS-stimulated BM-derived or Cas9-Hox8 cell-derived DCs. Cells were gated as DAPI−CD45.1+CD8+ (OT-I) or DAPI−CD45.1+CD4+ (OT-II). Gray curves depict control profiles of OT-I and OT-II cells which were cultured in the absence of DCs. Representative plots from three independent experiments. (C) Numbers of OT-I and OT-II cells after co-culture for 3 days with ovalbumin loaded, LPS-stimulated BM-derived or Cas9-Hox8 cell-derived DCs. Data are pooled from three (OT-I) or four (OT-II) independent experiments. Red bars, mean; Kruskal–Wallis and Dunn's multiple comparisons test; ns, not significant; *p < 0.05; **p < 0.01; ***p < 0.001.





Cas9-Hoxb8 Cells Provide a Source of Genetically Modified Dendritic Cells for the Study of Dendritic Cell Migration

In addition to T cell activation, migration is another key feature of DCs pivotal for their central role in immunity. For instance, to present antigens to cognate T cells, DCs travel from peripheral tissue to draining lymph nodes via afferent lymphatics in a CCR7-dependent manner (3, 9). To test if Cas9-Hoxb8 cell-derived DCs rely on the same mechanisms and thus can be exploited as a tool to study DC migration, we used lentiviral-based CRISPR/Cas9 technology to knockout Ccr7. Cas9-Hoxb8 cells were transduced with a lentivirus expressing dTomato (dTom) and sgRNA targeting Ccr7 (30). Successfully transduced cells were purified by fluorescence-activated cell sorting based on dTom expression and subsequently differentiated into DCs in the presence of GM-CSF followed by the treatment with LPS. Flow cytometric analysis confirmed that dTom+ DCs completely lacked CCR7 expression despite being fully activated and exhibiting high levels of CD80 (Figure 7A). Interestingly, sequence trace decomposition that determines the composition and frequency of insertions and deletions indicated that 4.8% of cells still had intact sgRNA targeting locus (Figure 7B). Nevertheless, in contrast to dTom− Ccr7+/+ DCs, these Ccr7−/− DCs were not responsive to CCL21 in in vitro transwell migration assays (Figure 7C). Furthermore, 4 h after injection into the afferent lymphatics of popliteal lymph nodes, Ccr7+/+ DCs populated the lymph node T cell zone, whereas Ccr7−/− DCs entered the lymph node parenchyma with delayed kinetics and failed to populate the deep T cell zone (Figure 7D), as it was observed in previous studies applying Ccr7-deficient BM-derived DCs in a similar setup (9). Quantification showed that there were significantly less Ccr7−/− DCs than Ccr7+/+ DCs per picture taken (Figure 7E) and that almost half of Ccr7−/− DCs was retained in the SCS, while more than 75% of Ccr7+/+ DCs penetrated into LN parenchyma (Figure 7F). Furthermore, Ccr7+/+ DCs that penetrated the LN parenchyma from the SCS floor progressed on average almost 4 times further toward the T cell zone than Ccr7−/−DCs (Figure 7G).
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FIGURE 7. Phenotypic and functional verification of CRISPR/Cas9-mediated knockout of Ccr7 in Hoxb8 cell-derived DCs. (A) Cas9-Hoxb8 cells were transduced with a dTom- and CCR7gRNA-encoding lentivirus. Successfully transduced cells were sorted based on the expression of dTom and subsequently differentiated to mature DCs in the presence of GM-CSF followed by treatment with LPS. Ccr7+/+ and Ccr7−/− DCs were analyzed by flow cytometry for their expression of CD80 and CCR7. Data are representative for four independent experiments. (B) Analysis of the composition and frequency of insertions and deletions of Ccr7−/− Cas9-Hoxb8 cells. R, Pearson correlation coefficient; R2 describes how strongly the calculated chromatograph of the indel distribution correlates with the Sanger sequencing results of the sample DNA. (C) Chemotactic migration of Ccr7+/+ and Ccr7−/− DCs for 2 h toward medium alone or 10, 100, and 200 ng/ml CCL21. Data are pooled from 3 independent experiments with n = 8 in total. Mean + SEM; Kruskal–Wallis and Dunn's multiple comparisons test; ns, not significant; **p < 0.01. (D) Microscopy of popliteal lymph nodes obtained 4 h after intralymphatic injection of YFP-expressing Ccr7+/+ DCs and dTom-expressing Ccr7−/− DCs (5–8 × 104 cells in 5 μl PBS; scale bar: 200 μm). (E) Total cell counts and (F) relative distribution of Ccr7+/+ and Ccr7−/− DCs 4 h after intralymphatic injection into popliteal LNs of B6 mice. (G) Migration distance from the subcapsular sinus (SCS) for the Ccr7+/+ and Ccr7−/− DCs that entered LN parenchyma. Dots represent cell number per LN section (E) or individual cells (G). Data are representative for (D) or pooled from (E–G) two independent experiments with a total of 7 lymph nodes analyzed. Error bars, SD; red bars, median; Mann–Whitney test; *p < 0.05; ****p < 0.0001.



To further validate and expand our approach, we used lentiviral-based CRISPR/Cas9 technology to knockout Trpml1, a gene encoding for the ionic channel TRPML1 (transient receptor potential cation channel, mucolipin subfamily, member 1). TRPML1 was recently described to be required for fast and persistent migration of activated DCs, and TRPML1-deficient mature DCs migrated less efficiently to the draining LNs upon injection into the footpad (46). Due to the lack of TRPML1-specific antibodies for TRPML1 detection by flow cytometry, we confirmed Trpml1 gene editing by sequence trace decomposition and found that two selected Trpml1-targeting sgRNAs (sgRNA 1 and 3) induce gene editing in more than 80% of the Cas9-Hoxb8 cells also expressing the fluorescent marker Cerulean encoded by the same lentivirus (Figure 8A), suggesting that the large majority, if not all, transduced cells has an edited Trpml1 gene. Therefore, we used these cells as Trpml1−/− Hoxb8-DCs and compared their migration during entry from afferent lymphatics into the lymph nodes via the SCS floor to Trpml1+/+ DCs (Figure 8B). We found slightly less Trpml1−/− DCs compared to Trpml1+/+ DCs within the draining popliteal LN (Figures 8B,C). More pronounced was migration impairment of Trpml1−/− DCs, preventing them from entry into the LN parenchyma and 4 h after i.l. transfer 41.6 ± 14.7% of these cells still resided in the LN sinus (Figures 8B,D). Furthermore, analysis of those cells that penetrated the LN parenchyma from the SCS floor revealed that, on average, Trpml1+/+ DCs had progressed more than 2 times further toward the T cell zone than Trpml1−/− DCs (Figure 8E).
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FIGURE 8. TRPML1 is required for efficient DC migration from the subcapsular sinus into the lymph node parenchyma. (A) Analysis of the composition and frequency of insertions and deletions of Cas9-Hoxb8 cells which were transduced with lentiviruses expressing different sgRNAs targeting Trpml1. Cas9-Hoxb8 cells which were transduced with lentiviruses expressing either sgRNA 1 or 3 were used to generate Trpml1−/− DCs for further experiments. R, Pearson correlation coefficient; R2 describes how strongly the calculated chromatograph of the indel distribution correlates with the Sanger sequencing results of the sample DNA. (B) Microscopy of popliteal lymph nodes obtained 4 h after intralymphatic injection of YFP-expressing Trpml1+/+ DCs and dTom-expressing Trpml1−/− DCs (1:1 mixture; 8 × 104 cells in 5 μl PBS; scale bar: 200 μm). Data are representative for three independent experiments with 13 lymph nodes. (C) Total cell counts and (D) relative distribution of Trpml1+/+ and Trpml1−/− DCs 4 h after intralymphatic injection into popliteal LNs of B6 mice. (E) Migration distance from the subcapsular sinus (SCS) for the Trpml1+/+ and Trpml1−/− DCs that entered LN parenchyma. Dots represent average cell number per LN section (C) or individual cells (E). Data are pooled from three independent experiments with a total of 13 lymph nodes analyzed. Error bars, SD; red bars, median; Mann–Whitney test; ns, not significant; ****p < 0.0001.



Collectively, these data suggest that Cas9-Hoxb8 cell-derived DCs rely on the same mechanisms for migration like BM-derived DCs and can therefore serve as an excellent tool to dissect DC migration.



The Unlimited Proliferative Capacity of Cas9-Hoxb8 Cells Allows Consecutive Genetic Manipulations

The fact that Cas9-Hoxb8 cells could be maintained for a period of at least 16 weeks in the undifferentiated state while keeping full differentiation capacity offers many experimental benefits. Beside their potential for generating high numbers of knockout cells or their storage upon freezing for future experiments, the longevity also provides the opportunity to knockout multiple genes by consecutive genetic manipulations. To test this, we transduced dTom+ Ccr7−/− Cas9-Hoxb8 cells with a lentivirus expressing Cerulean and a sgRNA targeting Cxcr4. This second round of transduction was done in the presence of cyclosporine A, as this has been demonstrated to enhance the transduction rate by overcoming a restriction against lentiviruses (47, 48). Transduced cells as well as control Cas9-Hoxb8 cells were subsequently differentiated into mature DCs. Flow cytometric analysis revealed that dTom+ Cerulean+ DCs lacked CCR7 expression and showed only marginal CXCR4 expression despite being fully activated and exhibiting high levels of CD80 (Figure 9).
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FIGURE 9. The unlimited proliferative capacity of Cas9-Hoxb8 cells allows the consecutive knockout of multiple genes.Ccr7−/− Cas9-Hoxb8 cells were transduced with a Cerulean- and CXCR4-gRNA-encoding lentivirus. Transduced cells as well as control Cas9-Hoxb8 cells were subsequently differentiated to mature DCs in the presence of GM-CSF followed by the treatment with LPS. DCs were analyzed by flow cytometry for their expression of CD80, CCR7, and CXCR4. Gray curves depict isotype controls. Data are representative of two independent experiments.





Cas9-Hoxb8 Cells Also Allow Stable Transduction With Genetically Encoded Calcium Indicator for Tracking of Chemokine-Induced Calcium Signals in vivo

To exploit the full potential of the multiple genetic modifications in Cas9-Hoxb8-DCs for investigating DC migration, we decided to retrovirally engineer Ccr7+/+ and Ccr7−/− Cas9-Hoxb8-DCs to express the genetic calcium (Ca2+) sensor GCaMP6S (37) together with constitutively expressed dTomato. By this approach we aimed to create DCs proficient or deficient for CCR7 allowing recording Ca2+ signaling in real-time during DC entry into the LN parenchyma. Initial calcium flux assays using flow cytometry indicated that CCL21 specifically triggers calcium flux in Ccr7+/+ but not Ccr7−/− Cas9-Hoxb8-DCs (Figure 10). We next intralymphatically injected GCaMP6S+ Ccr7+/+ or Ccr7−/− Cas9-Hoxb8-DCs and imaged them by two-photon microscopy during the first 2 h after injection. Within this time frame, intralymphatically injected DCs are known to enter the lymph node parenchyma (9). Using this approach, we observed that many GCaMP6S+ Ccr7+/+ Cas9-Hoxb8-DCs exhibit prominent changes in GCaMP6S intensity during the recording period, while only few GCaMP6S+ Ccr7−/− DCs showed signal alteration above background (Figure 11A and Supplementary Video 1). To quantify the Ca2+ signals, we tracked the injected cells based on their expression of the reporter gene dTomato (not shown) and analyzed mean intensity values of GCaMP6S intensity as described in Materials and Methods. Figure 11B illustrates differences in GCaMP6S intensity of representative GCaMP6S+ Ccr7+/+ or Ccr7−/− Cas9-Hoxb8-DCs. Quantitative analysis revealed that 39% of injected GCaMP6S+ Ccr7+/+, but only 17% of GCaMP6S+ Ccr7−/− Cas9-Hoxb8-DCs had at least one prominent change in GCaMP6S signal, indicating change in intracellular Ca2+ concentration (Figure 11C). A more detailed analysis of cells with changes in GCaMP6S signals indicated that there is no difference in the median number of calcium signals per GCaMP6S+ Ccr7+/+ and Ccr7−/− Cas9-Hoxb8-DCs (Figure 11D), but that the average signal duration is significantly prolonged in cells expressing CCR7 compared to those were Ccr7 had been disrupted (Figure 11E). Overall, these results suggest that Cas9-Hoxb8-DCs expressing the Ca2+ indicator GCaMP6S allow real-time tracking of Ca2+ signals during migration and chemokine recognition in vivo.
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FIGURE 10. GCaMP6S functions as an efficient and specific sensor for Ca2+ flux in Cas9 Hoxb8 cell-derived DCs.Ccr7+/+ and Ccr7−/− Cas9-Hoxb8 cells were transduced with a retrovirus expressing dTom and the Ca2+ sensor GCaMP6S. Successfully transduced cells were sorted based on the expression of dTom and subsequently differentiated to mature DCs in the presence of GM-CSF followed by LPS treatment. GCaMP6S intensity was measured by flow cytometry. After recording a baseline for 45 s, cells were treated with 500 ng/ml CCL21 and signals were recorded for additional 240 s. Finally, 1 μg/ml of ionomycin was added and signals were acquired for another 60 s. Data are representative for three independent experiments.
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FIGURE 11. CCR7-induced Ca2+ signaling during entry of Cas9-Hoxb8-DCs transduced with Ca2+ sensor GCaMP6S into the lymph node. (A) Ex vivo time-lapse imaging of lymph nodes within 5 min after intralymphatic injection of 4 × 104 Ccr7+/+ Hoxb8-DCs (left) or Ccr7−/− Hoxb8-DCs (right) transduced with Ca2+ sensor GCaMP6S. White arrowheads indicate cells with changes in GCaMP6S signal intensity, indicating changes in Ca2+ concentration within the cell. For more details see Supplementary Video 1. Scale bar represents 15 μm. (B) Changes in GCaMP6S signal intensity for each 5 GCaMP6S+ Ccr7+/+ Cas9-Hoxb8-DCs and GCaMP6S+ Ccr7−/− Cas9-Hoxb8-DCs. Data are represented as a difference in GCaMP6S signal intensity for each time point to the median value for next 3 min. Horizontal dashed lines depict thresholds [defined as a change in a signal intensity >1,000 arbitrary units (a.u.)] used to detect Ca2+ signals. (C) Pie-charts indicating the percentage of GCaMP6S+ Ccr7+/+ Cas9-Hoxb8-DCs or GCaMP6S+ Ccr7−/− Cas9-Hoxb8-DCs with changes in Ca2+ signals. There is a significant difference between groups (p < 0.001, two-tailed Fisher's exact test). (D) Number and (E) average duration of Ca2+ signals (changes in GCaMP6S intensity) per cell for the tracks with at least one recorded Ca2+ signal. In (D,E) dots represent individual cells and red line median group value. Asterisk (*) indicates significant difference (p < 0.05), while ns indicates no significant difference (Mann–Whitney test). Data are representative (A,B) or pool (C–E) of 6 independent experiments with total of 7 lymph nodes per cell type.






DISCUSSION

In this study, we expanded the benefits of CRISPR/Cas9 technology in hematopoietic progenitor cells transiently immortalized by the transcription factor Hoxb8 which enforces self-renewal and arrests differentiation (24–26, 49, 50). Specifically, we conditionally immortalized hematopoietic progenitor cells from the BM of Cas9-transgenic mice by the introduction of a Dox-regulated form of Hoxb8 giving rise to Cas9-Hoxb8 cells. These cells resemble common myeloid progenitor cells that can be stably kept in the culture for at least 16 weeks (data not shown) and thus provide superfluous time for multiple genetic modifications by, in our case, consecutive retroviral or lentiviral transduction, as demonstrated for the knockout of Ccr7, Cxcr4, and Trpml1. Moreover, overexpression of the genetically encoded Ca2+ sensor GCaMP6S demonstrates that cells with reporter proteins or gene overexpression can also be obtained with high efficacy. Successfully manipulated cells can be purified based on the expression of fluorescent proteins, subsequently expanded, kept in culture and cryopreserved for future projects. Therefore, the Cas9-Hoxb8 cells presented in this study offer a fast track toward genetically modified myeloid cells, circumventing problems associated with low transduction of primary cells as well as time-consuming and costly breeding to obtain multiple-gene knockout mice (depicted on Figure 12).
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FIGURE 12. Scheme of generation, maintenance, genetic modification and differentiation of Cas9-Hoxb8 cells. Lineage-negative cells from the bone marrow of Cas9 transgenic mice were conditionally immortalized by lentiviral transduction introducing a doxycycline (Dox)-regulated form of the transcription factor Hoxb8 and a puromycin (Puro) selection cassette. Cas9-Hoxb8 cells could be kept for weeks in a non-differentiated state by culture in the presence of mSCF, huIL-11, huFlt3L, mIL-3, Dox, and Puro. Genetic modifications such as overexpression or CRISPR/Cas9-mediated knockout could be introduced by viral transduction. Successfully targeted cells were selected based on fluorescence-activated cell sorting. The longevity of Cas9-Hoxb8 cells provided the opportunity to knockout multiple genes by consecutive genetic manipulations. For differentiation into macrophages or dendritic cells (DCs), mSCF, huIL-11, huFlt3L, mIL-3, Dox, and Puro were replaced with macrophage colony-stimulating factor (M-CSF) or granulocyte-macrophage colony-stimulating factor (GM-CSF).



In our hands, Cas9-Hoxb8 cells generated from lineage-depleted BM cell retained macrophage, dendritic cell and granulocyte potential. Interestingly, they did not differentiate into cDCs and pDCs in the presence of Flt3L. The non-responsiveness of Cas9-Hoxb8 cells to Flt3L might be linked to their marginal Flt3 expression (Figure 1D). In contrast, Redecke and colleagues reported that conditionally immortalized early hematopoietic progenitor cells from crude preparations of BM cells were dependent on Flt3L and could be induced by this factor to differentiate into cDCs and pDCs (24). Moreover, the Hoxb8 cells used in that study even retained B cell and limited T cell potential (24). Likewise, Hoxb8+ hematopoietic progenitor cells transduced with Cas9 maintained their potential to differentiate into pDCs, which was exploited to investigate the role of E protein TCF4 in pDC development (25). Observed differences between these Hoxb8 cells (24, 25) and our Cas9-Hoxb8 cells most likely could be attributed to the differences in the experimental protocols used for immortalization of hematopoietic progenitor cells from BM, such as differences in viral vector design or viral particle tropism leading to the selective infection of progenitors lacking pDC potential. Similarly, the cytokine cocktail, in which the immortalized cells are raised and propagated, presumably shapes their lineage potential. The combination of mSCF, huIL-11, huFlt3L and mIL-3, which we employed here, has been described to support good proliferation of progenitor cells while shifting them toward the myeloid lineage (51) which is in line the with limited lineage potential that we observed in our study. Thus, in the future, further culture protocols employing different combinations of cytokines, such as those described by Lodish Lab (52–55), remain to be tested for a better preservation of the stemness of immortalized cells.

GM-CSF-derived CD11+MHCII+ DCs from bone marrow have been described to be phenotypically heterogeneous, as they expand from divergent hematopoietic progenitors (45). In this regard, the unlimited proliferative capacity of immortalized progenitor cells might offer new possibilities to obtain a defined population of either only monocyte-derived macrophage or exclusively conventional DC resembling cells from a GM-CSF differentiation culture. This could be possibly achieved by either sorting of defined monocyte or dendritic cell precursor populations from bone marrow as targets for viral transduction with Hoxb8 or, alternatively, by subcloning of cells after Hoxb8-mediated immortalization.

Within the scope of our study, we focused on Cas9-Hoxb8 cells as a source of genetically modified dendritic cells for the investigation of dendritic cell migration. In line with previous observations with Hoxb8-FL cells (24), GM-CSF-differentiated Cas9-Hoxb8 DCs showed the classical phenotype and T cell activation potential of GM-CSF-differentiated BM-derived DCs. Further, they entered the lymph node following intralymphatic injection in a CCR7-dependent manner in a similar fashion as described earlier for BM-derived DCs (9). In the present study, we also addressed the role of the lysosomal ion channel TRPML1 in homing of lymph-delivered DCs. A recent study reported that TRPML1 is required for persistent migration and chemotaxis of activated DCs and Trpml1−/− mature DCs were less efficient in migrating to the draining lymph node when transferred into the footpad of recipient mice (46). To clarify whether Trpml1-deficient DCs are impaired in exiting from peripheral tissue or in exiting from the subcapsular sinus toward the deep T cell zone, we intralymphatically injected Trpml1-deficient DCs generated from GM-CSF- and LPS-stimulated Cas9-Hoxb8 cells and found that they translocated slower from the SCS to the T cell zone of the LN than Trpml1+/+ DCs.

Besides being a potent tool for investigation of gene function by their mutation, Cas9-Hoxb8 cells also provide an opportunity to investigate cellular functions by gene overexpression or expression of different reporters. Here, we have focused on chemokine-induced Ca2+ signaling by tracking changes in intracellular Ca2+ concentration in migrating DC expressing the genetically encoded Ca2+ sensor GCaMP6S (37). Our combination of immunoengineering approach and two-photon microscopy allowed us to gain in vivo insights into chemokine receptor-induced signaling cascades involved in the entry process of DCs arriving via afferent lymphatics. Intralymphatically administered BM-derived DCs transmigrate through the floor of LN subcapsular sinus in a highly directional way that depends on the interaction of CCR7 with its ligands CCL19 and CCL21 (8, 9). While long lasting Ca2+signals were present in 39% of GCaMP6S+ Ccr7+/+ Cas9-Hoxb8-DCs, they were only observed in 17% of GCaMP6S+ Ccr7−/− Cas9-Hoxb8-DCs. As Ca2+ signals were observed in both, migrating DCs and DCs remaining sessile in the SCS for entire observation period of 2 h, we speculate that Ca2+ signals observed in Ccr7-deficient cells might arise from the recognition of other chemokines such as CXCL12 that is also present in the subcapsular sinus, or derive independent from any chemokine receptor signaling. As alterations of intracellular Ca2+ concentrations are involved in many DC functions, including their migration and formation of immunological synapses with T cells (15, 56), it will be crucial in future experiments to employ our GCaMP6S+ Cas9-Hoxb8 cells to knockout additional genes involved in various aspects of DC function including Trpml1, Cdc42, or RhoA, which are all known to contribute for DC migration (46, 57).

Altogether, the proliferative capacity and gene editing potential of Cas9-Hoxb8 cells represent a potent platform that simultaneously enables multifaceted gene editing and overexpression of genetic reporters in many different cell types, allowing, in combination with immunophysics, almost indefinite possibilities for studies of hematopoietic cell differentiation and immune cell function.
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Supplementary Video 1. Ca2+ concentration changes in Ccr7+/+ and Ccr7−/− Hoxb8-DCs transduced with Ca2+ sensor GCaMP6S during entry into the lymph node. Example two-photon microscopy imaging of GCaMP6S+ Ccr7+/+ and Ccr7−/− Hoxb8-DCs (green) in the subcapsular sinus of popliteal LN after intralymphatic injection into the lymph vessel draining to this LN. Scale bar represents 20 μm. Representative of 7 movies from 7 mice for each cell genotype.
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BM, bone marrow; cDC, conventional dendritic cell; DC, dendritic cell; Dox, doxycycline; dTom, dTomato; GCaMP6S, GFP-Calmodulin-M13-6 slow; GM-CSF, granulocyte macrophage colony-stimulating factor; LPS, lipopolysaccharide; LN, lymph node; M-CSF, macrophage colony-stimulating factor; pDC, plasmacytoid dendritic cell; pt, post transduction; Puro, puromycin; SCS, subcapsular sinus; sgRNA, single guide RNA.
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The envelope of Human Immunodeficiency Virus type 1 (HIV-1) consists of a liquid-ordered membrane enriched in raft lipids and containing the viral glycoproteins. Previous studies demonstrated that changes in viral membrane lipid composition affecting membrane structure or curvature can impair infectivity. Here, we describe novel antiviral compounds that were identified by screening compound libraries based on raft lipid-like scaffolds. Three distinct molecular structures were chosen for mode-of-action studies, a sterol derivative (J391B), a sphingosine derivative (J582C) and a long aliphatic chain derivative (IBS70). All three target the viral membrane and inhibit virus infectivity at the stage of fusion without perturbing virus stability or affecting virion-associated envelope glycoproteins. Their effect did not depend on the expressed envelope glycoproteins or a specific entry route, being equally strong in HIV pseudotypes carrying VSV-G or MLV-Env glycoproteins. Labeling with laurdan, a reporter of membrane order, revealed different membrane structure alterations upon compound treatment of HIV-1, which correlated with loss of infectivity. J582C and IBS70 decreased membrane order in distinctive ways, whereas J391B increased membrane order. The compounds' effects on membrane order were reproduced in liposomes generated from extracted HIV lipids and thus independent both of virion proteins and of membrane leaflet asymmetry. Remarkably, increase of membrane order by J391B required phosphatidylserine, a lipid enriched in the HIV envelope. Counterintuitively, mixtures of two compounds with opposite effects on membrane order, J582C and J391B, did not neutralize each other but synergistically inhibited HIV infection. Thus, altering membrane order, which can occur by different mechanisms, constitutes a novel antiviral mode of action that may be of general relevance for enveloped viruses and difficult to overcome by resistance development.

Keywords: lipidomimetics, HIV-1 envelope, lipid raft modulation, laurdan, membrane order, HIV fusion inhibitors, phosphatidylserine


INTRODUCTION

Human immunodeficiency virus type 1 (HIV-1) is an enveloped retrovirus, which infects CD4-positive human cells. HIV-1 morphogenesis at the plasma membrane of the infected cell is driven by the viral Gag polyprotein whose N-terminal MA (matrix) domain interacts with phosphatidylinositol (4,5) bisphosphate (PI(4,5)P2) [reviewed in (1)]. Since retroviruses do not encode lipid-synthesizing enzymes, their lipid envelope composition depends on the membrane through which the virus buds (2, 3). However, viral membrane composition may differ from the donor cell membrane if virus assembly occurs at membrane subdomains or involves lipid sorting. Early studies of HIV-1 lipid composition indicated significant differences between the viral membrane and the host cell plasma membranes (4, 5). This observation was later confirmed by more detailed analyses of the entire viral lipidome. The HIV-1 membrane was shown to be significantly enriched in phosphatidylserine (PS), sphingomyelin, hexosylceramide and saturated phosphatidylcholine species when compared to the host cell plasma membrane (6–8). Overall, the HIV-1 lipid composition is typical of lipid rafts (6). Moreover, labeling HIV-1 with the order-sensing dye laurdan revealed a liquid-ordered (lo) structure of the viral envelope (9).

The intrinsic properties of the viral membrane, as well as its lipid composition, have been shown to be of importance for infectivity. Cholesterol-depleting agents (β-cyclodextrin and statins) (10–13) or cholesterol-binding compounds (amphotericin B methyl ester) (14) as well as inhibition of sphingomyelin biosynthesis (6, 15, 16) strongly reduced HIV-1 infectivity, indicating an important contribution of its raft-like membrane lipid composition and/or structure to viral infection. A similar effect was observed when ceramide levels were increased in the viral membrane (17) or upon addition of a compound (GT11), which leads to higher dihydrosphingomyelin levels (18), an unusual lipid enriched in the viral membrane (6). Based on the concept of inverted cone-shaped lipids as fusion inhibitors (19), synthetic rigid amphipathic fusion inhibitors (RAFIs) have been designed as potential antivirals (20). These compounds insert into the viral membrane and promote positive curvature, thus increasing the energy barrier for fusion. RAFIs were shown to inhibit fusion of several unrelated enveloped viruses.

Here, we performed a screen of lipidomimetic compounds, the majority of which resembling raft lipids, for their capacity to alter the membrane of HIV-1 and interfere with viral infectivity. Several compounds structurally related to cholesterol, sphingosine or aliphatic lipids with long-chain fatty acids inhibited HIV-1 infection at the stage of entry. Similar inhibition was observed when HIV-1 was pseudotyped with heterologous envelope proteins, indicating that the effect was independent of the initial entry pathway and the envelope proteins mediating it. Incorporation of the compounds into the viral membrane inhibited viral membrane fusion, induced changes in viral membrane order and subtle shifts in particle buoyant density. Thus, altering virion membrane structure by lipid-active compounds may be a promising approach for inhibiting HIV.



MATERIALS AND METHODS


Cell Culture and Virus Purification

293T and TZM reporter cells (21) and DFJ8 cells (22) were kept in Dulbecco's modified Eagle's medium (DMEM), MT-4 cells (23) were kept in RPMI 1,640 medium. Both media were supplemented with 10% heat inactivated fetal calf serum (FCS), penicillin, streptomycin, 4 mM glutamine, and 10 mM Hepes. Cell cultures were maintained at 37°C and 5% CO2. All investigated HIV strains and constructs are listed in Table S1 in the Supplementary Material. For virus production, MT-4 cells were infected with HIV-1 strain NL4-3 (24), and virus was harvested from cocultures of infected and uninfected cells before cytopathic effects were observed (25). 293T cells were transfected with the proviral plasmid pNL4-3 (24) or with pCHIV (26) by calcium phosphate precipitation. For generation of pseudotyped particles, cells were co-transfected with pNL4-3 carrying a deletion of the envelope gene and a plasmid expressing either the G glycoprotein of Vesicular Stomatitis Virus (VSV) (27) or the envelope proteins of Friend ecotropic Murine Leukemia Virus (MLV) (28) at a molar ratio 1:2. HIV-1 purification was performed essentially as described (25, 29). Briefly, medium was harvested, cleared by filtration, and particles were concentrated by ultracentrifugation through a cushion of 20% (w/w) sucrose. Concentrated HIV-1 was further purified by velocity gradient centrifugation on an Optiprep gradient (Axis-Shield; Oslo, Norway). This step largely removes exosomes and membrane vesicles. The visible virus fraction was collected and concentrated by centrifugation. The final pellet was resuspended in 150 mM NaCl, 10 mM Hepes pH 7.4, rapidly frozen in liquid nitrogen and stored at −80°C. The particle concentration was determined by enzyme-linked immunosorbent assay (ELISA) of p24. Inactivation of infectious HIV-1 was performed by incubating the virus with 5 mM AT-2 (2,2'-dithiodipyridine; aldrithiol-2; Sigma; St. Louis, MO, USA) for 1 h at 37°C with gentle stirring as described (30). Successful inactivation was controlled by culturing inactivated samples for 10 days with highly susceptible C8166 cells. In the case of adeno-associated virus (AAV) purification, standard triple transfection, and caesium chloride (CsCl) density gradient purification procedures were used (31).



Chemistry

The preparation of 3ß-amino-28-methoxylupene is described in (32). J391B (3α-amino-28-methoxylupene) was synthesized by GVK Bio (Hyderabad, India) following the identical procedure for the ß-anomer. The purity was > 98% by high-performance liquid chromatography (HPLC). The synthesis of J582C (Oxazolin 200) was described (33) with a purity of 99.2% by HPLC. IBS70 (STOCK1S-60139) and IBS95 (STOCK3S-53354) were purchased from Interbioscreen Ltd. (http://www.ibscreen.com).



Screening

Each compound was screened in duplicate, and each screen was repeated. Compound stock solutions at 2 mM were in glass vials. 100 μl purified HIV-1NL4−3 (250 μl/well; 0.5–0.75 μg/ml) was incubated for 30 min at 400 rpm and 37°C on the thermomixer (Eppendorf) with the compounds at 20 μM and 1% FCS in a 96-well glass-coated V-bottom plate (LabHut) and then diluted 1:10 into MT-4 cell suspension culture. 180 μl MT-4 cells were seeded into 96-well plates (CORNING, Poly-D-Lysine surface) at a cell density of 105/well. 20 μl (25–35 ng p24) virus-compound mixture was added to the cells, mixed by pipetting and incubated at 37°C. 18 h p.i. DNA was extracted and subjected to real-time PCR. DNA was isolated using QIAamp 96 DNA Blood Kit and vacuum extraction according to supplier's instruction. Real time PCR was performed with QuantiTect SYBR Green PCR Master MIX (Qiagen): 20 μl reaction mix; twin.tec real-time PCR plates 96 (skirted) and optical caps for RT-PCR; 10 μl master mix plus primers (TIP Molbiol, Berlin) at a concentration of 10 μM each +8.8 μl DNA template. Program: 1x 15 min 95°C; 40x 15 s 95°C; 30 s 60°C; 30 s 72°C.



Compound Treatment of Virus Particles and Cells

MT-4 cells were seeded in poly-D-lysine 96-well plates (CORNING, Poly-D-Lysine surface) and TZM cells were seeded in glass 96-well plates (Costar). Stocks of purified HIV-1NL43 were incubated with the different compound concentrations or DMSO as solvent control, in glass-coated plates (Costar) for 30 min at 37°C in RPMI or DMEM medium containing 0.1% FCS. Subsequently, 50 μl virus-compound suspension was diluted into 150 μl medium containing 0.1% FCS (final p24 amounts 25–35 ng) and used to infect target cells for 2 h. Following 2 h exposure, cells were washed and cultivated for 2 more days in complete DMEM or RPMI media. For pretreatment of cells, compounds at the indicated concentrations or DMSO as solvent control were incubated in glass-coated 96-well plates (250 μl/well) for 30 min at 37°C in DMEM containing 0.1% FCS. Subsequently, 100 μl of each compound suspension was added to the target cells for 30 min at 37°C followed by addition of untreated HIV-1 (25–35 ng p24) in 50 μl of medium with 0.1% FCS. Following 2 h exposure, cells were washed and cultivated for 2 more days in complete DMEM followed by infectivity readout as above. A similar procedure was done for simultaneous virus and compound addition. Cells were pre-washed with media containing 0.1% FCS, and compounds at the indicated concentrations or DMSO as solvent control were incubated in glass-coated 96-well plates (250 μl/well) for 30 min at 37°C in DMEM containing 0.1% FCS. Afterwards 100 μl of compounds was added to the cells and immediately followed by adding untreated HIV-1 (25–35 ng p24) in 50 μl of medium with 0.1% FCS for 2 h. Following a washing step, cells were cultivated for 2 more days in complete DMEM and scored for viral infectivity.



Infectivity and Luciferase Reporter Assay

To determine the effect of the compounds in virus infection, intracellular capsid (CA) staining was performed. MT-4 cells were seeded in poly-D-lysine 96-well plates (CORNING, Poly-D-Lysine surface). Cells were infected, as explained in the previous section, with different amounts of compound-pretreated virus for 2 h, followed by cultivation in medium containing 10% FCS for 2 more days. Subsequently, cells were fixed with 4% paraformaldehyde and permeabilized for immunostaining. HIV-1 infected cells were identified by automated microscopic readout following staining with a phycoerythrin-conjugated antibody against the viral p24 CA protein (KC57-RD1; Beckman Coulter, Inc. Fullerton, USA). For each well the microscope takes 16 measurements. In case of AAV infection, TZM cells were seeded in glass 96-well plates (Costar). Afterwards virus-compound mixtures in medium containing 0.1% FCS were added to TZM cells for 2 h, followed by cultivation in medium containing 10% FCS for 2 more days. To quantify AAV-infected cells, the encoded mCherry reporter was detected by automated microscopy 48 h after infection. Images were acquired via fluorescence microscopy and then automatically analyzed using proprietary software. The infectivity of compound-treated HIV-1 was determined on TZM-bl reporter cells as described (34) with some modifications. TZM-bl reporter cells contain a luciferase gene under a promoter activated by the viral Tat protein. Upon infection and viral gene expression, the production of viral Tat protein induces luciferase gene expression, which enables the quantification of infection by measuring luciferase activity (35). TZM-bl cells (1.2 × 104 cells/well) were seeded one day before infection in a 96-well plate and were infected with compound-treated virus at desired concentrations as explained above. At 48 h post-infection, cells were lysed and luciferase activity was measured in the lysates as described by the manufacturer using the Promega Steady Glo kit and a microplate luminometer (Luminoskan Ascent; Thermo Labsystems, MA, USA). Uninfected cells were cultivated in the presence of compounds at the identical concentrations used in the infection assays, or in the presence of solvent alone (reference control). Following 2 h compound exposure, cells were washed and cultivated for 2 more days, at which time the cytotoxicity was determined by quantifying the amount of a formazan product metabolized by viable cells from the 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) solution (Sigma) as reported (36). Alternatively, compounds were present for 2 days before the MTT assay.



Entry Assays

Standard HIV fusion assays were performed as described (37). HIV-1 particles carrying a Vpr-β-lactamase (Vpr-BlaM) fusion protein were obtained by co-transfection of 293T cells with pNL4-3 or plasmids for HIV pseudotype production and plasmid pMM310 (38) encoding the Vpr-BlaM fusion protein (5 μg pMM310: 15 μg pNL4-3). Particles were harvested, concentrated, and treated with the respective compounds as described above. The virus-compound mixture was added to cells and cells were subsequently washed once with CO2-independent medium (Invitrogen), 70 μl of CCF2 β-lactamase loading solution (Invitrogen; prepared according to the manufacturer's instructions) was added and incubation was continued for 17 h at room temperature. Relative fluorescence intensities [excitation wavelength 409 nm, emission wavelengths 447 nm (blue) and 512 nm (green)] were recorded using a TECAN Safire instrument. After subtraction of background from unstained cells at the respective emission wavelength, the ratio of emission intensities at 447/512 nm was calculated.



Sucrose-Density Equilibrium Gradient Centrifugation and Western Blot Analysis

HIV-1NL4−3 or non-infectious HIV-like particles derived by transfection of pCHIV (1–3 μg p24) were incubated with the respective compound, solvent (DMSO; 0.35%) or Triton X-100 (TX-100) (0.5%). Subsequently, the particle suspensions were loaded onto a 20–60% linear sucrose gradient. After ultracentrifugation at 44.000 rpm for 16 h at 4°C in a SW60 rotor, 20 fractions of 200 μl each were carefully collected from top to bottom and the p24 concentration was analyzed as described (39). Their sucrose density was calculated from refractive indices determined with a refractometer (Abbe, Carl Zeiss). Carefully prepared sucrose solutions were used to build the gradient and as standards in the refractometer. For this purpose a sucrose gradient was run placing loading buffer instead of particle suspension on top of the gradient. After ultracentrifugation 20 fractions of 200 μl each were carefully collected from top to bottom and their refractive index was measured. Sucrose density in g/cm3 was calculated from the refractive index of the standards. For stability analysis, purified HIV-1 or HIV-like particles (3 μg p24) were exposed to compounds or solvent (DMSO; 0.35%) for 30 min at 37°C, pelleted through a 20% sucrose cushion by ultracentrifugation (32.000 rpm, 4°C, 2 h) and re-suspended in 25 μl SDS-PAGE sample buffer for subsequent analysis by Western blotting. Briefly, samples were boiled in sodium dodecyl sulfate (SDS) sample buffer, separated by 12.5% SDS-polyacrylamide gel electrophoresis (SDS-PAGE), and transferred onto a polyvinylidene difluoride (PVDF) membrane. After incubation with mouse monoclonal antibody against the gp41 trans-membrane glycoprotein 1:2000 [Chessie 8; (40)]; rabbit anti-MA, 1:5000; and sheep anti-p24 (CA), 1:5000, detection was carried out with a LiCoR Odyssey system using as secondary antibodies donkey anti-rabbit 700; donkey anti-sheep 800 and donkey anti-mouse 800, 1:20.000 (LiCoR).



HIV-1 Laurdan Staining and Analysis of Labeled Particles

Optiprep-purified HIV-1 particles were incubated for 10 min at room temperature with 5 μM laurdan (Molecular Probes, Eugene, OR). Labeled HIV-1 particles were subsequently purified by ultracentrifugation as described (9). In the case of compound treatment, laurdan labeled HIV-1 particles were incubated with different amounts of lipidomimetics at 37°C for 30 min under gentle stirring. Subsequently, viral particles were collected by ultracentrifugation for 2 h through a 20% sucrose cushion in a SW60 rotor at 32.000 rpm. Particles were carefully resuspended in 150 mM NaCl, 10 mM Hepes pH 7.4 and analyzed by fluorescence spectroscopy. All fluorescence measurements were made using an SLM Aminco series 2 (Spectronic Instruments, Rochester, NY) spectrofluorimeter as described (9). To quantify changes in the laurdan emission spectrum, generalized polarization (GP) values were calculated: GP = (IB-IR)/(IB+IR), where IB (at 440 nm) and IR (at 490 nm) correspond to the intensities at the blue and red edges of the emission maxima, respectively (41, 42).



Lipid Extraction, Production of Lipid Vesicles and Intervesicular MPER Lipid Mixing Assay

Lipid extraction was performed as described (6). Large unilamellar vesicles (LUV) were prepared following the extrusion method (43). Laurdan-labeled LUV at a concentration of 30 μM, as described (9), were treated with specified amounts of lipidomimetics in PBS containing 0.1% FCS for 30 min at 37°C under continuous stirring, followed by determination of GP profiles as above. The following lipids were purchased from Avanti lipids: 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC); 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC); 1,2-dioleoyl-sn-glycero-3-phosphate (DOPA); 1,2-dioleoyl-sn-glycero-3-phospho-L-serine (DOPS); 1,2-dioleoyl-sn-glycero-3-phosphoglycerol (DOPG); cholesterol (CHO); brain sphingomyelin (SM); 1-palmitoyl-2-hydroxy-sn-glycero-3-phosphocholine (LPC); L-α-phosphatidylethanolamine-N-(7-nitro-2-1,3-benzoxadiazol-4-yl) (N-NBD-PE); L-α-phosphatidylethanolamine-N-(lissamine rhodamine B sulfonyl) (N-Rho-PE).

Membrane lipid mixing was monitored in an SLM Aminco series 2 (Spectronic Instruments, Rochester, NY) spectrofluorimeter using a resonance energy transfer assay. The assay is based on the dilution of N-NBD-PE and N-Rho-PE as described (44) with some modifications. Briefly, N-Rho-PE acts as a quencher of the N-NBD-PE fluorescence when both are present in a vesicle membrane at sufficient concentration. Upon dilution (e.g., by fusion of labeled with unlabeled vesicles), the fluorescence of N-NBD-PE is dequenched and becomes detectable. Labeled 10 μM POPC:POPS:SM:Chol (18%:15%:33%:33%) LUVs (NBD/Rho LUV) were incubated with different compound concentrations or LPC as fusion inhibition control for 15 min at 25°C with continuous stirring. Afterwards, 40 μM of unlabeled LUV were added for 20 more min. Once the baseline signal stabilized (0% fusion), the system was considered equilibrated. Then, 0.5 μM of membrane-proximal external region (MPER) peptide was added to launch the fusion reaction and incubation continued for 15 min at 25°C. Intervesicular lipid mixing was measured as an increase of fluorescence of N-NBD-PE caused by fusion of the labeled and unlabeled vesicle membranes. Finally, in order to obtain the 100% fusion value, 0.1% of Triton X-100 was added. The fluorescence baseline before addition of MPER was defined as 0% fusion and maximal fluorescence following final detergent addition was defined as 100% of fusion.



Statistics

Experimental groups were compared and significance determined by analysis of variance and Tukey test using SigmaPlot. Data are represented as means with standard deviation (± SD).




RESULTS


Compound Screening

Based on prior screening of hydrophobic compounds for a variety of indications where membrane raft disruption was expected to be disease-modulating (45–47) and taking into account published anti-HIV approaches targeting the virus envelope (20, 48), we screened 695 compounds from the proprietary JADO Technologies raft modulator library, combined with selected compounds from commercial libraries of amphiphiles and lipidomimetics. The emphasis was on raft lipid-like scaffolds with 30% of all compounds being sterol-derivatives, 10% ceramide and sphingosine-like molecules, and 20% long (≥ 14 C-atoms) aliphatic main chain- or fatty acid-like (alkyl) phospholipids. Purified HIV-1 (cp. HIV strains and constructs listed in Table S1 in the Supplementary Material) was incubated with compounds at 20 μM in the presence of 1% serum for 30 min at 37°C and subsequently added to target cells. The infection process was terminated after 18 h and DNA was extracted for real-time PCR analysis of viral reverse transcription products. 214 compounds inhibited infection > 90% (IC90) at this concentration. After further testing of these compounds at 2 μM, 16 hits achieved > 90% inhibition. Dose-effect relations were recorded for these compounds. Three lipidomimetics were selected from the original 16 hits for mode of action studies, based on the following qualitative criteria: (1) structural diversity, i.e., distinct structural scaffolds similar to different classes of raft lipids; (2) strongest anti-HIV effect during screening and in confirmatory assays; (3) low toxicity in various preliminary assays and cell lines. We chose three structurally distinct compounds (Figure 1), a sterol derivative (J391B), a sphingosine derivative (J582C) and a long chain aliphatic lipidomimetic with an unnatural head group (IBS70). A structure that proved inactive in the screen (IBS95), while exhibiting generic characteristics of aliphatic inhibitory compounds, was selected as a negative control.
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FIGURE 1. Molecular modeling of the 3D structures of lipidomimetic compounds in comparison to natural lipids. Lowest energy structures in vacuum were computed for relevant compounds and the analogous natural lipids using CS Chem3D Ultra software employing the MM2-force field and the steepest-descent algorithm. Minimum RMS gradient was set to 0.1; minimum and maximum moved to 0.00001 and 1.0, respectively.





Lipidomimetics Inhibit HIV-1 Infection

To investigate the effects of these lipidomimetics on HIV-1 infectivity, MT-4 T-cells were infected with the prototypic CXCR4-tropic strain HIV-1NL4−3, which was pretreated or not with the compounds at previously determined concentrations. Infectivity was monitored by microscopic readout after staining for the viral p24 (CA) antigen (Figure 2A). Immunofluorescence images randomly taken from infected MT-4 cells showed that the three active compounds at their IC90s, but not the inactive control, inhibited HIV-1 infection to a similar extent as the CXCR4 co-receptor antagonist AMD3100 [0.5 μM; (49)] that served as positive control. Automated microscopic readout allowed quantitation of the inhibitory effects (Figure 2B), confirming inhibition of HIV-1 infection at these concentrations. Moreover, virus production was strongly reduced when cells were infected with HIV-1 that had been pretreated with the respective compounds (Figure 2C), demonstrating a sustained effect. Compound toxicity was examined by the standard MTT viability assay (36) (Figure S1) and by quantifying cell counts upon automated microscopy (Figure 2B); no toxic effects were observed at the relevant concentrations. Concentration-dependent inhibition of HIV-1 replication and potential cytotoxic effects were further investigated by titration experiments (Figure 3). The 50% inhibitory concentration (IC50) was 2.5 μM for J391B, 1.7 μM for IBS70, and 4.6 μM for J582C in TZM cells (Figure 3A). The maximum tolerated concentrations in TZM cells were 20 μM for J391B, 10 μM for IBS70, and (at least) 100 μM for J582C, and their 50% cytotoxic concentrations (CC50) were 40 μM for J391B, 25 μM for IBS70, and > 100 μM for J582C (Figure 3B). Because the available stock solution of J582C was 10 mM concentrations above 100 μM could not be tested. The resulting selectivity indices were 15.8, 14.2, and > 21 for J391B, IBS70, and J582C, respectively.
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FIGURE 2. Lipidomimetics affect HIV-1 infectivity. Immunofluorescence microscopy of intracellular p24 in infected MT-4 cells. HIV-1 was pretreated with 6 μM J391B, 2 μM IBS70, 20 μM J582C, 7 μM IBS95, 1% DMSO, or 0.5 μM AMD3100 (as indicated in each panel) for 30 min and subsequently added to MT-4 cells for 2 h. Cells were stained 30 h p.i. (B) Infectivity with or without compound treatment was automatically quantified from immunofluorescence images as shown in (A) by determining the mean fluorescence of infected MT-4 cells. The effect of compound or solvent treatment on cell number was quantified in parallel (right axis). Data represent the mean ± SD of two replicate experiments with 16 replicas each; *represents a significant (p < 0.01) decrease when compared to the DMSO control. (C) Infectivity of compound-treated HIV-1 determined by quantitation of progeny virus. HIV-1 was pretreated as described in (A) and used to infect MT-4 cells. Released virus at 30 h p.i. was quantitated by p24 ELISA. Data represent the mean ± SD of two replicate experiments with four replicas each; *represents a significant (p < 0.01) decrease when compared to the DMSO control.
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FIGURE 3. Determination of IC50 and CC50 of each compound. (A) Titration of inhibitory effects. HIV-1 was pretreated with compounds at different concentrations followed by infection of TZM-bl cells. TZM-bl reporter cells were harvested 42–45 h p.i. and luciferase activity induced by newly produced HIV-1 Tat was measured and is shown as relative light units (RLU). RLU values are plotted against compound concentration in a semi-logarithmic way. Data represent the mean ± SD of four replicate experiments with nine replicas each. (B) Determination of the 50% cytotoxic concentration of lipidomimetics. TZM-bl cells were incubated for 48 h in the presence of the compounds as indicated in each panel. The CC50 for each compound was calculated from the dose-effect relation; mean values were 40 μM for J391B, 25 μM for IBS70 and >100 μM for J582C. Data represent the mean ± SD of four replicate experiments with four replicas each.





Lipidomimetics Target the Virion Membrane

To study the mechanism of inhibition, we first analyzed whether the lipidomimetic compounds acted on the virus or on the host cell. For this purpose, pretreatment of HIV-1 was compared with pretreatment of target cells prior to addition of virus, on the one hand, and to simultaneous addition of virus and compound on the other (Figure 4). All three active compounds reduced HIV-1 replication to background levels when virus was pretreated, whereas treating target cells prior to infection or simultaneously adding virus and compound had no effect on HIV-1 infectivity (Figure 4). To examine whether pretreatment of cells or simultaneous addition of compound and virus exhibited any antiviral effect, lipidomimetics were applied at 2–5-fold higher concentrations than required for effective pretreatment of the virus (cp. Figure 2). These concentrations were still well below the maximal tolerated concentrations in TZM cells (Figure 3). In contrast to lipidomimetics, AMD3100, which functions by blocking the CXCR4 co-receptor essential for HIV-1 entry, inhibited viral infection irrespective of the mode of addition. AMD3100 is a hydrophilic compound (logP = −0.34)1 that reaches the co-receptor from the aqueous phase, whereas the lipidomimetics with logP > 4 are quantitatively taken up by biological membranes and, where present, bind to lipoproteins and other hydrophobic molecules. Thus, the lipidomimetic compounds appeared to exert their effect by inactivating the virus and, therefore, had to be added prior to infection. To determine any potential non-specific effect on a non-enveloped virus, we also tested the lipidomimetic compounds against the parvovirus AAV, applying twice the effective concentrations required for HIV-1. Preincubation of AAV with any of the compounds did not affect infectivity, while heparin blocked AAV infection as expected, since it competes with AAV receptor engagement (50) (Figure 5). These results are consistent with an effect of the lipidomimetics on the HIV-1 membrane.
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FIGURE 4. Lipidomimetics target the virion membrane. Lipidomimetic compounds were used to either pretreat HIV-1 (black bars) or TZM-bl reporter cells (gray bars), or compounds were added to TZM-bl reporter cells together with the virus (white bars). Concentrations used were 15 μM J391B, 10 μM IBS70; 82 μM J582C, 20 μM IBS95, 0.82% DMSO, and 0.5 μM AMD3100. TZM-bl reporter cells were harvested 42–45 h p.i. and luciferase activity induced by newly produced HIV-1 Tat was measured and is shown as relative light units (RLU). Data represent the mean ± SD of two replicate experiments with at least three replicas each; *represents a significant (p < 0.01) decrease when compared to the DMSO control.
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FIGURE 5. Lipidomimetics show no effect on non-enveloped AAV. Representative fluorescence images of TZM-bl cells infected with AAV expressing the reporter mCherry. AAV was pretreated with lipidomimetics at 12 μM J391B, 4 μM IBS70, or 40 μM J582C. Heparin (50 μg/ml), which is known to inhibit AAV entry, was used as positive control, IBS95 (20 μM) and DMSO (0.82%) as negative controls. Cell nuclei were stained by Hoechst 33342 (left panel) and AAV infection was recorded from mCherry fluorescence (second panel). The third panel shows an overlay of the two stains, and the right panel assignment of positive (red) and negative (green) cells is based on a proprietary algorithm. (B) Quantitation of automated fluorescence readout and cell counts. Fluorescent images as in (A) were automatically quantified for cell number (based on nuclear stain, right axis) and mCherry fluorescence (AAV infection ratio, left axis). Data represent the mean ± SD of two replicate experiments with sixteen replicas each; * represents a significant (p < 0.01) decrease when compared to the DMSO control.





Lipidomimetics Inhibit HIV-1 Entry at the Fusion Step

The mode-of-addition experiments suggested that lipidomimetics act by blocking viral entry through effects on the HIV-1 membrane. To directly address this question, we made use of a quantitative HIV-1 entry assay based on incorporation of a Vpr-β-lactamase fusion protein (Vpr-BlaM) into replication-competent HIV-1 particles during virus production (37). Once productive fusion with target cells occurs, β-lactamase is released from the virion into the cytoplasm, where it can cleave a fluorescent substrate, CCF2, loaded immediately after viral infection. Relative fusion activity is quantified as the fluorescence ratio of the cleaved and uncleaved fluorophores. HIV-1 particles pre-incubated with lipidomimetics exhibited a strong reduction of virus entry in this assay, which was also observed for AMD3100, but not for the control compound IBS95 (Figure 6A). To ensure that the infectivity of Vpr-BlaM viruses was comparable with wild-type HIV-1 and to correlate the effects on entry with inhibition of infection, an infection experiment was performed in parallel. No significant difference in infectivity was observed between wild-type HIV-1 and Vpr-BlaM virus, and both viruses were equally affected by lipidomimetics (Figure 6B). Thus, inhibition of HIV-1 infection by lipidomimetics maps to the viral entry step.
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FIGURE 6. Mapping effects of lipidomimetics to HIV-1 entry. Cytoplasmic entry. HIV-1 carrying BlaM-Vpr was pretreated with 6 μM J391B, 2 μM IBS70, 20 μM J582C, 20 μM IBS95, 0.82% DMSO, or 0.5 μM AMD3100 and added to TZM cells as described in Figure 2. Cytoplasmic entry of HIV-1 was analyzed by determining the mean fluorescence for the cleaved (blue) and uncleaved (green) CCF2 substrate after 17 h. The graph shows the ratio of the blue and green fluorescence signal normalized against the DMSO control, which was set to 1. Data represent the mean ± SD of three replicate experiments with nine replicas each; * represents a significant (p < 0.01) decrease when compared to the DMSO control. (B) Comparison of BlaM-Vpr-carrying and unmodified HIV-1. HIV-1 with (white bars) or without (black bars) BlaM-Vpr was pretreated with compounds as in (A) and used to infect TZM-bl reporter cells. Relative infectivity is shown as RLU per ng of p24. Data represent the mean ± SD of two replicate experiments with six (white bars) and nine (black bars) replicas each; *represents a significant (p < 0.01) decrease when compared to the DMSO control. (C) Influence of viral glycoproteins and entry route on sensitivity to compounds. HIV-1 was pseudotyped with the glycoproteins of Friend ecotropic MLV (black bars) or VSV (white bars). Pseudotyped viruses carrying BlaM-Vpr were pretreated with 6 and 12 μM J391B, 2 and 4 μM IBS70, 20 and 40 μM J582C or control compounds followed by infection of TZM-bl cells (for VSV-G pseudotypes) or DFJ8 cells (for MLV pseudotypes). Cytoplasmic entry was quantified by determining the ratio of blue and green fluorescence normalized against the DMSO control as in (A). VSV-G pseudotyped particles treated with trypsin served as an entry non-competent control. Note that the signal for this control, which determines the background in this experiment, was similar to that of the compound-treated viruses. Data represent the mean ± SD of three replicate experiments with six replicas each; *represents a significant (p < 0.01) decrease when compared to the DMSO control. (D) HIV-1 carrying its cognate glycoprotein (black bars) or pseudotyped with VSV-G (white bars) and containing BlaM-Vpr was pretreated with compounds as in (C) and used to infect TZM-bl cells. Relative infectivity is shown as RLU per ng of p24. Data are the mean ± SD of two replicate experiments with six replicas each; *represents a significant (p < 0.01) decrease when compared to the DMSO control.



To determine whether the effect of the lipidomimetic compounds is dependent on the HIV-1 glycoproteins or the viral entry route, we performed experiments on HIV-1 pseudotyped with other viral glycoproteins. Pseudotyping is achieved by producing virus particles lacking their cognate viral glycoproteins, but randomly incorporating heterologous glycoproteins synthesized by co-transfecting the same producer cell with an expression vector for the glycoprotein of another virus. Pseudotyping with e.g., the glycoprotein of vesicular stomatitis virus (VSV-G) also changes the viral entry route as VSV enters target cells through a pH-dependent endosomal route (51). In contrast, pseudotyping with Friend ecotropic MLV glycoproteins yields viral fusion and entry at the plasma membrane in a pH-independent manner (52). We therefore produced HIV-1 Vpr-BlaM particles carrying the glycoproteins of either VSV or MLV and tested their capacity to enter target cells after pretreatment with lipidomimetic or control compounds. As background controls, pseudotyped HIV-1 particles were trypsin-treated prior to inoculation. Viral infectivity was determined in parallel for pseudotyped HIV-1 particles treated with lipidomimetic and control compounds as described above. Similar to HIV-1 carrying its cognate envelope proteins, treatment with lipidomimetics efficiently and specifically inhibited cell entry by particles pseudotyped either with VSV or with MLV glycoproteins (Figure 6C). The effect on entry again correlated with that on virus infection (Figure 6D). Accordingly, the antiviral activity of the lipidomimetic compounds is not dependent on a specific envelope glycoprotein or on a particular entry pathway.

To further study the mechanism by which lipidomimetics inhibit viral entry, we made use of a liposome-based fusion inhibition assay (44). For this purpose a fusogenic peptide from HIV-1, the gp41 MPER and synthetic LUVs were used (18, 53–55). As a suitable match for the lipidomimetics, LPC was chosen as the positive control compound. LPC is a well-known fusion inhibitor lipid (19) with inverted cone-shaped structure, which affects membrane curvature and therefore inhibits liposomal lipid mixing. Concentration-dependent inhibition of MPER-induced fusion by lipidomimetics was studied (Figure 7). The extent of virus and liposome lipid mixing correlated with the compounds' inhibition of virus infectivity (IC50). IBS70 inhibited lipid mixing most effectively, followed by J391B and J582C. Thus, lipidomimetics were capable of inhibiting viral entry at the membrane fusion step.
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FIGURE 7. Inhibition of fusion by lipidomimetics. LUVs were composed of POPC:POPS:SM:Chol (18:15%:33:33%) to emulate viral particle membranes. Experiments were performed at 25°C with 0.1% FCS in 150 mM NaCl, 10 mM Hepes pH 7.4 buffer, 10 μM NBD/Rho LUV in 1 ml, incubated for 15 min with compounds or DMSO control (0.82%). Next, 40 μM of unlabeled LUV was added for 20 min. The stable background signal establishes 0% fusion. The fusion reaction was started by adding 0.5 μM MPER fusion peptide. Membrane fusion was measured as the increase of N-NBD-PE fluorescence due to intervesicular lipid mixing and consequent dilution of the fluorophore (NBD) and quencher (Rho). In the absence of MPER there was no fluorescence increase (0% fusion). Finally, TX-100 (0.1%) was added to establish the 100% fusion signal. Data are the mean ± SD of two replicate experiments with three replicas each. *represents a significant (p < 0.01) decrease when compared to the DMSO control.





Effects of Lipidomimetics on HIV-1 Stability and Virion Density

Detergent-like microbicides, e.g., nonoxynol, disrupt membranes non-specifically, thus inactivating HIV-1 with concomitant toxicity (56). To investigate whether virus disruption plays a role in the antiviral activity of the lipidomimetic compounds, purified non-infectious HIV-1-like particles and infectious HIV-1 were treated with compounds at approximately the IC90 and subsequently recovered by ultracentrifugation. Western blots detecting capsid, matrix, and envelope proteins and their quantifications revealed no effect of compound treatment on virus recovery and protein composition (Figures 8A,B and Figure S2).
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FIGURE 8. Influence of lipidomimetics on particle stability and density. (A) Virus stability. Purified non-infectious HIV-like particles derived by transfection of pCHIV (3 μg of CA) were treated with 6 μM J391B, 8 μM IBS70, 20 μM J582C, 2.5 μM LPC, or DMSO (0.35%) for 30 min at 37°C. Subsequently, particles were recovered by ultracentrifugation and analyzed by Western blot using antisera against the HIV-1 trans-membrane glycoprotein gp41 (ENV) (41 kDa), CA (24 kDa), and MA (17 kDa). Input signal refers to control virus before treatment. (B) Virus stability. Virus treated and recovered as in (A) was analyzed by quantitative Western blot. Measured in LiCoR quantitative system. (C) Virus buoyant density. Non-infectious HIV-like particles derived by transfection of pCHIV (3 μg of CA) were treated with 6 μM J391B, 8 μM IBS70, 20 μM J582C, 0.5% TX-100, or DMSO (0.35%) as in (A) and subsequently subjected to equilibrium density gradient centrifugation. Gradient fractions were collected from the top and virus amounts were quantified by Western blot. Data represent the mean of two replicate experiments with five replicas each, # indicates sucrose density fractions where soluble p24 was expected (1.07 g/cm3) and *the fractions where intact virus was expected (1.17–1.2 g/cm3).



Previous studies demonstrated shifts in virion density when viral membrane composition was altered by changes in cholesterol concentration or its replacement by cholesterol analogs (13). In order to monitor potential density shifts following treatment with lipidomimetics, both non-infectious HIV-like particles (Figure 8C) and infectious HIV-1 (Figure S2) were compound-treated and analyzed by equilibrium centrifugation on continuous sucrose density gradients. HIV-1 protein distribution in gradient fractions was subsequently assayed by quantitative p24 Western blots or ELISA. Purified solvent-treated HIV-1 served as reference with the virus peak in fractions 10–13 at a density ranging from 1.16 to 1.2 g/cm3 (Figure S3). In contrast, virus treatment with detergent Triton X-100 led to a complete loss of the virus peak and recovery of soluble p24 antigen in the top fractions of the gradient (Figure 8C and Figure S2). Treatment of viral particles with J391B did not influence virus density and resulted in a similar virus yield detected in fractions 10–13 as observed for solvent-treated virus. However, IBS70 elicited a minor increase in virus particle density. As opposed to the other lipidomimetics, a reduction in density to 1.12–1.14 g/cm3 occurred upon exposure of HIV-1 to J582C, a sphingosine mimic (Figure 8C and Figure S2). Effects on particle density may be due to insertion of the lipidomimetic into the viral membrane. However, changes in virion density were not proportional to antiviral activity. Only a small amount of soluble p24 was released by lipidomimetic-treated virus (Figure 8C and Figure S2), confirming that the compounds did not act by affecting virion stability.



Effect of Lipidomimetics on HIV-1 Membrane Order

Our previous studies had shown that the fluorescent dye laurdan can be used to determine the degree of membrane order in virus particles (9), and we therefore applied laurdan staining to detect potential changes in membrane order upon treatment of HIV-1 with lipidomimetics. Laurdan is homogeneously distributed within the membrane and has an emission maximum around 490 nm for fluid (liquid disordered, ld) membranes and around 440 nm for condensed membranes (lo, and gel phase or solid ordered, So). The phase state of a membrane can thus be quantified by its GP value, which is defined as the normalized intensity ratio of the two emission channels and provides a relative measure of lipid order (9, 57, 58). GP values between 0.25 and 0.5 indicate lo structure at the respective temperature, while GP values < 0.25 indicate liquid-disordered (ld) structure (59).

Prior to compound treatment and laurdan staining HIV-1 was inactivated with AT-2, which covalently modifies the essential zinc fingers in the viral nucleocapsid protein (30) without altering the membrane (9). Inactivated virus was treated or not with lipidomimetics or control compounds and subsequently labeled with laurdan. Particles were recovered by ultracentrifugation, re-suspended in buffer and subjected to fluorescence spectroscopy. Control experiments excluded a direct interaction of lipidomimetics with laurdan (Figure S4). Emission spectra were recorded for treated and untreated viruses at different temperatures and the corresponding GP values were calculated. The charts of GP as a function of temperature of solvent-treated particles (Figure 9, filled circles) exhibited similar shapes and values as previously observed (9). No transition temperature inflection was visible, as expected for membranes with high cholesterol content (60). Upon treatment with J391B, J582C, and IBS70, HIV-1 particles exhibited a change in GP pattern while treatment with the inactive compound IBS95 was indistinguishable from the solvent control, which was only subject to temperature-induced order decrease (Figure 9A). The cholesterol analogue J391B increased GP values of treated HIV-1 particles, generating greater membrane rigidity and counteracting the effect of temperature increase. Conversely, treatment with IBS70 and, most severely, the sphingosine-analogue J582C induced a decrease in GP values, reflecting enhanced membrane fluidity in the ld range (GP < 0.25). While the reduction of membrane order by IBS70 was abated with increasing temperature, the disordering activity of J582C was constant and additive to the temperature effect (Figure 9A).
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FIGURE 9. Effect of lipidomimetics on HIV-1 membrane order. (A) Comparison of temperature-dependent GP profiles of HIV-1 with (◦) or without (•) lipidomimetic treatment. Viruses were stained with 5 μM laurdan for 20 min, treated with 6 μM J391B, 8 μM IBS70, 20 μM J582C, 7 μM IBS95, or DMSO (0.35%) for 30 min at 37°C, and analyzed as described in experimental procedures. GP values were calculated from emission spectra recorded at each temperature. Data are the mean ± SD of three replicate experiments.(B) Comparison of temperature-dependent GP profiles of LUV produced from extracted viral lipids with (◦) or without (•) compound treatment. Conditions of treatment and analysis were as in (A). Data are the mean ± SD of three replicate experiments.



The proteins resident in biological membranes enforce an asymmetric distribution of lipids between the two leaflets, whereas liposomes lacking proteins exhibit a nearly symmetric lipid distribution. To determine whether the effect of the compounds on viral membrane structure is exclusively mediated by viral lipid composition, GP values were determined for LUV composed of HIV-1-derived lipids. To this end, lipids were extracted from purified HIV-1 particles and used to prepare LUV with a diameter of ~100 nm (43). These HIV-derived LUV have the lipid composition of HIV-1 but, according to their physicochemical characteristics, possess a random and presumably symmetric distribution of lipids. HIV-1 lipids-derived LUV were treated or not with the different compounds, labeled with laurdan, and GP was recorded as a function of temperature (Figure 9B). Similar to the results observed for wild-type HIV-1, the control compound IBS95 did not alter LUV structure; IBS70 and J582C caused a temperature-dependent or independent decrease in membrane order, while J391B stabilized membrane order against rising temperature (Figure 9B). The modifications induced by all compounds in LUV were very similar to the ones observed for the complete virus, indicating that their effects were independent of viral or cellular proteins and did not require membrane asymmetry.



Phosphatidylserine-Specific Enhancement of Membrane Order by Steroidal Amine J391B

Further studies with LUVs of different membrane composition revealed an interesting lipid headgroup requirement for the effect of J391B on membrane order. While this compound enhanced membrane order in HIV-1 particles and LUV reconstituted from the complete set of HIV-1 lipids (Figures 9A,B), a slight decrease of membrane order was observed upon J391B treatment of LUV consisting only of cholesterol, sphingomyelin and phosphatidylcholine (the most abundant HIV-1 lipids; Figure 10A). Since J391B is positively charged at neutral pH (Figure 1), apparently the availability of negatively charged lipid head groups determined a switch between J391B reducing, maintaining or increasing membrane order. The HIV-1 lipidome exhibits an enrichment of phosphatidyl serine (PS) compared with the plasma membrane of producer cells (8). LUV composed of the same quaternary mixture as above but including PS substituting for part of the phosphatidyl choline exhibited increased membrane rigidity upon J391B treatment, although the amount of saturated fatty acids had been decreased 2.5 times as a result of the higher level of unsaturated fatty acids in PS (Figure 10B). The effect of the compound resembled that on LUV consisting of HIV-1 extracted lipids or on complete virus (Figure 9). Replacing PS with other negatively charged lipids, phosphatidyl glycerol or phosphatidic acid, which hardly occur in the HIV envelope, yielded little or no effect on membrane order following J391B treatment (Figures 10C,D), indicative of a specific molecular interaction of J391B with PS rather than mere charge neutralization. To explore this molecular interaction in an independent approach HeLa cells were treated with J391B for 30 min and stained with PS-specific annexin V. J391B treatment elicited exposure of PS on the outer leaflet of the plasma membrane (Figure 11) whereas the DMSO-treated control gave no signal. This observation indicates that J391B interaction with cell membranes induced PS externalization without apparent signs of apoptosis.


[image: image]

FIGURE 10. Lipid species requirement for J391B membrane activity. Comparison of temperature-dependent GP profiles of LUVs composed of: (A) POPC:DPPC:SM:CHOL (25:16:14:45%). (B) POPC:DOPS:DPPC:SM:CHOL (10:15:16:14:45%). (C) POPC:DOPG:DPPC:SM:CHOL (10:15:16:14:45%). (D) POPC:DOPA:DPPC:SM:CHOL (10:15:16:14:45%) with (◦) or without (•) treatment with 6 μM J391B for 30 h at 37°C. Data represent the mean ± SD of three replicate experiments.
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FIGURE 11. J391B binding to the cell membrane triggers exposure of PS in the outer leaflet. HeLa cells were treated with 10 μM J391B or with 0.82% DMSO. The plasma membrane was labeled with Wheat Germ Agglutinin (red); exposed PS was detected by annexin V (green) and nuclei were stained with Hoechst 33342 (blue). The figure is a representative image of two replicate experiments.





J391B and J582C Exhibit Synergistic Effects on HIV-1 Infectivity

Given that J391B and J582C induced opposing effects on membrane structure, we next asked whether they would antagonize each other. To study their combined effects, the two compounds were mixed at different concentrations, and the infectivity of HIV-1 treated with either compound alone or with the various mixtures was analyzed using a luciferase reporter assay (Figure 12A). Again, AMD3100 was employed as the positive and IBS95 as the negative control compound. Titration experiments showed that J391B had no effect on infectivity at a concentration of 1.75 μM and J582C was inactive at 3.5–4 μM (Figure 12A). Yet a mixture of both compounds at concentrations where either compound alone was inactive strongly inhibited viral infectivity. Thus, J391B and J582C acted synergistically. Enhanced inhibition was not due to toxicity as shown by the parallel MTT test (Figure 12B).
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FIGURE 12. Effect of mixtures of J391B and J582C on HIV-1 infectivity and cytotoxicity. (A) HIV-1 was treated with compounds at the indicated concentrations as described in Figure 2 followed by infection of TZM-bl cells and luciferase assay after 42 h. Data represent the mean ± SD of three replicate experiments with nine replicas each; * represent a significant decrease (p < 0.01) when compared to DMSO. (B) MTT cytotoxicity assay for treatment with compound mixtures. The same J391B: J582C (1:2) molar ratio as in (A) at expanded concentration range was tested. DMSO (0.82%), IBS95 (7 μM) and AMD3100 (0.5 μM) served as controls and 10% DMSO as toxicity control. Data are the mean ± SD of three replicate experiments with four replicas each; *represent a significant decrease (P < 0.01) when compared to the 0.82% DMSO control.



We next examined whether the synergistic effect on viral infectivity corresponded to detectable alterations in HIV-1 membrane order. HIV-1 particles and LUV composed of HIV-1 lipids were treated with individual or mixed compounds and GP profiles were recorded (Figure 13A). Interestingly, the compound mixture delivered a GP pattern close to that of J582C but with a temperature profile more like the one of J391B. The complex outcome at the level of membrane order was neither an antagonistic nor an additive effect (Figure 13B).


[image: image]

FIGURE 13. Effect of mixtures of J391B and J582C on HIV-1 membrane structure. (A) Comparison of temperature-dependent GP profiles of HIV-1 (left panel) and LUV composed of HIV-1 lipids (right panel). Virions or LUV were treated with 0.82% DMSO (circles), 7.5 μM J391B (triangles), 15 μM J582C (squares) or the mixture of 7.5 μM J391B and 15 μM J582C (diamonds). Data represent the mean ± SD of three replicate experiments. (B) Temperature-dependent GP profiles for HIV-1 NL4-3 (left panel) or LUV (right panel) treated with compound mixtures or individual compounds were plotted against DMSO-treated controls. Data are from the experiment shown in (A). In order to address whether the effect of the compound mixture is additive or synergistic, we plotted the GP profile for particles treated with the mixture of J391B and J582C relative to DMSO controls (circles) or against the extrapolated additive plot for particles separately treated with both compounds (triangles).






DISCUSSION

Targeting the lipid membrane of enveloped viruses is an attractive approach for the development of antivirals applied either systemically or on mucosal surfaces. Detergent-based structures have been developed as topical microbicides (56), but shown to cause toxicity problems upon in vivo application (61, 62). Alternative approaches attempted the extraction of key lipids like cholesterol with cyclodextrin derivatives (12) or promoted alteration of membrane fusion properties by e.g., inserting inverted cone-shaped non-lipidic compounds into the viral membrane (20). Here, we screened a library of raft lipid-like lipidomimetics as potential antiviral agents against HIV-1 and identified several compounds, which inhibited viral infection at the entry stage and induced structural alterations in the viral membrane.

A qualitative structure-activity analysis of antiviral vs. inactive compounds from the screen yielded the following results: the hydrophobic anchor of active sterol-like molecules often included a single oxygen atom, attenuating the hydrophobicity of the sterol-like scaffold. There was no preference for the α- or ß-sterol configuration. The hydrophobic anchor of active aliphatic lipidomimetics was a single aliphatic chain ≥ 14–18 C-atoms. Compounds with more than one aliphatic chain were inactive due to their poor diffusibility, despite the presence of serum lipoproteins. Among the inactive compounds, we selected IBS95, which is similar to the generically active structures but has two ring moieties in its head group.

Head groups of the active compounds often encompassed OH-groups and/or a single aromatic or heterocyclic ring, and presented at least one nitrogen atom, usually positively charged or available for protonation. These observations agree with the findings of (63) who showed that cholesterol derivatives with positively charged head groups disrupt or augment membrane order and, in both cases, interfere with influenza virus infection. It is not unexpected that any modulation of the initial, optimal viral membrane order impairs infectivity, since all physiological processes exhibit concentration and temperature optima, often in the context of protein function. Likewise, biological membranes possess a distinct order determined by lipid species concentrations and temperature, essential for their functions (64). Specifically composed lateral membrane phases underly organellar and viral membrane dynamics (fusion, budding, and fission) and trafficking (65).

Lipidomimetics inhibited HIV-1 infectivity in a concentration-dependent manner with IC50 values in the low micromolar range. Activity required prior interaction with the viral membrane, while no effect was seen upon pre-incubation of targets cells with the compounds. Given that these compounds are likely to bind to both virus and cell membranes, this suggests that their interaction with cellular membranes may not influence viral entry or/and that compounds are rapidly removed from cellular but not from viral membranes. Indeed, ATP-dependent transporters (ABC transporters, P glycoprotein) remove foreign amphiphilic compounds from cell membranes (66), and may also work in this manner on the compounds studied here. Further experiments confirmed that the viral membrane is indeed the target: Lipidomimetics inhibited HIV-1 entry independent of the viral envelope glycoprotein and the specific entry pathway, while no effect was observed for the non-enveloped virus AAV. We conclude that the described lipidomimetics directly target the viral membrane and alter its capacity to fuse with the host cell membrane. This effect suggests potential against a wider spectrum of enveloped viruses, while the lipid-dependent activity differences (see below) may restrict activity to membranes with a defined lipid composition.

Studies of virus stability showed that the compounds did not disrupt particle integrity although J582C caused a shift in buoyant density of the viral particle. Sphingosine-like (J582C) and other long acyl-chain compounds (as IBS70 or IBS95) contain a single hydrocarbon chain and have inverted cone-shape geometry like LPC, generic structures that induce positive curvature and thus inhibit membrane fusion (19). While LPC itself is toxic, less toxic compounds have been shown to inhibit virus entry due to their inverted cone-shape structure (20). These RAFIs consist of a nucleoside coupled to perylene and have a wide antiviral spectrum against enveloped but not naked viruses. A similar broad antiviral spectrum is exhibited by the amphiphilic fusion inhibitor, aryl methylene rhodanine derivative LJ001 (48). Both LJ001 and RAFIs were shown to target membranes though they do not structurally resemble lipids, but the effect of LJ001 is actually mediated by photosensitization (67), unrelated to raft modulation. More relevant, cosalane is a cholestane derivative with an oversized headgroup comprising disalicylmethane with activity against enveloped viruses (68). The cholestane moiety of cosalane is reported to insert into the cell membrane and/or the viral envelope, from where the large disalicylmethane moiety protrudes and blocks the interaction between gp120 and CD4 (69). For the activity of cosalane the membrane raft-targeting property of the lipid anchor (cholestane) appears to be important, however, the mode of action does not involve the disruption of membrane raft domains of the virus envelope. This compound would be defined as a raftophile; it is probably not a raft modulator or disrafter (45, 63).

A number of lipidic HIV inhibitors were previously studied with regard to modifying both the host cell and viral membrane, their fluidity and lipid domain structure [reviewed by (70)]. The natural compounds glycyrrhizin and fattiviracin FV-8 possess large, neutral, hydrophilic headgroups, and are structurally far removed from natural raft lipids from which our lipidomimetics originated. In a review of the potential relevance of membrane raft targeting by natural products as an anti-HIV strategy (71), a considerable body of literature on betulinic acid derivatives is cited, structurally related to the lupene derivative J391B, however, none of them carrying a 3-amino group that proved decisive for the specific HIV envelope-stabilizing activity of J391B described here.

In order to study the potential effect of lipidomimetics on membrane structure, we made use of laurdan staining, which allows rapid determination of differences in viral membrane order (9). Diametrically opposed alterations in membrane order were observed for the cholesterol analogue J391B, which increased membrane rigidity and counteracted temperature-induced melting, and the sphingosine analogue J582C, which increased membrane fluidity independent of temperature. IBS70 also increased the fluidity of the virus envelope, but its effect disappeared at higher temperatures. Membrane rigidification by the steroidal amine J391B only superficially resembled the effect of increasing the proportion of membrane cholesterol, the lipid fundamental to the existence of lo phases (72, 73). Interestingly and unlike cholesterol, the effect of J391B on membrane order required the presence of PS. This lipid dependence was not caused by an unspecific electrostatic effect as substitution of PS by either phosphatidyl glycerol or phosphatidic acid at a similar concentration in the presence of J391B had little or no effect on membrane order. Surprisingly, introduction of J391B into membranes completely lacking PS and other negatively charged lipid headgroups increased membrane fluidity, similar to J582C and IBS70. We therefore hypothesize that there is a specific electrostatic interaction of J391B with PS, and this may create more rigid membrane structures. Annexin V staining of cells treated with J391B revealed a rapid exposure of PS on the cell surface without detectable signs of apoptosis (Figure 11), indicating that PS flipping from the inner to the outer leaflet is trapped by the compound, which suggests a high binding affinity to PS. The viral membrane is highly enriched in PS compared to the producer cell plasma membrane (8), and this may make HIV-1 a particularly good target for J391B. As a low-molecular weight, membrane-inserting PS ligand, J391B is novel and structurally unrelated to the three hitherto described (non-lipidomimetic) PS binders (74).

Intriguingly, upon HIV engagement of its receptors, flipping of PS to the outer leaflet of the host cell target membrane has been reported to be important for HIV fusion. Zaitseva et al. (75) showed that HIV binding and formation of the pre-fusion Env-CD4-coreceptor complex leads to surface expression of PS. First, the complex triggers a Ca2+ signal, which in turn activates lipid scramblase TMEM16F that externalizes PS, which is then essential for the next step of fusion, gp41 restructuring and hemifusion. It will be interesting to determine if virion PS is also important for fusion and whether its function is inhibited by bound J391B. PS in the outer leaflet of the viral membrane has already been shown to be important for cell entry of other enveloped viruses (76), underlining the relevance of testing J391B activity against these viruses in the future.

Treatment of HIV-1 with the sphingosine-like compound J582C led to decreased membrane order and a concomitant decrease in virus density. Laurdan directly senses the abundance of water molecules within the membrane, which inversely correlates with membrane order (42). Conceivably, insertion of J582C into the viral envelope may cause membrane swelling by allowing more water to penetrate. Indeed, the bulkier, uncharged head group of J582C comprises three hydrogen-bond acceptors, as opposed to the small positively charged head group of sphingosine with its three hydrogen-bond donors (Figure 1). Natural sphingosine has a completely different behavior compared to the uncharged compound J582C. The positive charge of sphingosine appears crucial for its membrane activity [reviewed in (77)]. Sphingosine rigidifies the bilayer lipid acyl chains, as a result membrane permeabilization can occur due to the coexistence of domains of different fluidities (77, 78). On the other hand, J582C-induced positive membrane curvature in combination with water incorporation would tend to swell the membrane, explaining the observed decrease in particle density.

Based on the observed opposing effects of J391B and J582C on HIV-1 membrane order, experiments were performed with a mixture of both to investigate their potential antagonism. Counterintuitively, J391B and J582C synergistically inhibited HIV-1 infectivity, associated with an increased membrane fluidity apparently dominated by J582C, combined with a flatter temperature-dependent GP profile reminiscent of J391B alone. Dominant membrane order enhancement by the specific interaction between J391B and PS appears to be abrogated in the presence of J582C, yet the mixture of both distinct raft modulators appears to create a greater obstacle to fusion than each compound individually. Thus, in addition to the impact on global viral membrane order, as reported by the laurdan assay, membrane lipid mechanics at a smaller scale (as required for fusion) are a target of lipidomimetics, which seem to act as molecular “spanners in the works” of fusion. Further studies will be required to identify the precise mechanism of this synergistic effect.

We are aware that efforts toward selective drug delivery are the precondition to optimizing anti-HIV lipidomimetics, since their hydrophobicity facilitates indiscriminate absorption by cell membranes, followed by either uptake into the cell or expulsion via transporters and re-loading onto lipoproteins (66). Selective drug delivery may, for example, target natural, highly specialized HIV infection pathways. Appropriately engineered lipidomimetic-loaded ganglioside-containing vesicles may be a promising approach of interfering with primary mucosal infection. After targeting siglec-1-expressing mature dendritic cells, which are not productively HIV-infected, the vesicles would inactivate HIV encountered in the same intracellular sac-like compartment (79, 80).

Very little is known about the role of membrane order and fluidity regarding virus pathogenicity and how to modulate the physicochemical properties of the virus envelope to achieve a desired inhibitory phenotype. Studying lipid-modulating compounds like the ones described here provides a glimpse of this fascinating subject and may pave the way for future studies.
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We created APC-mimetic synthetic substrates to study the impact of ligand clustering on T cell activation and spreading. The substrates exhibit antibodies directed against the TCR-complex in the form of a patterned array of sub micrometric dots surrounded by a fluid supported lipid bilayer (SLB) which may itself be functionalized with another bio-molecule. We show that for T cell adhesion mediated by T cell receptor (TCR) alone, in the patterned, but not in the corresponding homogeneous controls, the TCR, ZAP-70 and actin are present in the form of clusters or patches that co-localize with the ligand-dots. However, global cell scale parameters like cell area and actin distribution are only weakly impacted by ligand clustering. In presence of ICAM-1 - the ligand of the T cell integrin LFA-1 - on the SLB, the TCR is still clustered due to the patterning of its ligands, but now global parameters are also impacted. The actin organization changes to a peripheral ring, resembling the classical actin distribution seen on homogeneous substrates, the patterned membrane topography disappears and the membrane is flat, whereas the cell area increases significantly. These observations taken together point to a possible pivotal role for LFA-1 in amplifying the effect of TCR-clustering. No such effect is evident for co-engagement of CD28, affected via its ligand B7.2. Unlike on ICAM-1, on B7.2 cell spreading and actin organization are similar for homogeneous and patterned substrates. However, TCR and ZAP-70 clusters are still formed in the patterned case. These results indicate complementary role for LFA-1 and CD28 in the regulation and putative coupling of TCR micro-clusters to actin. The engineered substrates presented here clearly have the potential to act as platform for fundamental research in immune cell biology, as well as translational analyses in immunotherapy, for example to screen molecules for their role in T cell adhesion/activation.

Keywords: surface bio-engineering, protein nano-patterning, TCR micro-clusters, T cell adhesion, cell spreading, ZAP-70 clusters, actin organization, co-stimulation


1. INTRODUCTION

The interaction of T cells with antigen presenting cells (APCs) plays a central role in adaptive immunity, one of whose salient features is the duality of exquisite sensitivity and strict discrimination in the context of recognition of antigen by T cells through the T cell receptor (TCR). To achieve this, the T cell membrane carries a variety of additional adhesive, co-stimulatory and inhibitory molecules to complement the basic TCR mediated interaction. Following encounter with its antigen, a key step toward correct activation of the T cell is the reorganization of its membrane and its cytoskeleton. Concomitantly, the cell spreads on the APC, forming the so-called immunological synapse (1, 2). The extent of spreading in T cells is a marker of their activation and eventual proliferation (3).

A very fruitful approach to dissect adhesion and membrane/cytoskeleton reorganization has been to replace the APC with a synthetic antigen presenting substrate (APS). The early APS were, typically, supported bilayers carrying ligands for the TCR/CD3 complex either lipids coupled pMHC (1) or biotinyled anti-CD3 (4), and ligands for the integrin LFA-1 often in the form of a GPI-anchored protein or connected to NTA functionalized lipids (1, 4–6). In the last decade, such substrates have been designed to carry, in addition, a host of other ligands against co-receptors such as CD28 to dissect specific aspects of T cell response.

Seminal work from Dustin and Saito labs underlined the importance of TCR-clusters in initiation of T cell activation (4, 7, 8). Segregation of TCR into clusters is also at the heart of the kinetic segregation model for T cell activation (9–11), where the membrane topography plays an important role. The pair TCR/pMHC being much shorter than LFA-1/ICAM-1 (Intercellular adhesion molecule 1) pair, the TCR clusters exclude the longer LFA-1 / ICAM-1 as well as the long phosphatases like CD45. The absence of CD45 permits the phosphorylation of the ITAM-motifs associated with the TCR/CD3 domain, thus initiating T cell activation.

Simultaneously with activation and adhesion, actin polymerization is triggered at the cell edge to promote spreading (12). The actin is organized roughly as a ring (13), whose fine structure was revealed recently (14–16). It was shown that the peripheral nature of the actin ring is more pronounced for stronger pMHC ligands as compared to weaker ones where the distribution is more homogeneous (14). The TCR as well as LFA-1 get connected to the actin cytoskeleton: the molecular species connecting integrin LFA-1 to actin are well known (17–19), those connecting TCR to actin are yet to be fully identified (17). TCR-clusters that already exclude both LFA-1 and long sugars, are carried by the actin retrograde flow toward the center where they eventually form the central supramolecular activation cluster (cSMAC) (4, 20).

To address the question of the impact of ligand/receptor segregation or clustering two approaches have emerged genetic modification to vary relevant molecular lengths (21, 22), or manipulation of the clustering itself sometimes called spatial mutation (23), for example via the use of designed supported lipid bilayers (SLBs) that are patterned with micron size corals which do not allow diffusion of molecules across their fence (20, 24), thus revealing the importance of ligands diffusion for the formation of a stable immunological synapse.

In parallel to the use of SLBs as APS, several groups used protein coated glass instead (13, 25, 26). Using this approach, Irvin and Doh explored the consequences of micro-clustering of TCR and/or LFA-1, focusing on the formation of cSMAC (25). They showed that T-cells can be fully activated when focal spots of immobilized TCR ligand are at the center of the interacting surface but not if they are patterned differently. Later it was shown that T-cells were able to produce IL-12 when anti-CD3 dots are surrounded by CD28 (co-stimulation molecule that binds to B7.1 or B7.2) whereas when both were co-localized they did not (27). These studies emphasized the importance of the organization of the ligands on APC-side for the formation of the immunological synapse and the activation of the T-cells. The importance of force at the synapse is more and more recognized as central (28). A recent study reported complementary roles of TCR and LFA-1 on cytoskletal growth and contractility using micro-patterning showing that LFA-1 adhesion enhances actomyosin forces, which in turn modulate actin assembly downstream of the TCR (29).

In previous work using sub-micron sized patterns of TCR-ligands, we showed that T cells respond globally to average density of TCR-ligands, rather than details of the pattern (30), a result consistent with those obtained with nano-patterns, where the ligand spacing and density were independently controlled (31, 32). However, we could additionally show that on patterned substrates, at the local dot-scale, TCR and ZAP-70 are gathered into clusters that overlap with dots of TCR-ligands.

In many of the examples above, micro and nano patterning of ligands was used to manipulate T cell behavior in order to reveal the importance of TCR clustering. More recently, it has been shown that the natural ligands of TCR, the pMHC 1, may in fact be presented as nano-clusters on target cells (33, 34). To this extent, nano-patterned substrates also mimic one aspect of the in vivo situation.

Here, as in our previous work (5, 30), the ligand of choice is anti-CD3 which provides sufficient adhesion to the substrate with TCR/CD3 complex alone, in absence of ICAM-1 something not possible if pMHC was used since the TCR-pMHC bond is not strong enough to sustain adhesion. At the same time, it should be pointed out that this is a legitimate approach since anti-CD3 is known to elicit the same signaling pathways as pMHC ligation (35) and the CD3 domain mediates T-cell mechanotransduction (36). We use a combination of colloidal bead lithography and metal sputtering to fabricate sub-micron sized ligand clusters on glass (37, 38). These clusters are then surrounded by supported lipid bilayers, optionally functionalized with ICAM-1 or B7.2 2 to form substrates that mimic APCs. This approach allowed us to simultaneously observe global adhesion as well as local membrane/actin reorganization using high resolution optical microscopy.



2. MATERIALS AND METHODS


2.1. Substrates Preparation

2.1.1. Protein Nano-Pattern

The details of the fabrication process for making the patterned substrates was published previously (30, 38, 39). Briefly, hydrophilic glass coverslides (thickness = 170 microns, Assistant, Karl Hecht KG, Germany, 24 x 24 mm) were obtained by cleaning by ultrasonication in aqueous solution of a detergent (Hellmanex, Sigma, France), followed by a thorough rinsing in ultrapure water. Self-assembly of colloidal beads was used to create the primary mask. Monodisperse silica colloidal beads (Corpuscular, USA), 2μm diameter, were washed 10 times with ultra-pure water before utilization. The concentration of the beads suspension needs to be optimized in order to avoid multilayer of beads during the deposition. Moreover in order to have an optimal mask, size standard beads was used. A cleaned glass slide was placed on the platform with an angle of about 15° and a calibrated volume of the colloidal suspension was allowed to spread on the slide. After complete evaporation, a large area covering most of the slide of a very ordered array of beads is generated.

A thin and controlled layer of aluminum was deposited on the glass slide through the beads using a radio frequency (RF) magnetron sputtering technique from an aluminum target with 1% silicon (Kurt J. Lesker Company, purity 99.99%). The geometry of the sputtering system is off-axis and the mean free path is 10 mm in the operating pressure range. The samples were placed at a distance of 105 mm onto a rotating table (3–5 rpm). After aluminum deposition, the colloidal beads were rinsed away by ultra-sonication in ultra-pure water to reveal the secondary mask which is the aluminum layer displaying an ordered array of empty nano-holes. The slides were then placed in a chamber containing 3-aminopropyltriethoxysilane (APTES) (Sigma-Aldrich, France) in vapor phase at about 60°C for 1 hour. Next, Bovine Serum Albumin conjugated with biotin (BSA-Biotin, Sigma, France) was incubed at the concentration of 25 μg/ml for 30 min. Finally, the layer of aluminum was removed by incubation in PBS + Sodium hydroxide (NaOH), pH ≥ 11 for at least 4 hours until complete dissolution at room temperature. At this stage the coverslide was covered with uniform nano-dots of functional BSA-Biotin surrounded by bare glass (39).

2.1.2. Preparation of the SLB

The bare glass separating the BSA-biotin dots was filled with a supported lipid bilayer using Langmuir-Blodgett technique [see, for example (5) or (40) for details]. Lipids (Avanti Polar Lipids, USA) were received either dried or already solubilized in chloroform. Dry lipids were dissolved in clean chloroform (99.9%, Sigma, France) before use. Supported lipid bilayers are composed of either pure DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine), or DOPC+5% NTA-lipids (1,2-dioleoyl-sn-glycero-3-[(N-(5-amino-1-carboxypentyl)iminodiacetic acid)succinyl] (nickel salt)). In order to verify the presence and check the quality of the SLB, 0.01 % of Dansyl PE (1,2-dioleoyl-sn-glycero-3-phosphoethanolamine-N-(5-dimethylamino-1-naphthalenesulfonyl) (ammonium salt)) was systematically added to the mixture.

2.1.3. Functionalization

Substrates were further functionalized by incubation with 2 μg/ml Neutravidin Fluorescein isothiocyanate conjugated (Sigma Aldrich, France) or Neutravidin Dylight650 conjugated, (Life technology, France), (both henceforth called NaV) for 30 min, followed by incubation in anti-CD3 at 2μg/ml (multiniotinylated UCHT1, eBioscience, France) alone or with ICAM-1 His-Tag (ICAM1 Recombinant Human Protein, hIgG1-Fc.His Tag, ThermoFisher, France) or with B7-2 His-Tag (B7-2/CD86 Recombinant Human Protein, R&D systems, France) at 5μg/ml for 30 min.

2.1.4. Homogeneous Controls

For homogeneous substrates, the supported lipid bilayer was deposited directly on cleaned glass slides. Two types were used. For negative controls, the SLB composition is the same as described previously and for homogeneous controls, the SLBs were additionally doped with 0.01% cap-biotin (1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine-N-(cap biotinyl) (sodium salt)) in order to have the same protein composition as on patterned substrates.



2.2. Cell Culture, Fixation and Labeling

Jurkat T cells (clone E6-1, ATCC) were cultured in complete RPMI 1640 medium (Life Technologies, France) containing red phenol and L-glutamine supplemented with 1 % glutaMAX (Life Technologies, France) and 10% Fetal Bovine Serum (Life Technologies, France). Cells were in exponential growth phase at the time of experiment. The functionalized glass coverslides formed the bottom of a custom made chamber which was filled with PBS+0,1%BSA buffer. 200 μl of the medium containing cells was added. The cells were allowed to sediment on to the substrate and were incubated for 30 min at 37°C and 5% CO2. Cells were then fixed by incubation in 2% pre-warmed paraformaldehyde for 30 min at 37 °C, followed by extensive rinsing with PBS. The cells were blocked with 1% BSA overnight and immunostained by incubation with 5 μg/ml of FITC fluorescent Anti-Vβ8 TCR (BD Biosciences, USA) which is directed against the beta chain of the T-cell receptor, or with 20 μg/ml of Alexa Fluor 488 -phalloidin (dissolved in methanol, ThermoFischer, France) which labeled filamentous actin or with Alexa Fluor 647 Mouse Anti-ZAP70 (PY319)/Syk (PY352) (BD biosciences, France) which labeled the kinase ZAP-70 during 30 min. Samples were rinsed extensively before imaging.



2.3. Microscopy

Total internal reflection microscopy (TIRFM) and reflection interference contrast microscopy (RICM) were performed using an inverted microscope (AxioObserver, Zeiss, Germany), equipped with an EM-CCD camera (iXon, Andor, UK). Acquisition was performed using Andor iQ, or Zeiss ZEN software. TIRF and RICM images were taken with a 100X 1.45 NA oil or a custom 100X 1.46 NA oil antiflex objective (Zeiss). For TIRF exposure time was 100 ms, and fluorescence filter sets adapted to the fluorophores were used. For RICM exposure time was 200 ms.

2.3.1. Image Analysis

Image analysis was performed using macros written in-house in ImageJ/FIjI (41) and IgorPro (Wavemetrics, USA).

Supported lipid bilayer: The presence and the fluidity of the SLB were systematically verified in epi-fluorescence. Quantitative measurements of the fluidity were performed on randomly selected substrates using continuous photobleaching (CPB) (40, 42). Briefly, the fluorescent SLB is continuously illuminated and observed in epi-mode through a partially closed diaphragm, such that the exposed fluorophores are irreversibly bleached. If the SLB is fluid, unbleached fluorophores enter and exit the observation area, resulting in a luminous ring along the edge of the diaphragm. Quantification of the radial profile of this ring yields the lipid diffusion constant.

Note that the SLB fluidity acts as quality check here in our experience fluid bilayers are less prone to defect-formation and phase separation. The proteins however may diffuse with a different diffusion constant that the lipids, the former being usually much slower. In fact, anti-CD3 does not diffuse at all on the SLBs prepared using Langmuir-Blodgett (5). We verified, by measurement of a partial recovery after bleaching, that his-tagged proteins (like ICAM-1 and B7.2 used here) do diffuse, but with a diffusion constant of [image: image]0.001 μm2 - too slow to be quantified by CPB.

Nano-dots:The nano-dot were characterized using an automated algorithm in terms of diameter size and fluorescence intensity. The spacing between each dots is set by the diameter of the beads used. For each field of fluorescent nano-dot array, each dot was segmented and a median dot was constructed. The size of the dots was characterized in terms of full-width at half maximum (FWHM) of the radial profile of fluorescence of the median dot. The intensity inside (Imax) and outside (Imin) of the nano-dots corresponding respectively to the value of the intensity of the peak and the value of the baseline intensity on the radial profile. The fluorescence intensity is an important parameter as it is proportional to the protein density. In order to convert fluorescence intensity value of NaV to a estimate density, a calibration was done. For this a special substrate with very low surface density of fluorescent molecules was prepared. The number of fluorescent molecules/μm2 was calculated, by assuming that fluorescent dots correspond to one molecule. Then for a corresponding intensity value, the density is known. Therefore, by comparison of the emitted light intensity of experimental substrates, the density of NaV can be determined [also see (5)].

Cell adhesion area: Cell adhesion was characterized based on the RICM images in terms of adhesion area. Cell contour was determined from RICM images using a spatial variance filter with a radius of 4 pixels followed by a thresholding. Then the function “Particle analysis" of ImageJ was applied to identify the edge of the cell providing an accurate measurement of the contact area (5, 43). For each condition, a large number of experimental data was available but these had to be additionally vetted to exclude outliers which exhibit atypical behavior probably due to undetected differences in the substrates whose preparation is complex. To systematize this, in addition to discarding substrates for which quantification of the protein density was not available, we also compared data from each sample to an aggregate data-set for the same condition and rejected the data-sets whose p-values showed them to be significantly different (p < 0.0001).

Uniform and textured adhesion: Casual inspection of the cells RICM images on patterns reveals that two major cell adhesion morphologies are possible (Figure S1). In RICM images, dark areas correspond to tight adhesion and gray areas to the background. Bright pixels however may either arise from the proximal membrane of the cell close to the substrate (typically up to about 800 nm) but not tightly adhered, or sometimes from internal organelles of the cell. The presence of multiple dark patches whose size and spacing matches that of the underlying ligand-dots, points to a cell membrane being textured due to the patterning of the substrate. Here we adapted the convention that presence of at least 7 dark patches (intensity [image: image] background), whose size and spacing are compatible with the pattern signify textured adhesion, all others are considered uniform adhesion.

TCR-clusters: The fluorescent images of TCR were prepared in ImageJ by doing a segmentation of the cells using the corresponding RICM image, then a intensity thresholding algorithm was used to segment the clusters [The algorithm as a plugin was kindly provided by Dr. Rajat Varma ((6)). The algorithm uses an initial intensity thresholding using the mean intensity under the cell but outside the clusters. Then different parameters were defined : an upper cutoff for cluster size (here 10 pixels), a step value for convergence (here 0.05) and a step value to determine how much to trim each cluster (here 0.8). The algorithm outputs the size of the clusters which was directly used to construct the size histograms [see also (30)). We verified that the output of this algorithm is robust to small (10–25%) changes in the input parameters and the choice of intensity thresholding.

F-Actin clearance: In order to determine the organization of the actin (homogeneous or peripheral), fluorescence intensity within a circle of 1.2μm at the center (ICenter) and in the rest (IrestCell) of the cell is measured and then the F-actin clearance is calculated using [image: image].

Statistical test and errors: Error-bars are standard deviations unless otherwise stated. The data were compared pair-wise using 2 tailed Wilcoxon-Mann-Whitney rank test, performed using the in-built function in IgorPro (Wavemetrics, USA). p-values were used to determine significance levels. ***signifies P ≤ 0.0000001, **signifies P ≤ 0.0001, * signifies P ≤ 0.01 and NS (or absence of any *) signifies >0.01. In addition, within populations deemed to be different, we quantify the size of the difference (effect-size) through the difference in the medians.




3. RESULTS


3.1. The Substrates

The APC mimetic substrates were prepared using nano-sphere lithography and aluminum sputtering as discussed above. The basic patterned substrate consists of anti-CD3 dots, arranged in a hexagonal pattern and surrounded by a SLB, which can be optionality functionalized with either ICAM-1 or B7.2 (Figure 1A). For ease of reference, we adopt the following nomenclature: anti-CD3 clusters embedded in bare/ICAM-1/B7.2-functionalized SLB are called Bare/ICAM-1/B7.2•anti-CD3. For each type of ligand, patterned substrates were compared to equivalent homogeneous substrates, which are SLBs on which the anti-CD3, conjugated via biotin/neutravidin is immobile (5) but the ICAM-1/B7.2, conjugated via his-tag/NTA is mobile. The corresponding homogeneous substrates are called Bare/ICAM-1/B7.2 + anti-CD3. The distance between the dots (pitch) is set by the choice of the beads for lithography, here 2μm. The fluidity of the SLB was quantified using continuous photo-bleaching and was found to vary from about 4 to 8 μm2/s (Figure 1B). The dot size is fixed by shadow effects during sputtering (38). The dot size and the density of ligands inside or outside the dots was quantified by analysis of epi-fluorescence images of the neutravidin using self-written routines that allowed us to easily analyze thousands of dots (Figure 1C). At about 700–800 nm, the size of the ligand-dots happen to roughly match the typical size of signaling micro-clusters reported in literature (6). The average density of ligands inside a dot was estimated to be about 40 molecules/μm2 and outside at about 10 molecules/μm2, yielding a good contrast. The average ligand density under a cell was about 20 molecules/μm2.


[image: image]

FIGURE 1. Substrate composition and characteristics. (A) Schematics of the patterned substrates. Substrates are composed of biotinylated anti-CD3 dots surrounded by a supported lipid bilayer (SLB) which is bare (top), or functionalized either with ICAM-1 (middle) or B7-2 (bottom). Profile and top view are represented. Note that the drawing is not to scale. (B) SLB characterization. Left to right: epi-fluorescence image of DOPC bilayer doped with 1% fluorescent lipids surrounding the dots, zoom and full field, and the latter after 50 s of continuous photo-bleaching (here the diffusion coefficient was measured to 5 μm2/s), scatter-dot plot of measured diffusion constant for the SLB on homogeneous and patterned substrates. The mean diffusion constant was 4.2 ±0.3 μm2/s and 5.2 ± 1.2μm2/s on homogeneous (N = 10) and patterned substrates (N = 10) respectively. N is number of samples, *signifies 0.01 ≤ P ≤ 0.05. (C) Characterization of dots. Left to right: epi-fluorescent image of nano-dot arrays of NaV labeled with Dyelight650 (inset is FFT showing the excellent ordering of the lattice), composite image of nano-dot array and the SLB showing the good complementary of the SLB and the protein dots, quantification of NaV dot-size (each point is one sample, 20, 16, and 9 samples for Bare, ICAM-1 and B7.2 respectively, each sample represents about a thousand dots) and density (averaged over 12 samples, each representing thousands of dots, error bars are standard deviation). Results are pooled from up to 70 samples, cumulating thousands of dots. Scale bar = 10μm.



The variation of the density from substrate to substrate as well as within each substrate could potentially impact the results. Since data from a large number of substrates are pooled, it was necessary to verify that the density of the ligands does not impact cell spreading area in the studied range. Indeed as can be seen in Figures S2A–C, this is the case for both patterned and homogeneous substrates, with or without additional functionalization with ICAM-1/B7-2.

Jurkat T-cells were allowed to interact with these APC mimetic substrates for 30 minutes and were fixed. They were then imaged in RICM, and/or TIRF-M. The cell response was quantified through the analyses of the cell spreading area (also called adhesion area), the T-cell membrane molecular distribution (TCR and ZAP-70), and the actin organization. Five parameters are discussed: the cell spreading area, which is a measure of cell activation in T cells (3), TCR/ZAP-70 clustering and membrane topography which together is thought to be essential for activation (9) and actin architecture which plays an important role in molecular transport (17) as well as mechanosensing (36).



3.2. Cell Spreading and Actin Organization on Patterned and Homogeneous Anti-CD3

For anti-CD3 dots embedded in bare SLB (Bare•anti-CD3), casual inspection of RICM images reveals that on Bare•anti-CD3 two major cell adhesion morphologies are possible—either uniform or textured (Figure 2A). In the first case, true for about 75–80% of the cells, the cell membrane adheres uniformly to the underlying substrate; and in the second case, true for about 20–25% of the cells, the membrane is textured (Figure 2, Figure S1). The cell spreading area for the two types of adhesion (184 ± 78 μm2 for textured adhesion and 214 ± 97 μm2 for uniform adhesion) is not statistically different (Figure 2B). Averaging over all cells on Bare•anti-CD3, spreading area is 207 ± 95 μm2 (average ± s.d, from 8 experiments, totaling 109 cells, SEM=9 and median = 170 μm2), to be compared to spreading area for homogeneously partitioned anti-CD3 grafted on an SLB (148 ± 57 μm2, SEM = 7, meadian = 130 μm2). The two distributions are statistically different and the effect-size is 40 μm2 (see Tables S1, S2 and Figure S3).
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FIGURE 2. Impact of anti-CD3 clustering on cell adhesion and actin organization. Cells were allowed to interact with homogeneous and patterned substrates, and were fixed and labeled with fluorescent phalloidin. (A) T-cell adhesion and actin organization. Top to bottom: epi-fluorescent images of the underlying protein (NaV), RICM images, and TIRFM images of the actin-labeled cells. For patterned substrates, two types of adhesion are shown: ‘patterned’ adhesion seen in about quarter of the cases and ‘uniform’ adhesion seen in the rest of the cases. Scale bar = 10μm. (B) Scatter-dot plot of cell spreading area measured from RICM images (N = 4, n = 75 for homogeneous and N = 8, n = 109 for patterned). (C) Scatter-dot plot of the F-actin clearance calculated from TIRFM images (N = 2, n = 41 for homogeneous and N = 5, n = 52 for patterned). Green ring/disc schematizes actin architecture for corresponding clearance parameter. Bar is at mean value. N is number of samples and n is total number of cells.



The spreading of a T cell is driven by actin polymerization (5, 44) and therefore the adhesion and extent of spreading can be expected to be intimately linked with actin organization. In the classical case of T cells spreading on SLBs functionalized homogeneously with anti-CD3 and ICAM-1, at full spreading, the actin forms a ring along the periphery of the cell (5, 44, 45). In the present case of Bare•anti-CD3 however, the actin is either homogeneous (75–80% of the cells) or appears as dots that clearly coincide with the pattern (20–25%). Quantification of the extent of actin clearance from the center shows that cells on Bare•anti-CD3 and Bare + anti-CD3 are similar in terms of actin clearance (Figure 2C, Figure S4).



3.3. Cell Spreading and Actin Organization When LFA-1 Integrins or CD28 Co-Receptors are Engaged

For the case of anti-CD3 clusters embedded in ICAM-1 functionalized SLB (ICAM•anti-CD3), RICM images reveal that the membrane adheres uniformly to the substrate for all cells and the substrate patterning has no discernible impact on the membrane roughness (Figure 3A). Indeed, the RICM images of cells on ICAM•anti-CD3 are not qualitatively different from those on ICAM + anti-CD3. The cell area however, is significantly larger (Figure 3B, Tables S1, S2). Averaging over all cells on ICAM•anti-CD3, spreading area is 298 ± 153 μm2 (average ± s.d, from 12 experiments, totaling 171 cells, SEM = 9 and median = 259 μm2), to be compared to spreading area for homogeneously partitioned anti-CD3 grafted on an ICAM-1 bearing SLB (from 7 experiments and 164 cells, 160 ± 68 μm2, SEM = 5, median = 147 μm2). The effect-size quantified by difference in median is 111 μm2, much higher than in absence of ICAM-1. A comparison between the patterned substrates with and without ICAM-1 (Bare•anti-CD3 and ICAM•anti-CD3), also reveals a significant difference, with the effect-size being 70 μm2. We conclude that the presence of ICAM-1 enhances the impact of the clustering of the TCR.
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FIGURE 3. Impact of anti-CD3 clustering on cell adhesion and actin organization in presence of ICAM-1. Cells were allowed to interact with homogeneous and patterned substrates, and were fixed and labeled with fluorescent phalloidin. (A) T-cell adhesion and actin organization. Top to bottom: epi-fluorescent images of the underlying protein (NaV), RICM, and TIRFM images of the actin-labeled cells. Scale bar = 10μm. (B) Scatter-dot plot of cell spreading area measured from RICM images (N = 7, n = 164 for homogeneous and N = 12, n = 271 for patterned). (C) Scatter-dot plot of the F-actin clearance calculated from TIRFM images (N = 4, n = 97 for homogeneous and N = 4, n = 64 for patterned). Bar is mean value.



Visual inspection as well as quantification of actin clearance show that the actin organization for cells on ICAM•anti-CD3 is clearly peripheral whereas on ICAM + anti-CD3, a range of behavior from fairly homogeneous to peripheral is seen (Figure 3C). As anticipated, ICAM-1 alone, in the form of dots or not, does not induce cell spreading (Figure S5).

In presence of B7.2, comparing B7.2•anti-CD3 and B7 + anti-CD3, no statistical difference is detected either in terms of adhesion area or in terms of actin clearance (Figure 4). In both cases, the adhesion is homogeneous, and actin is peripheral.


[image: image]

FIGURE 4. Impact of anti-CD3 clustering on cell adhesion and actin organization in presence of B7-2. Cells were allowed to interact with homogeneous and patterned substrates, and were fixed and labeled with fluorescent phalloidin. (A) T-cell adhesion and actin organization. Top to bottom: epi-fluorescent images of the underlying protein (NaV), RICM, and TIRFM images of the labeled cells. Scale bar = 10μm. (B) Scatter-dot plot of cell spreading area measured from RICM images (N = 2, n = 50 for homogeneous and N = 11, n = 203 for patterned). (C) Scatter-dot plot of the F-actin clearance calculated from TIRFM images (N = 2, n = 26 for homogeneous and N = 4, n = 51 for patterned). Bar is median value. NS signifies P ≥ 0.05.





3.4. TCR and ZAP-70 Organization

The co-localization of TCR with anti-CD3 dots occurs in all cases where anti-CD3 is in form of dots (Figure 5A). Whereas on homogeneous anti-CD3, with or without additional presence of ICAM-1 or B7.2, the anti-CD3 is distributed all over the surface and the TCR get bound and immobilized uniformly, on dot anti-CD3 (Bare•anti-CD3 with or without ICAM-1/B7.2) a pool of diffusive and non-bound TCR molecules may be able to diffuse over the SLB and co-localize with the anti-CD3 dots (Figure 5A). On ICAM-1•anti-CD3 and B7.2•anti-CD3, the ICAM-1 or B7.2 can diffuse, and do not hinder the diffusion of TCR. As is seen in Figure 5B, the coincidence of the TCR clusters with the dots is near perfect even though there is no correlation between the ligand density in the dots and the TCR density (reflected by the fact that faint dots may harbor bright clusters and vice versa). Figure 5C shows [after (6)] the distribution of cluster size via the fraction of clusters present for each size (also see Table S3A). In each case, an enrichment of large clusters (size greater than, or of the order of ligand-dot size) is evident in the patterned substrate with respect to the homogeneous one. Finally, at the cell scale, the TCR clusters are distributed uniformly, without the formation of an evident cSMAC (Figure 5D). This is quantified via the TCR parameter, which was found to be >3 for T cells on SLBs with mobile ligands (5, 30).
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FIGURE 5. Impact of anti-CD3 clustering on the distribution of T cell receptor (TCR) in absence or presence of ICAM-1 or B7-2. Cells were allowed to interact during 30 min with the substrate, and were fixed and labeled with a fluorescent antibody against TCR. (A) Selected examples of RICM and TIRFM images of the TCR-labeled cells interacting with homogeneous (top) or patterned (bottom) substrates. Scale bar = 10μm. (B) Line-profile showing the superposition of TCR (red) and underlying dots (NaV, green), see A for the position of the line. (C) Histograms of the apparent area of clusters normalized by the total number of clusters. For each case, the data presented corresponds to 1 or 2 experiments, number of cells vary from 7 to 17, and the number of analyzed clusters from about 700 to 4,000. In each case, larger clusters are more numerous on the patterned substrates, compared to the homogeneous counterpart. (D) Scatter-dot plot of the TCR centralization calculated from TIRFM images. No centralization is detected. No *s are indicated since P ≥ 0.05 for all cases. Error bars are normalized standard deviation.



ZAP-70 clusters mostly follow the pattern on Bare•anti-CD3 whereas on ICAM-1•anti-CD3 the overlap is relatively poor (Figures 6A,B, Figure S6). Moreover, in presence of ICAM-1 or B7.2, the proportion of ZAP-70 molecules homogeneously distributed over the cell membrane in the form of small clusters (much smaller than ligand-dot size) is higher (Figure 6C, Table S3B). Note the much more pronounced co-localization of the TCR clusters (Figure 5) with the underlying pattern (see also Figure S6 for quantification). These observations are consistent with the plot of cluster size distribution (Figure 6C). Like TCR, no centralization of ZAP-70 was detected (Figure 6D).


[image: image]

FIGURE 6. Impact of anti-CD3 clustering on the distribution of ZAP-70 in presence of ICAM-1 or B7-2. Cells were allowed to interact during 30 min with patterned substrates, then fixed and labeled with a fluorescent antibody against the ZAP-70. (A) Selected examples of TIRFM images of the marked cells interacting with patterned substrate. Column 1: TIRFM images of the ZAP-70 clusters. Column 2: The underlying fluorescent (NaV) dots. Column 3 : a superposition of the ZAP-70 channel and the NaV channel. Scale bar = 10μm. (B) Line-profile showing the superposition of the ZAP (red) and the underlying dot (NaV, green). (C) Histogram of the apparent area of clusters normalized by the total number of clusters. Larger clusters, that are co-localized with the dots, are relatively more numerous on Bare•anti-CD3; on ICAM-1•anti-CD3 and B7.2•anti-CD3, in addition to such large clusters, numerous small clusters are also present on the SLB. (D) Scatter-dot plot of the TCR centralization calculated from TIRFM images. No centralization is detected. No *s are indicated since P ≥ 0.05 for all cases. Error bars are normalized standard deviation.






4. DISCUSSION

Here we presented single cell experiments to explore the link between formation of sub-micron scale TCR clusters and the response at both the local cluster-scale and the global cell-scale. In agreement with our previous work (30, 37), where a passive polymer (PLL-PEG, poly L lysine-polyethylene glycol), rather than a SLB covered the area between the anti-CD3 dots, we showed that when ligands of TCR-complex are immobilized to form of dots or clusters, the TCR themselves form corresponding clusters. The importance of micro-clusters of TCR (4, 7, 8) is now well established and traditionally, it was considered that a SLB containing mobile ligands is necessary to generate micro-clusters on artificial APCs (4). However, unlike in a continuous SLB, the patterned substrates do not allow the centralization of the TCR, the micro-clusters are arrested on top of the pattern, somewhat reminiscent of their confinement on corralled SLBs (20, 24). The centralization of TCR occurs when TCR molecules are coupled to the retrograde actin flow which draws them backwards toward the centre of the cell (20, 46). Here, unligated TCR molecules diffuse freely till they meet their immobilized ligands and then they themselves get immobilized according to the pattern of the underlying ligands. The lack of centralization here shows that unligated TCR does not couple to any retrograde actin flow that may exist.

The significance of micro-clusters have long been debated in literature, and the consensus is converging toward the view that they act as platforms from which long phosphatases are excluded, thus allowing phospholylation of signaling molecules (47). Recently, elegant use of micro-nano patterning that presented or not a surface topography, and therefore presumably induced or not a corresponding texturing of the membrane, strengthened this view (48). In our experiments however, the connection between cell spreading, as a marker of activation, and membrane topography as detected by RICM, is not clear. Strikingly, here we show that cell spreading and actin organization is only weakly impacted by TCR clustering alone, it is the presence of ICAM-1 (but not B7.2) that renders clustering important (Tables S1, S2, Figures S7A,B).

In all patterning studies, in addition to the activating molecules, the means of passivation out of the active zones becomes important (49), as emphasized by us previously (30). In Dillard et al. (30), the surface density of the passivating polymer (PLL-PEG) was varied and it was shown that this has a major impact on cell spreading but only a minor impact on local TCR or ZAP-70 clustering. In the current SLB system too this effect is evident–if the SLB is additionally doped with PEG-carrying lipids, the cells spread less and they do so more slowly. Interestingly, the local membrane topography and gathering of TCR are not impacted (Figure S8).

Here, by using biotinylated lipids and biotinylated BSA interchangeably, we could compare each pattern type with its equivalent homogeneous SLB substrate. In the range of density probed here, the additional presence of ICAM-1 in the homogeneous case did not affect cell spreading (compare bare+anti-CD3 and ICAM+anti-CD3). ICAM-1 however dramatically increased the adhesion area in the patterned case. Cell spread more on ICAM•anti-CD3 both with respect to bare•anti-CD3 as well as ICAM+anti-CD3. This observation points to a possible crucial role for ICAM-1 in amplifying the effect of TCR-clustering. In fact, it has been reported that TCR micro-clusters form “mini-synapses” where the central core is surrounded by a ring of LFA-1 (50). One possible role of this ring is to compactify the clusters to render them denser, consistent with reports that only TCR-dense clusters are signaling-competent (51). Interestingly pre-labeling of the TCR with an antibody (anti-Vβ8) in solution prior to spreading on bare•anti-CD3 leads to highly augmented spreading, perhaps because the antibody promotes cross-linking and cluster compaction (Figure S9). Experiments where the ICAM-1 is presented as dots and with anti-CD3 on the SLB shows that clustering of ICAM-1 has no impact (Figure S5).

However, CD28 co-stimulation of the T cell has a very different impact, as could be expected (52–54). Both on B7.2 + anti-CD3 and B7.2•anti-CD3, the cells spread less as compared to all other cases reported. This may be related to previous reports which showed that CD28 inhibits cell spreading by acting on LFA-1 related down-stream signaling (55). Here, a similar effect seems to be operational even though LFA-1 ligands are not present. Importantly, there was also no difference between B7.2 + anti-CD3 and B7.2•anti-CD3, showing that co-stimulation of CD28 has no effect on amplification of TCR-clustering induced activation. Very interestingly, even though cell spreading is limited, the actin forms a ring, contrary to expectations based on other studies where actin ring was associated with enhanced spreading (12).

Globally, considering all the substrates together (Figure S7), the enhancement in activation (as quantified by cell spreading and corroborated by actin ring formation) on ICAM1•anti-CD3 as compared to all the other substrates, cannot be explained by topographical differences and CD45 expulsion alone 3. Soliciting LFA-1 but not CD28 triggers enhanced spreading even though the actin organization is similar in both cases and retrograde flow is present (data not shown). The friction model of spreading (5), links the actin retrograde flow and its coupling to ligand/receptor kinetics to cell spreading area. Presence of retrograde flow but diminished spreading would indicate a lack of transfer of traction to the substrate in case of CD28, leading us to infer that the link between the TCR-complex (via CD3) and actin is enhanced by activation of LFA-1 and weakened by ligation of CD28. Thus while co-stimulation by CD28 and engagement of LFA-1 are used to activate/adhere T cells, the impact on spreading is complementary and the two together may regulate the engagement of TCR with actin, a step crucial for later centralization of the TCR into cSMAC.



5. CONCLUSION

Using our engineered substrates, we have evidenced the role of integrins in enhancing the impact of TCR clustering on cell spreading and actin organization, and shown that the co-receptor CD28 has no such role in amplification of the effect of TCR-clustering. The work presented here underlines the potential of nano-patterned substrates to decipher fundamental questions in T cell biology. Engineering the interface, combined with genetic engineering of the cell, can become a powerful and indispensable tool in immunobiology and be adapted for improved translational devices in immunotherapy.
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FOOTNOTES

1So far the reports concern pMHC-II.

2CD28 interacts with two major ligands, B7.1 and B7.2 with no significant differences in the functions of CD28/B7.1 versus CD28/B7.2. For this study, we used B7.2 as it is generally the first B7 molecule encountered, due to its constitutive expression on numerous antigen presenting cells.

3The height difference between dots and SLB for Bare•anti-CD3 is about 27 nm dots being taller, for ICAM-1•anti-CD3 is about 15 nm, dots being shorter and for B7.2•anti-CD3 again 15 nm but with dots being taller.
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The immune system serves as a crucial line of defense from infection and cancer, while also contributing to tissue homeostasis. Communication between immune cells is mediated by small soluble factors called cytokines, and also by direct cellular interactions. Cell-cell interactions are particularly important for T cell activation. T cells direct the adaptive immune response and therefore need to distinguish between self and foreign antigens. Even though decades have passed since the discovery of T cells, exactly why and how they are able to recognize and discriminate between antigens is still not fully understood. Early imaging of T cells was very successful in capturing the early stages of conjugate formation of T cells with antigen-presenting cells upon recognition of peptide-loaded major histocompatibility complexes by the T cell receptor (TCR). These studies lead to the discovery of a “supramolecular activation cluster” now known as the immunological synapse, followed by the identification of microclusters of TCRs formed upon receptor triggering, that eventually coalesce at the center of the synapse. New developments in light microscopy have since allowed attention to turn to the very earliest stages of T cell activation, and to resting cells, at high resolution. This includes single-molecule localization microscopy, which has been applied to the question of whether TCRs are pre-clustered on resting T cells, and lattice light-sheet microscopy that has enabled imaging of whole cells interacting with antigen-presenting cells. The utilization of lattice light-sheet microscopy has yielded important insights into structures called microvilli, which are small membrane protrusions on T cells that seem likely to have a large impact on T cell recognition and activation. Here we consider how imaging has shaped our thinking about T cell activation. We summarize recent findings obtained by applying more advanced microscopy techniques and discuss some of the limitations of these methods.
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INTRODUCTION

T cells are the central players in adaptive immunity. They control and orchestrate the immune response but are also involved in direct cytotoxicity toward tumors or virus-infected cells. A unique and crucial feature of T cells is their ability to distinguish between self and foreign peptides presented by major histocompatibility complex (MHC) proteins with high sensitivity and specificity. Antigen-presenting cells (APCs) process and present peptide-loaded MHC (pMHC) which is subsequently recognized by the antigen receptor expressed by T cells, i.e., the T cell receptor (TCR). Exactly how this binding event leads to receptor triggering, while self-peptides are ignored, is not well understood yet. Interestingly, T cell activation is known to be accompanied by profound changes in the spatial organization of TCRs and downstream signaling molecules.

T cells have been studied using numerous functional, genomic and imaging-based approaches. Microscopy has yielded especially valuable insights into the dynamics of T cell behavior and signaling in vitro and in vivo. Imaging membrane proteins on T cells during cellular activation led to the discovery of putative signaling assemblies, first in the form of the immune synapse, and later as precursor accumulations of TCRs, called microclusters (1–3). Recent technical developments in microscopy have allowed imaging of T cells in unprecedented temporal and spatial resolution. These developments have included single-molecule localization microscopy (SMLM), enabling super-resolution imaging, and lattice light-sheet (LLS) microscopy for 3D live, high-resolution cell imaging. Using these and other technologies, attention is now beginning to turn to the 3D topology of the cell membrane. Structures called microvilli or invadosome-like protrusions (ILPs) have been implicated in antigen probing and in the receptor triggering process (4–7). These structures are generally thought to be distinct from the accumulation of TCRs and other molecules in microclusters, observed on planar surfaces such as glass or supported lipid bilayers [SLBs; (1–3)].

In this review, we provide an overview of the common microscopy techniques used to image T cells (see Box 1) and discuss the types of membrane structures that have been observed in a variety of contexts. We consider the limitations in the imaging approaches used to characterize microclusters, ILPs and microvilli, and suggest that there could be substantial overlap in the cellular process resulting in the appearance of these structures in the course of imaging experiments.


Box 1. Techniques used to study microclusters and membrane protrusions.

The properties of the structures observed on the surface of T cells are to some extent dependent on the methodology used to study them. The substrate stimulating the cells can also have a significant influence on what structures are observed. However, there are also technical and physical limitations to resolving the full complexity, in particular the topology of the membrane. Here we give an overview of commonly used microscopy techniques used to study those phenomena.

Confocal microscopy

Conventional confocal microscopy allows high-contrast imaging at a diffraction-limited resolution of about 250 nm in the xy-plane. This technique was used when the immunological synapse was initially discovered by the group of Kupfer et al. between T cell-APC conjugates (8). The major drawback for such an application is the axial resolution (z direction) of only about 700 nm. Consequently, high-resolution images can only be obtained when the cells form a horizontal interface, as they would on glass.

Total internal reflection fluorescence (TIRF) microscopy

This diffraction-limited technique provides very high sensitivity, even allowing the tracking of single fluorescent molecules and their movement. By illuminating the sample from an angle, causing reflection of the light, only a 100–200 nm section of the sample next to the glass is illuminated, making this method highly suitable for imaging cell/transparent substrate interfaces. The original studies describing TCR microclusters utilized this method in combination with glass-supported bilayers for high-resolution live cell imaging (2, 3). Many subsequent studies used the same combination.

Variable angle total internal reflection fluorescence (VA-TIRF) microscopy

VA-TIRF is an adaptation of TIRF microscopy in which the angle of illumination is changed, allowing the mapping of the height of structures close to the glass. Jung et al. use this technique in combination with SMLM (see below) to map TCRs and other molecules in relation to the tips of microvilli (5).

Single-molecule localization microscopy (SMLM)

This super resolution microscopy technique allows the localization of fluorescently tagged molecules with a precision of less than 50 nm. Common implementations are photoactivated localization microscopy (PALM) and direct stochastic optical reconstruction microscopy (dSTORM). A combination of these methods was used by Razvag et al. to investigate the segregation of CD45 from the TCR (7). Currently, the number of colors in routine applications is limited to two. Furthermore, the acquisition can take a significant amount of time, making it mostly unsuitable for live cell imaging.

Lattice light-sheet (LLS) microscopy

Lattice light-sheet microscopy, as utilized by Cai et al. in their study of microvilli dynamics on T cells (6), is a microscopy technique that combines light sheet microscopy with structured illumination microscopy (SIM), a form of super-resolution microscopy. By producing a “sheet” of light for illumination, rather than relying on exclusion of out-of-focus light as in a confocal microscope, this method allows fast and gentle imaging. Compared to confocal microscopy, particularly the z resolution is significantly better, which allows, in combination with the outstanding scanning rate, the analysis of 3D structures like microvilli and their dynamics on live cells.





THE IMMUNOLOGICAL SYNAPSE

During the late 1990s, enabled by new developments in confocal fluorescence imaging, Kupfer and Dustin and their colleagues described a large accumulation of TCRs at the center of contacts made by activated T cells with APCs or SLBs for the first time. The mature immunological synapse (IS), as it came to be called, consists of three subdomains: a central supramolecular activation cluster (cSMAC) containing TCRs, which is surrounded by a ring of ICAM-1 (Intercellular Adhesion Molecule 1) binding integrin LFA-1 (Lymphocyte function-associated antigen 1) molecules, called the peripheral SMAC (pSMAC), and a second outer ring called the distal SMAC (dSMAC), where the phosphatase CD45 accumulates. The exclusion of the large phosphatase CD45 from the TCR and its associated kinases has been proposed as a mechanism of T cell activation, referred to as the kinetic-segregation (KS) model (9). It might be expected that phosphatase exclusion to the dSMAC implicates the IS and KS-based signaling in T cell activation per se. However, early markers of signaling such as calcium fluxes precede the formation of the IS by minutes and the cSMAC has very little phosphotyrosine or downstream signaling effectors associated with it (3, 10). Furthermore, a synapse is not always observed at T cell/APC interfaces, depending on the APC used and the strength of the antigenic stimulus (11). Rather than being the driver of signaling during the earliest stages of T cell activation, the IS is more likely involved in processes like TCR downregulation (10, 12), via endocytosis (13) and the secretion of TCR-containing exosomes (14). Moreover, the IS is now considered to have a major role in the delivery of effector functions (15, 16) and co-stimulation (17).



MICROCLUSTERS

Total internal reflection fluorescence (TIRF)-based imaging (see Box 1) of the earliest stages of T cell activation prior to full IS formation has revealed the formation of TCR ‘microclusters’ (see Figure 1A). These submicron-scale structures form seconds after the T cell contacts an antigen-presenting surface. They are enriched in signaling molecules such as Lck, ZAP70, LAT, and SLP-76, and their formation precedes calcium fluxing (1–3, 18). After a cell has spread on SLBs that contain pMHC + ICAM-1, microclusters are observed to start moving toward the center of the contact to form the cSMAC (2, 3). Microclusters also form when T cells contact glass coated with anti-CD3 antibodies (1), but only mobile ligands (e.g., on SLBs or expressed by APCs) allow the movement of microclusters and the formation of a cSMAC. Within the cSMAC, the TCRs are mostly dissociated from downstream signaling molecules (3, 10).
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FIGURE 1. Microvilli and Invadosome-like protrusions. (A) Microclusters are accumulations of TCRs found on activated T cells imaged on lipid bilayers or glass. On bilayers, they can move centripetally to form the central supramolecular activation cluster (cSMAC). (B) Microvilli have been imaged using different techniques. Here a method called “quantum dot enabled surface contact mapping” is shown. T cells are placed on a bilayer coated with small (<20 nm), fluorescent quantum dots (Qdots). Microvilli can be observed in TIRF mode (see Box 1) by imaging the displacement of Qdots (“footprints”). (C) Invadosome-like protrusions (ILPs) are observed on T cells placed on a monolayer of endothelial cells (EC). When the membranes of the endothelial cells are imaged, “footprints” of ILPs can be seen as circular areas with decreased membrane dye fluorescence. The dotted line indicates the image plane shown in the right drawing. (D) Using a combination of the techniques described in (A,B) microclusters (MCs) and microvilli (MVs) can be imaged at the same time. Cai et al. (6) found that microclusters and microvilli colocalized on activated T cells. Notably, not all microvilli showed colocalization, however.



Rather than arising in the IS at the cSMAC, continuous signaling appears to correlate with the formation of new microclusters in the p- and dSMAC (10), prompting the suggestion that these structures sustain T cell activation or are even the primary signaling units (19). However, other evidence from imaging cells during the earliest stages of activation is inconsistent with this view (see also Membrane Protrusions and Signaling). Inhibition of pMHC binding by a competitive antibody was shown to block the formation of new microclusters in the periphery, and also calcium fluxes, whereas existing microclusters and the cSMAC are mostly resistant to the treatment (10). A similar result can be obtained by using the actin polymerization inhibitor Latrunculin A (10). Actin is important for the formation of microclusters and, recently, actin foci that colocalize with microclusters have been identified (20). These Wiskott-Aldrich Syndrome protein (WASP)-dependent actin foci are synthesized de novo upon receptor triggering and contribute to downstream signaling. Interestingly, close inspection of the data of Yokosuka et al. also reveals that phosphorylated (i.e. activated) ZAP70 assembles into microclusters in the dSMAC early during T cell activation, without the detectable co-accumulation of TCRs (3, 10). These observations suggest that microclusters, like the synapse, might be the product of signaling rather than the cause of it.



MICROVILLI

Lymphocytes and other leukocytes have a complex surface topology that is dominated to a large extent by round, finger-like protrusions termed microvilli (21). Scanning and transmission electron microscopy (SEM and TEM, respectively) has revealed that microvilli are 70–150 nm in diameter and from 100 nm to several μm in length (median length 300–400 nm), on resting T cells (5, 22). Microvilli can also be found on myeloid cells, but the surfaces of monocytes, polymorphonuclear leukocytes (22), and dendritic cells (23) are dominated by “ruffles”. Ruffles vary in size significantly, whereas the size of microvilli is less variable. Majstoravich et al. observed no large differences in the size of microvilli on primary human lymphocytes, primary murine lymphocytes and a pre-B lymphoma cell line, even though the median diameters of these cells vary significantly, suggesting that the function(s) of microvilli might depend on their size, which is therefore tightly regulated (22).

Until recently the microvilli of T cells had not been characterized dynamically and their actual functions are still unclear. Microvilli contain actin filaments and are highly mobile (6, 24). Since lymphocytes and most other cells are covered by a dense glycocalyx (25–27), which creates a barrier that acts against receptor/ligand interactions (28, 29), cells need to exert force to form close contacts, allowing ligand/receptor binding to occur. For T cells, microvilli have been implicated in force-driven penetration of the glycocalyx (4). Consequently, it seems reasonable to expect that the tips of the microvilli are the sites of initial TCR triggering.

Studies of membrane protrusions were previously hindered by the inability to image dynamic 3D structures, such as microvilli, with high resolution on live cells. The techniques used to study the IS and microclusters are generally not very suitable for such experiments (see Box 1). TIRF microscopy benefits from, but is also inherently restricted to imaging very close to a coverslip (within <200 nm). Confocal microscopy is generally capable of 3D imaging but suffers from significantly decreased resolution in the z-direction. Furthermore, scanning is too slow to capture a whole cell in high spatial and temporal resolution. Recognizing these limitations, Krummel and Betzig and their colleagues used a high-speed imaging technique with good z-resolution called lattice light-sheet (LLS; see Box 1) microscopy for imaging the movement of dynamic structures such as microvilli on live T cells (either in the resting state or forming APC conjugates), while using an adaptation of TIRF microscopy to visualize contacts formed at the tips of the microvilli [termed surface contact mapping (SCM); see Box 1 and Figure 1B; (6)] on SLBs. Microvilli observed using LLS imaging of live T cells interacting with DCs, or with SCM for T cells contacting SLBs, differed significantly in their height [see also Invadosome-like Protrusions]. Nevertheless, both approaches revealed microvilli moving rapidly over the entire interface in search of cognate antigen, surveying the majority of the opposing surface within a minute. Following encounter with cognate antigen, individual microvillar contacts were stabilized. Strikingly, microvillar search and stabilization were not decreased when ZAP70 was inhibited, implying that searching and stabilization are independent of downstream TCR signaling. When they imaged both the footprints of microvilli and the TCR using SCM, they observed strong colocalization (see Figure 1D). However, not every single microvillus was linked to the formation of a TCR microcluster (this might be susceptible to the threshold set to define TCR-positive structures), but microvilli lacking microclusters were selectively retained when cells were treated with Latrunculin A. Importantly, the authors found the microclusters that were localized on microvillar tips migrated centripetally, in the manner of “classical” microclusters (2, 3, 18). Together, these data suggest that structures previously observed in TIRF imaging experiments and referred to as “microclusters” might comprise, at least in some cases, the activation-dependent local accumulation of TCRs at the tips of microvilli.



INVADOSOME-LIKE PROTRUSIONS

Invadosome-like protrusions (ILPs) are structures, initially identified using confocal microscopy, that form during the diapedesis of T cells (30). These membrane protrusions can penetrate deep into endothelial cells forming pores for subsequent transcellular migration. As shown by Sage et al., they are also involved in probing for antigens. In their study, endothelial monolayers were imaged after addition of T cells, and ‘footprints’ of the T cells pushing into the endothelial cells were observed [see Figure 1C; (4)]. Similar to microclusters and microvilli, the ILPs of activated T cells are enriched in TCRs, downstream signaling molecules and phosphotyrosine-containing molecules (4). In a small number of cells, structures resembling the cSMAC were found. Transmission electron microscopy revealed that ILPs have mean diameters of 350 nm in the absence, and 280 nm in the presence of antigen, respectively. Intriguingly, ILP tips are 9-fold more likely to form close contacts, that is sites of less than 20 nm intermembrane spacing very likely to facilitate TCR engagement of pMHC, than other regions of the contact. The authors speculated that microcontacts, small contacts observed to form when cells land on glass, are mechanically “frustrated” ILPs. One of the main differences between glass and cellular systems is the presence of a thick glycocalyx, and it is worth also noting that cells are many orders of magnitude less stiff compared to glass or plastic (31, 32). The stiffness of the substrate used has been shown to modify the response of T cells (33), which would, in principle, be explained by a force-dependent component of T cell triggering (34).

How ILPs might relate to microvilli has not been directly investigated. ILPs have mostly been characterized using endothelial cells as APCs, but they have also been found in B-T cell and DC-T cell conjugates (4), whereas MVs have mostly been studied on SLBs and in DC-T cell conjugates. Microvilli and ILPs share numerous similarities, including the enrichment of downstream signaling molecules, dependence of their formation on actin, and stabilization in the presence of cognate antigen (4–6). Curiously, the antigen-dependent stabilization of ILPs observed by Sage et al. was much more pronounced than that observed by Cai et al. for microvilli, implying that there could be functional differences among these structures. The long-lasting stabilization of ILPs might be specifically required for diapedesis, the process they were initially associated with. Notably, L-selectin, an adhesion receptor important for the initial binding required for diapedesis (tethering), is enriched on the tips of microvilli (5, 35–37). This localization to the tips is likely important, since redistribution of L-selectin using chimeric proteins impairs lymphocyte attachment under flow (35, 37).

Whereas the lengths of ILPs measured using TEM (mean length 430 nm) corresponds well with what has also been reported for microvilli using both TEM and SEM (median 300-400 nm), the diameters of these structures measured by electron microscopy are significantly different [~350 nm for ILPs vs. 70–150 nm for microvilli; (4, 5, 22)]. Cai et al. (6) reported much larger diameters for microvilli (mean ~540 nm) using both LLS and SCM microscopy, perhaps due to differences in cell activation status. When Cai et al. investigated the membrane topology of T cells interacting with SLBs, they observed only small variations in membrane/SLB separation across the contact (~50 nm), compared with the much longer microvilli seen in cell-cell conjugates or on resting cells (5, 22, 23). Similar topology was observed by Carbone et al. using scanning angle interference microscopy, in experiments in which giant unilamellar vesicles formed contacts with SLBs created by model (i.e., FKBP/FRB-based) receptor/ligand pairs in the presence of CD45 (38). We speculate that, to some extent, microvillus length is determined by the depth of the glycocalyx, which can be as much as 500 nm deep in the case of endothelial cells (27). The diameters of these structures might, however, be related to their role in interface scanning and antigen recognition (see Membrane Protrusions and Signaling). A striking observation consistent with this idea is that whereas human embryonic kidney cells do not form microvillar contacts with protein-coated glass surfaces in the manner of lymphocytes, they seem compelled to do so following their expression of a glycocalyx comprised of the membrane-anchored extracellular domain of CD45 (39). Perhaps the first task of these types of structures, therefore, is to punch through the glycocalyx (on both sides of a contact), allowing proper, cognate interactions. It is important to note, however, that in the context of natural killer and cytotoxic T cell interactions with their targets, marked membrane invaginations observed at the contacts are transient and that, in the course of minutes, the interfaces flatten and exhibit wider undulations (40). This suggests that the complex topology of the contacts is only important, if at all, during the earliest stages of interaction.

Based on these studies collectively, we propose that microvilli and ILPs are highly related structures whose assignment to either category depends only on how they are used by different types of cells: for probing antigen presenting cells for the presence of TCR ligands or, more vigorously, to initiate diapedesis. It is possible that the differences observed originate largely from the cell type used (murine/human, CD4+/CD8+, naïve/effector/memory) and the methods used to observe ILPs (mostly indirectly as membrane invaginations) and MVs (directly using light and electron microscopy). Future comparisons of structures observed using the same methods and cells would yield valuable insight into the variety and functions of membrane protrusions on T cells. Hereafter we use the term membrane protrusions to refer to both microvilli and ILPs.



MEMBRANE PROTRUSIONS AND SIGNALING

A class of super-resolution techniques broadly named single-molecule localization microscopy, is based on the sequential excitation of small subsets of fluorophores, allowing the fluorescence point spread functions of diffraction-limited spots to be used to accurately determine the position of molecules with sub-diffraction resolution (see Box 1). Variable angle (VA)-TIRF microscopy (also see Box 1), on the other hand, allows measurement of the distance of fluorophores from a surface illuminated under TIRF conditions. Combining SMLM with VA-TIRF, Jung et al. characterized the distribution of the TCR and other molecules on the 3D surface of T cells (5). They observed that the TCR and L-selectin (a microvillus marker) were apparently enriched on resting T cells, i.e., pre-clustered on the tips of microvilli, and that CD44 formed rings around those sites. Latrunculin A completely blocked the formation of microvilli and clustering of the TCR (5).

Yi and Samelson (41) have suggested that membrane protrusions may create a structural scaffold for the formation of microclusters following T cell activation. In this way, they would serve as a physical barrier for the diffusion of molecules, enhancing signaling. The notion that membrane protrusions are dynamic, actin-containing foci also fits with the idea that force is an important contributor to T cell activation (34), and the response of the TCR/pMHC interaction to force seems in some cases to vary with the antigen (42). Lifetimes of agonist bonds are prolonged (due to formation of “catch” bonds) when forces are imposed on the interaction, whilst those of non-agonists are shortened (owing to “slip” bond formation); such effects were proposed to improve antigen discrimination (43, 44). Membrane protrusions might be ideally suited to divining such effects: first, the protrusion penetrates the glycocalyx, forming a close contact where interactions can occur, followed by a pulling force that elicits the catch/slip bond behavior of the interaction. It is unclear, however, why bond half-times would need to be extended in this way rather than through other, more straightforward thermodynamic processes, or how they especially would be selected for in the thymus. Also, it could be expected that adjacent adhesion molecules would have the effect of distributing and reducing local forces on the TCR, limiting such effects. Indeed, it is a strong argument against an important role for forces that adhesion molecules enhance TCR sensitivity rather than diminish it (45). It also needs to be emphasized that although forces have been detected using DNA-based nanoparticle tension sensors when T cells interact with immobilized anti-CD3 or pMHC (46), it is yet to be shown that this applies to T cell/APC contacts.

It was also proposed that membrane protrusions could add an important structural element to the kinetic-segregation model of phosphatase exclusion-based TCR signaling (41). The problem with this proposal is that although CD45 exclusion occurs upon ILP formation (4), the data for microvilli is somewhat equivocal. Chang et al. (39) observed spontaneous segregation of CD45 at microvillar-sized contacts formed by T cells interacting with artificial surfaces in a TIRF-based study and noted that this sufficed to initiate T cell activation. A similar study utilizing super-resolution imaging of T cells responding to glass-immobilized anti-CD3 antibodies reported a rather more complex reorganization of signaling proteins with a CD45-depletion zone ~250 nm in diameter, but without directly implicating membrane protrusions per se (7). Direct analyses of microvillar contacts analyzed using VA-TIRF and resting cells or SCM and activated cells, however, revealed only limited, if any, exclusion of CD45 (5, 6). One possible explanation for these discrepancies is that only ILPs, and the “frustrated” versions of these structures that may form on resilient artificial surfaces, may create compressive forces large enough to readily observe phosphatase exclusion. A smaller, less easily observed level of segregation, albeit one sufficient to initiate signaling, might only be achieved by more-subtle, microvillar-based cell-cell contacts. It is also possible that phosphatase exclusion occurs on length scales smaller than the resolution limit of TIRF microscopy. Further studies are needed to determine under what conditions, if at all, CD45 exclusion occurs at the tips of membrane protrusions during early cell-cell contact. This is presently very challenging, although the advent of single-molecule light-sheet imaging (47), or three-dimensional super-resolution imaging (48), offer ways to tackle this problem.



BACK TO THE BEGINNING: THE RESTING T CELL SURFACE

The remarkable, imaging-led progress in understanding the ultra-structural changes accompanying T cell activation has brought the field full circle to the problem of the resting, or “ground” state of the T cell, so that the drivers of signaling-dependent changes can be properly understood. The earliest electron microscopy-based data suggested that the TCR is pre-clustered on resting cells (49, 50). Subsequent single-molecule fluorescence-based studies of TCR stoichiometry and mobility implied instead, however, that the mobile TCRs expressed by T cells are largely if not wholly monovalent (51, 52), and that all TCRs are apparently mobile (53). The new proposal, i.e., that TCRs are freely diffusing and monovalent, was in turn quickly overtaken by new data obtained using SMLM, which supported the idea that the TCR was indeed pre-clustered in resting cells. Using high-speed photoactivated localization microscopy-based imaging, Lillemeier and colleagues proposed that the TCR is organized into “protein-islands” <70–140 nm in diameter (54). It was furthermore suggested that TCRs, LAT, CD4 and Lck were present in separate clusters on resting T cells on immobilized poly L-lysine, which then concatenate upon activation, yielding microclusters (54, 55).

But the notion that the TCR and other signaling proteins are pre-organized on resting cells has once again been challenged. Baumgart et al. (56) demonstrated that PALM and direct stochastic optical reconstruction microscopy (dSTORM) are generally prone to reporting artefactual protein clustering due to inhomogeneous stochastic fluorophore blinking, i.e., the erroneous detection of clusters due to overcounting. Whereas it was reported that the kinase Lck is clustered in domains with diameters of 50 nm (57), by titrating the levels of label, Baumgart showed that Lck is more likely homogeneously distributed in both resting and activated T cells. When Schütz and colleagues applied this approach to the TCR, they did not observe overt receptor clustering in non-activated CD4+ T cells in dSTORM and PALM experiments (58). An additional source of uncertainty is that by virtue of super-resolution experiments being TIRF-based, imaging has to be done on transparent, i.e., glass substrates that may or may not preserve the resting status of the imaged cell. Making matters worse, in many instances the cationic homopolymer poly L-lysine (PLL), widely thought to be inert, has been used to coat the glass surfaces used in the imaging experiments, presumably to enhance cell adherence. Santos et al. recently demonstrated, however, that PLL is not inert and that it produces levels of calcium signaling comparable to that measurable with the most potent combinations of activating antibodies in present use. Compared to cells in suspension, e.g., in hydrogels, Santos et al. showed also with super-resolution imaging that the organization of the TCR is profoundly altered following T cell contact with PLL-coated glass (47, 59). Most recently, using a variety of complementary non-invasive imaging/spectroscopy approaches, Huppa and colleagues showed that the TCRs that engage antigen are monomeric (60).



CONCLUSION

Fluorescence-based light microscopy techniques, old and new, have already yielded paradigm-shifting insights into the ultrastructure and behavior of the T cell surface. Inevitably, controversies will arise as we gain experience with pioneering technologies and start to understand and accommodate their limitations. Because so much of what results in effective immunity occurs at the T cell surface, the stakes will always be high. For us, the two outstanding technological challenges are: (1) how do we study the resting T cell surface without perturbing it, and (2) how do we “get at” cell-cell contacts within seconds of the initiation of signaling, with the necessary time and spatial resolution. On the biology side, we would like to know: (1) what is the typical resting organization of a receptor expressed by a T cell, and what do exceptions to this behavior imply; or is the distribution of receptors and signaling proteins on the resting T cell surface best described as random? (2) What sub diffraction-limited ultrastructural changes accompany and, perhaps, drive early signaling, if any? (3) How and why do microclusters form, and how do they relate to microvilli, if at all? (4) Are membrane protrusions essentially all the same structures? (5) Why do T cells interrogate their targets using membrane protrusions, in any case? We can expect more surprises.
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Cytokines comprise a large family of secreted ligands that are critical for the regulation of immune homeostasis. Cytokines initiate signaling via dimerization or oligomerization of the cognate receptor subunits, triggering the activation of the Janus Kinases (JAKs)/ signal transducer and activator of transcription (STATs) pathway and the induction of specific gene expression programs and bioactivities. Deregulation of cytokines or their downstream signaling pathways are at the root of many human disorders including autoimmunity and cancer. Identifying and understanding the mechanistic principles that govern cytokine signaling will, therefore, be highly important in order to harness the therapeutic potential of cytokines. In this review, we will analyze how biophysical (ligand-receptor binding geometry and affinity) and cellular (receptor trafficking and intracellular abundance of signaling molecules) parameters shape the cytokine signalosome and cytokine functional pleiotropy; from the initial cytokine binding to its receptor to the degradation of the cytokine receptor complex in the proteasome and/or lysosome. We will also discuss how combining advanced protein engineering with detailed signaling and functional studies has opened promising avenues to tackle complex questions in the cytokine signaling field.
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INTRODUCTION

Cytokines comprise a large family of soluble factors, which control virtually every aspect of mammalian physiology (1–5). Deregulation of cytokines or cytokine-related pathways can result in human diseases such as asthma, severe combined immunodeficiency (SCID) and certain cancers (6–13), making this family highly relevant to human health. A poor mechanistic understanding of how cytokine signaling is initiated and regulated in space and time, however, has hindered the translation of these ligands to the clinic.

The cytokine signaling paradigm encompasses the binding of a cytokine to its surface receptors, followed by the activation of receptor associated tyrosine kinases of the Janus Kinases family (JAKs) (1, 14). JAKs in turn phosphorylate tyrosines in the cytokine receptor intracellular domains (ICD), generating docking sites for the signal transducer and activator of transcription (STAT) factors (2, 3, 15, 16). Upon receptor binding, STATs are phosphorylated by JAKs, forming homo- and hetero-dimers, which translocate to the nucleus, bind specific promoter sequences and induce defined gene expression programs and bioactivities (17–19). In recent years however, a series of biophysical and protein engineering studies have provided new evidence which highlights the large complexity of signaling triggered by a cytokine-cytokine receptor complex. This complexity allows cytokines to produce a wide range of biological responses despite using a very minimal set of surface receptors and effector signaling molecules. In this review, we will focus on cytokines that engage the JAK/STAT signaling pathway and on how the engineering of agonistic surrogate cytokines has expanded our understanding of cytokine signaling and biology; in addition we will discuss future directions in the context of cytokine-based therapies.



STOICHIOMETRY OF THE CYTOKINE-CYTOKINE RECEPTOR COMPLEX IN THE PLASMA MEMBRANE

One of the most debated questions in the cytokine field concerns the stoichiometry of the cytokine receptor complex in the absence of ligand (20, 21). At first glance, this question seems to be unimportant, given that all models agree that ligand binding is the initial step for activating cytokine receptors. However, how cytokine receptors are activated by cytokine binding has clear functional implications—in particular for targeted engineering of desired cytokine properties. Two opposing models have emerged in the past years. The first model postulates that cytokine receptors exist as preformed inactive dimers in the plasma membrane that become active upon cytokine binding through a conformational/structural rearrangement. Evidence supporting this model is found primarily in homo-dimeric systems such as erythropoietin (Epo) (22–26), thrombopoietin (Tpo) (27, 28), and Growth Hormone (GH) (29–31), although some reports in hetero-dimeric systems have also being reported (32–35). The erythropoietin receptor (EpoR) was found to exist as a dimer in crystals that did not include Epo (23), and at the cell surface by immunofluorescence (26). Similar observations were made for the GH receptor (GH-R) via co-immunoprecipitation of differentially tagged receptors or fluorescence and bioluminescence resonance energy transfer techniques (29, 30).

A second model postulates that cytokine receptors diffuse freely in the plasma membrane as monomers and only upon cytokine binding are recruited into a complex to trigger signaling. According to this model, cytokine receptor assembly is driven by affinities, interaction rate constants and the respective concentrations of all involved reactants. This leads to dynamic equilibria between monomeric and assembled receptors subunits, which can be tuned by affinities and receptor concentrations according to the law of mass action. There are also several lines of evidence supporting this model: (a) this model predicts a step-wise formation of cytokine receptor complexes. Indeed, all cytokines described to date bind one of the receptor chains with significantly higher affinity than the other one and step-wise complex formation has been shown for several cytokines both in in vitro and in vivo studies, including Epo and IFN systems (36–38). (b) cytokine receptor chimeras where the extracellular domains and/or transmembrane domains are swapped by those of any other receptor still trigger signaling in a ligand dependent manner (39–45). (c) surrogate cytokine ligands, e.g., antibodies (46–49) can trigger signaling, arguing against precise conformational changes required for signal activation. (d) Single particle fluorescence imaging studies in several cytokine systems has shown that receptor subunits exist as monomers on the surface of live cells at physiologically relevant cell surface densities, and only form dimers upon ligand binding (48, 50–55). Additionally, cytokines with mutations in the low-affinity chain binding site (“site 2”) fail to induce receptor dimers in agreement with the classical two-step binding mode.

A point to consider from all these studies is that in many instances modified/tagged receptor constructs that are ectopically expressed are used. Thus, the possibility that these modifications inhibit or induce receptor assembly on their own cannot be formally excluded, making it difficult to decide which model is true for a given cytokine receptor system. Nonetheless, due to the strong evidences supporting either model, it is plausible that both models are correct to some extent and that their relative contribution to cytokine signaling could vary depending on cellular context, i.e., receptor and signaling molecules abundance, as has been reported for the Epo system.



CYTOKINE-CYTOKINE RECEPTOR COMPLEX STABILITY VS. ACTIVITY

A key factor contributing to signaling and bioactivity potency and specificity by cytokines is the stability of the cytokine-cytokine receptor interactions. Type I Interferons (IFNs) have been used as a model system to study how receptor complex stability influences signaling. The type I IFN family comprises more than 15 different subtypes, all binding to the same receptor complex formed by IFNAR1 and IFNAR2 subunits and activating to the same extent the same JAK/STAT pathway (36, 56–58). Yet, different IFN subtypes induce anti-viral and anti-cancer responses with very different potencies (59–64). While all IFNs exhibit a comparable antiviral activity, only IFNβ has an exceptional antiproliferative activity, which is linked to its anti-cancer potential. A series of biophysical, structural and engineering studies has started to address this apparent lack of correlation between signaling and activity output in this family. Early studies elegantly showed that complex stability critically contributed to the differential activities exhibited by IFNs (59, 65–69). Indeed, an IFNα2 variant, engineered to mimic the properties of IFNβ by enhancing IFNAR1 binding affinity acquired potent antiproliferative activity (59, 66, 67). More recently, structural and engineering studies have shown that the topologies of the IFN receptor complexes formed by the different IFNs are very similar and that their differential activities likely result from different receptor binding kinetics and signal activation (64, 70). Indeed, this differential kinetics of STAT activation by type I IFNs result in the induction of two sets of genes: robust genes that drive the antiviral response and only require short pulses of IFN at low concentrations, and tuneable genes that require sustained activation with higher doses of IFNs and are linked to the anti-cancer responses. Induction of robust genes is not very sensitive to changes in complex stability, while the induction of tuneable genes is (71–73).

The ability of cytokine receptors to translate binding stability into biological output potency is not restricted to type I IFNs and can be found in other cytokine systems. IL-4 and IL-13 are two important immunomodulatory cytokines that bind the same receptor complex comprised of IL-4Rα and IL-13Rα1 and activate STAT6 (8, 74). Yet, their activities are not completely overlapping, with each cytokine exhibiting pockets of specificity (75–77). Biophysical and structural studies have shown that the kinetics of complex formation by these two cytokines is at the root of their differences (5, 78, 79). While IL-4 binds first IL-4Rα with high affinity and then recruits IL-13Rα1, IL-13 first binds IL-13Rα1 and then recruits IL-4Rα. Importantly, in most immune cells IL-4Rα appears to be the limiting factor (78, 80–83). As a consequence, IL-4 by recruiting IL-4Rα with higher efficiency can activate signaling more efficiently than IL-13 and overall elicit more potent biological responses (77). Despite this, IL-13 can elicit specific biological responses not induced by IL-4, for which we still lack a mechanistic understanding.

Viruses have taken advantage of the functional plasticity exhibited by the cytokine system. Viruses often encode open-reading frames that share sequence identity with known human cytokines and mimic their biological properties (56, 84–86). A classic example of this is viral IL-10 (vIL-10) (87). IL-10 is a key immune-modulatory cytokine that controls the extent and potency of the immune response by engaging a surface receptor formed by IL-10Rα and IL-10Rβ receptor subunits to activate STAT3 (11, 56, 88, 89). Interestingly two viruses, cytomegalovirus (CMV) and Epstein-Barr (EBV), encode in their genomes homologs of this cytokine (87). Of particular interest is the ebvIL-10, which it is better known as vIL-10. Despite sharing a high degree of sequence and structural homology with human IL-10 (hIL-10), vIL-10 only engages the anti-inflammatory responses elicited by hIL-10 (90–92). vIL-10 inhibits the expression of MHC class II in monocytes and macrophages and the proliferation of T cells (93), but fails to promote other hIL-10 activities such as induction of thymocytes and mast cell proliferation or upregulation of MHC class II by B cells (94–96). This differential effect could be traced to the different complex stabilities elicited by the two ligands, with vIL-10 binding more weakly to IL-10Rα than hIL-10 (91). Overall, these studies describe an intricate relationship between ligand-receptor complex stability and signaling and biological outcomes by cytokines, which could act as a source of functional heterogeneity and potentially be exploited for therapeutic purposes.



ADDITIONAL FACTORS CONTRIBUTING TO CYTOKINE-CYTOKINE RECEPTOR COMPLEX STABILITY

Signal activation by cytokines is a very efficient process where cytokines exhibiting a wide range of binding affinities activate signaling to a similar extent. This suggests that other factors beyond the sole affinity of the ligand for its receptor contribute to form and stabilize the cytokine receptor complex (Figure 1). Here we will highlight three cellular determinants that have been the focus of attention in recent studies:


[image: image]

FIGURE 1. Factors contributing to cytokine-cytokine receptor complex stability. (A) Ligand affinity for the receptor (pre-formed receptor complex). The affinity of the ligand for the pre-formed receptor can enhance the stability of the ligand-receptor complex. (B) Ligand affinity for the receptor (stepwise receptor complex formation). The ligand first binds to the high affinity receptor chain. This then allows recruitment of the second receptor chain. The affinity of the ligand for the high affinity receptor chain and the affinity of the ligand-high affinity receptor complex for the second receptor chain can influence the stability of the complete complex. (C) Endosome recycling. Endocytosis of the ligand-receptor complex from the cell surface to intracellular vesicles depletes ligands and receptors from the plasma membrane, negatively regulating signaling. However some studies have suggested that there is a possibility that some ligand-receptor complexes may also be stabilized in the endosome, leading to a stable complex being formed. Under certain circumstances the recycling of receptor components and ligands from the endosome back to the plasma membrane also contributes to the formation of a stable complex. (D) Cytoskeleton compartmentalization. Cytoskeleton components such as actin can contribute to the stability of a receptor complex by confining the movement of the receptor and thus increasing the opportunity for rebinding of the ligand. (E) JAK/JAK interactions. Some studies have shown that interactions between JAKs can aid dimerization of the receptor complex and that JAKs can act in trans in certain receptor systems.



The role of the endosomal compartment in cytokine signaling initiation and diversification has been proposed but not formally proven (97–102). Early work in the EGF system showed that EGF mutants with impaired EGFR binding affinity paradoxically elicited more potent signaling responses (103). Through a series of studies the authors showed that receptor complexes formed by these mutants did not survive the endosomal acidic pH leading to dissociation and recycling of the ligands and receptor to the membrane, contributing to more sustained signal activation by these mutants (103). More recently, studies utilizing TIRF microscopy have revealed that the endosomal compartment contributes to the formation and stabilization of the cytokine-cytokine receptor complex, thus ensuring signaling fitness at a wide range of environmental conditions (50, 104). Whether endosomes serve as signaling platforms where cytokine receptors encounter alternative signaling molecules to fine-tune their activities, however, still remains an open question. Some evidence of this can be found in a study which showed that phosphorylated JAK1 and Tyk2 could be found in EEA1 positive endosomes upon IFN stimulation (105). Additionally, mutations in the G-CSF receptor that altered its intracellular traffic differentially affected the signaling output and bioactivities engaged by this receptor (106, 107). However, to date no direct evidence demonstrating that endosomes function as signaling hubs for cytokine receptors has been described. This dearth of knowledge originates from the technical challenge that following and blocking cytokine receptor complexes to intracellular compartments represents. Future studies combining biochemistry and imaging methodologies will be required to address this long-standing question.

Another factor contributing to cytokine-cytokine receptor complex formation and stabilization is the actin cytoskeleton. Two recent studies in the IFN and IL-4 systems have shown that cytokine receptors are confined to cytoskeletal microcompartments at the plasma membrane, which allows quick reassembly of the cytokine-cytokine receptor complex after dissociation (52, 55). Manipulation of these actin compartments with small molecule inhibitors altered signaling downstream of the IFN or IL-4 complexes (52, 55).

Yet another factor contributing to cytokine-cytokine receptor complex stability are the JAK kinases associated to the receptors intracellular domains. Early studies with type I IFN showed that mutations in JAKs which did not affect receptor surface expression decreased the number of high affinity IFN binding sites in cells, suggesting an inside-out communication between JAKs and the IFN receptor (108). More recent studies have confirmed this initial observation and provided mechanistic insight into this JAK-receptor communication. A first study showed that two JAK2 molecules could interact in trans via their kinase/pseudokinase domains when bound to the GH-R homodimer, contributing to signaling initiation and propagation (31, 109). A follow up study showed that a productive JAK1-Tyk2 interaction was required to obtain maximal dimerization efficiency in the IFN system. Indeed, lack of JAK1 resulted in a reduction of the number of complexes formed by IFNα2, which could not be assigned to lower levels of IFNAR1 or IFNAR2 on the surface (51).

Overall these studies suggest that the cytokine system has developed a series of check points to ensure that the cytokine-cytokine receptor complex is formed and activates signaling. The next topic we will address is whether we can exploit these different factors contributing to cytokine receptor complex formation to fine-tune cytokine signaling and responses.



EXPLOITING CYTOKINE ENGINEERING TO DISCOVER NEW CYTOKINE BIOLOGY

Manipulation of cytokine binding properties via protein engineering is a valuable tool with which we can better understand cytokine biology and to fine-tune cytokine responses. Above we have already introduced some examples focused on the IFN system that help to better understand IFN biology. Next, we will describe additional examples in other cytokine systems which highlight the potential of cytokine engineering to address complex biological problems.

IL-2 plays a critical role in regulating T cell responses, making it an attractive target to treat autoimmune diseases and cancer (5, 110–113). However, its use in the clinic is limited due to severe toxicity resulting from its functional pleiotropy (114–117). IL-2 can engage two types of receptor complexes on the surface of responsive cells: the high affinity receptor complex comprised of IL-2Rα, IL-2Rβ, and γc receptor subunits and the intermediate affinity complex formed by IL-2Rβ and γc subunits (5). Thus, T cells control their sensitivity to IL-2 by modulating their levels of the alpha receptor (113). Many attempts to improve the clinical efficacy of IL-2 by fine tuning its receptor binding properties have been carried out over the years. One of the first studies was performed by Shanafelt and colleagues, who proposed that IL-2-derived toxicity resulted from engagement of the intermediate receptor present on NK cells, which are believed to be the major source of the cytokines and inflammatory mediators causing most of the toxicity associated with high-dose IL-2 therapy (118). In order to specifically target IL-2 to T cells and thus decrease its toxicity they used site directed mutagenesis to reduce the binding affinity of IL-2 to IL-2Rβ (119). This IL-2 mutant could not engage the intermediate affinity receptor, but still could activate signaling in the context of the high affinity receptor, leading to a more than 3,000-fold specificity for T cells over NK cells (119). In an experimental lung metastasis model, sensitive to IL-2 therapy, this IL-2 mutant showed similar levels of tumor inhibition to IL-2 but elicited lower levels of morbidity as scored by general health examination (119). However, in a later phase I trial this mutant did not show advantage over wt IL-2 in anti-tumor responses or toxicity, highlighting the complexity of this cytokine in an in vivo setting (120). Another example of IL-2 engineering is found in studies by the Wittrup lab. Using yeast surface display, the authors engineered an IL-2 variant with high affinity for IL-2Rα. This variant induced T cell proliferation more potently than wt IL-2, suggesting that it could be a better alternative than wt for cancer immunotherapy since lower doses of the variant would be required to show efficacy which could result in lower toxicity (121–123).

More recently, studies by Garcia and collaborators have provided a series of IL-2 variants that have furthered our understanding of IL-2 biology. Using yeast surface display, Levin and colleagues engineered an IL-2 variant (Super-2) binding 200-fold tighter to IL-2Rβ than wt (124). Super-2 can signal through the intermediate affinity receptor as potently as through the high affinity receptor, thus negating the regulatory role of the alpha subunit. This in turn resulted in a stronger anti-tumor response by Super-2 with a significantly lower toxicity when compared to wt IL-2 (124). In a second study, Suman and colleagues used Super-2 as a backbone to engineer a series of Super-2-based cytokines where binding to γc chain was reduced (125). Strikingly, the authors observed that rather than a complete loss in response, these new variants activated signaling with different amplitudes ranging from 100% activity to 50 and 10% in accordance with their binding affinity (125). Interestingly, the IL-2 mutant activating 50% activity could induce proliferation of activated T cells, but not of naïve T cells, suggesting different signaling thresholds required for proliferation in different T cell differentiation stages (125).

In addition, a recent study has shown that IL-2 receptor binding specificity can also be altered in a mutation-independent manner by introducing PEG molecules in the IL-2 region interacting with IL-2Rα. This new IL-2 variant, named NKTR-214, has shown promising anti-tumor responses and decreased toxicity and it is now finding its way to the clinic (126).

The IL-4/IL-13 system has also been the subject of protein engineering studies. As described above, IL-4 binds two surface receptor complexes: The type I receptor, consisting of the IL-4Rα and γc subunits, which is found exclusively on hematopoietic cells; and the type II receptor, composed of the IL-4Rα and IL-13Rα1 chains, which is also shared by IL-13 (5, 78). A recent work by Junttila and collaborators shed some light onto the differential activities elicited by the two IL-4 complexes. Using yeast surface display, the authors engineered two IL-4 variants exhibiting high specificity for either the type I or the type II IL-4 receptors (127). Detailed functional characterization of these variants revealed that while T cell responses were exclusively dependent on the type I IL-4 complex, in agreement with the specific expression of this receptor in T cells, dendritic cell maturation was dependent on the IL-4 type II complex (127). These results agreed with previously published observations and revealed functional dichotomy between the Type I and Type II IL-4 receptors (128, 129).

The impact of complex formation kinetics and stability on signaling and activities by the IL-4/IL-13 complex was further explored in a recent work (50). In this study, we engineered a range of IL-13 variants exhibiting different binding affinities for the IL-13Rα1 receptor subunit. When we functionally characterized these variants, we observed that large decreases in binding affinity were required to marginally alter signaling efficiency. Further increases in binding affinities, however, did not improve signaling by IL-13. Through a series of modeling simulations and experiments we concluded that transition of the cytokine-cytokine receptor complex to the endosomal compartment was the limiting rate factor for signaling potency in the IL-13 system. Cytokine-cytokine receptor complexes capable of undergoing endocytosis would be stabilized due to the high local cytokine receptor concentration achieved in the limited area of endosomes. Further stabilization of the complex beyond that required to transit to the endosomes will have minimal influence on signaling (50). Indeed, our data agreed with a recent study highlighting the role of the endosomal compartment in the formation of the IL-4/IL-13 complexes (104, 130). Interestingly, this disconnect between binding affinity and signaling output was not found when more complex biological responses, e.g., TF-1 cell proliferation and dendritic cell differentiation, were analyzed, which in turn directly correlated with the stability of the IL-13 complex (50). A possible explanation for this apparent lack of correlation between signaling and activity could be found in the different times used to study these processes. While signaling is measured during the first few hours of cytokine stimulation, biological responses often take days to be observed. Surface receptors, signaling molecules and ligand concentrations could be altered with time, leading to functional diversification from an apparently similar starting point. An example of this can be found in the type I IFN system, where IFN stimulation leads to the upregulation of negative regulators that preferentially inhibit short-lived IFN complexes (51, 131, 132).



CONCLUSIONS AND REMARKS

In this mini-review, we have summarized recent studies that have underlined the intricate interplay of cytokine-receptor complex stability and signaling and biological responses. Additionally we have discussed recent findings that support a scaffolding role for the JAK kinases in complex formation, as well as interesting observations regarding the contribution of the actin cytoskeleton and the endosomal compartment to signaling robustness by cytokine-receptor complexes. However, key standing questions remains in the field such as how binding of a cytokine to its receptor triggers signaling, how signaling specificity is generated, are endosomes contributing to fine tune cytokine signaling and biology and how cytokine functional pleiotropy is generated. In order to answer these questions, which would allow us to rationally manipulate cytokine responses and harness their full therapeutic potential, future studies will need to take advantage of recent advances in cryo-EM and membrane protein structural biology to fully understand the complex interconnectivity of the cytokine/cytokine receptor/JAK/STAT complex. Additionally, advance microscopy studies combined with proximity labeling methodologies such as bioID could provide us with new insights into the role that the endosomal compartment plays in shaping cytokine signaling and responses.
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The first step of the adaptive immune response involves the interaction of T cells that express T-cell receptors (TCRs) with peptide-loaded major histocompatibility complexes expressed by antigen-presenting cells (APCs). Exactly how this leads to activation of the TCR and to downstream signaling is uncertain, however. Recent findings suggest that one of the key events is the exclusion of the large receptor-type tyrosine phosphatase CD45, from close contacts formed at sites of T-cell/APC interaction. If this is true, a full understanding of how close contact formation leads to signaling would require insights into the structures of, and interactions between, large membrane proteins like CD45 and other proteins forming the glycocalyx, such as CD43. Structural insights into the overall dimensions of these proteins using crystallographic methods are hard to obtain, and their conformations on the cell surface are also unknown. Several imaging-based optical microscopy techniques have however been developed for analyzing protein dimensions and orientation on model cell surfaces with nanometer precision. Here we review some of these methods with a focus on the use of hydrodynamic trapping, which relies on liquid flow from a micropipette to move and trap membrane-associated fluorescently labeled molecules. Important insights that have been obtained include (i) how protein flexibility and coverage might affect the effective heights of these molecules, (ii) the height of proteins on the membrane as a key parameter determining how they will distribute in cell-cell contacts, and (iii) how repulsive interactions between the extracellular parts of the proteins influences protein aggregation and distribution.
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INTRODUCTION

The high specificity of the adaptive immune system is ensured by the interaction of molecular complexes on the surface of T lymphocytes called T-cell receptors (TCRs) with peptide-loaded major histocompatibility complexes (pMHCs) on antigen presenting cells (APCs). This interaction leads to activation of the TCR and further downstream signaling. However, how the TCR is triggered and initiates signaling is highly debated (1). Different mechanisms, including mechanotransduction (2–4) and receptor clustering (5, 6) to mention two examples, have been argued to play an important part in this. In addition, it has been observed that close contact zones form during the initial contact of T cells with model cell surfaces (7–9) and that the cell-surface bound phosphatase CD45 is partly excluded from these contacts, whereas shorter molecules such as the TCR and the protein kinase Lck are less affected (Figure 1A). This is in contrast to the formation of the supramolecular activation clusters that form minutes after T-cell activation (12, 13), whose organization is dependent on active transport by cytoskeletal motor proteins (14). The kinetic-segregation model has proposed that early, spontaneous molecular reorganization at close contact zones would lead to a local shift in the balance between phosphatases and kinases that results in the phosphorylation of the TCR complex and further downstream signaling if the TCR stays for a sufficiently long period in the CD45-depleted contact zone (15).


[image: image]

FIGURE 1. (A) Schematic illustrations of the kinetic-segregation model. CD45 keeps TCR unphosphorylated but gets excluded when TCR binds pMHC. This leads to TCR phosphorylation by Lck and T-cell signaling if the TCR stays long enough in the contact. (B) Dimensions of CD45 and the TCR/pMHC complex. The structures of CD45d1-d4 (8), and TCR/pMHC complexes (10, 11) have been determined by crystallography, and that of CD45R0 by negative-staining electron microsopy (8). CD45RABC is modeled on the CD45R0 structure, using the assumption that the mucin-like segment of RABC has the same length/mass ratio as in R0. The R0 and RABC forms of CD45 are each larger than the complex formed by the TCR and pMHC. (C) Principle of VA-TIRFM. Fluorophores at various heights will experience a different electromagnetic field when varying the incidence angle of the light, making it possible to determine their vertical position. (D) Hydrodynamic trapping uses the liquid flow from a micropipette to locally accumulate molecules. Measuring how much the molecules accumulate at different trap strengths makes it possible to determine the molecules' orientations and the intermolecular interactions between the molecules. Not drawn to scale.



The possibility of sterically-based molecular segregation at cellular contacts poses the questions of how large proteins are organized and interact in general as well as the physicochemical mechanism driving segregation in these contacts. Various studies have been undertaken to understand this better including experiments using contacting cells (7, 16–18), immune cells interacting with functionalized surfaces (8, 19–21), and studies of fully artificial model systems (22, 23), to mention a few examples. It has long been argued that the key parameter that would drive segregation is the length of the protein compared to the cell-cell gap (15). However, whereas most of the cell-surface molecules involved in starting an immune response have been structurally characterized (24–26), the structures of the larger isoforms of CD45, as well as other bulky glycoproteins such as CD43, are less defined. Here we review several of the imaging-based optical microscopy techniques that have been developed for analyzing protein dimensions and orientation on model cell surfaces. We focus especially on the use of hydrodynamic trapping, which relies on liquid flow from a micropipette to manipulate membrane-associated molecules. Whereas values for the height and interactions between T-cell proteins would be needed to better understand the principles of the kinetic-segregation model, they will also be important to understand how proteins distribute on cell surfaces and in cell-cell contacts in general.



STRUCTURAL STUDIES OF CD43 AND CD45

The T-cell glycocalyx consists of mainly CD43 and the receptor-type protein tyrosine phosphatase (RPTP) CD45, which are two heavily glycosylated glycoproteins. CD43 is comprised of a mucin-like extracellular region only, whereas CD45 has a folded region as well as variable N-terminal stretches of mucin-like sequence, with mucins being unfolded and extended, serine-, threonine-, and proline-rich polypeptide segments bearing large numbers of O-linked oligosaccharides (27, 28). The particular isoforms of CD45 that are expressed depend on cell type, developmental stage and cell activation state (29). These isoforms arise due to alternative splicing, which alters the length of the mucin-like region, with the smallest (CD45R0) and longest (CD45RABC) having mucin-like regions of 41 and 202 residues, respectively.

The crystal structure of the folded part of CD45 has been determined and comprises a beads-on-a-string arrangement of four fibronectin-like (FN3) domains (8). The organization and dimensions of the FN3 domains of CD45 are comparable to those in RPTPμ (30), another large type II RPTP, but the domain interfaces are larger, suggesting that flexibility in the extracellular region of CD45 is unhelpful for the function of CD45. Also, the topologies of the two N-terminal-most FN3 domains of CD45 are degenerate, i.e., some of the β-strands are absent or severely truncated, implying that the detail of the structure is unimportant. For this class of proteins, wherein levels of conservation can be as high as >90%, the sequence conservation of CD45 is remarkably low (~18% among mammalian species). The little conservation that there is, is mostly concentrated at the domain interfaces where it likely serves to influence the shape and rigidity of the extracellular domain of CD45, although additional conservation at the top of the folded part might impact on the positioning of the mucin-like region of the protein. The extracellular region of CD45 is also notable for being rich in cysteines that likely stabilize the protein via the formation of disulfide bonds; other large type II RPTPs either completely lack, or contain many fewer cysteines. Together, these observations point to the mechanical properties of the folded part of the extracellular domain of CD45 being integral to its function, as would be expected if it acts as a “lever” that excludes the attached cytoplasmic phosphatase from cell-cell contacts.

Obtaining the overall dimensions of glycoproteins using crystallographic methods is often difficult due to the presence of large amounts of sugar-based side chains which tends to work against the formation of crystals. The height of the intact ectodomains of CD43 and CD45 have instead been estimated using electron microscopy. Whereas the single mucin-like extracellular region of CD43 has a length of 45 nm (31), the ~15 nm folded region of CD45 combines with the mucin-like segments to give extracellular regions spanning 22 nm (CD45R0) to 40 nm (CD45RABC) (8, 32, 33). Comparisons with TCR-ligand complexes (~15 nm) (10, 11) suggested that even the smallest CD45 isoform, CD45R0, would be sterically excluded from sites of TCR-ligand engagement if CD45 has an “upright” posture at the cell surface (Figure 1B).



THE PHYSICAL PROPERTIES OF CELL-SURFACE PROTEINS MEASURED IN SITU

Experiments have indicated that rigid membrane-anchored molecules can have markedly different surface heights due to their orientation, covering the range from being upright to lying flat on the surface depending on the conditions and their molecular properties (34–36). Rotation around the membrane-anchoring point can furthermore result in a significant change in effective height (34, 37). Several imaging techniques have been used to measure the effective height of membrane-anchored proteins and the gap size between contacting membranes. We will in this review focus on different optical methods. An alternative to these methods, not discussed here, is electron microscopy coupled with immunogold labeling, as implemented by Davis and colleagues, for example (38).

Reflection interference contrast microscopy (RICM) measures the gap size between contacting membranes by utilizing the interference pattern arising from light rays being reflected at different sample interfaces (39). From this information it has been possible to measure the gap size in artificial cell-cell contacts with nanometer precision (23, 40). The gap size in these studies was defined by the dimensions of binding receptor/ligand pairs bridging the two contacting surfaces. Another way to measure the length of receptor/ligand pairs is the microbead-based fluorescence imaging assay developed by Biswas and Groves (41). However, to measure the height of individual membrane proteins requires other methods. Fluorescence interference contrast microscopy (FLIC) (34, 42), scanning angle interference microscopy (SAIM) (43, 44) and variable angle total internal reflection fluorescence microscopy (VA-TIRFM) (8, 45) have all been used for this purpose. FLIC and SAIM are fluorescence-based interference methods, where the interference pattern arises due to different optical path lengths between the fluorophore and a reflective surface. For FLIC this is typically achieved by having oxide terraces of varying thickness between a reflective silicon wafer and the studied sample (42). The interference pattern will be different for each terrace which can be used to fit the effective height of the fluorophore above the surface. This has, for example, been used to measure the effective height of membrane-anchored glycopolymers (34) and reconstituted membrane proteins (36). SAIM creates the altering interference pattern by varying the incidence angle of the light. This makes it possible to make measurements on more heterogeneous samples compared to FLIC (46). Carbone et al. used this property of SAIM to measure the difference in height inside and outside artificial cell-cell contacts formed via a receptor/ligand pair, where the latter were enriched with CD45R0 (22). From this it could be concluded that membrane-anchored CD45R0 stands upright with an effective height similar to the full length of the protein. VA-TIRFM is a non-interferometric technique in which the sample is illuminated with light at an angle that is above that needed for total internal reflection (Figure 1C). This creates an evanescent electromagnetic field that decays exponentially with distance from the surface/sample interface (47). The decay length of the light depends on the incidence angle of the incoming light, and from the resulting change in emitted intensity from a fluorophore it is possible to estimate the vertical distance between the fluorophore and the surface (8). The relative heights of different CD45 isoforms anchored to a supported lipid bilayer have been studied using this technique (8). Both CD45R0 and CD45RABC had a significantly larger height than the folded, mucin-free region (i.e., FN3 domains 1–4 only). Unexpectedly, however, the apparent difference in height between CD45R0 and CD45RABC was only moderate. From these results it appears that the difference in effective height of membrane-anchored CD45RABC and CD45R0 could be much smaller than expected from the lengths of the proteins. A possible explanation for this, supported by hydrodynamic trapping studies, is that the larger protein can rotate around its anchoring point, leading to a lower effective height.

There are also other fluorescence-based methods that can be used to measure molecular height and orientation. Förster resonance energy transfer has been used extensively to map <10 nm distances and conformational changes in macromolecules (48). A related technique that extends the distance range to 100 nm, but retains the nm resolution, is metal-induced energy transfer (MIET) (49, 50). MIET measures the lifetime of fluorescent molecules above a metallized surface, which changes with the distance to the surface, and has a 3 nm resolution in living cells (50). The orientation of the membrane and membrane-associated molecules can also be estimated using polarization microscopy (51–53). This is based on the fact that the excitation and emission of fluorescent probes depends on the polarization of the incident light relative to the orientation of the fluorescent molecule. The average orientation of a labeled macromolecule can then be estimated if it is known how the fluorescent moiety orients relative to the labeled molecule (51, 52). In addition, there has been a rapid development of various superresolution fluorescence imaging techniques over the last decade with nm resolution along the optical axis (54). This includes, but is not limited to, biplane imaging (55), stochastic optical reconstruction microscopy with optical astigmatism (56), interferometric photoactivated localization microscopy (55), and 4Pi nanoscopy (57, 58). Protein heights can also be measured using two-color fluorescence imaging by relating the position of a dye on the end of the studied protein and another dye in the membrane or on the cytoplasmic part of the protein (18).



HYDRODYNAMIC TRAPPING


Measuring the Height of Membrane-Anchored Molecules

Hydrodynamic trapping uses the focused liquid flow from a micropipette to move and accumulate membrane-anchored molecules (59). It is the drag force on the molecules due to the flow that causes them to move in the direction of flow; larger molecules experience a higher drag force than smaller molecules (60). A micropipette is first positioned above a supported lipid bilayer (SLB) anchoring the studied proteins. After applying negative pressure over the micropipette, the proteins start to accumulate until a steady state concentration profile is reached (Figure 1D). During this process, the surface coverage can be increased by several orders of magnitude (59, 61). The steady state accumulation depends on the dimensions of the protein, with a protein standing upright accumulating more than a protein positioned at an angle (60). The accumulation will also be affected by intermolecular interactions among the proteins. By relating the amount of accumulation to the trap strength at different positions it is possible to determine both the orientation as well as the intermolecular interactions from a single measurement (62).

Using hydrodynamic trapping we found that the largest CD45 isoform, membrane-anchored CD45RABC, interacts with other CD45RABC molecules as if the protein was a 40 nm long rod that is free to rotate around its anchoring point (62). This means that the average height of the protein on the surface would be ~25 nm at low protein densities (Figure 2A). This is similar to the height of membrane-anchored CD45R0 measured by Carbone et al. (22), and can explain why Chang et al. (8) only found a modest difference in height between membrane-anchored CD45R0 and CD45RABC. However, it should be noted that the concentration of both CD43 and CD45 in the cell's glycocalyx is high, ~1,000 molecules/μm2 each (8, 63), and so interactions with neighboring proteins will cause CD45 to adopt a more upright position on the cell surface (Figure 2A). Indeed, using Monte Carlo simulations, similar to those described in Junghans et al. (62), we found that this effect would increase the effective height of CD45 by ~5 nm. Thus, the effective height depends not only on the total length of the protein, but also on other properties including flexibility and protein density.


[image: image]

FIGURE 2. (A) Protein rotation gives rise to an effective height, heff, that is lower than the full length of the protein. The value of heff depends, in addition to the properties of the protein, also on the protein density on the membrane. (B) Rotating membrane-anchored proteins can fit in gaps smaller than the length of the protein even without deforming the membrane. However, this restricts the possible angles the protein can have and comes at a cost in entropy, which leads to protein exclusion at the contact.



It should be mentioned that only the interaction between the extracellular region of the proteins was studied and that the transmembrane domain of the proteins was replaced with a histidine tag that binds to nickel-chelating lipids in the SLB (62). Whereas this affects the mobility of the proteins compared to their native state on the cell surface, it should only moderately influence the steady state distribution in the hydrodynamic trap. However, it remains to be investigated whether the orientation and interaction of the proteins are affected by the mode of membrane attachment. This could, for example, be studied by comparing height measurements of the proteins on cells, or by using different model systems incorporating the full protein in a cushioned supported lipid bilayer (64).



Measuring Intermolecular Interactions

How the effective height of surface proteins affects protein distribution in cell-cell contacts will be discussed in the next section. However, protein exclusion from cell-cell contacts is also influenced by crowding effects, and it has been observed that proteins smaller than the gap size can also be excluded (16, 18, 23, 65, 66). This can be due to interactions with stationary adhesion molecules in the contact but also with mobile proteins on the contacting surface. This topic has recently been covered in detail (23), however, it should be noted that the more repulsive the interaction between the proteins, the more pronounced the effect of crowding will be. Measuring these interactions can be done using hydrodynamic trapping (62), which will also indicate under what conditions the membrane-anchored molecules will cluster.

Protein rotation and glycosylation can both significantly increase the repulsion between membrane-anchored proteins. In fact, the latter can dominate the interaction between the proteins even if the total molecular weight of the added sugars is only a fraction of the total weight (62). Protein rotation around the anchoring point will also increase repulsion due to more frequent collisions with other proteins (62). Another effect of protein rotation and glycosylation is that a larger attractive energy is required to bring the proteins together into clusters. For example, no clustering or aggregation of the extracellular part of CD45RABC was observed when accumulating the protein at a trapping strength of 9 kBT from a surface coverage of 1,000 molecules/μm2 (62). Most of this repulsive energy came from free rotation of the protein around the anchoring point. If the rotation can be restricted by other means, such as binding to a receptor on a contacting cell, the repulsive energy would be reduced, and the likelihood of aggregation increase. An example of this is the cadherin adhesion proteins where lateral clustering of the proteins in junctions is amplified by trans interactions across the contacting cells (67, 68).




PROTEIN DISTRIBUTION AT CELL-CELL CONTACTS AND ITS DEPENDENCE ON HEIGHT

Proteins larger than the cell-cell gap generally get excluded, but the extent of exclusion can vary significantly depending on the system and the number of adhesion molecules creating the contact (16, 23). In understanding this it must be considered that the cell membrane is not rigid and can therefore bend to encompass molecules larger than the average cell-cell gap. This leads to an increase in energy of the system which is balanced by the cost of excluding a protein from the cell-cell contact (16). The number of adhesion molecules bridging the gap also influences the exclusion. For a high density of adhesion molecules (10,000 molecules/μm2) Schmid et al. found a relatively sharp transition between partially and fully excluded proteins, and that proteins 2 nm larger than the 10 nm gap were essentially completely excluded (23). Alakoskela et al. used a lower density of adhesion molecules (500 molecules/μm2) bridging two cell surfaces and forming a 15 nm cell-cell gap (16) and in this case the transition from no exclusion to exclusion was more gradual and even 25 nm diameter spherical particles were only excluded by 40–50%. This value is similar to the 60% exclusion of CD45R0 measured by Chang et al. in a 15 nm gap between a T cell and a supported lipid bilayer with a similar number of adhesion molecules (8). A slightly higher value for the exclusion in the study by Chang et al. agrees with the possibility that only the cell and not the supported lipid bilayer is able to deform and encompass the proteins. Thus, the similar effective height for the rod-like protein (8) and the spherical particle (16) gives comparable exclusion values, despite the different shapes. Having a mixture of adhesion molecules of different length can also influence exclusion. For example, only 10% exclusion of CD45R0 was observed by Cai et al. in a contact between a T cell and a functionalized supported lipid bilayer containing a mixture of 13 and 40 nm adhesion pairs (21).

Using a wholly non-cell based approach, Carbone et al. compared the exclusion of CD45R0 and CD45RABC in a 15 nm gap between a giant unilamellar vesicle and a supported lipid bilayer (22). In these experiments the exclusion of CD45R0 was ~20% whereas CD45RABC was excluded by 40–50% under the same conditions. The lower values compared to those stated by Chang et al. (8) could be due to the vesicle being more flexible than the T-cell membrane, or that the T-cell cytoskeleton exerts additional excluding forces on CD45. But if the effective heights of the two CD45 isoforms are similar, as implied by VA-TIRFM measurements (8), why was the CD45RABC isoform significantly more excluded in the experiments of Carbone et al.? A possible explanation is that the larger protein can rotate around its anchoring point resulting in a smaller effective height. One consequence of this is that the protein can fit into the gap even without deforming the membranes (Figure 2B). However, this comes with an entropic penalty since not all surface-to-protein angles will fit the gap. For example, excluding angles that makes the protein height larger than 25 nm (angles >39°), which is the approximate height of CD45R0 (22), gives an estimated CD45RABC exclusion that is (39/90°)−1 = 2.3 times larger than that of CD45R0. A more accurate analysis would have to take molecular interactions as well as additional membrane deformation into account, but this approximation still captures the essential behavior observed by Carbone et al. (22).



CONCLUDING REMARKS

We have discussed that it is not only important to know the molecular dimensions of membrane-anchored proteins to understand how they behave and distribute at cell-cell contacts but also how these proteins orient and interact on the membrane. Fluorescence-based techniques have been developed that allow the effective height of a specific membrane-anchored protein to be obtained, however, in most of the studies done to date the protein is anchored to a model membrane. These model systems have nevertheless shown that the actual height in vivo could be different, especially if the membrane protein composition and density vary, as discussed above. Hence, general methods to measure the height of membrane-anchored molecules on the surface of cells are needed. Super-resolution fluorescence imaging is one technique that has shown promising developments in recent years to achieve this. However, knowing both the effective height of the protein and its crystal structure are not sufficient to predict how the protein will distribute at cell-cell contacts. The interactions between proteins and whether they can rotate also affects this. Hydrodynamic trapping can be used to measure these interactions and combined with knowledge of the protein structure reveal the conditions required for the proteins to partition into domains or aggregate on the membrane. Taking all of this into consideration, complementary techniques are needed to understand the complex behavior of these molecules and how they distribute at cell-cell contacts.
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Activation of the T cell receptor (TCR) on the T cell through ligation with antigen-MHC complex of an antigen-presenting cell (APC) is an essential process in the activation of T cells and induction of the subsequent adaptive immune response. Upon activation, the TCR, together with its associated co-receptor CD3 complex, assembles in signaling microclusters that are transported to the center of the organizational structure at the T cell-APC interface termed the immunological synapse (IS). During IS formation, local cell surface receptors and associated intracellular molecules are reorganized, ultimately creating the typical bull's eye-shaped pattern of the IS. CD6 is a surface glycoprotein receptor, which has been previously shown to associate with CD3 and co-localize to the center of the IS in static conditions or stable T cell-APC contacts. In this study, we report the use of different experimental set-ups analyzed with microscopy techniques to study the dynamics and stability of CD6-TCR/CD3 interaction dynamics and stability during IS formation in more detail. We exploited antibody spots, created with microcontact printing, and antibody-coated beads, and could demonstrate that CD6 and the TCR/CD3 complex co-localize and are recruited into a stimulatory cluster on the cell surface of T cells. Furthermore, we demonstrate, for the first time, that CD6 forms microclusters co-localizing with TCR/CD3 microclusters during IS formation on supported lipid bilayers. These co-localizing CD6 and TCR/CD3 microclusters are both radially transported toward the center of the IS formed in T cells, in an actin polymerization-dependent manner. Overall, our findings further substantiate the role of CD6 during IS formation and provide novel insight into the dynamic properties of this CD6-TCR/CD3 complex interplay. From a methodological point of view, the biophysical approaches used to characterize these receptors are complementary and amenable for investigation of the dynamic interactions of other membrane receptors.
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INTRODUCTION

T cells play an important role in the execution of the adaptive immune response by regulating the activity of innate and other adaptive immune cells or directly executing effector functions, such as killing by cytotoxic T cells. In general, for T cells to execute their function, they need to become activated by antigens through interaction with an antigen-presenting cell (APC). Crucial to this activation is the interaction between the T cell receptor (TCR) on the T cell surface and the peptide-Major Histocompatibility Complex (pMHC) on the APC surface. Immediately after recognition of the pMHC, the TCR, associated with the CD3 receptor complex, combines with co-stimulatory receptors CD4/CD8 and CD28 on the T cell membrane in small so-called TCR microclusters where signaling is initiated (1, 2). During the T cell-APC contact, TCR microclusters are laterally transported during local cell surface receptor rearrangement creating a typical bull's eye-shaped pattern at the T cell-APC interface, termed “the immunological synapse” (IS) (3, 4). This lateral TCR microcluster transport results in TCR accumulation in the center of the IS, forming the central supramolecular activation cluster or “cSMAC,” together with co-stimulatory molecules such as CD2, CD4/CD8 and CD28 (4–6). Surrounding the central cSMAC is the peripheral supramolecular activation cluster (pSMAC), that exists of adhesion receptor LFA-1 and phosphatase CD45, both kept from the cSMAC due to size-dependent exclusion (7). This spatial organization of the receptors, together with the transport of TCR microclusters toward the cSMAC is dependent on the actomyosin cytoskeleton, which is excluded from the cSMAC region (8–11). Antigen binding on the extracellular side leads intracellularly to recruitment of tyrosine kinase Lck to the TCR/CD3 complex, where it phosphorylates immunoreceptor tyrosine-based activation motifs (ITAMs) on the cytoplasmic tail of CD3 chains (12). Subsequently, tyrosine kinase ZAP70 can bind to the phosphorylated ITAM-motifs and recruit the transmembrane protein LAT (12, 13). LAT forms a signaling hub, the so-called LAT signalosome, which through various signaling molecules such as SLP-76 and GRB2, initiates downstream events, such as calcium fluxing, actin reorganization, integrin inside-out signaling and gene expression, leading to T cell activation and effector functions (12, 14).

CD6 is one of the cell surface co-receptors on the T cell membrane involved in T cell activation. CD6 is a transmembrane glycoprotein, part of the scavenger receptor cysteine-rich superfamily (SRCR-SF), that is expressed on thymocytes, mature T cells, a subset of B cells and NK cells, and brain parenchymal cells (15–18). On the T cell membrane, CD6 associates with its closely related family member CD5 (17, 19). Extracellularly, ligands for CD6 are Activated Leukocyte Cell Adhesion Molecule (ALCAM), which is present on antigen presenting cells and thymic epithelial cells, and the recently identified CD318, a glycoprotein expressed on epithelial cells, some hematopoietic cells and mesenchymal stem cells (16, 20–22).

Already early on, it was clear that CD6 was involved in T cell activation in mature T cells, since monoclonal antibodies targeting CD6 were able to induce T cell activation, subsequent T cell proliferation and IL-2 receptor expression (23, 24). Since then, multiple studies have further substantiated a co-stimulatory role of CD6 in T cell activation (25–29). However, more recently this view was challenged by data from Oliveira and colleagues, who describe a role for CD6 as attenuator of early and late T cell responses in a ligand-independent manner (30). The exact role for CD6 in T cell signaling is therefore still under debate and most likely depends on a balance between stimulatory and inhibitory signals, provided among others by binding of its ligand (30, 31).

Multiple data hint at an interaction, either direct or indirect, between CD6 and the TCR. Co-precipitation studies have indicated that rat CD6 associates with protein kinases Lck, Fyn, ZAP-70, and Itk: protein kinases that also interact with and co-precipitate with the TCR or are part of the LAT signalosome (14, 32). This interaction is important for CD6 signaling, as inhibition of protein kinases abolishes CD6-induced T cell proliferation (26). Furthermore, CD6 physically associates with adaptor protein SLP-76 (33), which is involved in TCR microcluster signaling. Also, direct cross-linking of CD3 induces phosphorylation of CD6, which suggests cross-talk between TCR/CD3 complex and CD6 (34). More importantly, using co-precipitation Gimferrer and colleagues showed that CD6 and the TCR/CD3 complex interact (independently of CD5) (35). Also, co-localization of CD6 and TCR/CD3 in the cSMAC of the mature IS has been described through co-capping, FRET and DC-T cell co-cultures (29, 35). CD6 is important for mature IS formation as treatment with soluble recombinant CD6 leads to inhibition of IS maturation and resulted in inhibition of T cell proliferation (35).

Importantly, CD6 has recently reclaimed attention as a focus of research: the CD6 gene, together with the gene for its ligand ALCAM, was identified as a susceptibility locus and a potential target for treatment of multiple sclerosis (36, 37). Furthermore, antibodies targeting CD6 are tested for treatment of various autoimmune diseases, such as psoriasis and rheumatoid arthritis (38–41). This renewed interest in CD6 underlines the importance of understanding CD6 signaling and interaction at the molecular level. For instance, although static co-localization of CD6 and TCR/CD3 complexes has been reported at the fully mature IS and signaling cross-talk between CD6 and CD3 has been identified, thorough characterization of (early) dynamics during IS formation and stability of CD6-TCR/CD3 interplay at the mature IS are still lacking.

Imaging techniques with high spatiotemporal resolution, such as Total Internal Reflection Fluorescence (TIRF) Microscopy, combined with biochemical or immunological assays, such as supported lipid bilayers (42), have been fundamental in unraveling the dynamics of multiple protein-protein interactions during IS formation (1, 11, 13). Here, we exploited different biophysical approaches including microcontact printing, fluorescence microscopy techniques, antibody-coated beads and magnetic tweezers to study the dynamics and stability of CD6-TCR/CD3 interplay in more detail. Overall, our findings provide novel insight into the dynamic properties of CD6—TCR/CD3 complex interplay during IS formation.



MATERIALS AND METHODS


Cell Lines and Transfection

Jurkat E6.1 lymphoma T cells were maintained in 1640 RPMI (PAA) supplemented with 10% Fetal Calf Serum (Greiner Bio-one), 1 mM Ultra-glutamine (U-glut, PAA) and antibiotics (100 U/ml penicillin, 100 μg/ml streptomycin and 0.25 μg/ml amphotericin B, PAA). Jurkat cell lines stably expressing CD6-RFP, CD6-GFP, or LifeAct-GFP were obtained by electroporation using the Neon Transfection System for Electroporation (Invitrogen) according to the manufacturer's guidelines. Shortly, 5*105 Jurkat cells were transfected at 1325 Volt (10 ms, 3 pulses) with 3 μg of DNA in 100 μl Resuspension buffer. After transfection cells were seeded in 2 ml of 1640 RPMI with 10% FCS and 1% U-glut. Antibiotics were added after 3 h. Stable cell lines were sorted on RFP or GFP expression on a FACSAria cell sorter (BD Biosciences), and cells were maintained in complete RPMI medium as described above, additionally supplemented with 500 ng/ml geneticin (G418, Gibco).



Antibodies, Reagents and Expression Constructs

The following primary antibodies were used: Mouse IgG2A-anti-human CD3 antibodies clone T3B and clone OKT-3 (both referred to in the text as αCD3), and Mouse IgG1 anti-human LFA-1 antibody TS2/4 were obtained from in-house hybridoma production. Mouse IgG1 anti-human phospho-tyrosine (P-Tyr-100), both unconjugated and conjugated to Alexa488, was obtained from Cell Signaling Technology; Mouse IgG1 anti-human CD6 (M-T605; referred to in the text as αCD6) was obtained from BD Biosciences. The following secondary antibodies were used: Goat anti-Rabbit-IgG(H+L)-Alexa647 and Goat-anti-Mouse-IgG1-Alexa488 (both from Invitrogen). Neutravidin-TexasRed was obtained from Thermo Fisher Scientific. For use in immunofluorescence staining, anti-CD3 antibody clone OKT-3 was biotinylated (Sulfo-NHS-LC-Biotin, Thermo Fisher Scientific) at RT for 1.5 h, with a molecular ratio of IgG:Biotin at 1:15. Following the same procedure, for use in supported lipid bilayers, anti-human CD3 antibody OKT-3 was simultaneously biotinylated and conjugated to ATTO647 Carboxylic Acid, Succinimidyl ester (ATTO-TEC) at a molecular ratio of IgG:Biotin:dye at 1:15:15. In both cases, purification was performed with Zeba Desalting columns (Thermo Fisher Scientific). For preparation of supported lipid bilayers, the lipids POPC (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine) and Biotin Capped PE (1,2-Dioleoyl-sn-Glycero-3-Phosphoethanolamine-N-[Cap Biotinyl]), both from Avanti Polar Lipids Inc, were used, together with the fluorescent lipophilic tracer DiI (1,1′-Dioctadecyl-3,3,3′,3′-Tetramethylindocarbocyanine Perchlorate; Invitrogen). For inhibition of actin polymerization Cytochalasin D (CytoD) was used (2.5 μg/ml, Sigma-Aldrich). The CD6-GFP plasmid was generated by cloning CD6 from the CD6-RFP construct into peGFP-N1 (Clontech) (29). LifeAct-GFP (43) was a kind gift of Michael Sixt (Institute of Science and Technology, Vienna, Austria).



Micro Contact Printing of Antibody Spots

PDMS stamps containing a regular pattern of 5 μm circular spots were prepared as described earlier (44). PDMS stamps were incubated for 1 h at RT with a protein solution containing 15 μg/ml Goat-anti-Rabbit IgG(H+L)-Alexa647 antibody to visualize the spots, and anti-human CD6 or anti-human CD3 clone T3B, the latter including (if indicated) mouse IgG2A isotype control antibody, to create spots containing 1 or 10% αCD3. Total concentration of primary antibody in the protein solution amounted to 100 μg/ml. After incubation, the stamps were thoroughly washed with distilled H2O and dried under a N2 stream. A glass microscope slide was cleaned by rinsing consecutively with distilled H2O, 70% ethanol and 100% acetone, and was dried under a N2 stream. The stamp was then manually pushed on the cleaned glass microscope slide for 20 s and removed, after which the stamped area was back-filled with 20 μg/ml fibronectin (from human plasma; Roche) in PBS for 1 h at RT. The microscope slide was washed in PBS and incubated with 1% BSA for 30 min to block all uncoated glass surface. The slide was subsequently washed with PBS and dried under a N2 stream before cell seeding.



Preparation of Supported Lipid Bilayers (SLBs)

Coverslips were cleaned in 2% v/v Hellmanex III (Hellma-Analytics) solution and sonified for 15 min at RT after which they were rinsed with ultra clean water and ethanol and dried under a N2 stream. SLBs were prepared by spin coating (45). To form SLBs, a lipid chloroform mixture containing 1 mM POPC, 0.01 mM Biotin Capped PE, supplemented with DiI, was dropped on a spinning coverslip. SLBs were hydrated with Hank's Balanced Salt Solution (HBSS; Gibco) throughout the preparation. After deposition, nonspecific binding was blocked by incubation with 10 mg/ml BSA in HBSS. Subsequently, SLBs were incubated with 0.5 μg/ml streptavidin (Thermo Fisher scientific). Finally, SLBs were incubated with 0.5 μg/ml biotinylated anti-human CD3 (OKT3)-ATTO647 for 15 min at RT, after which they were used directly for cell seeding.



Immunofluorescence

Immunofluorescent staining of CD3 was performed on wildtype Jurkat T cells on microprinted antibody spots. Immunofluorescent staining of phospho-tyrosine was performed on wildtype Jurkat T cells on microprinted antibody spots and on wildtype Jurkat T cells on SLBs. LFA-1 staining was performed on wildtype Jurkat T cells on SLBs. Cells were seeded on spots or SLBs for 15–30 min at 37°C. Samples were washed with PBS and subsequently fixed with 4% PFA in PBS for 15 min at RT. After fixation, samples were blocked for 1 h with blocking solution (PBS/3% BSA/10 mM glycine/1% human serum) at RT. For CD3 and phospho-tyrosine staining on antibody spots and for phospho-tyrosine staining on SLBs, permeabilization was performed simultaneously with blocking by adding 0.1% saponin to the blocking solution. 0.1% saponin was added to all subsequent antibody staining solutions. For LFA-1 staining, after blocking, cells on SLBs were incubated with primary Mouse IgG1 anti-human LFA-1 antibody TS2/4 and subsequently Goat-anti-Mouse-IgG1-Alexa488. For phospho-tyrosine staining, after blocking/permeabilization, cells on antibody spots were incubated with Mouse IgG1 p-Tyr-100-Alexa488; cells on SLBs were incubated with primary Mouse IgG1 p-Tyr-100 and subsequently Goat-anti-Mouse-IgG1-Alexa488. For CD3 staining, after blocking/permeabilization, cells on antibody spots were incubated with OKT3-biotin and subsequently NeutrAvidin-Texas-Red. After immunofluorescence staining, samples on microprinted antibody spots were washed with phosphate buffer and embedded in Mowiol (Sigma-Aldrich). Immunofluorescence samples on SLBs were not embedded but imaged in PBS directly after preparation. To study the effect of inhibition of actin polymerization on IS formation, CD6-GFP Jurkat cells were taken from culture and incubated in HBSS with or without 0.5 μM Cytochalasin D for 15 min at 37°C at a concentration of 800,000 cells per ml. Next, cell suspensions were added onto αCD3-containing SLBs, reaching a final cell concentration of 400,000 cells per ml. Samples were incubated for 30 min at 37°C. After incubation, samples were fixed with 4% PFA in PBS for 15 min at RT. Finally samples were washed once and imaged in PBS directly after preparation. CD6-GFP, αCD3-ATTO647, DiI, and brightfield signals were acquired. Samples of cells seeded on microprinted antibody spots were imaged on an Olympus FV1000 confocal laser scanning microscope with a 60 × 1.35 NA oil immersion objective. Samples of cytochalasin D treated cells on SLBs were imaged using a Leica DMI6000 widefield microscope equipped with a HC PL APO 63 × 1.40 NA oil immersion objective. Samples of LFA-1 and phospho-tyrosine staining in cells on SLBs were imaged with TIRF microscopy at an Olympus IX-71 wide field fluorescence microscope equipped with a 3-line TIRF system and a Hamamatsu ImagEM EM-CCD camera equipped with a PL APO 60 × /1.4 NA oil immersion TIRF objective.



Live Cell Imaging on SLBs

Live cell imaging in cells on SLBs was performed at 37°C with TIRF microscopy at the Olympus TIRF microscope setup described above. Prior to live cell imaging, Jurkat cells (LifeAct-GFP or CD6-GFP) were washed with PBS and resuspended in HBSS. Cells were added to the SLBs at the microscope, in a final concentration of 400,000 cells per ml HBSS. Directly after adding the cells, both cells and αCD3-ATTO647coupled to the SLBs were imaged. Images were acquired at a frame rate of 300 ms/frame or 1 s/frame with an exposure time of 10–100 ms.



Cell-Bead Contact Experiments

Dynal CD3 beads coated with mouse monoclonal anti-CD3 antibody (Invitrogen) or fibronectin-coated beads, all with a diameter of 4.5 μm, were used for bead experiments. Jurkat CD6-GFP cells were seeded on fibronectin-coated coverslips in imaging medium (RPMI 1640, 25 mM HEPES, 0.5% BSA). Subsequently, beads were added to the cells in a concentration of 5 μM. Imaging of the CD6-GFP signal and the brightfield channel of cells with beads was performed on a Zeiss LSM510 meta confocal laser scanning microscope equipped with a PL APO 63 × /1.4 NA oil immersion objective. Cells were imaged at RT to slow down internalization of the beads.



FRAP Measurements

All FRAP measurements were performed on a Zeiss LSM510 meta confocal laser scanning microscope equipped with a PL APO 63 × /1.4 NA oil immersion objective. For FRAP on antibody spots, Jurkat CD6-GFP cells were resuspended in phenol red-free medium, seeded onto microprinted surfaces and imaged at 37°C. FRAP was performed using a 2.1 μm diameter circular region of interest (ROI). Photobleaching was performed at 100% laser power by scanning the bleached ROI for two iterations, yielding a total bleach time of 0.10 s and an average fluorescence loss of ~50%. Recoveries were collected with time intervals of 200 ms using 488 nm excitation. Fluorescence intensity data for the bleached ROI and a control ROI were calculated using LSM software (Zeiss). After background correction and normalization to t0 using a method that is known as double normalization (46), the single post-bleach curves were fitted using Origin (OriginLab) with the following model:
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where I(t) is the intensity in the bleached ROI at time t, A is the mobile fraction, and τ is the characteristic recovery time. The halftime recovery t0.5 was calculated with:
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For FRAP measurements on cells in contact with beads, Jurkat CD6-GFP cells were resuspended in phenol red-free medium, incubated with αCD3-coated beads and seeded on fibronectin-coated surfaces. FRAP was performed using a 2 × 1 μm rectangular ROI. Photobleaching was performed at 100% laser power by scanning the bleached ROI for 20 iterations, yielding a total bleach time of 1 s and average fluorescence loss of ~50%. Recoveries were collected with time intervals of 100 ms using 488 nm excitation. After background correction and single normalization, FRAP curves were fitted using the Ellenberg fitting (47) with the help of FRAPAnalyser software (48):
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Where I(t) is the fluorescence intensity as a function of time, Ifinal the final intensity reached after complete recovery, w the width of the rectangular ROI, and D is the one-dimensional diffusion constant. Recovery halftime t0.5 was calculated using the formula (49):
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Image Analysis

Image analysis was performed using Fiji Image J (50). To quantify the immunofluorescence images of cells on microprinted spots, a custom image analysis algorithm was used. Shortly, spots were segmented based on an intensity threshold applied to the spots channel. Cells were segmented using an edge finding algorithm applied to the DIC image and a selection of objects based on size. Next, the segmentations of the spots and cells were combined resulting in masks for cellular parts covering the spots and cellular parts covering the surrounding area. These masks were subsequently used to measure the intensity of the fluorescent protein or immunostaining on the spots and the surrounding area. Enrichment of CD6 was quantified by measuring the ratio of the fluorescent intensity in parts of the cells covering the spots and the fluorescent intensity in parts of the cells covering the surrounding area coated with fibronectin. A value of 1 indicates no recruitment, while values higher or lower than 1 indicate recruitment or exclusion, respectively. In Jurkat CD6-GFP cells on SLBs, kymographs were created along the indicated lines using the Dynamic Reslice option under Image > Stacks in FIJI Image J for the indicated time periods. Co-localization of CD6-GFP and αCD3 during immunological synapse formation was determined using the JACoP plugin in FIJI Image J (51). A ROI in the central part of the cell-SLB interface was selected and the same size ROI was applied to each time point and to all cells analyzed. Co-localization was quantified by determining the Mander's Coefficient M1 by making use of appropriate thresholding which only included CD6- and αCD3-rich microclusters or the cSMAC. Also the Mander's Coefficient M2 (with same thresholding as for M1) and the Pearson Coefficient over time were determined. Relative CD6-GFP signal intensity in the same ROI over time was determined by calculating the integrated density of the total ROI and relating it to the integrated density at t = 2 min (start of immunological synapse formation). The fraction of cells forming an immunological synapse on SLBs upon Cytochalasin D treatment was determined by manual counting. Cells having formed an immunological synapse were defined as CD6-GFP positive cells, also visible in brightfield, on top of SLB (DiI-positive area), overlaying an αCD3 positive cluster. In bead experiments, CD6 enrichment was determined as the ratio between CD6-GFP fluorescence intensity of the membrane area of cell that was in contact with the bead and the fluorescence intensity in an equal sized ROI in the membrane of the cell at the opposite side of bead contact.



Statistical Analysis

Statistical analysis was carried out with GraphPad Prism version 5.03. Data are presented as mean ± standard deviation for bar plots and median ± interquartile range for box plots. To compare two groups, a paired/unpaired t-test was applied. To compare three or more groups, one-way ANOVA with post-hoc Tukey's Multiple Comparison test or Kruskal–Wallis test with post-hoc Dunn's Multiple Comparison test was applied. Differences were considered statistically significant at p < 0.05.




RESULTS


CD6 and TCR/CD3 in Jurkat T Cells Co-localize Upon Ligation Through Micropatterned Antibody Spots

Although CD6 has been recognized as a TCR co-receptor, the nature of the interaction with the TCR/CD3 complex has not been resolved. To provide a biophysical characterization of the interplay of these receptors during IS formation, we first studied CD6 and TCR/CD3 (co-)localization using antibody spots created with microcontact printing (Figure 1) (52). Wildtype Jurkat T lymphoma cells were seeded on microprinted antibody spots (5 μm in diameter) that were composed of 100% αCD6 or different concentrations of αCD3 (1-10-100%; diluted with mouse IgG2A-isotype control antibody) surrounded by fibronectin. Intracellular signaling through phospho-tyrosine (pTyr) was visualized by immunofluorescence staining on fixed cells (Figure 1A). Clustering of CD3 led to intracellular signaling as quantification of the pTyr fluorescence intensity levels in parts of the cells that covered the spots demonstrate a concentration-dependent increase on αCD3 spots (Figure 1B). Cells seeded on 1% αCD3 spots did not show any significant increase in pTyr levels compared to the 100% fibronectin (FN) spots (negative control) (Figure 1B). Next to clustering of CD3 also clustering of CD6 (using 100% αCD6 spots) induced T cell signaling; pTyr intensity on 100% αCD6 spots is comparable to the pTyr intensity on 10% αCD3 spots and significantly different from the intensity on 1% αCD3 and 100% FN spots. These results show that sufficient levels of cross-linking of CD3 or CD6 by microprinted antibody spots induce T cell signaling by increasing pTyr levels, an event generally leading to activation of Jurkat T cells.
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FIGURE 1. CD6 and TCR/CD3 in Jurkat T cells co-localize upon ligation through micropatterned antibody spots. (A,B) Wildtype Jurkat T cells were seeded on micropatterned substrates containing 100, 10, or 1% αCD3 spots, 100% αCD6 spots or 100% fibronectin (FN) spots, surrounded by fibronectin, fixed after 15 min and stained for phospho-tyrosine. All spots were labeled with Alexa647, phospho-tyrosine was labeled with Alexa488. Representative confocal images are shown in (A), quantification of phospho-tyrosine intensity in the spot area of n = 10 cells per condition is shown in (B). Bars represent mean with SD. Statistical significance was tested with one-way ANOVA with post-hoc Tukey's Multiple Comparison test. (C,D) CD6-RFP Jurkat T cells were seeded on micropatterned substrates containing 100, 10, or 1% αCD3 spots, or 100% αCD6 spots, surrounded by fibronectin, and fixed after 15 min. All spots were labeled with Alexa647. Representative confocal images are shown in (C), quantification of CD6 enrichment of n = 10 cells per condition is shown in (D). CD6 enrichment is defined as the ratio between CD6-RFP intensity of parts of the cell on the spot vs. part of the cell covering the surrounding fibronectin. Bars represent mean with SD. Statistical significance was tested with Kruskal–Wallis test with post-hoc Dunn's Multiple Comparison test. (E,F) Wildtype Jurkat cells were seeded on micropatterned substrates containing 100, 10, or 1% αCD3 spots, or 100% αCD6 spots, surrounded by fibronectin, fixed after 15 min and stained for CD3. All spots were labeled with Alexa647, CD3 was labeled with TexasRed. Representative confocal images are shown in (E), quantification of CD3 enrichment of n = 10 cells per condition is shown in (F). Bars represent mean with SD. CD3 enrichment is defined as the ratio between CD3 intensity of parts of the cell on the spot vs. part of the cell covering the surrounding fibronectin. Statistical significance was tested with Kruskal–Wallis test with post-hoc Dunn's Multiple Comparison test. Scale bars represent 10 μm; *p < 0.05; **p < 0.01; ***p < 0.001.



To investigate the recruitment of CD6 upon cross-linking of the TCR/CD3 complex, we created Jurkat T cells stably expressing CD6-RFP or CD6-GFP. Total cell surface expression of CD6 as well as GFP and RFP expression in CD6-GFP cells, CD6-RFP cells and wildtype cells was determined with flow cytometry (Supplementary Figure 1). CD6-RFP Jurkat T cells were seeded onto the microprinted antibody spots (Figures 1C,D). As expected, confocal microscopy images show a strong recruitment of CD6-RFP to 100% αCD6 spots. Furthermore, a concentration-dependent recruitment of CD6-RFP was observed on 1–100% αCD3 antibody spots (Figure 1C). Quantification of CD6-RFP enrichment on the spots confirmed the concentration-dependent effect of αCD3 antibody in the spots on CD6-RFP enrichment. Also, CD6 enrichment to spots containing 100% αCD3 was comparable to that observed in the positive control, 100% αCD6 spots (Figure 1D). These results demonstrate that cross-linking of the TCR/CD3 complex induces recruitment of CD6 to spots. Consequently, we investigated whether cross-linking of CD6 also induces recruitment of the TCR/CD3 complex. To this end, wildtype Jurkat T cells were seeded on the microprinted antibody spots and stained for endogenous TCR/CD3 complex recruitment using a biotinylated αCD3 antibody and fluorescently labeled NeutrAvidin (Figures 1E,F). As expected, the TCR/CD3 complex was recruited to αCD3 spots, even at concentrations as low as 1% αCD3. Vice versa, CD3 was also recruited to 100% αCD6 spots, suggesting that the TCR/CD3 complex interacts with and co-migrates with CD6 (Figures 1E,F).



CD3 Ligation on Micropatterned Antibody Spots Causes Immobilization of CD6

Next, we set out to investigate whether ligation of the TCR/CD3 complex on microprinted antibody spots influenced CD6 lateral mobility. To this end, CD6-GFP Jurkat T cells were seeded onto microprinted antibody spots composed of different concentrations of αCD3 (1-10-100%) (Figure 2A). To study CD6 mobility upon TCR/CD3 complex immobilization, fluorescence recovery after photobleaching (FRAP) of CD6-GFP was performed by bleaching circular 2.1 μm regions of interest (ROIs) both on spots and on fibronectin-coated areas surrounding these spots (Figure 2B). At the interface between cell and antibody spot-covered surface, FRAP revealed partial immobilization of CD6-GFP on 10 and 100% αCD3 spots, but not on 1% αCD3 spots (Figure 2C); a CD6-GFP fraction of ~30% was immobilized on 10 and 100% αCD3 spots, significantly different from the immobile CD6-GFP fraction on 1% αCD3 spots (appr. 10%), which was comparable to the immobile fraction on surrounding fibronectin-coated areas (Figures 2E,F). In comparison, FRAP outside antibody spot areas (on surrounding fibronectin-coated areas) showed unrestricted mobility of CD6-GFP with no effect of the αCD3 concentration within the spots (Figures 2D,F). The diffusion speed of the mobile CD6-GFP fraction was not affected by CD3 immobilization, as both on αCD3 spots and on surrounding fibronectin-coated areas recovery halftimes were similar (Figures 2G,H). These data indicate that a subpopulation of CD6 is immobilized upon CD3 ligation and confirm that CD6 at least partially interacts physically with the TCR/CD3 complex.
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FIGURE 2. CD3 ligation on micropatterned antibody spots causes immobilization of CD6. (A–H) CD6-GFP Jurkat T cells were seeded on micropatterned substrates containing 100, 10, or 1% αCD3 spots, created using microcontact printing, surrounded by fibronectin. All spots were labeled with Alexa647. Schematic representation of the set-up of the experiment and positioning of the FRAP region are shown in (A,B) respectively. (C–H) FRAP was performed on CD6-GFP covering the antibody spots and on CD6-GFP covering surrounding fibronectin. Fluorescence intensity of CD6-GFP in the FRAP region on the antibody spots or on the surrounding fibronectin is shown in (C,D) respectively. Curves represent the mean of ≥13 measurements ± SEM. Individual FRAP curves were fitted with a single exponential model and values for the mobile fraction and the recovery half time for each separate curve were determined. Mobile fraction values on antibody spots and on surrounding fibronectin are shown in (E,F) respectively. Lines indicate median with the interquartile range represented as black bars. Statistical significance was tested with one-way ANOVA with post-hoc Tukey's Multiple Comparison test. Recovery halftime values on antibody spots and on surrounding fibronectin are shown in (G,H) respectively. Lines indicate median with the interquartile range represented as black bars. **p < 0.01.





CD6 Is Co-transported With TCR/CD3 in Microclusters Toward the cSMAC of the Immunological Synapse Formed on αCD3-Containing SLBs

When a T cells engages contact with a stimulating antigen-presenting cell, the TCR/CD3 complex is transported to the center of the immunological synapse (IS) formed at the interface between these cells. CD6 has been previously shown to co-localize with the TCR/CD3 complex in the central supramolecular activation cluster (cSMAC) of this IS (29, 35). However, techniques exploited so far have only shown static co-localization of CD6 and TCR/CD3 complex at a fully matured IS. Therefore, to investigate the dynamics of the CD6-TCR/CD3 complex interplay during IS formation, we studied synapse formation in Jurkat T cells seeded on planar supported lipid bilayers (SLBs), a well-established and widely used system to study early steps of IS formation (1, 3, 6, 11, 42). SLBs containing biotinylated lipids were prepared by spin coating lipids directly from chloroform solutions onto glass coverslips (45). Subsequently, ATTO647-labeled, biotinylated αCD3 antibody was coupled to the biotinylated lipids in the SLB via streptavidin, leading to free lateral diffusion of αCD3 antibody, confirmed by FRAP (data not shown).

To assess whether Jurkat T cells formed an IS on these αCD3-containing SLBs, wildtype cells were allowed to interact with and spread on the SLBs. After fixation, the αCD3 antibody in the lipid bilayer was visualized to localize TCR/CD3 complexes. Representative brightfield images overlaying αCD3 signal are shown in Supplementary Figure 2. Wildtype Jurkat T cells were stained for phospho-tyrosine, to visualize signaling, and for integrin LFA-1, a classical component of the peripheral supramolecular activation cluster (pSMAC) surrounding the cSMAC in the IS (7). Furthermore, LifeAct-GFP Jurkat T cells were seeded onto SLBs to visualize the actin cytoskeleton (Figures 3A–C). Total Internal Reflection Fluorescence (TIRF) microscopy images of αCD3 in SLBs show that Jurkat T cells formed a large central cluster (cSMAC) containing TCR/CD3 in contact with SLBs (Figures 3A–C, left panels). Clustering of TCR/CD3 through αCD3 engagement in SLBs was able to mediate signaling as shown by the pTyr staining that co-localized with the αCD3 antibody in SLBs (Figure 3A). Staining of LFA-1 confirmed the formation of a typical peripheral ring (pSMAC) surrounding the cSMAC (Figure 3B). Also, typical exclusion of actin from the cSMAC region was seen in LifeAct-GFP Jurkat T cells on SLBs (Figure 3C). Overall, these data indicate that SLBs containing αCD3 allowed IS formation in interacting Jurkat T cells.
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FIGURE 3. CD6 is co-transported with TCR/CD3 in microclusters toward the center of the immunological synapse formed on αCD3-containing SLBs. (A,B) Wildtype Jurkat T cells were seeded for 30 min on SLBs containing ATTO647-conjugated αCD3, and subsequently fixed and stained for immunological synapse markers. Representative TIRF microscopy images for phospho-tyrosine staining and LFA-1 staining (both labeled with Alexa488) are shown in (A,B) respectively. (C) LifeAct-GFP Jurkat T cells were seeded for 30 min on SLBs containing ATTO647-conjugated αCD3 and imaged using live cell imaging TIRF microscopy. Representative images are shown in (C). (D–G) CD6-GFP Jurkat T cells were imaged while settling on a SLB containing ATTO647-conjugated αCD3, using TIRF microscopy live cell imaging. Snap shots of every minute of the time lapse are shown in (D). Snap shots at time point 3 min, including a zoom-in of CD6-GFP and αCD3 microclusters are shown in (E). Kymograph of the line (indicated in the Merge image at time point 4 min in D) during 3:45 to 6:12 min of the imaging period is shown in (F). Co-localization over time starting at time point 2 min, represented as Mander's coefficient M1 (fraction of CD6-GFP overlapping with αCD3) in the central zoomed-in region indicated in (E) is shown in (G). Scale bars represent 10 μm.



Next, we investigated the dynamics of CD6-TCR/CD3 interplay during synapse formation. To this end, Jurkat cells expressing CD6-GFP were imaged during spreading on and engagement of contact with SLBs using live cell TIRF microscopy (Figure 3D and Supplementary Video 1). Within 2 min after initial contact of the cell with the SLB, TCR/CD3 microclusters could be observed that were radially transported from the cell periphery toward the center of the cell-SLB interface (Figure 3D, top row). After 5 min a large, bright, and stable TCR/CD3-rich central cluster, the cSMAC of the IS, was formed on the SLB. During cell spreading in the first 3 min, CD6-GFP in the plasma membrane spread out and formed a peripheral ring-like pattern (Figure 3D, middle row). Within this ring, microclusters containing CD6-GFP were present, co-localizing to αCD3 microclusters formed in the SLB (Figure 3D, bottom row; Figure 3E). Kymograph analysis of the cross section indicated in the merged image at timepoint 4 min in Figure 3D (during 3 min and 45 s to 6 min and 12 s after initiation of cell-SLB contact) revealed that these microclusters, containing both CD6 and TCR/CD3, were transported from the periphery toward the central region (cSMAC) of the IS (Figure 3F). After 4 min the CD6-GFP ring started to disappear as a result of constant transport of microclusters toward the cSMAC. Thereafter a large, bright cluster of CD6-GFP was visible at the center of the cell-SLB interface, which largely co-localized with the TCR/CD3-rich cSMAC (Figure 3D, middle and bottom row). Intensity and co-localization analysis of the central part of the cell-SLB interface was performed for multiple cells (representative ROI is shown in Figure 3E). CD6-GFP signal intensity increased in the center of the cell over time, indicating continuous recruitment of CD6-GFP to the cSMAC (Supplementary Figure 3A). Also, co-localization of CD6-GFP and TCR/CD3 increased as the fraction of CD6-GFP overlapping with αCD3 (Mander's coefficient M1) increased over time (Figure 3G), as well as the Pearson coefficient and Mander's coefficient M2 (fraction of αCD3 overlapping CD6-GFP) (Supplementary Figures 3B,C). Of note, engagement of CD6 did not seem to affect IS formation, as pre-treatment and incubation of CD6-GFP Jurkat T cells with soluble human ALCAM-Fc did not lead to a difference in the fraction of cells forming a typical cSMAC within 30 min after seeding on SLBs (Supplementary Figure 4). Taken together, these data indicate that a fraction of CD6 molecules in the T cell membrane constantly associate with the TCR/CD3 complex from the very early moment of SLB engagement, until the formation of the mature cSMAC, where CD6-GFP is continuously being recruited. Thus, CD6 seems to be a member of the microclusters containing TCR/CD3, and is co-recruited with TCR/CD3 in these microclusters toward the IS.



Disruption of Actin Polymerization Inhibits TCR/CD3 and CD6 Co-transport Toward the cSMAC of the Immunological Synapse on αCD3-Containing SLBs

The actin cytoskeleton provides a dynamic mechanical framework to spatially organize the IS, and the radial transport of TCR/CD3 microclusters is dependent on retrograde actin flow (10, 11, 53). To investigate whether transport of CD6 toward the cSMAC also depends on an intact actin cytoskeleton, Jurkat CD6-GFP cells were treated with 0.5 μM of the actin polymerization inhibitor cytochalasin D (CytoD) for 15 min before allowing them to interact with αCD3-containing SLBs. CD6 and TCR/CD3 microcluster formation and transport were imaged by TIRF microscopy (Figure 4 and Supplementary Video 2). In cytochalasin D-treated cells, microclusters of both CD6 and the TCR/CD3 complex were still formed after inhibition of actin polymerization (Figure 4A). However, these clusters were static and not transported toward the center of the cell-SLB interface, as in untreated cells shown in Figure 3D. Indeed, kymograph analysis shows that the position of peripheral clusters in the cross section indicated in the merged image at timepoint 0 min in Figure 4A is stable over time, as represented by the horizontal line in both the αCD3 and the CD6 channel (Figure 4B). In addition, some CD6 microclusters did not co-localize with TCR/CD3 microclusters. Although not completely immobile, these clusters did not move toward the center of the contact (Figure 4B). Moreover, treatment of cells with CytoD resulted in less Jurkat T cells forming a typical cSMAC within 30 min after SLB engagement and cell spreading (Figure 4C). This resulting difference may be an underestimation of the effect, as it is possible that CytoD-treated cells that did not engage the SLB at all have been washed away during fixation. In conclusion, these data demonstrate that the transport, but not the formation of CD6-TCR/CD3 microclusters clearly depends on actin polymerization.


[image: image]

FIGURE 4. Disruption of actin polymerization inhibits TCR/CD3 and CD6 co-transport toward the cSMAC of the immunological synapse on αCD3-containing SLBs. (A,B) CD6-GFP Jurkat T cells, either untreated or pretreated with 0.5 μM Cytochalasin D for 15 min, were seeded on a SLB containing ATTO647-conjugated αCD3. Twenty minutes after seeding CD6-GFP and αCD3 dynamics were imaged using TIRF microscopy live cell imaging. Snap shots of every 30 s of the time lapse are shown in (A). Kymograph of the line (indicated in the Merge image at time point 0 min in A) during the whole imaging period (4.5 min) is shown in (B). (C) Wildtype Jurkat T cells, either untreated or pretreated with 0.5 μM Cytochalasin D for 15 min, were seeded for 30 min on SLBs containing ATTO647-conjugated αCD3, and subsequently fixed. Widefield microscopy was performed and cells (>44 cells per condition; three independent experiments) were scored for synapse formation based on identification of cells by brightfield displaying αCD3 positive cluster formation in a lipid bilayer (DiI) positive area. Average percentages of cells forming an immunological synapse are represented in (C). Bars represent mean with SD. Statistical significance was tested with paired t-test. Scale bar represents 10 μm; *p < 0.05.





Interaction With αCD3-Coated Beads Causes CD6 Clustering and Immobilization at Cell-Bead Interface

To better understand CD6 mobility in a cell-cell contact model, magnetic beads coated with αCD3 or with FN were added to CD6-GFP Jurkat T cells seeded on a FN-coated surface and CD6 enrichment at the cell-bead interface was determined. Brightest point reconstructions of confocal image stacks of CD6-GFP show that CD6 was a threefold more enriched to αCD3-coated beads than to fibronectin-coated beads (Figures 5A,B). Next, CD6 mobility was assessed using FRAP. FRAP measurements on CD6-GFP were performed on cells incubated with magnetic αCD3 beads, either at the cell-bead interface (bead side) or at the opposing free side of the cell (no bead side) (Figure 5C; FRAP on cells with beads). Of note, in this set-up, diffusion of CD6-GFP was assessed in a vertically oriented membrane and therefore 2 × 1 μm rectangular regions of interest (ROIs) were used for FRAP, in contrast to circular ROIs used on horizontal oriented membranes in Figure 2. As controls, CD6-GFP Jurkat T cells without beads, either untreated or incubated with soluble αCD3 were used for FRAP measurements (Figure 5C; FRAP on cells without beads). Resulting mobile fractions indicate that, as for CD6-GFP on 10 and 100% αCD3 antibody spots, a significant larger portion of the CD6-GFP population was immobilized at the cell-bead interface for cells in contact with αCD3-coated beads compared to CD6-GFP in the opposing side not in contact with a bead (Figure 5D). The mobile CD6-GFP fraction on the no bead site is comparable to that in untreated cells or cells treated with soluble αCD3. Again, the mobility of the mobile CD6-GFP fraction was not affected by interaction with the αCD3-coated bead, as recovery halftimes for all conditions did not differ significantly (Figure 5E). To determine the stability of this CD6-TCR/CD3 complex at the cell-bead interface, electromagnetic tweezers were used to displace the αCD3-coated bead through mechanical force (Supplementary Figure 5) (54). These data suggest that CD6 follows displacement of TCR/CD3 clusters and that the association between CD6 and TCR/CD3 complex is mechanically stable when exposed to mechanical forces of in the 200–900 pN range. Collectively these results confirm previous observations on microprinted antibody spots: cross-linking the TCR/CD3 complex by immobilized αCD3 results in immobilization of a significant fraction of CD6-GFP molecules, which strongly indicates a stable interaction between CD6 and the TCR/CD3 complex.


[image: image]

FIGURE 5. Interaction with αCD3-coated beads causes CD6 clustering and immobilization at cell-bead interface. (A,B) CD6-GFP Jurkat T cells together with fibronectin (FN)-coated or αCD3-coated beads were seeded on a fibronectin-coated surface. Representative brightfield and confocal fluorescence images of live cell imaging are shown in (A). CD6-GFP images are brightest point reconstructions of z-stacks, allowing display of CD6 distribution of the entire cell. Quantification of CD6 enrichment at cell-bead interface is shown in (B). CD6 enrichment (n = 10 cells per condition) is determined as the ratio between the area of cell that is in contact with the bead and an equal area at the opposite side of bead contact. Bars represent mean with SD. Statistical significance was tested with unpaired t-test. (C–E) CD6-GFP Jurkat T cells incubated with FN-coated or αCD3-coated beads or soluble αCD3 were seeded on a fibronectin-coated surface. Schematic representation of FRAP regions is depicted in (C). FRAP was performed on CD6-GFP in cells with beads, at parts of the cell not in contact or in contact with the bead (respectively left and right in right panel in C) and compared with cells without beads, either untreated or treated with soluble αCD3 antibodies (respectively left and right in left panel in C). Individual FRAP curves (n ≥ 14 measurements per condition) were fitted with a single exponential model and values for the mobile fraction and the recovery half time for each separate curve were determined. Mobile fraction values and recovery halftime values of single FRAP curves for all conditions are shown in (D,E), respectively. Lines indicate median with the interquartile range represented as black bars. Statistical significance was tested with one-way ANOVA with post-hoc Tukey's Multiple Comparison test. Scale bars represent 10 μm; **p < 0.01; ***p < 0.001.






DISCUSSION

In this study, we applied different experimental techniques to characterize the interplay between CD6 and the TCR/CD3 complex. We show that CD6 and the TCR/CD3 complex are co-recruited to stable stimulatory clusters, both in Jurkat T cells seeded on antibody spots and in Jurkat T cells in contact with αCD3-coated beads. This association to TCR/CD3 applies to only a fraction of the CD6 population, as FRAP measurements on CD6-GFP (both in cells on αCD3 antibody spots or in cells in contact with αCD3-coated beads) indicate that more than half of the CD6-GFP population was still mobile. If the interaction was transient, a reduction in recovery time but no change in immobile fraction would have been expected. This partial association of CD6 with TCR/CD3 confirms previous reports by Gimferrer and colleagues which showed a partial association using co-precipitation (35). Although substantial, the fully mobile and non-associated fraction CD6 of ~70% reported here may be an overestimation, as we made use of an over-expression model that most probably leads to an excess of CD6. This interaction between CD6 and TCR/CD3 seems mechanically rather stable, as we could show that CD6 follows displacement of TCR/CD3 by moving αCD3-coated magnetic beads with electromagnetic forces of 200–900 pN.

Next to recruitment to static ligands, we exploited SLBs where αCD3 could freely diffuse in the lateral plane. This setup allowed us to visualize CD6 dynamics during IS formation. We found that CD6 co-localizes with TCR microclusters on the Jurkat T cell membrane during IS formation. These CD6-TCR/CD3 microclusters were transported toward the cSMAC of the IS, which finally resulted in CD6-TCR/CD3 co-localization in the mature IS, as reported previously by us and others (29, 35). Since it has been shown that TCR signaling predominantly takes place in these microclusters that localize outside the cSMAC (1, 2, 12), the presence of CD6 in these microclusters suggests a role for CD6 in TCR receptor (co-)signaling. In our SLBs no ligand for CD6 was present; the co-localization of CD6 with TCR/CD3 microclusters we have demonstrated in this study is therefore independent of direct CD6 ligand binding. Therefore, although CD6-ALCAM interactions have been shown to localize to the cSMAC in stable T cell-DC interactions (29, 35), we cannot exclude that ligand binding affects the preceding CD6-TCR/CD3 co-localization in microclusters during IS formation and transport toward the cSMAC. Whether TCR/CD3 and CD6 interact directly or indirectly remains to be determined. Direct interaction between CD6 and TCR/CD3 is deemed unlikely, as the dimensions of receptor-ligand interactions differ; the optimal distance for TCR-pMHC is calculated to be 14–15 nm, whereas the binding distance between CD6 and ligand ALCAM would be probably larger than 21 nm (31).

Furthermore, in all set-ups we have used antibodies directed against CD3 to induce TCR/CD3 clustering and triggering. Although this is an artificial way of inducing T cell activation, it has been shown that stimulating CD3, without presence of an MHC-antigen complex, can sufficiently induce IS formation in Jurkat T cells (11). Furthermore, it has been shown that CD6 is phosphorylated on its cytoplasmic tail upon cross-linking of CD3 and CD2/CD3 co-cross-linking (34). TCR/CD3 complex triggering using αCD3 antibodies may result in differential downstream signaling than triggering with specific peptide-MHC complexes. As the association between CD6 and TCR/CD3 may depend on phosphorylation of CD3 and/or CD6 and could lead to different proteins interacting with CD3 and/or CD6, the type of molecule triggering the TCR/CD3 complex (αCD3 or pMHC complex) might modulate the CD6-TCR/CD3 interaction. Investigation of co-localization of CD6 cytoplasmic tail mutants with TCR/CD3 microclusters during IS formation would be able to shed more light on this question.

The actin cytoskeleton provides a dynamic mechanical framework to spatially organize the IS, and the radial transport of TCR microclusters depends on retrograde actin flow (10, 11, 53). Also in our set-up actin was present in a peripheral ring on the intracellular side of the IS and excluded from the cSMAC. Furthermore, we found that the CD6-TCR/CD3 co-transport in microclusters toward the cell center depends on actin polymerization. This suggests that CD6, similar to the TCR/CD3 complex, is linked to the actin cytoskeleton. Moreover, the peripheral ring-like pattern of CD6 we saw during the initial cell spreading is reminiscent of the F-actin pattern observed in other studies on T cells forming an IS (11). The actin cytoskeleton itself might even provide the link between CD6 and TCR/CD3. Interestingly, CD6 has been shown to associate with the adaptor protein SLP-76, which is part of TCR microclusters (13, 33, 55). TCR-induced tyrosine phosphorylation of SLP-76 has been shown to be important in the recruitment of the proteins Nck and WASp to TCR microclusters for actin polymerization (56). However, CD6 association to the TCR/CD3 complex through SLP-76 cannot explain CD6-TCR/CD3 co-transport into the cSMAC, as it has been shown that SLP-76 (together with ZAP70) dissociates from TCR microclusters before these coalesce with the cSMAC, and localizes to unidentified perinuclear structures (13, 55).

Next to SLP-76, CD6 also interacts with the actin-binding adaptor protein syntenin-1 (57). Syntenin-1 has been implicated in functional asymmetry in T cells and actin polymerization and accumulation in T cell activation (58, 59). Presence of syntenin-1 is needed for CD3 accumulation at the cSMAC (59), and may provide the link between CD6 and the TCR/CD3 complex, in this way facilitating CD6-TCR/CD3 microcluster transport toward the cSMAC. Unlike SLP-76, syntenin-1 has been shown to localize to the cSMAC of the IS, where it co-localizes with CD6 and TCR/CD3 (57). Any possible link between CD6 and the TCR/CD3 via syntenin-1 would, however, be independent of the actin cytoskeleton, as the cSMAC is devoid of actin (11).

Detailed investigation of the organization of CD6, TCR/CD3, SLP-76 during IS formation using super-resolution imaging, such as Sherman and colleagues showed for the TCR, LAT, ZAP-70, and SLP-76 (60), could provide more insight into the organization of these TCR-CD6 microclusters and the exact role of SLP-76 and syntenin-1 in the interaction between these cell surface receptors. Next to that, super-resolution microscopy would also be able to shed light on the hitherto open question whether CD6 and TCR/CD3 associate directly or indirectly at the steady state level in the cell membrane of a resting T cell. New possible interaction partners of CD6 are still being identified and crucial molecules linking CD6 to the TCR/CD3 complex at the steady state level and/or during IS formation may therefore be still unknown at present (61).

Although the data presented here further substantiate the interplay between CD6 and TCR/CD3 and indicate that this co-recruitment already occurs in TCR microclusters prior to stable IS formation, it still remains a subject of debate whether CD6 signaling plays a stimulatory or inhibitory role in T cell activation. On the one hand, many studies employing monoclonal antibodies or soluble CD6 to target CD6 or its interaction with ALCAM have underlined the stimulatory role of CD6 in T cell activation and proliferation (23–29). On the other hand, the mere presence of CD6 in the T cell membrane has inhibitory effects on calcium response and IL-2 release in TCR-activated Jurkat T cells (30). Also, CD6 associates with family member CD5 (19), an established inhibitor of T cell signaling (62), which may in fact indirectly give CD6 its inhibitory capacities (31). It has been proposed that CD6 acts as a decoy receptor to capture downstream signaling molecules away from the TCR signaling complex, as it localizes to the cSMAC of the IS, an area where TCR signaling is terminated through TCR endocytosis and degradation (31, 63). However, our data show that preceding formation of a stable mature IS, CD6 already co-localizes with TCR/CD3 microclusters, which are believed to be stimulating T cell activation. Still, CD6 may compose its own signaling hub independent of the TCR/CD3-LAT signalosome, as a proteomics study by Roncagalli and colleagues showed that LAT is dispensable for CD6-SLP-76 association (64). Because the CD6 gene has been shown to subject to alternative splicing upon T cell activation, the role of CD6 may alter during T cell-APC interaction, as one of the alternatively spliced forms has been shown to no longer translocate to the IS (65–67). In this study we have made use of full-length CD6 in our over-expression models. Therefore, investigation of the localization of alternatively spliced CD6 forms during IS formation, together with functional read-outs such as calcium fluxing and T cell proliferation, might provide more insight in the role of CD6 in microcluster formation and the mature IS.
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The LCMV GP33 CD8 epitope has long been one of the most widely used antigens in viral immunology. Of note, almost all of the in vitro analyses of CD8 T cell responses to this epitope make use of an altered peptide ligand (APL) in which the cysteine from the original 9-mer peptide (KAVYNFATC) is substituted by a methionine at position 41 (KAVYNFATM). In addition, it is possible that the antigen processed during natural LCMV infection is an 11-mer peptide (KAVYNFATCGI) rather than the widely used 9-mer. Although previous affinity measurements using purified proteins for these antigen variants revealed minimal differences, we applied highly sensitive two dimensional (2D) biophysical based techniques to further dissect TCR interaction with these closely related GP33 variants. The kinetic analyses of affinity provided by the 2D micropipette adhesion frequency assay (2D-MP) and bond lifetime under force analyzed using a biomembrane force probe (BFP) revealed significant differences between 41M, 41C and the 11-mer 41CGI antigen. We found a hierarchy in 2D affinity as 41M peptide displayed augmented TCR 2D affinity compared to 41C and 41CGI. These differences were also maintained in the presence of CD8 coreceptor and when analysis of total TCR:pMHC and CD8:pMHC bonds were considered. Moreover, the three ligands displayed dramatic differences in the bond lifetimes generated under force, in particular the 41CGI variant with the lowest 2D affinity demonstrated a 15-fold synergistic contribution of the CD8 coreceptor to overall bond lifetime. Our analyses emphasize the sensitivity of single cell and single bond 2D kinetic measurements in distinguishing between related agonist peptides.

Keywords: TCR:pMHC, affinity, catch bond, GP33, LCMV, super agonist, immunodominance, CD8 T cell


INTRODUCTION

CD8+ cytotoxic T lymphocytes (CTLs), which recognize peptides presented by major histocompatibility complex (MHC) class I molecules, are critical for the antigen specific clearance of viral infections (1, 2). All CTL responses are dependent on recognition of the viral peptide, followed by sufficient triggering of the TCR to induce a cascade of signaling events (3). Thus, the initial interactions of TCR with pMHC are central to the recruitment of the adaptive immune arm of T cell mediated immunity. Consequently, the affinity of TCR for pMHC and other proximal parameters such as macromolecular orientation (4, 5), mechanosensing (6, 7), stability of the TCR:pMHC complex (8, 9), bond lifetime under force (9–11) and segregation of phosphatases from the T cell:APC synapse (9, 12–15) are critical in determining the efficiency of T cell differentiation and effector functions.

A major question that persists is how T cells can simultaneously possess a high level of specificity coupled with extreme sensitivity for as few as a single pMHC molecule (16, 17). This question has led to a number of models and technologies seeking to explain how TCR recognition of various pMHC complexes leads to such functionally different outcomes, giving rise to agonists and antagonist classifications (18–20). Affinity and T cell kinetics of TCR:pMHC can be acquired by surface plasmon resonance (SPR) which measures the receptor:ligand interaction in three dimensions (3D) (21), but this method lacks the sensitivity to measure the entire gamut of pMHC ligands, especially the lower affinity interactions. In contrast to using purified proteins for 3D measurements where the receptor:ligand interaction is isolated from cells, 2D based measures incorporate the proteins into the cellular membrane and are assessed at the cell-cell junctions, providing an added biological component to the interactions. More importantly, the 2D measurements possess increased levels of sensitivity to measure lower affinity and shorter bond lifetime interactions (6, 22, 23).

Lymphocytic choriomeningitis virus (LCMV) is one of the best characterized viral model systems in mice (24–26). LCMV has been key in impacting our overall understanding of T cell immunology responsible for many seminal findings including, but not limited to: peptide:MHC restriction, the kinetics of primary and memory T cell responses, viral epitope escape, T cell exhaustion and the role of PD-1, (27–30). An important feature is the existence of several well characterized strains conferring either a chronic (Clone 13 strain) or acute (Armstrong strain) viral infection (25, 31). During the response to LCMV infection, the majority of CD8+ CTLs are directed against three viral immunodominant H-2Db MHC class I epitopes (in C57BL/6 mice); GP33−41, GP276−286, and NP396−404 (32, 33). Both the 11-mer GP276−286 and the 9-mer NP396−404 have a single optimal sequence. However, GP33 has been analyzed using several epitopes: the 9-mer 41M, GP33−41 (KAVYNFATC) (41C) and the 11 amino acid long GP33−43 (KAVYNFATCGI) (41CGI) (8).

The altered peptide ligand (APL) 9-mer 41M, was created by introducing a single methionine at the carboxy terminal end replacing the cysteine at position 41, (27, 34, 35). The terminal cysteine has been shown to form peptide dimers and has decreased stability in the MHC (27, 34–36). These data showed an increase in MHC class I binding from 41C to 41M (37). Therefore, most analyses of the LCMV GP33 Db response have been analyzed with the more stable APL. Because of these changes in the peptide antigen used for the LCMV response, we sought to determine how the three immunodominant GP33 epitopes alter the 2D kinetics of TCR recognition of the respective antigens and the CD8 T cell functional response. In addition to the TCR:pMHC interaction we wanted to investigate the contribution of CD8 coreceptor to the TCR signaling. When blocked or in the absence of CD8 coreceptor, CD8+ T cells require longer and more substantial TCR engagement (38, 39). It has been suggested that CD8 binding helps weak ligands with low TCR:pMHC affinities (40). Furthermore, it has been demonstrated that CD8 binds sequentially following TCR:pMHC engagement (41). Here, we demonstrate the distinct hierarchy of 2D kinetics for the three viral variants that has been absent in 3D kinetic analyses. In addition, we found the contribution of CD8 coreceptor to bond lifetime under force strikingly increases with the weaker 41CGI variant. Our work demonstrates that 2D analysis can sensitively distinguish differences in closely related agonist peptides.



MATERIALS AND METHODS


Mice

C57BL/6 (B6) mice were purchased from the National Cancer Institute (NCI) and Charles River. P14 (Thy 1.2) TCR transgenic mice were housed and bred at the University of Utah. All animal experiments were conducted with the approval of the Institutional Animal Care and Use Committee at the University of Utah. C57BL6 Thy 1.1 congenic mice used as hosts for adoptive transfers were purchased from NCI. All mice were between 8 and 12 weeks of age.



Virus

Lymphocytic choriomeningitis virus (LCMV) Armstrong were kindly provided by Dr. Matthew Williams (University of Utah) and was made as described (42).



Peptides

GP33-41M (KAVYNFATM), GP33-41C (KAVYNFATC) and cognate GP33−43 (KAVYNFATCGI) peptides were synthesized at the University of Utah on the Prelude X peptide synthesizer (Protein Technologies).



Adoptive Cell Transfer

Naïve CD8+ T cells were isolated from spleens of P14 (Thy 1.2) transgenic mice using MACS CD8+ T cell magnetic separation kit (Miltenyi Biotec) and intravenously transferred to congenic C57BL/6 (Thy1.1) hosts. Mice were infected with 2 × 105 PFU of Armstrong by intraperitoneal (i.p.) injection 24 h after adoptive cell transfer.




LCMV INFECTIONS

8–12 weeks old C57BL/6 mice were injected i.p. with 2 × 105pfu Armstrong and sacrificed at 8 days post infection. Spleens were harvested and stimulated with either KAVYNFATM (41M), KAVYNFATC (41C) or KAVYNFATCGI (41CGI) for 1 h and then intracellular cytokine staining was performed.



2D MICROPIPETTE ADHESION FREQUENCY ASSAY (2D-MP)

The relative 2D affinity of naïve P14 H2Db GP33 specific CD8+ T cells was measured using the previously characterized 2D-MP (6, 43–47). In brief, RBC's were coated with Biotin-LC-NHS (BioVision) followed by streptavidin (Thermo Fisher Scientific) and either biotinylated pMHC GP33−41M (KAVYNFATM), GP33−41C (KAVYNFATC) or GP33−43 (KAVYNFATCGI) monomers. For relative 2D affinity measurements of TCR:pMHC interaction, monomers with the Db D227K mutation were used abrogating CD8 binding to MHC or without the Db D227K mutation measuring normalized adhesion bonds of the TCR:pMHC:CD8 trimolecular interaction. All monomers were obtained from the NIH Tetramer Core Facility. In both sets of experiments the adhesion frequency between a single T cell and a ligand coated RBC aspirated on opposing pipettes was observed using an inverted microscope. An electronically controlled piezoelectric actuator repeated a T cell contact and separation cycle with the pMHC coated RBC 50 times while keeping contact area (Ac) and time (t) constant. Upon retraction of the T cell, adhesion (binding of TCR:pMHC) was observed as a distention of the RBC membrane, allowing for quantification of the adhesion frequency (Pa) at equilibrium. Surface pMHC (ml) and TCR (mr) densities were determined by flow cytometry using an anti-TCRβ PE antibody (H57-597; BD Biosciences) and an anti-H2Db antibody (clone:28-14-8; eBioscience) both at saturating concentrations along with BD QuantiBRITE PE beads for standardization (BD Biosciences). The calculation of molecules per area was determined by dividing the number of TCR and pMHC per cell by the respective surface areas. The relative 2D affinities were calculated using the following equation: AcKa = –ln [1-Pa(1)]/mrml. Normalized adhesion frequency was calculated using the equation [–ln(1-Pa(s))/ml (pMHC)]. Geometric means of all measured single cell affinities and normalized adhesion bonds are reported ± SEM. The centerpiece of our micropipette system is an Olympus IX71 inverted microscope equipped with fluorescence and a 100X oil immersion phase contrast and suspended on a TMC CleanBench vibration isolation table. The micropipettes are mounted onto the stage by adapters made by Narishige and are controlled by both fine and coarse micromanipulators. One micropipette is attached to the piezoelectric actuator via a Physik Instrumente P-840.1 piezo amplifier control module that is controlled by LabVIEW software on the imaging workstation. Micropipettes are held by Narishige HI-7 injection holders affixed by the heads of Narishige UT-2 universal joints (with joint removed) on custom mounts. Aspiration pressure of the micropipettes is maintained by Kontes water columns on height adjustable Velmex Unislide height adjusters. Micropipettes are produced on a Sutter Instruments P-1,000 pipette puller and finished using a Narishige MF-900 microforge.


Biomembrane Force Probe Assay (BFP)

Bond lifetime measurements under force were captured using the biomembrane force probe Assay (BFP). Procedures for coupling pMHC to glass beads have been described previously (10, 48). In brief, RBCs were first biotinylated with EZ-link NHS-PEG-Biotin (Thermo Fisher Scientific) and then reacted to streptavidin. Borosilicate beads were first cleaned, silanized, and then reacted to streptavidin-maleimide (Sigma-Aldrich, St. Louis, MO). Streptavidin beads were then coated with biotinylated pMHC either GP33−41M (KAVYNFATM), GP33−41C (KAVYNFATC) or GP33−43 (KAVYNFATCGI) monomers and placed on the apex of an RBC that was aspirated onto a micropipette. This bead served as a force probe. The position of the edge of the bead was tracked by a high-resolution camera (1,600 frames/s) with < 3 nm displacement precision. The T cell of interest was brought into contact with the glass bead, then retracted a set distance and held by the computer-controlled piezoelectric actuator. The retraction and hold-phase generated a force on the TCR:pMHC bond, which can be altered based on the distance the T cell is retracted. The camera then recorded the time it took for the T cell to disengage the glass bead, which was visualized as the RBC retracted and the bead returned to its starting position. Repeated cycles (known as force-clamp cycles) can be carried out at a single force in order to generate an average bond lifetime between the TCR and pMHC complex. For an optimal response to antigen, the bond lifetime increases with increasing force before reaching a peak bond lifetime, which is typical of a catch bond physiology. By varying the force and measuring the bond lifetimes one can determine what type of bond occurred. Bond lifetimes were analyzed as described (47) using a customized package run by LabVIEW (National instruments) first described by Chen et al. (49). The BFP is built around a Carl Zeiss Axio Observer A1 inverted microscope with two Narishige three-axis hanging joystick oil micromanipulators that allow for precise control of the micropipettes. One micropipette is attached to a Physik Instrumente piezoelectric actuator with nanometer resolution that is controlled with software programed on LabVIEW. To aspirate cells onto the micropipettes, we have two Eppendorf CellTram Vario pressure pistons, an Eppendorf FemtoJet for ejection of the cells and an engineered hydrostatic force pressure system. For data capture and analysis, we have two Allied Vision Technology cameras, one high speed (1,600 fps) and one normal speed (32fps) allowing for general recording and viewing (normal) with simultaneous recording of Brownian motion to detect formation and lifetime of individual bonds (high speed). In addition, we have an Andor iXon EMCCD Camera with sensitivity to a single photon. This is all housed on a Newport Vibration isolation table in a vibration-free room (~100 sq ft). Twins screens on the computer allow for real time tracking of bond formation (LabVIEW left screen) and view of the micropipettes (right screen).



Intracellular Cytokine Staining

Splenocytes isolated from infected mice were plated at 2 × 106 cells per well in a 96-well plate and cytokine production was tested in response to either 41M, 41C or 41CGI peptides. Tested concentrations ranged from 1 uM to.03 nM in various dilutions. Cells were incubated with peptide for 1 h at 37° Celsius in R10 media and washed before Brefeldin A was added (MP Biomedicals) and the cells incubated for another 4 h. R10 media was composed of RPMI 1640 (Mediatech), 10% heat inactivated FBS (Hyclone), 10 mM HEPES buffer (Mediatech), 2 mM L-glutamine (Mediatech), 50 μM 2-mercaptoethanol (2ME) (Sigma), and 100 μg/ml gentamicin (Mediatech). Additional samples were also cultured without peptide as a negative control and stimulation with a PMA (20 nM; Fisher Biotech) ionomycin (1 μM; Sigma) combination was used as a positive control. Cells were then washed and stained with surface antibodies in the dark for 30 min on ice in FACS staining buffer composed of phosphate buffered saline (PBS) (Mediatech), 0.1% bovine serum albumin (BSA) (Fisher Scientific), and 0.05% sodium azide (Sigma). Surface markers were stained with anti-CD90.2 FITC (53-2.1; Biolegend), anti-CD44 PerCP Cy5.5 (IM7; BD), anti-CD3 Brilliant Violet 605 (145.2C11; Biolegend) anti-CD4 Brilliant Violet 711 (RM4-5; Biolegend) and anti-CD8 Brilliant Violet 785 (53.6.7; Biolegend). Using Tonbo bioscience Fix/Perm kit, cells were fixed and permeabilized as per manufacturer's protocol. Intracellular antibody staining with anti-IFNγ APC-Cy7 (XMG1.2; BD), anti-TNFα PE-Cy7 (MP6-XT22; Biolegend), anti-IL-2 APC (JES6-5H4; BD), anti-Nur77 PE (12.14; ebioscience) and anti-IRF4 eFluor 450 (3E4;Invitrogen) antibodies was performed as per manufacturers' protocol in a permeabilization buffer for 30 min on ice. Cells were washed and kept on ice before being run on the LSRFortessa X-20 cell analyzer (Beckton Dickson). All flow cytometry data were analyzed using FlowJo software (Treestar).



Statistics

Statistical significance of measured values was determined by Ordinary one-way ANOVA and Tukey's multiple comparison test using the Prism Software (GraphPad). Statistical significance indicated as ns = no significance, *P > 0.05, **P > 0.01, ***P > 0.001, and ****P > 0.0001.




RESULTS


Truncation (41C) and Mutation (41M) of Position 41 of the Immunodominant GP33 Epitope (41CGI) Result in Augmented 2D Affinity

Previous surface plasmon resonance (SPR) 3D affinity data has shown the APL 41M and 41C to have similar 3D affinities, with KD values of 17 μM and 45 μM (50), 9.1 μM, and 12.2 μM (51) and 2.3 μM and 3.5 μM respectively (52). More recently, the advantages of 2D based affinity measurements over 3D SPR analyses have been highlighted using FRET (53) and the mechanical 2D-MP assay (4, 6, 22). The embedment of the TCR and pMHC within their respective cell membranes and the use of live cells in such 2D based analyses give a physiologically relevant portrayal of the TCR's native environment and the 2D restricted interaction between this receptor and its ligand. Furthermore, 2D affinity correlates closely with the potency of CD4 and CD8 T cells (6, 22, 41, 44, 53–55) making 2D-MP a key biophysical parameter. In our experiments, we used the 2D-MP and measured the 2D TCR affinity of LCMV specific naïve TCR-transgenic (P14) CD8 T cells to the three immunodominant GP33 epitopes presented by a mutant Db monomer (D227K mutation of the MHC I α3 domain that abolishes CD8 binding) (6, 56–59). We found that 41M had the highest 2D affinity as compared to wildtype 41C and 41CGI, with mean population affinities of 1.04E-03 μm4, 6.62E-04 μm4, and 1.55E-04 μm4 respectively (Figures 1A). Furthermore, 2D-MP allowed us to take a single T cell of interest and probe against the three pMHCs. The data (Figure 1B) demonstrate the hierarchy of the three GP33 variants occurs at the level of each individual T cell. As a control, the order in which a given pMHC monomer was tested against the same T cell was randomized. These differences in 2D affinity are independent of any inherent changes in peptide affinity for MHC. Interestingly, while all three pMHC complexes had relatively high 2D affinities (as compared to 2D measurements of OT-I with cognate pMHC) (55), 41M had a ~2-fold higher affinity than 41C and ~9-fold higher affinity than 41CGI.
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FIGURE 1. Truncation (41C) and mutation (41M) of position 41 of the naturally processed immunodominant GP33 epitope (41CGI) result in augmented 2D affinity. 2D affinity of naive CD8+ P14 splenocytes tested to either Db GP33−41M, Db GP33−41C or Db GP33−41CGI monomers carrying the Db D227K mutation (CD8-null). (A) shows the overall population mean affinity ± SEM while (B) shows the 2D affinity of a single P14 CD8+ T cell sequentially tested against each pMHC monomer (test sequence randomized from cell to cell). Statistical significance, ****P > 0.0001. Ordinary one-way ANOVA Tukey multiple comparison test. Each data point represents the affinity for one T cell to a given monomer. Data represents 3 individual experiments.





CD8 Contribution to TCR:pMHC Binding Does Not Alter the 2D TCR Affinity Hierarchy to 41M, 41C, and 41CGI.

We next wanted to investigate the contribution of the CD8 co-receptor to the interaction between TCR and the pMHC complex. The affinity of CD8 is significantly lower than the affinity of TCR for pMHC (Db) (5, 46) but it is thought to enhance binding to ligands by the lowest affinity TCRs or aid recognition in the presence of low dose antigen (40). One can use wild type pMHC monomers, (intact Db-CD8 binding) to quantify the number of TCR:pMHC and CD8 to MHC bonds (41). Similar to our TCR:pMHC 2D affinity data, normalized adhesion bonds showed the same trend with 41M having a bond number higher than 41C which was higher still than 41CGI (mean bond numbers of 6.40E-01, 1.01E-01, and 2.93E-02 μm2 respectively) (Figure 2A). Using the same analysis of 2D-MP as in Figure 1B, a single T cell was probed against the three viral variants and the highest to lowest total bond numbers were determined as: 41M> 41C> 41CGI (Figure 2B). Additionally, these data demonstrated that the CD8 co-receptor contribution for these relatively high affinity pMHCs was different across the three epitopes (Figure 2A). These data highlighted CD8's ability to contribute differently with each variant epitope, further revealing the differences between 41M, 41C, and 41CGI.
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FIGURE 2. The contribution of CD8 binding to TCR:pMHC does not alter the hierarchy of bond formation between dominant GP33 epitopes. Normalized adhesion bonds for the trimolecular interaction of TCR:pMHC:CD8. (A) Shows the overall normalized adhesion bond mean ± SEM of cells tested to 41M, 41C or 41CGI. (B) Shows the individual normalized adhesion bonds of each P14 CD8+ T cell tested to all three pMHC monomers in (A). Statistical significance, ****P > 0.0001. Ordinary one-way ANOVA Tukey multiple comparison test. Each data point represents the normalized bonds for one T cell to a given monomer. Data represents 3 individual experiments.





CD8 Coreceptor Binding Bolsters Bond Lifetime Under Force But Fails to Restore the 11-Mer 41CGI to a Bond Lifetime Comparable to Either 41C or 41M

Previously, using optical tweezer technology, it has been demonstrated that T cells generate piconewton (pN) force in response to agonist pMHC (60, 61). The BFP assay can also be used to apply force to single TCR:pMHC bonds. Under force, the TCR:pMHC interaction can be divided into two types of bonds: bonds that strengthen the interaction between TCR:pMHC as force is applied (a catch bond) or TCR:pMHC interactions that generate a bond that weakens as force increases (a slip bond) (9, 10, 61).

Here, we apply force to the TCR:pMHC bond with and without the contribution of CD8 for all three pMHC variants (Figures 3A–C). In each case, the P14 TCR exhibits a catch bond, which is intensified by the contribution of CD8 (Figure 3C). The bond lifetimes under force also revealed a hierarchy amongst the peptide antigens. In the absence of CD8, 41M had a peak bond lifetime of ~0.8 s (Figure 3A), which was similar to 41C with a lifetime of ~0.9 s (Figure 3A), both of which were significantly higher than 41CGI which had the lowest bond lifetime of ~0.1 s (Figures 3A,B).
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FIGURE 3. The 11-mer 41CGI has dramatically reduced bond lifetime under force in comparison to 41C and 41M even with the contribution of CD8 coreceptor. Bond lifetime under force (A) shows bond lifetime curves for 41M (open circle), 41C (open square) and 41CGI (open triangle) with CD8-null pMHC (B) shows bond lifetime curve for 41CGI with CD8-null pMHC with a smaller scale. (C) Shows bond lifetime curves for 41M (closed circle), 41C (closed square) and 41CGI (closed triangle) with CD8-intact pMHC. CD8-null bond lifetimes at ~10 pN of force for all three variants shown as (D) a scatter plot or (E) a bar graph. CD8-intact bond lifetimes at ~10 pN of force for all three variants shown as (F) a scatter plot or (G) a bar graph. All force curves generated >1,000 bond lifetimes.



Liu et al. have revealed CD8 coreceptor to be critical for T cell mediated force generation and cell spreading (62). Therefore, we next wanted to investigate the previously uncharacterized CD8 coreceptor contribution to the TCR:pMHC complex under force. Thus, we generated force curves that measured the bond lifetime of TCR bound to CD8-intact pMHC monomers. Our data demonstrated that CD8 contribution significantly increased bond lifetime under force for all three peptide variants, with peak bond lifetimes showing a ~3-fold increasing from ~0.8 to ~3.0 s (Figures 3A,C) for 41M while 41C showed a ~2-fold increase from ~0.9 to ~1.9 s (Figures 3A,C). More interesting perhaps was the contribution of CD8 to TCR bond lifetimes under force with 41CGI, which exhibited a ~15-fold increase from ~0.1 to ~1.5 s (Figures 3B,C).

Using the BFP assay, we and others have shown that the bond lifetime of a given TCR:pMHC pair changes when the applied force is varied (6, 9–11). Interestingly, we (10, 63) and others (61, 64) have also shown that peak bond lifetime is often observed at ~10pN for both CD4 and CD8 T cells (61). Additionally, Liu et al. have revealed that naïve T cells can naturally exert 12-19pN of force on their TCRs within seconds of ligation (62). Therefore, we highlighted ~10pN as the physiologically relevant point of comparison of the force curves generated with the three GP33 variant monomers. As such, we found that at 10pN of force, 41C has a longer bond lifetime than 41M and dramatically more so than 41CGI (Figures 3D,E). However, in the presence of CD8, there is no significant difference between 41M and 41C (Figures 3F,G). These data highlight the dramatic contribution of CD8 coreceptor toward the weakest variant 41CGI.



2D Affinity and Bond Lifetime Under Force are Indicative of Early T Cell Triggering and T Cell Function

Next, we determined the effect of the 2D kinetics on the T cell response. To assess whether TCR signal from either 41M, 41C or 41CGI was perceived similarly, transgenic CD8+ P14 T cells were adoptively transferred into congenic hosts (Figure 4A) which were then infected with LCMV Armstrong a day later. Spleens were harvested at peak infection (D8) and cells were re-stimulated ex vivo with each variant peptide. The orphan nuclear hormone receptor, Nur77, has been shown to be rapidly upregulated in T cells stimulated with antigen via the TCR, but not by inflammatory stimuli (65), and has also been correlated with the strength of the TCR stimulus. Additionally, interferon regulatory factor-4 (IRF4) has been implicated in T cell differentiation and expansion and has been suggested to correlate with the stimulatory potency of a given pMHC (66–68). Our data demonstrated that a higher percentage of CD8+ T cells re-stimulated with 41M expressed Nur77 (Figures 4B,E) and have a higher MFI (peaking at 0.31 uM) than 41C and dramatically more so than 41CGI (Figures 4C,D,F,G). Similarly, 41C stimulated cells had significantly higher frequencies of Nur77+ CD8+ T cells than those stimulated with 41CGI (Figures 4C,D). However, while there was a difference in IRF4 MFI (Figure 4H) between 41M, 41C, and 41CGI when cells were stimulated at low peptide doses, we did not observe a difference between 41C and 41CGI at the highest peptide dose tested of 1 uM (Figures 4I,J). These data, while not factoring in peptide loading, indicated that at equivalent peptide doses, ligand potency can correlate with TCR:pMHC 2D affinity (41M > 41C > 41CGI).
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FIGURE 4. 41M stimulated P14 CD8+ T cells perceive antigen more strongly than either 41C or 41CGI ex vivo. Naïve Thy1.2 P14 CD8+ T cells (1 × 104) were transferred into Thy1.1 congenic B6 hosts that were infected with LCMV Armstrong a day later. Splenocytes were harvested at D8 p.i. and re-stimulated for 1 h ex vivo with the three peptides at a range of doses (A) Representative contour plot for P14+ Thy1.2 CD8 T cell gating strategy. (B) Representative flow cytometry plot gating Nurr77 staining (pre-gated on P14s (CD8+Thy1.2) with 1 uM peptide - left 41M, center 41C and right 41CGI. (C) Shows %Nur77+ at a range of doses. (D) Representative Nur77+ staining at 1 uM for each peptide. (E) Nur77 MFI at a range of doses. (F) A representative histogram of Nur77 MFI staining using 1 uM peptide. (G) Shows a representative experiment with Nur77 MFI staining at 1 uM (H) IRF4 MFI at a range of doses. (I) A representative histogram of IRF4 staining using 1 uM peptide. (J) Shows a representative experiment with IRF4 MFI staining at 1 uM. Data shown are representative of 3 experiments. n = 3-4 mice per experiment. Bar graphs with mean ± SEM. Statistical significance, ns = no significance, *P > 0.05, **P > 0.01. Ordinary one-way ANOVA Tukey multiple comparison test.



Where TCR signal transduction is detectable seconds after TCR engagement with pMHC, cytokine production is observed within hours. Using the same experimental design, we examined cytokine production for the three variants. We show that in response to 41M (which displayed the highest 2D affinity and perceived signal strength) cells also produced the most IFNγ (Figures 5A,B) and IL-2 (Figure 5D) than either 41C or 41CGI stimulated P14s. However, 41M and 41C activated cells produced similar amounts of TNF (Figures 5C,E). A significantly higher frequency of P14s were also double producers of IFNγ and TNF (Figure 5F) and triple producers of IFNγ, TNF and IL-2 (Figure 5G) with 41M stimulation than post activation with either the 41C or 41CGI peptides (Figure 5H).
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FIGURE 5. P14 cytokine production correlate with 2D affinity for the three variants. Naïve Thy1.2 P14 CD8+ T cells (1 × 104) were transferred into Thy1.1 congenic B6 hosts that were infected with LCMV Armstrong a day later. Splenocytes were harvested at D8 p.i. and re-stimulated ex vivo for 6 h with the three peptides at a range of doses. (A) Representative contour plot for %IFNγ (pre-gated on CD8+) left 41M, center 41C and right 41CGI peptide. (B) Shows IFNγ, (C) TNFα and (D) IL-2 cytokine production for a range of peptide doses. (E) Shows individual cytokine production at 1uM peptide. Dose response curves for (F) double production of IFNγ and TNFα, (G) triple production of IFNγ, TNFα and IL-2 and (H) shows the triple producers at 1uM peptide concentration. Data shown are representative of 3 experiments n = 3-4 mice per experiment. Bar graphs with mean ± SEM. Statistical significance, ns = no significance, *P > 0.05, **P > 0.01, ***P > 0.001, ****P > 0.0001. Ordinary one-way ANOVA Tukey multiple comparison test.



We next wanted to investigate the impact of these peptide variants on the functional response of polyclonal CD8+ T cells. Thus, we infected C56BL/6 mice with LCMV Armstrong and splenocytes were harvested at peak infection then re-stimulated ex vivo with our peptide variants. Similar to our observation with monoclonal P14 cells, more polyclonal CD8 T cells exhibited increased frequencies of Nur77 expression upon stimulation with 41M as compared to 41C and 41CGI (Figures 6A–D) but Nur77 MFI for 41C and 41CGI was not significantly different (Figure 6F). However, IRF4 expression revealed only a slight difference between 41M and 41C at the highest peptide dose of 1 uM (Figures 6E–I).


[image: image]

FIGURE 6. Polyclonal CD8+ T cells recognize 41M more intensely than 41C or 41CGI. B6 mice were infected with LCMV Armstrong and splenocytes harvested at D8 p.i. and re-stimulated with either 41M, 41C or 41CGI ex vivo (A) Representative contour plot for nur77 (pre-gated on CD8+) for left 41M, center 41C, and right 41CGI peptide stimulations. (B) Shows %Nur77+ at a range of doses. (C) Representative %Nur77 staining at 1uM for each peptide. (D) Representative histogram of Nur77 MFI staining at 1 uM for each peptide. (E) Shows Nur77+ MFI at a range of doses. (F) Representative Nur77+ MFI staining at 1 uM for each peptide. (G) A representative histogram of IRF4 staining using 1 uM peptide (H) IRF4+ MFI at a range of doses. (I) Shows a representative experiment with IRF4 MFI staining at 1uM.Data shown are representative of 3 experiments n = 3-4 mice per experiment. Bar graphs with mean ± SEM. Statistical significance, ns = no significance, **P > 0.01. Ordinary one-way ANOVA Tukey multiple comparison test.






DISCUSSION

The ability of an antigen specific TCR to be triggered and sufficiently induce activation related changes in the T cell that lead to clonal expansion and cytokine production is primarily dictated by early interactions with antigen. Identifying how TCR triggering equates to functional outcome and fate is still being investigated. Much of our understanding of TCR affinity for pMHC and functional outcomes stems from the use of APLs. For the most part, APLs are assumed to be of lower affinity for the TCR based on reduced functional responses. For many APLs exemplified by self and antagonist epitopes, SPR measurements lacked sensitivity to measure binding kinetics. The OT-I OVA system and its ligands that display high to low functional responses have been used to dissect their direct influence on CD8 T cell effector functions and memory responses (55, 69–71). The 3D affinity for many of the OT-I APLs (71) has not been reported although we have analyzed several for 2D affinity (6, 55). Here, we build on the extensive knowledge of the GP33 immunodominant epitopes, evaluating the correlation between 2D kinetics of affinity and bond lifetime using three variant agonist antigens.

GP33 is documented as being one of the three immunodominant CD8 H2-Db restricted epitopes for LCMV in C57BL/6 mice, along with GP276−286 and NP396−404. Numerous studies have highlighted the contributing factors that confer immunodominance for a given peptide, namely stability of the peptide:MHC I complex, antigen processing and presentation, and TCR:pMHC I binding affinity (72–74). To this background we now overlay the contribution of 2D affinity and bond lifetime under force. Our data add insight and highlight the importance and striking contrast between the most proximal step: TCR 2D affinity for pMHC and the ensuing TCR bond lifetime for pMHC under force. Furthermore, we emphasize the capability of 2D-MP to probe single receptor:ligand interactions and resolve subtle but significant changes in peptide binding that are independent of peptide loading.

Gairin et al. demonstrated, based on binding, that the 9-mer (41C) and the 11-mer (41CGI) are the immunodominant GP33 epitopes. In RMA-S MHC stability assays (Db Kb), the 9-mer 41C was six times more efficient than 41CGI at inducing upregulation of H-2Db. However, in competition experiments performed on the T-2Db cell line, the 11-mer 41CGI was six times more efficient at competing for pMHC than the 9-mer 41C (8). The question is to what extent loading of MHC affects the T cell response and their biology. For example, 41M and 41C epitopes in our experiments had the same sensitivity to antigen, which would argue similar effective loading. In addition, others have reported biological differences in T cell responses and migration (interaction with APCs) that 3D affinity would not explain (51, 52). In the lymph node (LN), T cell motility has been labeled as having two distinct phases of behavior (36). Phase one type behavior consists of rapid T cell movements with multiple short sampling encounters with dendritic cells (DCs) before progression to a second phase comprised of stable and long lasting contacts with DCs (75). Henrickson et al. showed T cells interacting with 41M pulsed DCs transitioned more quickly to phase two than upon encountering 41C. We would suggest that the differences in 2D kinetics are integral to the different sampling phenotypes with 41C and 41M. In particular, one could envisage force being important to the biological migration observations to LFA-1 (76).

Several studies have reported the SPR derived 3D affinities for wildtype GP33 (41C) and the 41M mutation with ranges from 2 to 45uM (50–52). At these levels, there is probably no difference in P14 TCR affinity for 41C or 41M. For example, Boulter et al. show that 41C and 41CGI have very similar 3D affinities of 2.3 and 3.5 uM, respectively. The 2D measurements displayed at least a 2-fold difference. We have previously identified 2-fold or greater differences in affinity can have profound changes in function (6, 55, 77–79), which would be consistent with the 41C giving larger responses as read out by Nur77, IFNγ and IL-2. Of note, one cannot directly compare 2D and 3D affinities as 3D affinities are measured in molarity and 2D affinities are measured in area. Instead, the bond lifetimes could provide a point of comparison. By SPR, 41C and 41M show bond lifetimes of ~0.5s (51) which is similar to what we find by BFP (0.8–0.9s) for the TCR alone. A major difference in overall force occurs when the effect of CD8 is included as it increases the number of total bonds and the overall catch bond properties. These differences, which likely affect T cell biology, would not be apparent from the SPR assessment of P14 TCR for the respective GP33 peptides.

The crystal structures of several of the GP33 pMHC complexes have been reported with no major differences that explain our 2D kinetic findings (35). In general analysis of TCR:pMHC, crystal structures have failed to identify obvious factors for catch bond. TCR interactions that cause force are dynamic and occur optimally with CD8, Lck and the cell cytoskeleton (62). In recent collaborative work, it was found that the static crystal structures of pMHC with TCR alone did not identify the type of bond that will be formed under force. However, molecular dynamic simulations (MSD) could be used to add pulling force on the molecules and begin to identify key features (9).

While 2D kinetics are not impacted by peptide loading as they are single molecule interactions, it is important to note that functional differences might be impacted by peptide loading. However Gairin et al. show that, based on binding, different assays give varying results on whether 41C or 41CGI is most stable (8). Our 2D kinetics clearly outline the hierarchy of GP33 epitopes and these data correlate with early signaling events. Using P14 adoptive transfer into congenic hosts studies wherein mice were injected with LCMV Armstrong and then re-stimulated ex vivo with our three peptides, we demonstrated that 41M stimulated P14 CD8 T cells give a stronger signal than 41C as measured by Nur77 upregulation. Additionally, both 41M and 41C stimulated cells induce significantly stronger signals than 41CGI stimulated cells. While Nur77 is often used as a readout of signal strength and indicative of functionality (80, 81), the type of CD8 function cannot clearly be deduced without further analysis. Using the same experimental design, we observed significantly diminished cytokine production in 41CGI stimulated P14 CD8 T cells as compared to 41M and 41C, and the same hierarchy for P14 CD8 T cells producing IFNγ and IL-2 although 41M and 41C result in similar amounts of TNFα at the concentrations used here. Here we show 2D affinity to correlate with triple cytokine production in P14 transgenics. These findings are replicated using polyclonal CD8 T cells taken from D8 LCMV Armstrong infected mice re-stimulated with the different peptides. The 2D affinity distribution for a P14 monoclonal population spans a ~10-fold range while the GP33 specific polyclonal CD8 T cell population can encompasses a wider ~1,000-fold affinity range (82, 83) but nevertheless the frequency hierarch of triple cytokine producers in response to the three variants is preserved in both despite differences between monoclonal and polyclonal populations and any differences in peptide loading. Moreover, we have demonstrated that using 41M and its viral escape mutant 35A that while peptide loading is lower with 35A, in a polyclonal LCMV Armstrong infection 2D affinity is not significantly different (84).

Although T cell responses are aggregations of the TCR bond lifetimes, bond lifetime under force is a single molecule measurement independent of peptide loading and is a critical parameter in determining T cell functionality (6, 10, 22). While 41CGI had the lowest 2D affinity of the three, it still had a relatively high 2D affinity. Given its high affinity, its low peak bond lifetime of ~0.1 s was somewhat surprising (Figures 3A,B). We have similarly recently analyzed the HLA B35-HIV epitope and found a high affinity TCR possessing a short bond lifetime that, in this case, showed slip bond characteristics. Together, this demonstrated that affinity and bond lifetime are not always directly correlated (9). Our data show that at 10pN of force, with or without CD8 contribution there is no significant difference in bond lifetime between 41M and 41C suggesting that any difference in functional responses between 41M and 41C based from assays in this study could be due to differences in 2D affinity.

Unlike the OT-I APL system where often the question is how 2D affinity differences elicit changes in the generation of effector and memory T cell populations, here the question is how the use of GP33 variants might change the perception of the GP33 epitope immunodominance within the CD8 response to LCMV. Our data clearly show that 41M elicits higher 2D affinity, increased number of total bonds with CD8 and longer bond lifetime under force as well as a more robust CD8 T cell response than both 41C and 41CGI. Super agonists are ligands for the TCR that stimulate the T cells more than the processed antigenic peptide (85). By our 2D affinity measures and functionality, 41M would be defined as a super agonist peptide variant as it possesses a prominent difference between 41CGI and the truncated 41C. This raises the question of whether using the super agonist 41M in lieu of 41C or 41CGI gives an accurate interpretation of the efficacy of the GP33 targeted response relative to the other immunodominant CD8 LCMV epitopes (GP276 and NP396). Furthermore, our data highlight how the CD8 co-receptor engagement with TCR:pMHC can change with viral variants providing another point to consider. Lastly, our work demonstrates the power and sensitivity of 2D kinetic measurements in demonstrating how TCRs can determine subtle differences in related agonist ligands that can potentially lead to different functional outcomes.
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The field of immunoengineering aims to develop novel therapies and modern vaccines to manipulate and modulate the immune system and applies innovative technologies toward improved understanding of the immune system in health and disease. Microfluidics has proven to be an excellent technology for analytics in biology and chemistry. From simple microsystem chips to complex microfluidic designs, these platforms have witnessed an immense growth over the last decades with frequent emergence of new designs. Microfluidics provides a highly robust and precise tool which led to its widespread application in single-cell analysis of immune cells. Single-cell analysis allows scientists to account for the heterogeneous behavior of immune cells which often gets overshadowed when conventional bulk study methods are used. Application of single-cell analysis using microfluidics has facilitated the identification of several novel functional immune cell subsets, quantification of signaling molecules, and understanding of cellular communication and signaling pathways. Single-cell analysis research in combination with microfluidics has paved the way for the development of novel therapies, point-of-care diagnostics, and even more complex microfluidic platforms that aid in creating in vitro cellular microenvironments for applications in drug and toxicity screening. In this review, we provide a comprehensive overview on the integration of microsystems and microfluidics with immunology and focus on different designs developed to decode single immune cell behavior and cellular communication. We have categorized the microfluidic designs in three specific categories: microfluidic chips with cell traps, valve-based microfluidics, and droplet microfluidics that have facilitated the ongoing research in the field of immunology at single-cell level.
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INTRODUCTION: IMMUNOENGINEERING

The human immune system recognizes myriads of environmental triggers and is highly flexible in generating a variety of signaling responses over time (1, 2). Several types of cells collaborate with antibodies and cytokines to generate an appropriate immune response (3). The spatial organization and migration of cells within tissues as well as the dynamic nature of cellular communication enhances the complexity of our immune system and determines the type of response (4–7). The nature and magnitude of an immune response is dependent on dynamic molecular and cellular interactions where well-orchestrated cellular communication is the key factor to maintain it (8). The question arises whether all immune cells fight all pathogens and tumors similarly in order to leverage this broad flexibility and diversity. Even though there are multiple subsets of immune cells, with each subset responding to specific stimuli, responses are often initiated by individual cells within each subset and communicated in order to establish a more complex population level response (9). Stochastic expression of genes (influenced by a cellular microenvironment) or pre-defined molecular drivers (as in case of B-cell and T-cell receptors) are driving factors behind heterogeneity in the human immune system (9). Numerous studies over the last decades established that heterogeneity is a trademark of the human immune system (10, 11). The identification of heterogeneity requires systems beyond conventional biological methods like ELISA, western blot, and others that do not allow the required spatial and temporal manipulation of biological cells (12–14). Technologies such as microsystems and microfluidics, have allowed scientists to study the individual behavior of immune cells, identify signaling pathways, map distinct immune cell subsets, quantify secreted molecules and characterize the immune response under varied conditions (15–17). Research on immune cells with technology integration has contributed toward innovative immunotherapy-based treatment modalities with lower treatment-related toxicity and side effects (18–20). They provide better alternatives to more conventional treatment modalities e.g., chemotherapy, radiotherapy or targeted therapy. At the same time, microfluidic based models have assisted in the development of novel therapies, discovery of new drugs, and monitoring the clinical efficacy of new treatments (21–23). Microfluidic devices are also used for the isolation of circulating tumor cells from clinical samples for diagnosis, prognosis, and creation of patient-derived tumor models with the aim to develop and test personalized medicine (24–27). Furthermore, integration of assays, microarrays, and several sensor technologies has led to the development of several point-of-care devices for the early diagnosis of cancer by identification of cancer biomarkers (28, 29).

The majority of this type of research can be coined as immunoengineering. The term immunoengineering has been used since the seventies and covers several aspects in the field of immunology (30). Immunoengineering is an interdisciplinary and vast field of research comprising engineering methods and approaches that allow the modulation of the immune system and its responses: biomaterials, tissue engineering, protein engineering, synthetic biology, and drug delivery systems [Figure 1; (31–34)]. Immunoengineering includes the application of systems immunology to replicate complex immune microenvironment, in vitro, that aims to enhance our understanding of the human immune system for development of immunotherapy, the modulation of the human immune cells to boost their response against cancer (35–37). Recent and most noteworthy examples of major discoveries within the field of immunoengineering, specially immunotherapy, are the development of chimeric antigen receptor T-cells and artificial antigen presenting cell systems (38–40). Moreover, immunoengineering also involves mathematical models that describe the functioning of the immune system, technologies to monitor and track the migration of immune cells and engineering tools to understand immune cell function at the systemic level in health and disease (41–43). The field of immunoengineering can, and has been described by various definitions, e.g., for the current issue in Frontiers “Application of systems immunology to engineering the tumor immunological microenvironment, aiming at predicting lymphocyte receptor's recognition patterns. Building sophisticated mimetic in vitro models, for instance by means of optical and magnetic tweezers to develop novel immuno-oncotherapeutics paving the way toward personalized and predictive medicine.” The Center for Immunoengineering at Georgia Tech University defined this field as follows: “The field that applies engineering tools and principles to quantitatively study the immune system in health and disease, and to develop new therapies or improve existing therapies by precisely controlling and modulating a patient's immune response.” The field of immunoengineering has been described in excellent reviews with a focus on engineering approaches to augment immunotherapy (44–48). In this review article, we highlight one aspect of immunoengineering and we particularly discuss various microfluidic and microsystems and focus on their advantages over conventional methods especially for decoding heterogeneous immune cell behavior and cellular interactions.
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FIGURE 1. Different research areas in the field of immunology that can be explored with multiple single-cell analysis tools.




Single-Cell Technology

Immune cells, characterized by their heterogeneity, tend to differ in their behavior when in different societal contexts ranging from the single cell to the population level. Experiments performed at the population level average out the behavior of all the individual cells (49). Hence, bulk studies fail to provide a coherent understanding of the immune system by masking the phenotype, expressed genes, proteins or metabolites at single-cell level, and cellular communication between single immune cells (49, 50). The advent of single-cell technologies and the subsequent possibility to study the behavior of individual immune cells has uncovered various biological functions that were previously not detectable with bulk studies (51–53). For instance, Shalek et al. demonstrated the importance of paracrine communication for generation of immune response using single-cell analysis (54). Single-cell analysis enabled the investigation of maturation, activation, and signaling pathways of individual immune cells triggered by various environmental factors as well as intercellular communication between different immune cells (43, 55, 56). Additionally, this approach identified new immune cell subsets (57, 58). For instance, single cell transcriptomics, introduced a paradigm shift in the CD4+ T helper field and enabled the identification of multiple functionally distinct T helper cell subsets in addition to the two well-established subsets, Th1 and Th2 (59–62).

Single-cell technology requires isolation of individual cells from a population for multiple data extraction from each isolated cell in order to gain information on the genotype, phenotype, lineage, protein secretion, proliferation, activation, maturation, cytolytic activity, and intercellular communication (63). Single-cell analysis tools are currently investigated by various research groups worldwide and hold great promise in providing a comprehensive understanding of our immune system. After the isolation of individual immune cells, multiple experimental operations for DNA sequencing, RNA and protein expression profiling can be implemented to map the lineage and identify subsets of immune cells (12, 64, 65).

Amongst immunologists, flow and mass cytometry are well-established, high-throughput, and high-content single-cell analysis tools (66–68). Flow cytometers measure fluorescently labeled cells and mass cytometers use transition element isotopes for mapping the functional heterogeneity and phenotypes of different immune cells by quantification of multiple cytokines, chemokines, and surface protein markers of the individual cells (69, 70). One of the benefits of cytometry over other conventional methods is its potential to provide high-throughput analysis of thousands of single-cells and measure multiple parameters in a given time frame (71, 72). Further, with recent advancements, mass cytometry can acquire samples using laser ablation to improve the resolution of this technology and is known as imaging mass cytomtery (73). Although cytometers are a powerful tool for single-cell analysis, spectral overlap and limited availability of antibodies labeled with isotopes for flow and mass cytometers, respectively are some of the drawbacks of this technology (13). Even though spectral overlap in conventional cytometry can be effectively mitigated by careful panel design, cytometers are still predominantly an end-point measurement tool that can only provide a snapshot in time and quantify static markers on cells to provide information on immune cell heterogeneity.



Microsystems for Single-Cell Analysis

The requirement for miniaturization of technological platforms has driven the development of several technologies such as microtiter plates (74). However, with microtiter plates, reaction volumes of immunological experiments have only been reduced from milliliters to microlitres. The problem of evaporation and capillary action in microtiter plate technology has hampered its further miniaturization (75). While microtiter plates cannot be further scaled down, the field of microsystems and microfluidics has played a key role in miniaturization to propel interdisciplinary research on single-cell analysis of immune cells.

Driven by the idea of scaling down, nanowells, in combination with microengraving, is a microsystems tool that was developed in the Love laboratory for single-cell analysis (76). Nanowells, made from polydimethylsiloxane (PDMS), contain features that have volumes in the order of nanolitres. When cells, from a bulk solution, are dispensed on the platform, individual cells settle down in each nanowell by gravity. Once the cells are isolated and activated, secreted molecules from the cells can be captured on functionalised glass slides (microengraving) or on the surface of nanowells and quantified by imaging cytometry or microscopy [Figure 2; (76, 77)]. Nanowell-based platforms with imaging cytometry and microarray analysis have been used for quantification of cytokines secreted by T-cells and observation of T-cell proliferation when activated with an array of ligands (CD80, major histocompatibility complex class II/peptide and intercellular adhesion molecule-1) or anti-CD3/CD28 (78). Nanowells can also be used for cell-pairing to study intercellular immune cell interactions and to monitor cytotoxic effector functions of immune cells (79). In 2017, An et al. presented their work on natural killer (NK) cells (80). In their study, they dynamically profiled the secretion of interferon gamma (IFN-γ) from single NK cells to map the phenotypic behavior of these cells based on their cytokine secretion pattern. Using this system, they showed that CD56dimCD16+ NK cells, when activated with phorbol 12-myristate 13-acetate and ionomycin, immediately secrete IFN-γ and that the secretion rate and amount of IFN-γ from these cells is dependent on the donor.
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FIGURE 2. Nanowell format array, developed at the Love laboratory, to understand activation dynamics of immune cells, probe cellular interactions, and quantify cytokine secretion. Figure adapted from Torres et al. (77).



To study complex biological systems, it is essential that technology platforms replicate the cellular microenvironment accurately and also provide precise control over it. Microfluidic devices have been instrumental in providing automated platforms to perform all the essential functions for single-cell analysis of immune cells, on-chip. In the forthcoming sections, we discuss the contribution of microfluidics to the field of single-cell analysis, focused on immune cells, along with its advantages and disadvantages.



Microfluidics for Single-Cell Analysis

Over the last decade, microfluidics has made significant contributions to the field of single-cell analysis. This method allows cells to be monitored dynamically with a high degree of control over the cellular microenvironment (81, 82). These approaches have offered new information by creation of innovative conditions that are limited in conventional bulk methods. Microfluidic systems are being developed for applications in several areas such as protein purification and PCR on a drastically decreased scale (83, 84). Microfluidic chips are capable of accurately replicating in vivo biological environments and allow high-throughput analysis of cells (85). Microfluidics allows precise automation and control of analytical functions as well as manipulation of cells and their microenvironments with high resolution in both space and time (86, 87). With microfluidics, scientists can implement techniques and protocols for single-cell analysis through DNA sequencing, RNA expression, and protein quantification for understanding the mechanism of cell activation, proliferation, protein expression, motility and morphology, secretion, and cellular communication (88–91).

The ability to rapidly fabricate microfluidic devices in PDMS by soft lithography has greatly stimulated the development of several microfluidic designs (92). Besides being inexpensive, PDMS is biocompatible and permeable to gases, two properties that are a necessary for replication of artificial cellular microenvironments in vitro (93, 94). The flexibility of PDMS allows easy integration of membrane valves and pumps on more complex microfluidic designs to create an intricate network of microchannels wherein protocols can be realized in full automation with the help of programming software (95).

Microfluidic chip designs can be broadly classified in three categories: microfluidics with passive traps, valve-based microfluidics, and droplet microfluidics. With pros and cons of each design, in the field of immunology, microfluidics finds its applications in understanding immune cell behavior at single-cell level.

Microfluidic Chips With Cell Traps

Microfluidic chips with cell traps have been designed by multiple laboratories for single-cell studies (96, 97). In 2006, Di Carlo et al. designed a microfluidic chip with an array of hydrodynamic cell traps for analysis of enzyme kinetics in three different types of cells (98). Later in 2009, Faley et al. presented their design of a microfluidic chip with multiple traps that was used to study signaling dynamics of isolated, individual, hematopoietic stem cells (99). Besides these studies, several groups have used hydrodynamic cell trap arrays for multiple applications in biology and chemistry (100–102). Of all these groups, the Voldman laboratory has extensively used a modified version of the hydrodynamic cell trap design for specifically studying immune cell interactions at single-cell level (103–106).

Cellular interactions play a vital role in establishing complex immune responses that originate from individual immune cells or immune cell subsets (107). Interactions between immune cells, if hampered, can cause several diseases (108). Hoehl et al. designed a single-layer microfluidic chip for parallel analysis of immune cell interactions at single-cell level (109). They used this design, integrated with weir like U-shaped traps, to pair two different cell types using a three-step loading protocol to obtain cell pairing efficiencies of more than fifty percent. The device was used for pairing murine T-cells with B cells to investigate the activation dynamics of T-cells. They demonstrated the presence of functional heterogeneity in the activation dynamics of OT-1 T-cells. Since OT-1 T-cell are reactive against ovalbumin, it is expected that all the T-cells will show similar activation profile when presented with the antigen. However, within the population of these cells, a variation in response was still observed even though all the cells bear the same identical T-cell receptor (TCR). Later, Dura et al. used this design to characterize the activation dynamics of CD8 T cells (OT-1 and TRP1) with different TCR affinities when paired with antigen presenting cells (104). This study showed that the variations in TCR affinity influences the secretion of cytokines by T-cells. The production of IFN-γ is strong for both low and high TCR affinity whereas the production of interleukin-2 (IL-2) reduces with reduction in the affinity. Dura et al. also used this chip to monitor cytotoxic effector functions of immune cells [Figure 3; (105)]. For this study, they modified the design of the cell traps to capture and pair NK92MI and K562 cells with high cell-pairing efficiency. The cytotoxic activity of NK cells was monitored by measuring the Ca2+ signaling for a day and further, the production of IFN-γ in NK cells, when activated with IL-2 and IL-18, was also quantified. Thirty-five percent of the cells showed cytotoxicity and 60% of the cell population produced IFN-γ over time, demonstrating cellular heterogeneity (105).
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FIGURE 3. Microfluidic chip, developed in the Voldman laboratory, with hydrodynamic based pillar-like traps. There are multiple variations of this design that allow different types of cells to be loaded and paired to monitor cellular interactions of different kinds. Figure adapted from Dura et al. (105).



Besides applications in immune cell interactions, this design was also used for implementation of cell pairing and fusion protocols. In 2009, Skelley et al. paired fibroblasts, mouse embryonic stem cells, and myeloma cells, on-chip, to implement a more efficient electrical and chemical fusion protocol in comparison to the standard procedures (103). Further in 2014, Dura et al. modified the trap design to implement hydrodynamic and deformation based pairing and biologically, chemically, and electrically stimulated fusion of cells, on-chip (106). Kimmerling et al. in 2016 also used the principles of hydrodynamic trapping to design a microfluidic chip with an array of traps for the isolation of single murine leukemia cells, L1210, and primary CD8+ T-cells on chip (64). The isolated cells were cultured on-chip and, after proliferation, these cells were released from the chip for investigating their transcriptomic profiles.

Microfluidic chips with cell traps have made significant contributions and have opened opportunities to investigate different immune cells to attain improved insights into cell-cell communication by allowing deterministic one to one cell pairing which is not easily attainable with other technologies.

Valve-Based Microfluidics: Microfluidic Large-Scale Integration Technology

Microfluidics large-scale integration (mLSI) is the integration of hundreds to thousands of pneumatic membrane valves, arrayed as fluidic multiplexers, on a microfluidic chip (95). Fluidic multiplexers, analogous to electronic multiplexers, allow complex manipulation of fluids with very small number of inputs. Valve-based microfluidic devices are made by aligning two separately cured PDMS layers with channels in such a way that the pneumatic membrane valves are formed when the channels in the two layers intersect each other orthogonally. These pneumatic membrane valves are “push down” when the control layer is on top of the flow layer and are “push up” when the alignment is reversed. The channels in the control layer are pressure driven and responsible for the actuation of pneumatic membrane valves. The multiplexer on the chip helps in automation and parallelisation of experimental workflows and the pneumatic membrane valves on the chip help in fluid routing, metering, and control (110). mLSI integrated microfluidic devices are controlled using external units and can be programmed to operate for days, allowing them to monitor immune cell activity longitudinally (111).

mLSI devices are versatile and have been adapted for highly complex biological applications including cellular studies and genomic analysis (112–115). mLSI technology has been extensively used by the Quake lab for isolation of mRNA, synthesis of cDNA, and purification of DNA using fully-automated microfluidic chips (116, 117). Furthermore, they used a similar architecture for the ligation and transformation of genes with sample volumes of the order of a few nanolitres (118). In 2014, Ketterer et al. used a highly multiplexed microfluidic chip to develop a sensory system for quantification of metabolites from cellular samples (119). Blazek et al., from the same laboratory, implemented a proximity ligation assay on a fully automated microfluidic chip for analysis of phosphorylation kinetics in cells with high-throughput and parallel analysis (120, 121). The Maerkl lab also focuses on implementation of highly multiplexed and automated microfluidic designs for characterization and quantification of transcriptional regulatory network and synthesis of genes and genome on microfluidic chips (122–124).

The generation of an immune response relies on environmental cues that are sensed by immune cells in their microenvironment (125). Signals received by cells within their microenvironment are not always continuous but often dynamic and can vary both in time, intensity, and concentration (126). More specifically, environmental cues can have variable amplitude, time of exposure, concentration gradient or can have pulsatile or sinusoidal variations (126). Among these variations, pulsatile modulation holds physiological relevance as several biological cues in our body such as hormones or cytokines are released with temporal variation that in turn affects the mode of action, downstream, of signaling molecules (127). In the human immune system pulsatile bursts of environmental signals dictate cellular heterogeneity and regulate the fate of transcription factors to influence the activation of genes and determine the phenotypic response of immune cells (126). Programmable mLSI based microfluidic devices make it possible to deliver pulsatile bursts of input stimuli to immune cells in a highly controlled fashion (128, 129). mLSI chips are capable of accurately mimicking the cellular microenvironment along with a reduction in extrinsic noise or cell-cell variability to generate synchronized immune cell responses at single-cell level.

In 2016, the Tay lab designed a fully-automated microfluidic device for studying the signaling dynamics of nuclear factor-κB (NF-κB) in macrophages [Figure 4A; (128)]. In their design they precisely replicated the dynamics of the immune cell microenvironment in a highly controlled manner and complete automation at single-cell level (128). NF-κB is an important transcription factor that is responsible for production of cytokines and survival of immune cells (130). The activation and deactivation of NF-κB shows oscillatory behavior and is popularly studied using microfluidics by providing immune cells with variable input stimuli (131–133). Junkin et al. used an mLSI based microfluidic system, which was integrated with a bead-based immunoassay, to investigate the transcription factor activity and quantify cytokine secretion in macrophages when stimulated with time variable inflammatory signals from the cellular microenvironment (128). The design comprised of 40, individually addressable, cell isolation chambers in which single immune cells were trapped using pillar like structures and each cell chamber was associated with its individual immunoassay unit. For the first time, this study showed the heterogeneous secretion profile of tumor necrosis factor (TNF) when single macrophages are simulated with dynamically variable input stimuli and that there is no correlation between the production of TNF and activation of NF-κB. Very recently an immunoassay was patterned on the microfluidic chip using a modified version of the mechanically induced trapping of molecular interaction (MITOMI) method for trapping antibodies to quantify TNF secretion [Figure 4B; (129, 134)]. Since the microfluidic device is based on the mLSI technology, it was possible to completely automate the experimental workflow including the patterning of the surface for an immunoassay. In this work, they were able to stimulate cells with dynamically variable signaling molecules in a highly-precise and controlled manner as well as to monitor the activation of NF-κB in real-time using automated microscopy (129). Earlier, Frank et al. presented a microfluidic device that was used to co-culture macrophages and fibroblasts on-chip (135). This co-culture platform enabled the interaction of single immune cells with populations of cells. They used the automated device to provide dynamic inputs of lipopolysaccharide to single macrophages and monitor the signal transmission of TNF, upon activation of NF-κB, from single macrophages to a population of fibroblasts to replicate the initiation of the immune response. The experimental results of this work showed that an activated macrophage can spatiotemporally control the activation of NF-κB in fibroblasts to demonstrate that inflammation in tissues is regulated by the dynamics of gene expression (135).
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FIGURE 4. Microfluidic large-scale integration (mLSI). Microfluidic chips integrated with mLSI technology designed for monitoring transcription factor activities and quantification of secreted proteins developed in the Tay laboratory. mLSI chips allow the replication of dynamic immune system microenvironment to provide better insights to immune cell behavior. (A) Adapted from Junkin et al. (128). (B) Adapted from Kaestli et al. (129). Reproduced with permission from The Royal Society of Chemistry.



mLSI technology allows automation of functional steps, on-chip, giving researchers the freedom to implement multiple experimental functions that are required for single-cell analysis. The aforementioned examples demonstrate that this technology has made valuable contributions to accurately replicate the dynamics of the cellular microenvironment with high precision and control. These designs can be further implemented to dynamically investigate the behavior of different immune cells at single-cell level.

Droplet-Based Microfluidics

The idea to perform biological analysis in water-in-oil droplets was first published in the 1950s by Nossal and Lederberg (136). Since then droplet microfluidics has continued to fuel a growing body of research leading to multiple applications in fields of biology and chemistry (137–139). Droplet microfluidics has been widely implemented for high-throughput screening of biological and chemical reactions, single-cell analysis, genomics, and transcriptomics (140–144). It also finds applications in molecular detection, imaging, drug delivery, antibody screening, toxicity screening, and diagnostics (145–151). On a microfluidic chip, using two immiscible liquids, droplets, in one liquid phase, are generated in another liquid phase by breaking off either at a T-junction or flow-focusing junction (152, 153). In such a setup, passive generation of droplets relies on drag forces and viscous dissipation (154). Variations in channel geometries help to pair, trap, merge, mix, release, and split droplets (155). Pneumatic membrane valves, electrical forces, optical manipulations and acoustic waves are other alternatives for active production of droplets on microfluidic chips (156–159).

Droplet-based microfluidic platforms provide scientists with the ability to investigate immune cell behavior in complete isolation by creating a noise-free and controllable cellular microenvironment (160). Specifically, it allows to map immune cell subsets, quantify the secretion of signaling molecules from single cells, and investigate cellular communication. In 2015, Sarkar et al. demonstrated an array-based droplet device that allowed monitoring of nanolitre-sized droplets for T-cell activation longitudinally right from the onset of activation (161). Their results suggested that the activation of single T-cells is faster when cells come in contact with dendritic cells in comparison to other activation methods. Furthermore, they developed a method to probe into the potentially heterogeneous cytolytic behavior of human NK cells (162). They demonstrated a 100% killing efficiency of NK cells, which is in contrast to earlier findings by various groups performed either in bulk or single cell (105, 163).

In order to quantify secreted molecules, cells are paired with functionalised beads or other sensing molecules to capture target analytes during incubation, prior to analysis (164). The droplet interface ensures that encapsulated cells are shielded from external factors that might influence their secretory behavior. Concurrently, this interface in combination with the small droplet volume, confines secreted molecules within the droplet resulting in increased sensitivity. Qiu et al. employed aptamer-based DNA sensors to quantify IFNγ secretion by encapsulating single T-cells in droplets followed by flow-cytometric and microscopic analysis [Figure 5A; (165)]. This study demonstrated the versatility of droplet microfluidics to be integrated with multiple detection methodologies. In another recent study, Eyer et al. used DropMap technology for phenotyping IgG secreting plasma cells at single-cell level [Figure 5B; (166)]. In this study, they paired antibody secreting cells with multiple paramagnetic functionalised nanoparticles that capture target antibodies in picolitre sized droplets. For the purpose of analysis, the generated droplets were immobilized in a glass observation chamber to measure fluorescence intensity of each droplet and to quantify secreted antibodies to map different plasma cell phenotypes. With this technology it is possible to monitor and quantify antibody secretion by encapsulated cells in droplets real time.
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FIGURE 5. Droplet microfluidics is a very versatile tool that allows single-cell analysis of immune cells in a noise-free environment. The cells are often paired with functionalized beads or sensors such as aptamer sensors for quantification of secreted molecules and proteins. Droplet microfluidics is combined with flow cytometry, mass cytometry, and automated microscopy for downstream analysis. (A) Adapted from Qiu et al. (165). (B) Adapted from Eyer et al. (166). Reproduced with permission from Springer Nature.



Besides aqueous based droplets, hydrogel agarose can also be used to create droplets in oil phase, which allows washing steps and permits staining with antibodies within droplets by slow diffusion. This conceptual advantage of using hydrogel based droplets was exploited in the Huck laboratory, where agarose droplets were used for encapsulation of Jurkat T-cells to capture multiple cytokines on functionalised beads and used to demonstrate cellular heterogeneity and mapping cellular subsets [Figure 6; (167)]. Generally, for cytometry, droplets need to be broken to retrieve cells and beads. On the contrary, cells and beads encapsulated in hydrogels can be analyzed directly with flow cytometry, preventing loss of cells and saving significant amounts of time.


[image: image]

FIGURE 6. Hydrogel agarose gel droplets used in the Huck laboratory for measurement of cytokine secretion. The advantage of hydrogel droplets is that it allows washing steps for immunoassays. Also, cells encapsulated in hydrogel droplets can directly be analyzed by cytometry. Figure adapted from Chokkalingam et al. (167).



Recently, researchers have also implemented protocols for single-cell sequencing in droplet microfluidics (168). In 2015, Macosko et al. developed the Drop-seq technology where the transcriptomics of thousands of retinal cells were analyzed in droplets using barcoded microparticles (169). Later, the Abate lab also demonstrated the genomic sequencing of more than fifty thousand cells at single-cell level in agarose microgels (170). Single-cell sequencing allows researchers to identify the differences in cellular behavior and understand the functionalities of individual cells, which assists in decoding immune cell heterogeneity (171). Genomic amplication for sequencing can be performed in droplet microfluidics with high accuracy and specificity in a massively parallel fashion (168). The work of Shahi et al. demonstrated the efficiency of droplet microfluidics to profile protein secretion by single immune cells using a high-throughput droplet-microfluidic barcoding technique, Abseq (172). This microfluidic device was integrated with functions to amplify DNA in nanolitre sized droplets to allow more than tens of thousands of cells to be analyzed in parallel.

Together, all these studies highlight the role of droplet microfluidics in single-cell analysis of immune cells. Droplet-based microfluidics is a highly versatile and flexible technology and is widely applicable in multiple realms of immunology. The ability to carry out high-throughput analysis of hundreds to thousands of individual immune cells and paired immune cells in a parallel manner makes droplet microfluidics a highly reliable and popular single-cell analysis tool.



Strengths and Weaknesses of Microfluidic Technologies

The motivation for miniaturization was driven by the requirement to acquire more information from single cells at higher resolution. Flow cytometric analysis allows for sampling cell populations in time but fails to provide dynamic information from single immune cells. Also, high costs of the equipment and infrastructure for mass cytometers often limits the usage of this technology. To compensate for the drawbacks of the cytometric analysis and gather more temporal information on the behavior of single immune cells, microsystems and microfluidics gained popularity. Innovation in microsystems and microfluidics facilitated the integration of numerous complex functions on-chip that were earlier not feasible or demanded a lot of manual labor. At the same time, the ability of these platforms to dynamically acquire information from immune cells and monitor immune cell activities real time made them popular among researchers.

Nanowells and microfluidic chips with hydrodynamic cell traps are the simplest examples of miniaturization that, because of ease of fabrication and operation, are frequently used for decoding immune cell behavior and intercellular communication. These high-throughput analysis platforms allow both real-time and end-point measurements and can facilitate one to one cell pairing for decoding communication between immune cells, e.g., for monitoring cytotoxic cellular function. However, microfluidic chips with cell traps are more efficient in achieving desired pairing efficiencies in comparison to nanowells. These platforms are limited by their ability to replicate the dynamically variable immune cell microenvironment in which immune cells work. Also, for more efficient single-cell level analysis of immune cells it is essential that cells are isolated and analyzed in a noise-free environment to negate the effects of paracrine communication from neighboring cells.

Valve- and droplet-based microfluidics have realized the aforementioned key requirements and have been able to circumvent the drawbacks of other single-cell tools. Both these platforms have the ability to compartmentalize cells in a closed environment to understand cellular behavior with high sensitivity. One of the key advantages of programmable valve-based microfluidics is that it allows the replication of dynamic immune cell microenvironments with high precision for delivering input stimuli in forms of pulsatile bursts. Although the process of fabrication and experimental setup for such devices is fairly complex and time-consuming, automation and reproducibility compensates for the drawbacks of these designs (132). Also, the throughput of mLSI designs is often low to medium, but has the capacity to be increased by scaling.

For high-throughput analysis of immune cells, droplet-based microfluidics is preferred. Easy to design and implement for multiple applications, it allows the isolation of single immune cells in droplets for analysis in an isolated system. Small compartment size and very low droplet volumes makes this system highly sensitive by preventing the loss of stimuli and secreted molecules from the system. Further, this system also facilitates encapsulation of multiple cells in a closed environment to understand immune cell communication, e.g., for cytotoxic behavior. While droplet microfluidics is a well-established tool in the single-cell analysis community, it often finds limited applications with use of primary, rare immune cells because of the difficulties faced during seeding of cells. Traditional cell seeding methods often lead to a loss of the cells because of attachment or sedimentation, and when cells are already rare in population, it is difficult to obtain high encapsulation rates (173). Encapsulation of cells in droplets is random and relies heavily on Poisson statistics (174). To overcome the limitations of Poisson statistics alternative cell seeding methods as well as use of external physical forces are required to ensure desired cell distribution in droplets (175, 176). The designs discussed in this review, each with their own set of advantages and disadvantages, have been widely implemented for several single cell studies to enhance our understanding of various immune cell functions (Table 1).



Table 1. Table summarizing different single-cell analysis tools discussed in this review in terms of their advantages, disadvantages, and applications.
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CONCLUSION AND FUTURE OUTLOOK

Single-cell analysis tools have played a major role in enhancing our understanding of the human immune system. Several research groups have focused on technology development to constantly provide novel design alternatives for biological studies. Thereby, it enabled to address complex immunological questions that were earlier not possible with conventional bulk methods and resulted in identification of heterogeneous immune cell behavior, discovery of new immune cell subsets, and understanding how single immune cells drive population responses. Single-cell analysis facilitated the design and development of new diagnostic tools, personalized medicines, and immunotherapies for treatment of cancer, immunosuppressive diseases, and autoimmune disorders (183–186). For example, single-cell studies recognized specific signaling pathways within individual immune cells that were suppressed in a tumor microenvironment (187). Identification of such immunosuppressive signaling pathways, molecules, and individual immune cells improves the design of treatment modalities aimed at targeting cells and activation of the suppressed signaling pathways to fight cancer, infectious- and auto-immune diseases (184, 188). For development of vaccines, it is critical to understand how specific antigens induce effective immunization. Novel vaccines with higher clinical efficacy can be developed using results from antibody screening and quantification experiments at single-cell level (149, 166). Also, quantification of signaling molecules at single-cell level provides information on new pathways for development of sensitive diagnostic tools that can provide faster and accurate results in comparison to traditional laboratory methods (189).

Developments in the field of microsystems and microfluidics have been ongoing for more than a decade and continues to grow. As our understanding of the human immune systems deepens, more questions arise to decode the complexity of our system. To cater to these questions, technology continues to evolve. The designs discussed in this review were limited to applications in single-cell analysis of immune cells. However, there are several established and on-going design developments in single-cell research for multiple biological applications that can be easily modified and implemented for better understanding of the immune system. As an example, the microfluidic droplet system published by Shembekar et al. can be modified for use with primary B-cells for antibody screening (149). Furthermore, a droplet microfluidic system integrated with Protein Assay via Induced Gene Expression (PAIGE) can be used for quantification of secretory molecules at single-cell level (190). Microfluidic chips can be also be used to study immunosurveillance and migration of immune cells, in vitro (191, 192). Finally, there are several other designs that can be integrated with different systems or modified for immune system related research (193–195).

There are multiple small and medium scale companies that have commercialized microfluidics, as individual components or complete analytical system, to promote the integration of microfluidics in multiple laboratories for several single-cell analysis applications. Companies like Dolomite and Fluigent fabricate droplet microfluidic chips that can be bought and directly used in laboratories for research applications. These chips, however, still have to be integrated with downstream analytical methods. Other companies such as μFluidix and microfluidic ChipShop do provide professional facilities to fabricate different types of microfluidic devices as per the user requirements. Sphere Fluidics also provides completely integrated analytical solutions for single-cell research. Further, there are commercial systems integrated with microfluidics that provide complete analytical solutions to research problems. One such example is the C1, developed by FLUIDIGM, that is integrated with microfluidic circuits for transcriptomics at single-cell level to identify heterogeneity among immune cell population. This system provides a fully automated solution to implement experimental protocols with high precision and accuracy. The Chromium Controller by 10X Genomics allows profiling of immune cells and their repertoire at single-cell level with high automation and parallelisation. ddSEQ by BIORAD uses droplet microfluidics for isolation of single cells to provide sequencing solutions at single cell level. This commercial device has multiple applications including assessment of cellular heterogeneity, identification of cellular sub-populations, and functional analysis of immune cells. The aforementioned examples are just a few of the many companies that have commercialized microfluidic technology for research puposes.

Taken together, robust technology for decoding cell-cell or cell-pathogen interactions longitudinally and in great detail will revolutionize cell biology and the fields of immunology and cellular immunotherapy in particular. The impact of rapid expansion of single-cell analysis is evident in its great potential for numerous applications, including, but not limited to: cancer research, regenerative medicine, diagnostics, and synthetic biology. We believe that even though technology development might sometimes be an extended process, the ease and cost-effectiveness of microfluidics will boost the integration of this exciting technology in the portfolio of other single-cell assays used in cell biology and immunology related disciplines.
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T cell migration from blood to, and within lymphoid organs and tissue, as well as, T cell activation rely on complex biochemical signaling events. But T cell migration and activation also take place in distinct mechanical environments and lead to drastic morphological changes and reorganization of the acto-myosin cytoskeleton. In this review we discuss how adhesion proteins and the T cell receptor act as mechanosensors to translate these mechanical contexts into signaling events. We further discuss how cell tension could bring a significant contribution to the regulation of T cell signaling and function.
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INTRODUCTION

To mount a proper adaptive immune response and establish immune memory, T cells carry out many distinct cellular processes. In a simplified view, these processes can be grouped in three categories. (a) The adhesion cascade, during which circulating T cells exit the blood flow to roll, adhere and eventually extravasate through the endothelial cell layer. (b) Migration, on the wall of blood or lymph vessels, within lymph nodes and inflamed or cancerous tissues. And (c), activation, which primes naïve T cells and triggers cytotoxicity and cytokine secretion from effector cells. The molecular interactions and signaling pathways associated with T cell activation (1), migration through venular walls (2) and T cell migration in general (3) have been extensively characterized and are comprehensively described in these recent reviews. But the emergence of novel biophysical approaches has allowed to shine light on a previously neglected aspect of these processes: they all generate mechanical stimuli.

During the adhesion cascade, the blood flow applies an external shear stress on T cells binding and migrating on and through endothelial cells (2). T cell migration in tissues is driven by morphological changes, constantly fluctuating actin polymerization and molecular motors-driven contractions, which all generate internal mechanical tension (4). It goes the same with T cell activation, which involves a tight contact between T cells and antigen-presenting cells or target cells, acto-myosin contractions and a sustained actin retrograde flow (5). Adding to the multiplicity of these mechanical contexts, T cells interact with substrates displaying various and changing stiffness (6) and with adhesion molecules that are either diffusive or firmly anchored to cortical actin (7). Hence, the idea that force plays an essential role in the T cell-mediated immune response has matured from an exciting hypothesis to a well-established field of T cell biology (8–11).

In this review we first focus on demonstrated mechanotransduction events in T cells. We discuss how adhesion proteins—selectins and integrins—and the T cell receptor (TCR) act as mechanosensors during the adhesion cascade and during T cell activation, respectively. In the second part of the review, we get inspiration from other cell types and systems to picture how cell tension might contribute to the cellular signaling that regulates T cell migration and activation.



SHEAR FORCE: A KEY PLAYER DURING T CELL ROLLING AND ARREST ON THE ENDOTHELIUM

In search for their cognate antigen, T cells circulate between peripheral tissues and secondary lymphoid tissues, thereby exploiting a network of blood and lymphatic vessels (12). T cells circulating in the blood enter lymph nodes through high endothelial venules (HEVs). Before they can extravasate trough HEVs, T cells first need to roll, arrest and finally adhere to the vessel walls (2, 13). Forces derived from the blood flow play a decisive role in this adhesion cascade, contributing both to the initial capture by selectins and to the firm integrin-mediated arrest preceding extravasation (Figure 1).
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FIGURE 1. Mechanotransduction during the adhesion cascade. The proteins that mediate rolling and arrest of T cells on endothelial cells during the adhesion cascade are mechanosensors, which are sensitive to and relies on the force of the shear flow. (A) During the early steps of the adhesion cascade, selectins at the tip of microvilli of T cells interact with their ligands at the surface of endothelial cells to mediate tethering and rolling. Shear force impose a tension on this bond and thereby induces a conformational change in the selectin headpiece, which gives to the selectin-ligand bond a catch-bond characteristic. (B) Integrins mediate arrest after rolling and firm adhesion to the endothelium. Shear force also plays an essential role in this multistep process. Inside-out signaling from selectins of from chemokine receptors induces a first conformational change that increases the affinity of integrins for ICAMs and anchors them to the cytoskeleton through the recruitment of talin. Shear force pulls ligand-bond integrins into a high affinity, open conformation and increases the life-time of the bond through a catch-bond process.



Rolling on HEVs is mediated by fast on and off rates interactions between selectins on T cells and their ligands displayed by the endothelium. Pioneering work using atomic force microscopy (AFM) in combination with flow-chambers revealed that selectin-ligand interactions form catch bonds—molecular interactions whose dissociation rate decreases with force, see Glossary at the end of the article—when subjected to low shear force generated by the blood flow (11, 14, 15). Thus, a mechanotransduction process, driven by a conformational change in the selectin headpiece, prolongs the life time of the bond between selectins and their ligand and thereby gives rise to enhanced cell adhesion under flow conditions (Figure 1A).

T cell tethering and rolling eventually leads to arrest and firm adhesion on endothelial cells, which is driven by heterodimeric integrins and their ligands and which also requires low force from the blood flow (2, 13, 16). Remarkably, integrin adhesiveness is increased very shortly after T cells make contact with endothelial cells, through a multistep process during which force plays an essential role (17). The first step in integrin-mediated adhesion is activation by signals coming from selectins and chemokine receptors. In a certain way, this first step prepares integrin to bear tensile forces, as it (a) increases integrin affinity for immobilized ligands on the extracellular side and (b) strengthened integrin-actin cytoskeleton connection on the intracellular side through the recruitment of talin and kindlin to the intracellular integrin tail (17, 18). Indeed, integrin activation by chemokines alone is not sufficient to trigger adhesiveness, which is achieved only by the effect of shear force from the blood flow (19). Integrins bound to immobilized ligand on one side and firmly anchored to the actin cytoskeleton on the other side are pulled into a high affinity, open conformation by the low force of the shear flow (Figure 1B). This force-mediated reorganization of integrin conformation eventually allows stable bonds with ligands at the surface of endothelial cells to support T cell immobilization.



T CELL MIGRATION: STEERING TOWARD STIFFNESS

After adhesion and extravasation through endothelial cells, T cells adopt a motile behavior to reach antigen-presenting cells in lymph nodes or inflamed tissues. As described in an excellent recent review, the link between the actin cytoskeleton, adhesion modules and the extracellular matrix is highly dynamic and allows cells to convert the mechanical properties of their environment into signaling (20). In the context of migration, this can result in durotaxis—the ability of cells to migrate toward stiffer substrates. Durotaxis is another way how mechanotransduction could potentially contribute to T cell functions. Typical targets of T cells, such as (a) cancer cells that can be softer than normal cells (21); (b) tumors, that are stiffer than normal tissue because of high collagen density and crosslinking (22, 23), or (c) antigen-presenting cells (6) have specific stiffness properties. Changes in extracellular matrix stiffness of specific tissues are generally associated with disease progression (24). Neutrophils, whose amoeboid type of migration is similar to that of T cells, spread more and migrate slower but more persistently and exert stronger traction forces on stiffer substrates (25, 26). Like neutrophils, T cell migration on ICAM-1 coated surfaces is also influenced by substrate rigidity. Indeed, it has been recently shown that T cells migrate faster on stiffer substrates (27).



T CELL ACTIVATION NEEDS FORCE

Contact of a migrating T cell with a target cell or an antigen-presenting cell displaying a cognate antigen result in activation and arrest and in the formation of an immunological synapse (1, 28). In this paragraph, we will discuss in detail how mechanotransduction plays an essential role in this process. By demonstrating that T cell activation with antigen-coated beads requires the beads to be larger than 4 μm, Mescher provided the first hint that the generation of tension over a significant scale is indispensable for T cell activation (29). The first mechanosensor model for TCR was published quite some time later, in a study demonstrating that the binding of an immobilized agonist antibody to CD3ε induces a torque in the structure of the TCR-CD3 complex. Non-activating antibodies however, need to be conjugated to a bead and pulled tangentially to the receptor using optical tweezers to induce a similar activating response (30, 31). By suggesting that the migration-related movement of T cells engaging a cognate peptide at the surface of antigen-presenting cells induces tangential forces on TCR, this study is also an important reminder that T cells are actually migrating and under tension when they find their cognate antigen. Mechanosensing cells or proteins can sense and react to externally applied mechanical stimuli, without actively contributing to the force that is at the source of the stimulus. For instance, in the case of a cell submitted to shear stress. This can be termed passive mechanosensing (32), in contrast to active touch sensing (mentioned further in this review), where the mechanosensor is actively involved in the mechanical stimulus it is sensitive to, a bit like poking a mango to determine if it is ripe or not. Cell motility generates cell tension and thereby might lead to passive mechanosensing as migration-related forces are transferred onto the TCR-CD3 complex (Figure 2A). Similarly, formation of the immunological synapse leads to activation of the integrin LFA-1 and to tight adhesion to immobilized ICAM-1 on antigen-presenting cells (33), as well as, acto-myosin contractions (34) and cytoskeletal tensions [(35, Figure 2B)]. Hence, transition from migration to activation upon engagement of a cognate peptide represents a mechanical signal that is very likely to results in passive mechanosensing by TCR. Interestingly, TCR engagement promotes local actin polymerization around the receptor itself (35), in a way that reminds of the signal-dependent and talin-mediated anchorage of integrins to the actin cytoskeleton during the adhesion cascade. This means that TCR is further anchored to the underlying cortical actin cytoskeleton upon activation, which could very well make it more susceptible to respond to mechanical stimuli. Along this line, it is now well-established that T cells, like many other cells, engage in the “active touch sensing” described by Kobayashi and Sokabe (32) by actively pushing and pulling on the substrate they adhere to in order to interrogate its stiffness (Figure 2B). Within the first tens of seconds of TCR triggering on a biomembrane force probe setup, T cells engage in a sequence of pushing and pulling forces even in the absence of LFA-1 engagement (36). Traction force microscopy (TFM) on polyacrylamide gels further confirmed that antibody activation of CD3 leads to acto-myosin-mediated pulling forces, which originate at the cell edge and are directed toward the cell center (37). Another TFM study on micropillars determined that these centripetal forces are generated through the binding of TCR to activating ligands, further suggesting that integrins are not the mechanosensor at play during T cell activation (38). These forces are in the range of 100 pN, which is lower than the nanonewton forces observed during epithelial cells migration (39). Of note, phosphorylation of the early TCR signaling kinase Lck takes place on the side of the pillars facing the cell edge, suggesting that TCR signaling is triggered where the tension is highest and strengthening the idea that TCR works better when it is under tension (38). The surface of T cells is covered with microvilli, whose tips are enriched with TCR [(40, 41), Figure 2A]. These microvilli extend and retract while T cells scan antigen-presenting cells and it is likely that the first step of antigen recognition on antigen-presenting cells is mediated by TCR located on stretched microvilli. This raises the possibility that active touch sensing might already be involved in the very early stages of T cell activation, as TCR at the tip of microvilli is subjected to specific forces resulting from the scanning of antigen-presenting cells. But forces applied on TCR at the tip of microvilli are also likely to be reduced by the elastic nature of these projections, which can act as shock absorbers, for instance in the context of the adhesion cascade (42). Further investigations are required to determine if TCR at the tip of microvilli is put under tension due to the exploratory character of these projections, or if on the contrary, the force on TCR is dissipated through a shock absorber effect. Finally, forces imposed on TCR located on collapsed microvilli will be very different once the immunological synapse is fully established.
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FIGURE 2. Mechanotransduction during T cell activation. (A) TCRs at the tip of microvilli are subjected to specific forces while T cells migrate on or form a kinapse with antigen-presenting cells. It is not yet determined if tensions are “absorbed” due to the elastic nature of microvilli, or if on the contrary, microvilli push against the antigen-presenting cells, thereby increasing the tension on TCR (B) During and after the formation of an immunological synapse with a cell presenting a cognate antigen, migration-related, and acto-myosin-mediated tensions drive integrins into a full affinity state, similarly to what happens during the adhesion cascade (Figure 1B). These forces also lead to passive mechanosensing by TCR. Additionally, TCR itself further engages in active mechanosensing, by pulling and pushing on pMHC molecules. Non-stimulatory ligands form slip-bonds under tension and fail to trigger TCR signaling. By contrast, stimulatory ligands engage in a catch-bond with TCR, which leads to a conformational change and in turn promotes TCR signaling. Binding to a stimulatory ligand also increase the density of F-actin around the TCR to further anchor it to the underlying cytoskeleton. All in all, tensions through the TCR-pMHC bond contribute to TCR triggering and antigen discrimination.



A direct consequence of the active touch sensing through TCR is that T cell activation is influenced by substrate stiffness. As a matter of fact, T cells pull more on stiffer substrates than on softer ones (37). CD4 T cells produce also more IL-2 on harder substrates up to 100 kPa (27, 43), but the stiffness contribution to T cell activation is somehow lost beyond 100 kPa (43, 44). More generally, every aspect of T cell activation is potentiated by stiffer surfaces up to 100 kPa (27). The effect of substrate stiffness on T cell activation could even be larger than reported in these studies, which all used functional antibodies against CD3 to activate T cells. It is indeed likely that differences in the rigidity of substrates might have a more pronounced effect on the binding of TCR to its natural ligand, a cognate peptide presented by major histocompatibility complex (MHC), than to an activating antibody.

The mechanism behind stiffness sensing in T cells is not identified yet, but talin might be involved. As part of the complex protein assembly between integrins and the actin cytoskeleton (45), talin is an essential element of the substrate stiffness sensing machinery and preventing talin to mechanically engage with integrin disrupts extracellular rigidity sensing (46). Interestingly, T cells lacking talin fail to stop migrating in response to TCR triggering (47). As mentioned above, talin is essential to integrin-mediated adhesion (17) and in particular to LFA-1 adhesiveness for ICAM-1 following TCR triggering (48). It is likely that the affinity of LFA-1 for ICAM-1 is increased during T cell arrest upon TCR activation through a similar mechanism than described above during the arrest on endothelial cells in the blood flow. One can indeed consider that during activation, the LFA-1—ICAM-1 bond is put under tension by acto-myosin contractions and actin retrograde flow in a similar fashion that it is stretched by extracellular forces resulting from shear flow during the adhesion cascade (Figure 2B). As a matter of fact it has been shown that ICAM-1 is immobilized at the surface of antigen-presenting cells in order to promote T cell-antigen presenting cells conjugation and T cell activation (33). Hence talin mechanosensing properties could contribute to the stop signal that precedes the establishment of the immunological synapse and eventually to full T cell activation. However, a recent study somehow challenges the idea that the talin-LFA-1 axis supports the stop signal. Feigelson et al. reported that the integrin ligands on antigen-presenting cells, ICAM-1 and -2, are dispensable for these cells trigger arrest activation of T cells (49). Finally, intravital microscopy studies have shown that T cells do not necessarily stop when encountering a stimulatory antigen-presenting cells. Antigen recognition can happen during long-lasting contact, the immunological synapse, but also during shorter and more dynamic interactions, termed kinapse (28, 50), Figure 2A]. While the functional difference between synapse and kinapse has not been fully established, the duration and nature of the antigen-presenting cell-T cell interaction contribute to shape the outcome of T cell activation (51). Therefore, it is likely that the mechanosensitive properties of integrin and TCR contribute to this process by leading to distinct signaling in the context of a synapse or of a kinapse.

Thus, T cells pull on activating substrates and they are more susceptible to be activated by stiffer substrates. Having this in mind, it does not take a bit leap to imagine that the active touch used by T cells is not only a mechanism to interrogate substrate stiffness. Indeed, a few recent studies indicate that putting TCR under tension is in fact an integral part of the activation process (Figure 2B). Presenting T cells with activating peptide-MHC complex (pMHC) on an AFM microscope showed that T cell activation requires both the binding of a cognate antigen and forces through TCR (52). An in depth analysis of the kinetics of TCR-pMHC interactions using a biomembrane force probe showed that TCR establishes catch bonds with cognate pMHC and slip bonds—molecular interactions whose dissociation rate increases with force—with non-agonistic pMHC, thereby making force applied through TCR a component of the antigen discrimination process (53). The formation of catch bond is even what distinguishes stimulatory from non-stimulatory ligands between peptides that bind TCR with similar affinity (54). These results are further confirmed by two studies from Lang and colleagues using optical tweezers and DNA tethers. They first identified an elongated structural element of the TCRβ constant chain, the FG loop (55), as a key factor for the contribution of the force in antigen discrimination (56). More recently, they demonstrated that TCR needs non-physiological levels of pMHC molecules to be triggered in the absence of forces (57). Using DNA-based nanoparticle tension sensors Liu et al. further demonstrated that piconewton forces are transmitted through TCR-CD3 complexes a few seconds after activation and that these forces are required for antigen discrimination (58).

In summary, passive mechanosensing of the forces resulting from migration and activation, and active touch sensing through the TCR-CD3 complex probably act together to connect TCR triggering at the same time to the physical environment (speed of migration, stiffness of the presenting cells) the T cell evolves in and to ligand selectivity (8). This maybe brings us back to a model described just 10 years ago, which proposed that the TCR-CD3 complex requires to be stretched in order to be activated (59). A postulate that is strengthened by the fact that TCR triggering involves a mechanical switch of its structure (60).

Forces that T cells generate upon activation do not relate only to signal intensity and specificity, but also contribute to the T cell response, notably in the context of killing. Cancer target cells that express a higher number of adhesion molecules facilitate the release of lytic granules by cytotoxic T lymphocytes (61). More strikingly, tension induced on target cells by cytotoxic T lymphocyte facilitates perforin pore formation in target cells and thereby increases the transfer of granzyme proteases and cytotoxicity (62).



TENSION IN T CELLS: FURTHER FACTS AND PERSPECTIVES

Cell tension is the result of a complex interplay between tension mediated through the cytoskeleton and membrane tension. The cortical actin—plasma membrane relationship plays a central role in mechanobiology and is very well described in recent reviews (63, 64). In this regard, proteins that link the plasma membrane to the underlying cortical actin such as Ezrin/Radixin/Moesin (65) are likely to play a determining role in T cell mechanical properties and mechanotransduction. Ezrin, which directly regulates membrane tension (66) is deactivated upon T cell activation to promote cell relaxation and in fine conjugation to antigen-presenting cells (67). Similarly, constitutively active Ezrin increases membrane tension and impairs T cell migration in vivo (68). Hence, it appears that the ability of T cells to relax and deform their membrane is directly related to their ability to migrate and be activated. This is confirmed by the fact that naïve T cells are less deformable than T lymphoblasts, as assessed by a micropipette aspiration assay. The same study showed that depolymerization of the actin cytoskeleton makes naïve T cells and T lymphoblasts more deformable altogether (69).

Variations in membrane tension can influence T cell signaling in various ways. Mechanosensitive (MS) channels open up to mediate ion flux in response to membrane stretch (32, 70). First discovered in bacteria where they compensate for sudden changes in environmental osmolality, MS channels have been shown to mediate intracellular Ca2+ rise in response to tension applied to focal adhesion or along actin fibers (71). T cells express a large variety of potential MS channels (72) and an electrophysiological study showed that one of them, TRPV2, opens and mediates Ca2+ entry in T cells subjected to mechanical stress (73). It has recently been shown that the most potent mechanosensitive ion channel identified to date, Piezo 1, is expressed in T cells, where it contributes to T cell activation through Ca2+-influx, albeit the study did not actually investigate if this is through mechanical stress (74). In this regard, a study using AFM in synchronization with fluorescence imaging reported that mechanical stimulation alone, without TCR stimulation, is sufficient to elicit an increase in intracellular Ca2+ (75). This is in agreement with the expression of Piezo 1 in T cells, but somehow in contradiction with Hu and Butte, who reported that mechanical stimulation triggers Ca2+ flux only when coupled with TCR triggering (52). Further studies are still required to determine whether or not mechanical stimuli alone are sufficient to trigger Ca2+ flux through Piezo 1 in T cells.

Whether or not MS channels play a role in T cell migration also remains to be determined. It is however likely that membrane tension contributes to organize polarity during T cell migration, in light of what has been observed in neutrophils. Ten years after the inhibitory effect of cell tension on the small GTPase Rac had been shown (76), Houk et al used micropipette aspiration to show that cell tension acts as a long-range inhibitor to prevent Rac-mediated actin protrusions elsewhere than at the leading edge of motile neutrophils (77). These results were extended to further demonstrate that cell tension limits actin assembly through a negative feedback pathway involving phospholipase D2 and the mammalian target of rapamycin complex 2 (mTORC2) (78). Membrane tension also impact on the distribution and dynamics of membrane-bending proteins, such as BAR domain proteins (79), and reciprocally (80). In this context, it is interesting to note that tension promotes membrane tensformation of the leading edge of COS-1 cells, through the recruitment of FBP17, a membrane-bending and curvature-sensing activator of WASP-dependent actin polymerization (81). Even though T cells and COS-1 cells have noticeably different mechanisms of migration, it seems likely that tension and actin polymerization could act in concert to install polarity in migrating and in activated T cells via similar mechanisms.

Carrying the speculation further, we could even imagine that the contribution of membrane tension to T cell activation or migration extends to the regulation of intracellular trafficking. As discussed in comprehensive reviews, the plasma membrane is largely inelastic and can increase in area only 2–3% before rupture occurs (63, 82, 83). Consequently, cells actively respond to membrane tension through regulation of intracellular trafficking, increased membrane tension favoring exocytosis (84–86) and reduced membrane tension leading to endocytosis (87). This means that cell tension could act as a mechanical long-range messenger to directly influence and coordinate endocytic and exocytic events (82, 83, 88) taking place during T cell migration and activation. In fact, intracellular trafficking is a key factor in establishing functional polarity by spatially restricting membrane proteins at a specific localization in the cell, thereby confining signaling and interactions with other cells or with the extracellular matrix. Selective endocytosis of a given receptor can locally reduce its surface expression. Similarly, targeted recycling can increase the local concentration of a protein within the plasma membrane. Incidentally, T cells are highly polarized, both during migration (uropod vs. leading edge) and during activation (immunological synapse). It is thus possible that membrane tension contributes to the regulation of these processes through the organization of specific endocytic and exocytic events. For instance, endocytosis and recycling are essential to integrin polarization and activity in motile cells in general (89, 90) and in T cells in particular (91, 92). Similarly, targeted delivery of vesicles to the immunological synapse is required for full T cell activation (93, 94) and secretion of cytotoxic granules (95, 96). A good illustration of how this could happen can be found during phagocytosis by macrophages, a process that is in many ways similar to the formation of the immunological synapse and during which membrane tension coordinates the actin-driven formation of the phagocytic cup and exocytosis-fusion of vesicles (97).

Finally, cell tension does not stop at the plasma membrane or the cortical cytoskeleton. As well described in a recent review, forces are transferred from the cell surface to the nuclear envelope through the intermediate of the cytoskeleton or directly from the external environment (98). The structure and function of the nucleus are affected by these tensions, which allows it to function as a mechanosensor (99, 100). Accordingly, tensions can regulate gene expression by modifying the connection of heterochromatin to the nuclear lamina (101). Forces transferred to the nuclear envelope have also been reported to favor cell proliferation (98). Nuclear deformation has further been shown to directly lead to the import of specific transcription factors through the opening of nuclear pore complexes (102, 103). Because of its size and rigidity, the nucleus is the limiting factor during cell migration in a dense meshwork (104). Typically, dendritic cells use myosin II-driven contractions (105) and produce a dense actin network around the nucleus (106) to promote nucleus deformation and in turn facilitate squeezing through constrictions. 3D migration of T cells in confined environments is thus very likely to lead to compression of the nucleus. Similarly, the pulling exerted by T cells on antigen-presenting cells is susceptible to lead to compression or even flattening of the nuclear envelope. Hence it is conceivable that tension resulting from prolonged migration in confined environment or from T cell binding to an antigen-presenting cell can lead to rearrangement of the chromatin structure or to the opening of nuclear pores and thereby influence the regulation of gene expression leading to T cell differentiation or proliferation.



CONCLUSION

T cells are subjected to ever-changing forces, either generated intracellularly or from their environment. They further interact tightly with cells displaying various levels of stiffness and with molecules whose anchorage to the underlying actin cytoskeleton varies. But more important than the multiplicity of these mechanical contexts, is the fact that they very often are associated with specific processes participating to T cell function. It is therefore very likely that distinct mechanical signals team up with biochemical signals to ensure that T cells do the right thing at the right place and time. The role of mechanotransduction in the adhesion cascade preceding extravasation and in T cell activation is now well-established, although there is still room to refine the model describing it. Now is maybe the time to investigate the importance of cell tension for T cells (Figure 3), using what we have learned from other cell types and taking advantage of ever-improving biophysical approaches.
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FIGURE 3. How cell tension could regulate cellular processes essential to T cell activation. Cell tension, either generated by external forces (such as the blood flow), or resulting from intracellular mechanisms (molecular motors, actin flow, modification of the linkage between membrane and the cytoskeleton) can regulate: (a) Ca2+ flux, through MS ion channels, (b) cell proliferation and differentiation, through the opening of the nuclear pore complex or modification of chromatin compaction, (c) endo- and exocytosis, via membrane tension and d) actin polymerization, through the activity of the small GTPase Rac or the binding and unbinding of BAR domain proteins.
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The complex between complement system proteins C5b and C6 is the cornerstone for the assembly of the membrane attack complex (MAC, also known as C5b6789n). MAC is the terminal product of three converging pathways of the complement system and functions as a pore forming complex on cell surfaces, as a response of the immune system in fighting pathogens. However, when proper regulation of the complement system is compromised, MAC also attacks host tissues and contributes to several complement-mediated autoimmune diseases. We performed a molecular dynamics and electrostatics study to elucidate the mechanism of interaction between C5b and C6 and the formation of the C5b6 complex. The C5b6 interface consists of three binding sites stabilized predominantly by van der Waals interactions, and several critical salt bridges and hydrogen bonds. We discuss differences between domains C5d and C3d that lead to mono-functionality of C5d in acting as the scaffold for MAC formation, as opposed to dual functionality of C3d in acting as an opsonin for phagocytosis and as a link between innate and adaptive immunity, based on a comparative sequence, structural, and physicochemical analysis. We also extended our analysis to pathway dynamics to demonstrate the significance of consumption-production rates of C5b, C6, and C5b6 that lead toward MAC formation. Finally, we propose that C5d is a target for drug discovery, aiming to the inhibition of the MAC formation in autoimmune diseases originating from MAC-mediated host cell lysis.
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INTRODUCTION

As part of the innate immunity, the complement system orchestrates a cascade of biochemical reactions that result in pathogen elimination and in activation of the adaptive immune response [1, 2]. The versatile response of the complement system emerges from its three pathways known as alternative, classical, and lectin, that are either constitutively active in the fluid phase (alternative and classical pathway [3–5]) or initiate upon sensing danger-associated molecular patterns on pathogens (classical and lectin pathways). Activation of all three pathways converges on the cleavage of complement protein C3 into C3b and C3a [6]. Subsequently, continued propagation leads to the terminal cascade by cleavage of complement C5 to form C5b and C5a. Complement C6 then binds to C5b to form the complex C5b6 [7]. This soluble complex then associates with C7 to form C5b67, which later anchors to a nearby surface. Subsequently, the surface bound C5b67 binds to C8 to form C5b678 [8]. This complex, unlike the anchored C5b67, forms a pore of 0.9-nm diameter, which expands later in time to a 3-nm pore [9–11]. Finally, surface bound C5b678 recruits multiple C9s, to a maximum of 18, to form the membrane attack complex (MAC or C5b6789n where n = 1–18) [9, 12]. Although the proteins that make up the MAC pores are the same (C5b, C6, C7, C8, and C9), there is oligomeric heterogeneity in the assembly process of MACs. For instance, oligomerization of two to four C5b678 complexes can bind to a variable number of C9s to form a joined MAC pore [9]. In any case, structures of a single MAC pore, comprised of C5b678 in complex with a polymerized C9, are cylindrical in shape, contain a single stalk protrusion, and have an inner lumen diameter of 10- to 11.5-nm [9, 12]. MACs evolved as the only direct killing mechanism deployed by the complement system to fight against pathogens; indeed MAC deficiency has been associated with an increased risk of recurrent meningitis [1]. In addition to eliminating pathogens, MAC instigates numerous signaling pathways that directly affect cell cycles. For instance, sublytic MACs affect cell proliferation and apoptosis by enhancing or inhibiting the processes [13]. In addition, MACs can directly mediate cytokine production and platelet activation [13].

The instigation of an immune response via C5b6 is also detrimental to host-cells unless complement is properly regulated at the terminal stage [14]. To ensure tissue homeostasis, multiple checkpoints are present in fluid and surface phases that target complement propagators such as C3/C5 convertases. Furthermore, membrane-bound complement regulator, CD59, is present on host-cells to directly inhibit the assembly of the MAC and mitigate its deadly effects. However, despite the regulatory checkpoints, disease-related mutations over-activate the complement system and disrupt tissue homeostasis by generating elevated levels of MAC. This level of impairment propels complement in becoming one of the key drivers for diseases like hemolytic uremic syndrome (aHUS), age-related macular degeneration (AMD), and paroxysmal nocturnal hemoglobinuria (PNH) [15–20].

The formation of C5b6 complex sets the stage for a cascade of reactions that go beyond just the elimination of pathogens. C5b6 provides the junction at which the early- and late-stage complement pathway propagation converge to instigate signaling cues that are vital for cell survival [13]. Thus, understanding the governing mechanism behind C5b6 formation provides the basis for the first step in the assembly of terminal MAC complex that initiates a range of events, from immune defense to development of autoimmune diseases.

Complement proteins C3, C4, and C5 are structurally homologous [21–23] but only C3 and C4 have an internal thioester bond moiety that is capable of undergoing hydrolysis, followed by covalent attachment to cell surfaces [24, 25]. After cleavage of C3 and C4 by convertases to form fragments C3a/C3b and C4a/C4b, the C3b and C4b fragments are opsonins that attach to cells surfaces through their thioester domains (TED), also known as C3d and C4d when they become stand-alone proteins after additional cleavage steps. The cell-bound C3b is recognizable by phagocytes for elimination of the C3b-tagged cells, and also C3b and C4b become part of the convertase complexes that are responsible for C3 and C5 cleavage. On the other hand, C5b is missing an internal thioester bond, but it contains a TED-like domain that is structurally homologous to the TEDs of C3 and C4. For simplicity we will call hereafter C3d, C4d, and C5d the TED domains of C3 and C4, and the TED-like domain of C5, respectively.

Crystal structures of C3b in complex with structurally homologous modular regulators, Factor H (FH), complement receptor 1 (CR1) membrane cofactor protein (MCP), decay accelerating factor (DAF), and smallpox inhibitor of complement enzymes (SPICE), are available [26, 27]. These regulators are composed of repeated complement control protein (CCP) modules and have shown a shared binding mode along the structure of C3b, comprising modules CCP1-4 (FH, MCP, SPICE), CCP2-4 (DAF), and CCP15-17 (CR1). All regulators show contact of one module at the C3d domain of C3b. The viral vaccinia control protein (VCP), that is structurally and functionally homologous to SPICE, is also expected to have a similar binding mode to C3b. In addition, the stand-alone C3d domain, is known to interact with modules CCP1-2 of complement receptor 2 (CR2) [28], modules CCP19-20 of FH [29], in addition to modules CCP1-4 (mentioned above as interacting along C3b), and S. aureus proteins Efb-C, Ecb, and Sbi [30, 31]. These structural observations make the C3d domain multifunctional in interacting with complement natural and viral regulators, when C3d is part of C3b, and in attracting CR2, FH (CCP19-20), and bacterial regulators when C3d is stand-alone. On the other hand, C5b is not known to possess similar properties as C3b, and C5d is not known to exist in a stand-alone form. Instead, C5b acts as the first block of a scaffold that initiates the membrane attack complex, interacting first with C6, and subsequently with C7, C8, and several C9s, mentioned above. The crystal structures of C5b6 [32, 33] reveal that an elongated C6 surrounds half of the C5d domain and has three sites of contacts with C5b (Figures 1A,B). In addition, the crystal structure reveals the presence of charged patches on the surfaces of C5b and C6, and at the binding interface, which are expected to contribute to structural stability of the complex through the formation of ionic and hydrogen bonding contacts (Figures 1C,D).
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FIGURE 1. Surface representation molecular graphics of C5b6 complex in front view (A) and back view (B). C5b is indicated in blue with the thioester-like domain colored orange while C6 represented in teal. The three sites of interaction between C5b and C6 are marked. Domains of C5b and C6 discussed in text are marked. Electrostatic potentials mapped onto molecular graphics of C5b6 in front view with C6b represented as transparent outline and on top of C5b (C), and back view with C5b represented as transparent outline and on top of C6 (D). The color transitions from red to white to blue represent electrostatic potential values of −5 to 0 to 5 kBT/e. Abbreviations utilized are as follows: LDLRa, low-density lipoprotein receptor class A; MACPF, membrane attack complex perforin; MG, macroglobulin; C345C, netrin domain; CCP, complement control protein; FIMAC, Factor I/membrane attack complex; EGF, epidermal growth factor; and TSP, thrombospondin. Molecular graphics are generated using the final frame of the MD trajectory.



In this study, first we examine the physicochemical mechanism of the interaction between C5b and C6. Given that the C5d domain contributes to the interaction of C5b and C6, and the multifunctionality of C3d with several sites of interaction with native regulators and receptors and bacterial and viral regulators, we present a comparative sequence, structural, and physicochemical analysis between C5d and C3d. For completion, we also include C4d in the comparative analysis. Our goal is to contribute toward understanding mechanisms of function of C3d, C4d, and C5d at the structural and physicochemical property level. Finally, we present a systems-biology approach to understand the pathway dynamics of the terminal complement cascade that starts at C5b6 complex and ends at MAC [25]. We performed molecular dynamics (MD) simulations to relax the crystallographic structure from crystal packing effects, and to obtain insight on the dynamic character of the structure and the persistence of the intermolecular contacts at the amino acid side chain level. Guided by the findings of our MD analysis, and by our previous work that has shown that electrostatics plays a fundamental role on the regulation and function of C3b [34–40] and C3d [28–31, 41, 42], we performed electrostatic calculations using conformational states extracted from the MD data.



RESULTS


Molecular Dynamics Analysis

Our goal is to identify the stabilizing interactions that lead to formation of the C5b6 complex, the initial scaffold for the assembly of MAC. The crystal structure [32] shows three major sites of interaction between C5b and C6, named I, II, III (Figures 1A,B). Interactions between C6 and the thioester domain of C5b fall under Site I, while interactions of C6 with the macroglobulin (MG) ring of C5b fall under Sites II and III. The crystal structure also shows the presence of charged patches on the surfaces of the two proteins, C5b and C6 (Figures 1C,D), suggesting that charges may be contributing factors to binding. We performed an explicit solvent MD simulation, using a crystal structure as initial conformation, to optimize local geometries and chemistry and to delineate distinct conformational states visited throughout the simulation. Analysis of the MD trajectory, using the molecular mechanics-Poisson-Boltzmann surface area (MM-PBSA) method, showed an overall favorable binding energy for the solvated complex, dominated by van der Waals interactions (Table 1). Given the observation of many charged patches on the surfaces of C5b and C6 (Figures 1C,D), but overall unfavorable polar contribution to binding (Table 1), we analyzed the frequency of occurrence of intermolecular pairwise polar interactions to obtain a closer look into the nature of polar contributions. Specific intermolecular salt bridges often stabilize protein complexes, an effect that has been termed ionic tethering, and so do intermolecular hydrogen bonds, even if the overall energetic contribution is dominated by van der Waals interactions of hydrophobic chemical groups [43].



Table 1. Calculated MM-PBSA energies from the MD trajectory.
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We characterized the significance of intermolecular polar interactions by evaluating the number of salt bridges and hydrogen bonds that occur across the C5b6 binding interface at a frequency of at least 20% during the MD trajectory. Figures 2A,B shows occupancy (frequency of occurrence during the MD trajectory) maps for intermolecular salt bridges and hydrogen bonds, respectively. The C5b6 complex has 13 intermolecular salt bridges with distance cutoff of 5 Å, and 11 intermolecular hydrogen bonds, demonstrating varying levels of persistence throughout the trajectory.
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FIGURE 2. Intermolecular interaction occupancy maps for interactions persistent through at least 20% of the trajectory for salt bridges (A) and hydrogen bonds (B). The C5b6 interactions sites I, II, and III (Figure 1) are marked. Heavy atoms of hydrogen bond donor and acceptor chemical groups are marked in panel (B).



The 13 intermolecular salt bridges (and protein/domain) in decreasing order of persistence (81–20%) are: Lys1117(C5b/C5d)-Glu2217(C6/CCP1), Lys884(C5b/CUB)-Asp2226(C6/CCP1), Glu646(C5b/MG Ring)-Arg1704(C6/LDLRa), Asp1076(C5b/C5d)-Arg2279(C6/CCP2), Lys1139(C5b/C5d)-Glu2187(C6/CCP1), Asp643(C5b/MG Ring)-Lys1693(C6/TSP2), Lys1139(C5b/C5d)-Asp2186(C6/CCP1), Asp648(C5b/MG Ring)-Arg1704(C6/LDLRa), Glu414(C5b/MG Ring)-Arg1734(C6/LDLRa), Glu149(C5b/MG Ring)-Arg2244(C6/CCP1), Asp648(C5b/MG Ring)-Lys1702(C6/LDLRa), Arg435(C5b/MG Ring)-Glu1716(C6/LDLRa), and Lys1133(C5b/C5d)-Glu2187(C6/CCP1) (Figure 2A). All intermolecular salt bridges (cutoff distance 5 Å) at all occupancy levels are listed in Supplementary Data Sheet 1, and all intermolecular Coulombic interactions (cutoff distance 8 Å, including salt bridges with cutoff distance of 5 Å) at all occupancy levels are listed in Supplementary Data Sheet 2.

Unlike the persistence of intermolecular salt bridges, most of the intermolecular hydrogen bonds formed between C5b and C6 appear less than half of the time in the trajectory. The 11 intermolecular hydrogen bonds (and protein/domain) in decreasing order of persistence (68–20%) are: Val1122(C5b/C5d)-Glu2188(C6/CCP1), Thr1105(C5b/C5d)-Thr2233(C6/CCP1) (backbone-backbone), Gly845(C5b/CUB)-Gln2241(C6/CCP1), Thr1105(C5b/C5d)-Thr2233(C6/CCP1) (side chain-side chain), Asn1077(C5b/C5d)-Arg2279(C6/CCP2), Asp1103(C5b/C5d)-Thr2233(C6/CCP1), Glu149(C5b/MG Ring)-Arg2244(C6/CCP1), Ser844(C5b/CUB)-Gly2239(C6/CCP1), Tyr41(C5b/MG Ring)-Asp1651(C6/TSP2), Ser96(C5b/MG Ring)-Pro1688(C6/TSP2), and His1106(C5b/C5d)-Arg2279(C6/CCP2) (Figure 2B). All intermolecular hydrogen bonds at all occupancy levels are listed in Supplementary Data Sheet 3.

Six salt bridges occur in Site III, followed by five in Site I, and two in Site II (Figures 1A, 2A). On the other hand, six hydrogen bonds occur in Site I, followed by three hydrogen bonds occurring in Site II and two hydrogen bonds occurring in site III (Figures 1A, 2B). Three bifurcated salt bridges are observed. These are Site I salt bridge Lys1139(C5b) with Asp2186(C6) and Glu2187(C6), Site III salt bridge Arg1704(C6) with Glu646(C5b) and Asp648(C5b), and Site III salt bridge Asp648(C5b) with Lys1702(C6) and Arg1704(C6) (Figures 1A, 2A). Two residues of C6 are hydrogen bonded with more than one partner, both in Site I. These are Thr2233(C6) side chain with Asp1103(C5b) side chain and Thr1105(C5b) side chain, and Arg2279(C6) side chain with Asn1077(C5b) backbone and His1106(C5b) side chain (Figures 1A, 2B). Finally, two residues of C5b and three of C6 participate in both salt bridge side chain-side chain interactions and hydrogen bonding side chain-backbone interactions. These are Glu149 and Asp648 of C5b, and Arg1704, Arg2244, and Arg2279 of C6. Among them are Arg1704(C6)-Asp648(C5b) salt bridge and hydrogen bond, involving Arg1704(C6) which is also part of a bifurcated salt bridge with Glu646(C5b) (Site III), Arg2244(C6)-Glu149(C5b) salt bridge and hydrogen bond (Site II), and Arg2279(C6) salt bridge with Asp1070(C6b), and hydrogen bond Asn1077(C5b) (Site I) (Figures 1A, 2).

Unfavorable charge-charge interactions within 5 Å of each other were not observed at occupancies greater than 10% (Supplementary Data Sheet 4). Thirteen unfavorable charge-charge interactions were observed within 8 Å of each other using the 20% occupancy threshold, as follows: four at Site I, three at Site II, and six at Site III. At Site I, the unfavorable charge-charge interactions are between Lys1139(C5b) and Lys1889(C6), Asp1140(C5b) and Glu2187(C6), Asp1167(C5b) and Glu2217(C6) and, Glu1181(C5b) and Asp2185(C6). At Site II, the unfavorable charge-charge interactions are between Arg177(C5b) and Arg2244(C6), Arg840(C5b) and Arg2252(C6) and, Lys884(C5b) and Arg2244(C6). At Site III, the unfavorable charge-charge interactions are between Asp43(C5b) and Asp1651(C6), Arg98(C5b) and Lys1690(C6), Arg435(C5b) and Arg1734(C6), Asp643(C5b) and Asp1706(C6), Glu646(C5b) and Glu1695(C6) and, Lys652(C5b) and Lys1702(C6). Of these, the only interactions with frequency above 50% are between Asp1167(C5b) and Glu2217(C6) at Site I, and Lys884(C5b) and Arg2244(C6) at Site II. All unfavorable Coulombic interactions with cutoff distances 5 Å and 8 Å at all occupancy levels are listed in Supplementary Data Sheets 4, 5, respectively. Overall, unfavorable charge-charge interactions are weak.

We further analyzed the MD trajectory to capture the dynamic changes in electrostatic contributions, by evaluating distinct conformational states. We identified six representative structures from the MD trajectory through principal component analysis (PCA) decomposition on phi and psi angles, followed by k-means clustering of the PCA components. The cluster centers (Figure 3) were extracted as representative structures. Structural representation of clustering conformational states is shown in Supplementary Figure 1.
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FIGURE 3. Free energy landscape of the first two principal components, Principal Component 1 and Principal Component 2, with cluster centers represented as white dots. The lowest energy regions (colored in dark gray as indicated in the color bar) represent energy minima.



We performed MM-PBSA calculations for the 20 most representative structures of each cluster to evaluate possible differences in the binding free energies among the six clusters. Although we observe differences among the clusters, the overall trends in their free energies are similar (Table 2).



Table 2. Calculated MM-PBSA energies of six conformational states, extracted from the MD trajectory.
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Electrostatic Analysis

We used the alanine scan method of our AESOP computational framework [44] to explore in detail the significance of the many pairwise charge-charge interactions in contributing to the stability of the C5b6 complex. We performed computational alanine scan by mutating every ionizable amino acid residue to alanine, one at a time, to generate families of single mutants for C5b and C6, and their C5b6 complex. Subsequently, we performed Poisson-Boltzmann electrostatic calculations to obtain electrostatic contributions to the free energies of binding for the binding reaction of each mutant. We present the results in reference to the parent structure, as differences between the calculated electrostatic free energies of binding of mutant structures minus the electrostatic free energy of the parent structure (see Methods). We performed the calculations for the representative structures of all six conformational clusters, and the results for those residues that participate in salt bridges (shown in Figure 2A) are presented in Figure 4. Loss of binding upon mutation is denoted by an electrostatic free energy of binding with a positive value, whereas gain of binding is denoted by a negative value. Loss of binding for the mutant indicates that the mutated residue is a contributor to binding of the parent protein by forming favorable charge-charge interactions. Likewise, gain of binding for the mutant indicates that the mutated residue opposes binding of the parent protein by contributing to unfavorable charge-charge interactions.
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FIGURE 4. Computational Alanine Scan results of C5b (A) and C6 (B) mutants that participate in salt bridges. The vertical axis represents differences in the calculated electrostatic free energies of binding between the mutant and the parent structure for the mutants shown in the horizontal axis. Each mutant is represented by six free energy values, corresponding to the six representative (cluster center) structures of the conformational clusters of the MD simulation. The mutant notation denotes the residue number surrounded by the type of replaced residue on the left and the replacing residue (alanine, A) on the right. A positive value denotes that the mutation causes loss of binding, indicating that the mutated residue favors binding in the parent structure. A negative value denotes that the mutation causes gain of binding, indicating that the mutated residue disfavors binding in the parent structure. The one-letter amino acid code is used, instead if the three-letter code used in text, to simplify the figure.



A few mutants show perturbations greater than thermal energy of 2kBT at room temperature, most notably Lys1139A of C5b, followed by Lys884A, Asp1076A, Lys1117A, and Lys1133A (Figure 4A), and nearly every mutant of C6, most notably Arg1704, with the exception of Glu1716A (Figure 4B). These significant charge interactions depicted by the mutations of Figure 4 have been identified in the salt bridge occupancy maps of Figure 2A. AESOP data for all ionizable amino acid replacements within 8 Å of the C5b6 complex interface are listed in Supplementary Data Sheet 6. The most notable charge interactions, involving Lys1139(C5b) and Arg1704(C6) as depicted by the data of Figure 4, form strong bifurcated salt bridges in Sites I and II, respectively (see above). Another charge interaction, but of lower strength, involving Asp648(C5b) also forms a bifurcated salt bridge in Site III (see above).



Sequence and Electrostatic Potential Comparison of Thioester Domains of C3d, C4d, and C5d

The complement system contains thioester domains, referred herein as C3d and C4d, that can covalently attach to different surfaces and tag the cellular species with complement complexes and fragments. However, the C5d thioester-like domain of C5 is distinct from C3d and C4d because it does not have the ability to covalently tag a surface, or to exist as a standalone domain, but has gained the molecular capability to instigate MAC formation [32, 33]. Despite all three thioester/thioester-like domains, C3d, C4d, and C5d, having similar structures, C3d is a molecular hub for reactions that mediate inflammatory processes such as opsonophagocytosis and B-cell activation, whereas C5d participates in the binding of C6 and acts as the cornerstone for the MAC assembly. Thus, to elucidate on how C3d and C5d achieve their versatile functions, we performed a comparative analysis of the physicochemical properties of C3d and C5d, also including a comparative analysis of C3d and C4d for completion. Earlier studies have identified the residues of C3d that interact with FH [29] and CR2 [28]. FH is a potent regulator of C3b, and C3b's convertase complexes, that inhibits opsonophagocytosis on host cells. The CR2-C3d complex is formed as part of the B cell receptor-coreceptor complex and is a link between innate and adaptive immunity.

First, we performed a sequence alignment of all three domains, C3d, C4d, and C5d, to compare the conservation of their structurally and functionally important residues (Figure 5). The percent identity between C3d and C5d is 29.2%, between C3d and C4d is 35.7%, and between C4d and C5d is 28.8%. The contact sites with FH and CR2 are spread across the sequence of C3d. Of the total 310 C3d residues, 87 residues are involved in contacts with FH and CR2 combined (union of red and blue horizontal boxes in Figure 5). On the other hand, only nine C5d residues are involved in contacts with C6 (green horizontal boxes in Figure 5), and from those nine only one is a common site with C3d, that of Asp1104(C5d) and Gly1179(C3b). From the 87 residues that are involved in C3d-CR2/FH interactions, only 19 are homologous to C5d residues (intersection of red/blue horizontal boxes and identical C5d and C3d residues, denoted by vertical blue blocks, in Figure 5).
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FIGURE 5. Sequence alignment of C3d, C4d, and C5d. Regions of intermolecular polar contacts between C3d and FH, C3d and CR2, and C5d and C6 are designated with horizontal rectangles above the sequences, colored in red, blue, and green respectively. Polar contacts: ionic interactions (salt bridges and long-range Coulombic) and hydrogen bonds (including side chain and backbone donor/acceptor groups). The vertical blocks in dark blue color denote identity in all three sequences, and those in light blue color denote identity in two out of three sequences. The bar plots denote similarity in conservation across all three sequences with numbers in yellow indicating the level of conservation where a larger number corresponds to higher conservation (“*” and “+” correspond to scores of 11 and 10 respectively). Residue numbering corresponds to the numbering of the crystal structures used for C3d and C4d. For C5d the residue numbering used in our study is shown, followed by the numbering of the crystal structure (PDB code 4A5W, see Methods). The thioester moiety for all three sequences is represented within a black box. Note that the cysteine that participates in the thioester bond is mutated to alanine, as was the case in the crystal structure used (PDB code 3OED).



Lastly, of the nine residues of C5d that are involved in binding to C6, four are charged residues (Asp1076, Lys1117, Lys1133, and Lys1139) that interact by forming salt bridges with residues in the CCP1 and CCP2 domains of C6 (Site I, Figures 1, 2A). Contact map analysis showed that Lys1137 forms strong bifurcated salt bridges (Figure 2A). Also, the AESOP analysis showed that out of these four charged residues, alanine perturbation of Lys1139, produces the highest loss of binding mutation, hence making it one of the most important contact sites (Figure 4). In addition, Val1122 of C5d also makes a strong a hydrogen bond with Glu2188 in the CCP1 domain of C6, with a 68% frequency of contact from the total trajectory (Figure 2). Thus, from the nine residues of C5d that are involved in contacts with C6, Lys1139, and Val1122 play the most important role by participating in salt bridges and a hydrogen bond.

We also performed comparative binding/conservation analysis for C3d and C4d. There are 19 conserved C4d residues with C3d that are also found in the binding interfaces of C3d with FH and CR2 (union of red and blue horizontal boxes in Figure 5). The majority of the conserved C4d residues (17 out of 19) overlap with the FH contact sites of C3d (red-only horizontal boxes in Figure 5), with one of them overlapping with FH and CR2 contact site and two additional ones overlapping with CR2 only (blue-only horizontal boxes in Figure 5). The side chains of the two C4d/C3d conserved residues that overlap with CR2 contact sites are negatively charged. On the other hand, 11 of the 17 C4d/C3d conserved residues that overlap with FH contact sites have hydrophobic side chains, including the residue that overlaps with both FH and CR2 contact sites.

We also performed a comparative analysis of the electrostatic properties of C3d, C4d, and C5d. Earlier works have studied the properties of a highly negatively charged concave surface on C3d that is involved in recognition and binding of complement regulators [29] and receptors [28, 41] as well as bacterial inhibitors [30, 31]. Figure 6A shows the C3d concave surface with the negatively charged patch, surrounded by a neutral rim. C4d also has a negatively charged patch but spans mostly the cavity's periphery (Figure 6C). C5d on the other hand, contains a slightly shallower but more extended cavity, with a sparsely negatively charged patch on its center and distinct positively charged patches at the edges of the surface (Figure 6E). The size and charge density of the concave cavity in C3d may be the determining factor for binding to CR2, a property that is not shared by C4d and C5d. We also examined the electrostatic properties of the internal thioester bond face (Figures 6B,D,F), focusing on the small region that is responsible for covalently tagging pathogen surfaces after hydrolysis of the thioester bond. Both, C3d and C4d, contain positively charged patches, but the patch on C3d is more extended (Figures 6B,D). Unlike C3d and C4d, the positively charge patch of the thioester bond moiety is lost in C5d, which has slightly negatively charged character. In addition, this region forms a crevice, which is absent in C3d and C4d, to assist packing of three hydrophobic residues of Phe2172, Ile2174, and Met2175 (part of C6's FSIM sequence motif), as stated in [33]. C6 contacts C5d through an elongated linker that contains the predominantly hydrophobic FSIM sequence motif at one end, and a polar/negatively charged DDEE sequence motif, proposed here, toward the other end, before it loops out and returns to form additional contacts with C5d. The occupancy of intermolecular contacts of FSIM residues throughout the MD trajectory is as follows (>20% for 5 Å between heavy atoms): Phe2172-Gln898, 85.7%; Phe2172-Glu899, 62.6%; Phe2172-Asn902, 40.9%; Phe2172-Phe938, 39.2%; Ser2173-Gln898, 36.3%; Ile2174-Ala894, 25.0%; Ile2174-Gln898, 77.6%. The DDEE sequence motif comprises residues Asp2185, Asp2186, Glu2187, and Glu2188. Asp2186 and Glu2187 participate in the high-occupancy bifurcated salt bridge with C5b's Lys1139; Glu2187 also participates in bifurcated salt bridge with C5b's Lys1133 and Lys 1139; and Glu2188 participates in hydrogen bonding with C5b's Val1122, which is the highest occupancy hydrogen bond of the complex (Figure 2). Both, FSIM and DDEE side chains interact with part of Site I that is depicted by the ellipse of Figure 6F.
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FIGURE 6. Electrostatic potentials mapped onto molecular surface representations of C3d (A,B), C4d (C,D), and C5d (E,F), showing the CR2/FH binding face on left and the thioester face on right. The color transitions from red to white to blue represent electrostatic potential values of −3 to 0 to +3 kBT/e. The green circles mark the internal thioester bond region of C3d (B) and C4d (D), and the two black dashed ellipses indicate distinct C6 binding regions in Site I of C5d (E,F).





Pathway Modeling of Complement System Terminal Cascade

Formation of the MAC pore is propagated through the cleavage of complement C5 that forms C5b and C5a. The smaller fragment, C5a, is an anaphylatoxin that mediates inflammation through activation of immune cells. The larger fragment, C5b, interacts with C6 to form C5b6. The C5b6 complex interacts with C7 and C8 to form the C5b78 complex. Subsequently, multiple C9 molecules combine with C5b78 to form the transmembrane pore C5b678918 (MAC). We have recently developed quantitative models to study the dynamics of the alternative [24] and the combined alternative and classical pathways [25] of the complement system. These models are based on describing the biochemical reactions of the complement pathways using ordinary differential equations and are parameterized using experimental kinetic data. We used our latest model that encompasses the alternative and classical pathways to gain a systems level understanding of the terminal cascade of the complement system, starting at fluid phase C5 and ending in MAC pore formation on cell membranes [25]. Figure 7 shows the concentration-time profiles of C5, C5b, C6, C5b6, and MAC pores. As C5 is consumed (Figure 7A), MAC is produced (Figure 7B). C5 is minorly consumed to form C5b (Figure 7C), and so does C6 (Figure 7D) when it combines with C5b to form the C5b6 complex (Figure 7E). C5b and C5b6 show similar time responses, but with different concentration magnitudes. The time response of MAC pore formation shows a short lag phase, followed by an accelerated production phase. Unlike complement products C5b and C5b6 that are mostly consumed in ~40 min, the profile of MAC pores shows a continuous production after the 90th min mark.
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FIGURE 7. Dynamic pathway modeling of the complement terminal cascade. Rates of consumption of C5 (A) and production of MAC (B) are shown. Intermediate steps of production and consumption of C5b (C), consumption of C6 (D), and production and consumption of C5b6 (E) are also shown. C5, C5b, C6, and C5b6 are in fluid phase, whereas MAC is cell membrane bound.



Our results present the prompt activation and propagation kinetics of the complement system. In spite of the terminal pathway taking root later in the complement cascade (after the cleavage of C3), our results show MACs can be generated in less than 10 min. Furthermore, our results show despite the presence of complement regulators acting on the terminal cascade and numerous biochemical steps from C5 to C5b, C5b6, C5b67, C5b678, C5b6789, and the polymerization of C9 to form MACs (C5b67891−18), the rates of C5 or C6 consumption may be good predictors for the rate of MAC formation (Figure 7). This is highlighted where an accelerated rate of consumption for C5/C6 are present within the first 30 min, and this rate subsequently is reduced after the 30th min. Similarly, but inversely related to the concentration-time profiles of C5/C6, the MAC production exhibits an accelerated phase within the first 30 min that also subsequently diminishes after 30 min. However, it should be pointed out that the rate of production in MACs is still higher compared to the rate of C5/C6 consumption after the 30th min. In summary, kinetics of C5 or C6 consumption may be sufficient to study the kinetics of MAC formation despite the presence of numerous biochemical steps from C5/C6 to MACs.




DISCUSSION

Activation and propagation of the complement system through the alternative, classical, and lectin pathways leads to the cleavage of C5 to form C5b and C5a. Presence of C5b sets the stage for recruitment of complement protein C6 through C9 to form the MAC pore. Pathogens such as Neisseria species (causing meningitis) are susceptible to MAC-induced killing, and deficiency in the terminal proteins leads to recurrent meningitis [45]. On the other hand, dysregulation of the complement system leads to excessive propagation of the terminal step that plays a critical role in diseases such as AMD, aHUS, and PNH [15–20]. In addition to diseases, sublytic MAC of the terminal cascade can induce multiple signaling pathways associated with proliferation, apoptosis, and protein synthesis [13, 46]. Overall, formation of C5b6 initiates a cascade of reactions that affects numerous events from pathogen killing, to complement-mediated diseases, and signaling pathways. Here, we performed biophysical analysis on C5b6 complex to identify the key components that are involved in the mechanism of C5b and C6 binding.

We initiated our study to quantify the physicochemical origins of C5b6 binding, with focus on electrostatic interactions, guided by the large number of charged patches on the surfaces of C5b and C6 and in their binding interface. Our analysis is based on the crystal structure and MD trajectory of the C5b6 complex. MM-PBSA calculations throughout the MD trajectory showed an overall unfavorable electrostatic energy component in the free energy of binding, which is dominated by favorable van der Waals interactions. However, analysis of the binding interface throughout the MD trajectory revealed the presence of 13 intermolecular salt bridges and 11 intermolecular hydrogen bonds, which is a large number of electrostatic interactions for a complex of approximately 3200 Å2 buried solvent accessible surface area (Supplementary Figure 2). Additionally, AESOP analysis using six representative structures from MD conformational clusters, identified several charged residues with strong contributions to the electrostatic free energy of binding. Therefore, we conclude that the stability of the C5b6 complex is dominated by van der Waals interactions and by the presence of several distinct pairwise electrostatic interactions in the form of hydrogen bonds and salt bridges. Disrupting the electrostatic interactions of residues identified herein as being important for structural stability of the C5b6 complex, may be a good strategy for future drug discovery aiming to inhibit MAC assembly.

The complement system contains two thioester domains, C3d and C4d, and one thioester-like domain, C5d, which function as initiators and propagators of the cascade of reactions that leads to the elimination of pathogens or apoptotic/damaged cells [1]. C3d and C4d function as parts of C3b and C4b, respectively, and unlike C5d both C3b and C4b can covalently attach to host/pathogen cell surfaces and tag the cellular species for inflammatory response and opsonophagocytosis. C3d and C4d also exist as standalone proteins, after degradation cleavage of C3b by complement regulators, and remain covalently linked to the surface of cells long after complement activation. On the other hand, the thioester-like domain of C5d cannot covalently attach to surfaces of pathogens/apoptotic cells; however, C5d makes extensive contacts with C6 to form the complex C5b6 [32, 33]. The assembly of C5b6 presents the junction between the different phases of complement activation that initiates the formation of MAC. But unlike C5d (and also C4d), complement fragment C3d has numerous binding partners ranging from complement components to pathogenic proteins [41, 47–49]. For instance, C3d can mediate adhesion by interacting with complement receptors, bind the domain of Staphylococcus aureus protein Sbi, and also form the link between innate and adaptive immunity by interacting with CR2 on B-cells [50–54]. Although all three thioester domains are structurally similar, they have distinct electrostatic potential projections on their surfaces (Figure 6). We identified C3d has 87 of its 310 residues that are involved in binding to complement proteins FH and CR2. Furthermore, 19 of the 87 C3d residues are conserved on both C4d and C5d (Figure 5). These differences indicate that C3d has evolved to have multiple binding partners by having more binding residues present its thioester domain.

A major contributing factor to the multifaceted functionality of C3d, has been associated with its dual electrostatic nature, through two distinct faces [41]. The thioester face is positively charged and functions by tagging cells. The concave negatively charged face functions for recruiting (or as an aid to) adaptive immunity and inducing immune response. These charged regions contain functional sites that serve to accelerate protein association and stabilize protein complexes [55, 56]. Furthermore, our results also show complement C4d contains a negatively charged ring surrounding the concave face, rather than entirely covering it, and differences in the distribution of positive charge in its thioester face (Figure 6). C5d also shows electrostatic differences on both the concave face and the thioester-like face compared to C3d and C4d (Figure 6). Another difference in C5d is the presence of a positive region that accommodates the C6 domain for the formation of C5b6 complex (Figure 6). This C6-binding site of C5d contains a deep groove, which facilitates the binding of conserved C6 linker residues of the 2172FSIM2175 sequence motif. In addition, the linker contains the 2185DDEE2188 sequence motif of acidic charged residues Asp2186 and Glu2187, which form salt bridges with basic residues of Lys1139 (Asp2186 and Glu2187) and Lys1133 (Glu2187) of C5d, respectively (Figure 2A). The perturbation Lys1139Ala most notably showed the strongest destabilizing effect on the interaction of C5b6 in AESOP analysis (Figure 4). Similar to C6, complement protein C7 also contains an analogous linker. However, as stated in [33], C5b may discriminate toward C6 because C7 lacks the FSIM motif and has a shorter linker that makes less extensive contacts with C5d. Overall, these results show complement proteins C3d and C4d that perform similar functions by covalently attaching to different surfaces for propagation of complement cascades, also have similar electrostatic profiles. However, C5d shows distinct charge properties, with lower densities of negative and positive charges in its concave and thioester-like surfaces. Instead, C5d has a positive groove that facilitates C6 binding and instigates the terminal step of complement propagation.

A distinct structural feature of C3 activation product, C3b, is that its C3d domain packs at the bottom of macroglobulin domain MG1. In contrast, the C5d domain of C5b is located 50 Å from the base of MG1 when in complex with C6 [32, 33]. Although C3 and C5 are structurally similar, the distinct locations of their C3d/C5d domains in their active products C3b/C5b highlight not only how their active products are topologically different, but also on how each of them propagates its distinct function on a surface of pathogen/host cells. For instance, C3b uses its C3d domain to covalently attach to nearby pathogens and interact with FB to form C3bB. This complex subsequently is activated by FD to form the C3/C5 convertase, C3bBb [57, 58]. C3bBb then propagates a cascade of reactions on the surface by cleaving C3 to form more C3b and C3a, and to promote pathogen elimination through enhanced opsonophagocytosis. The placement of C3d close to base of MG1, in conjunction with the active thioester moiety and the positively charged thioester face, makes the covalent attachment of C3b possible. On other hand, C5b does not covalently attach to surface using its C5d domain, but promotes a complementary mechanism of pathogen elimination through the formation of the pore-forming MAC. Recent cryo-electron microscopy and tomography studies of MACs proposed that the role of C5b is to assist priming C6 to initiate the pore formation [9, 12]. Close examination of MAC showed the cholesterol-dependent cytolysin/MAC perforin (CDC/MACPF) domain in C6, C7, C8, and C9 are responsible for pore formation, and this domain is absent in C5b. Furthermore, these studies showed that the structural arrangement of C5b6 is also maintained in the MAC pore assembly. The conformation of C5b6, where C5d remains half-way elevated from the base of the MG1 domain, ensures the absence of steric clashes with complement C9, which is situated below the thioester-like domain of C5b in the MAC assembly. Subsequently, the maximum number of C9s (18 polymerization copies) can fit to form the MAC's cylindrical shape. Furthermore, downstream reactions of C5b6 to form C5b678 also affects the arc-like structure formed by C9 polymerization. Recent cryo-electron microscopy studies show polymerized C9 (poly-C9) in the absence of C5b678, assembles into a closed symmetric ring with 22 C9 components [59, 60]. This contrasts the recent MAC structures where MACs are shown to be asymmetric with a maximum number of 18 C9s [9, 12]. Superposition of poly-C9 ring with that of a physiological MAC pore shows dimensional differences in height and spacing of C9 molecules [61]. These data highlight the presence of C5b678 as one of the key factors in affecting the molecular assembly of C9s to form an asymmetric pore. All in all, formation of the C5b6 complex results in priming C6 for MAC assembly and aiding in the polymerization of C9. These functions are brought together by the stabilization of C5d's position by C6 (in the complex C5b6), and the downstream reactions that form C5b678 complex.

Through the course of our analysis of the structural and physicochemical properties underlying the mechanism of formation and stability of the C5b6 complex, we identified druggable C5d regions with the potential to disrupt C5b6 interface. In Figure 8, the C5d intermolecular polar contacts contributing to the stability of the C5b6 complex are emphasized, with surrounding residues that are in close proximity to C6 highlighted as well. The number of polar intermolecular interactions at Site I are restricted to a few narrow regions due to the shape and size of C6. Deriving short peptides from C6 and applying modifications to improve the interfacial SASA and specific intermolecular interactions could result in stronger binders to C5d in search of inhibitory ligands against C6 binding. We also observe that several of the polar intermolecular contacts are adjacent to pockets that could be leveraged in the development of drug-like or peptidic inhibitors (Figures 8C,D).
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FIGURE 8. Molecular graphics representation of C5b6 with insets showing zoomed in and rotated views of Site I, highlighting the druggability of C5d. (A) C5b6 in ribbon form with C5d shown in surface representation (brown), and the rest of C5b (light blue) and C6 (brick) shown in ribbon representation. (B) Zoomed-in view of the region circled in panel A and rotated toward the viewer by 40°. (C) Zoomed-in view of the region circled in panel A and rotated towards the viewer by 100°. (D) Zoomed-in view of the region circled in A and rotated around the vertical axis by −60°. In the C5d surface, red coloring indicates regions within 5 Å of C6 and purple coloring indicates regions where polar intermolecular interactions with C6 (salt bridges and hydrogen bonds in site I, Figure 2), observed in the MD simulation trajectory. Side-chains of C6 residues taking part in polar intermolecular interactions are shown and labeled in dark green while their C5d pairing partner residues are labeled in purple.



In contrast to the potential therapeutic sites on C5d, C5 inhibitors eculizumab and SKY59 interact with domains MG7 and MG1, respectively [62, 63]. Unlike C5d, MG7 and MG1 do not contain deep pockets but have charged residues that are critical for interactions with eculizumab or SKY59. For instance, MG1 domain has three charged residues, Glu48, Asp51, and Lys109 (within 3.5 Å from SKY59 antigen-binding fragment, Fab) that mediate binding by forming critical salt bridges and numerous hydrogen bonds [62]. Mutating any of these charged residues on C5 to alanine had severe effects on the binding affinity of SKY59 [62]. And hence, the binding interface between C5 and SKY59 is highly mediated by the charged residues positioned in MG1. Similarly, the MG7 domain of C5 (targeted by eculizumab) does not contain deep pockets as observed for the thioester domains of C3d/C4d or that of C5d (TED-like). Similarly the eculizumab epitope on MG7 is also highly charged, containing six charged residues comprised of one glutamic acid (Glu915) and five positively charged residues of four lysine (Lys858, Lys882, Lys887, Lys920) and one arginine (Arg885) [63]. Furthermore, Schatz-Jakobsen et al. showed out of the 66 single-point mutants on Fab residues that interact with C5, three residues in the heavy chain (Trp107, Phe101, Trp33) and one residue in light chain (Ala32) severely impaired hemolysis inhibition when mutated to histidine [63]. Using PDBsum [64] on the binding interface between C5 and the Fab fragment, we observed half of these key mutants (Phe101 and Trp33) make extensive contacts with the positively charged residue Arg885 on the MG7 domain of C5. Interestingly, a small number of PNH patients that are resistant to eculizumab carry a common single nucleotide polymorphism where Arg885 is replaced by histidine [65]. These results show mutations on C5 that affect charged residues in drug sites have severe consequences on the functionality of the complement inhibitors. And hence, accounting for the electrostatic nature of the C5 epitopes may significantly improve binding affinities and subsequently enhance complement inhibition.

Although most of our study is structure/dynamics-based at molecular level, we expanded our efforts to understand the role of C5b and C6 at pathway dynamics level. There is small consumption of C5 and C6 from their initial blood plasma concentrations, and this is reflected in the production of C5b and C5b6, and eventually in MAC production. C5b and C6 show an initial accelerated production phase, followed by a consumption phase as they are converted to MAC. The production of MAC shows a lag phase, corresponding to the production phases of C5b and C5b6, followed by an accelerated production phase, corresponding to the consumption phases of C5b and C6. Despite this level of production, the concentration of MAC pores in 90 min is 27 pM, about four orders of magnitude lower than the initial concentrations of C5 and C6. Given that the calculation has performed with full complement regulation in place, representing homeostasis, such MAC pore concentration is not expected to have any significant effects on host cells. However, in pathogen cells, where negative complement regulation is absent, a larger amount of MAC deposition is observed [24]. Substantial increase in MAC pore formation is also expected in host diseases such as AMD, where there is severe complement dysregulation.

Overall, our molecular dynamics and electrostatics study revealed that the large and multi-site C5b6 interface is stabilized predominantly by van der Waals interactions, but also contains an unusually large number of stabilizing salt bridges and hydrogen bonds. We identified critical salt bridges and hydrogen bonds for the stability of the C5b6 complex. Furthermore, the C5d domain of C5b contains a sparsely negatively charged patch enclosed with positively charged patches. C5d does not contain a C3d-like cavity which in C3d is an electrostatic hotspot primed for interaction with CR2 for the formation of a link between innate and adaptive immunity. This suggests mono-functionality for C5b for the formation of the MAC assembly. We propose that C5d is a target for drug discovery, by designing inhibitors capable of disrupting the critical salt bridge and hydrogen bonding interactions at the C5d-C6 interface. We also showed the presence of small cavities neighboring the critical electrostatic contacts that can be leveraged in the development of drug-like or peptidic inhibitors. Lastly, we extended our study from molecular level dynamics to pathway dynamics to demonstrate the specifics in consumption-production rates of C5, C5b, C6, C5b6, toward MAC formation. Inhibition of the C5b6 interaction may be an efficient way to block MAC formation for diseases such as PNH, where MAC is responsible for hemolytic activity of red blood cells.



METHODS


Structure Preparations

The three-dimensional cocrystal structure of C5b6 with code 4A5W [32] was obtained from the Protein Data Bank (PDB). C5b is represented as chain A, whereas C6 is represented as chain B. All missing residues of C5b and C6 were added with MODELLER [66]. The crystal structure of C3d with code 3OED [35] was obtained from the PDB. The structures of C4d and C5d were extracted from the crystal structures of C4b and C5b6, with PDB codes 5JTW [36] and 4A5W, respectively. Missing residues for C4d were modeled using SWISS-MODEL [67]. Structural visualization and comparisons were performed using Chimera [68]. Molecular graphics were generated using Chimera. Protonation states of histidine were assigned using PDB2PQR [69]. The following transformations are needed to convert residue numbering used in 4A5W [32] to residue numbering used in our study: for C5b residues 19-765, subtract 18 from the 4A5W residue numbers; for C5b residues 766-1676, subtract 96 from the 4A5W residue numbers; for C6 residues 22-934, add 1559 to the 4A5W residue numbers.



Sequence Alignment and Analysis

Sequences of C3d, C4d, and C5d were extracted from the PDB entries 3OED [70], 5JTW [71], and 4A5W [32], respectively. Sequence alignments of C3d, C4d, and C5d were performed using Clustal Omega [72] and visualized with Jalview [73]. Identification of C3d residues involved in binding with FH and CR2 were acquired from MD simulation analysis performed in previous studies [28, 29]. Identification of C5b6 intermolecular interactions was performed as outlined in the MD trajectory analysis section, below.



Molecular Dynamics

Initial minimization of structure in the absence of water was performed using NAMD and the CHARMM36 force field [74, 75]. Subsequently, the structure was solvated in a cubic TIP3P water box leaving a minimum margin of 12 Å between any protein atom and the cube boundary. Sodium and chloride counterions were added to the system to achieve 150 mM ionic strength and neutralize protein charges. Adding water and counterions increased the total system size to 747,620 atoms. The solvated structure was energy minimized by undergoing 50,000 steps of conjugate gradient energy minimization before heating from 0 to 310 K with all protein atoms harmonically constrained to their positions after minimization. Next, five equilibration steps were performed in which the first five steps for a total time of 7 ns. During the four stages of equilibration, all protein atoms were constrained at a force constant of 10, 5, 2, and 1 kcal/mol/Å, respectively. The final equilibration step was concluded by only constraining backbone atoms with a force constant of 1 kcal/mol/Å. Following equilibration, AMBER16 [76, 77] was used for the production run for 100 ns with the following conditions: periodic boundary conditions, Langevin temperature control, a non-bonded interaction cutoff of 12 Å, with SHAKE algorithm used for constraining hydrogen bonds, and an integration time step of 2 fs.



Molecular Dynamics Trajectory Analysis

Characterization and visualization of intermolecular interactions was performed using CPPTRAJ, pandas, and seaborn [78–80]. Analysis of buried solvent accessible surface area upon binding and visualization were performed with MDTraj [81] and matplotlib [82], respectively over all 2,000 frames in the trajectory. MSMBuilder [83] and MSMExplorer [84] were used for clustering, visualization and extracting representative structures from the trajectory for electrostatic analysis. Salt bridges between C5b and C6 residues was calculated with custom R scripts in conjunction with Bio3D package [85]. A distance cutoff of 5 Å was used. CPPTRAJ was used to analyze hydrogen bonds formed between C5b and C6 over the course of the trajectory. For hydrogen bonds, the default distance cutoff of 3 Å was used between acceptor to donor heavy atom, and an angle cutoff of 135°. To extract representative structures, PCA decomposition was performed on the phi and psi angles observed throughout the trajectory to reduce to four principal components using MSMBuilder. The MiniBatchKMeans method in MSMBuilder was utilized to cluster the four principal components to six distinct clusters and cluster centers were extracted as representative structures.

MM-PBSA calculations were performed using a thermodynamic cycle that decomposes the calculation of the free energy of binding into molecular mechanics (MM) force field calculations in a state of low dielectric coefficient (ε = 2) and solvation calculations by transferring the proteins from the low dielectric coefficient environment to a high dielectric environment (ε = 80). A frame interval of 4 was chosen for the MM-PBSA calculations, and hence a total of 500 frames from a total of 2,000 were processed. In our case, the MM calculations include van der Waals and electrostatic free energies, but not covalent geometry energy (bonds, angles, torsions) or entropic effects. We use the one-trajectory approximation, according to which we separate the structures of the components of the complex from the structure of the complex without additional minimization and without performing separate MD simulations of the complex components. Given that we used the one-trajectory approximation, covalent geometry energies and entropic effects are expected to cancel out in the binding scheme
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The solvation free energy calculations include electrostatic contribution according to Poisson-Boltzmann electrostatic calculations, and nonpolar contribution (cavity solvation) described by an empirical term based on loss of solvent accessible surface area upon binding [86]. The following equations describe the MM-PBSA calculations.
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Where the Binding Free Energy According to MM Force Field Calculations is Given by
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and electrostatic contributions of individual components, C5b and C6, and complex, C5b6, to solvation free energy are given by Poisson-Boltzmann (PB) free energy differences
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The overall solvation contributions to binding, including polar and nonpolar effects, and are given by
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and the MM-PBSA free energy of binding is given by
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Electrostatic Analysis

The Alanine scan method in the AESOP (Analysis of Electrostatic Structures Of Proteins) python package [44] was utilized to perform a computational alanine scan on ionizable residues at the C5b6 interface, and to evaluate their electrostatic contributions to binding. Alanine scans were performed for each of the six representative structures of the MD-derived conformational states.

AESOP utilizes the Adaptive Poisson-Boltzmann Solver (APBS) [87] to calculate grid-based electrostatic potentials, which are converted to electrostatic free energies. The program PDB2PQR is used to pre-assign charges and atomic radii for each atom according to the PARSE force field [88, 89], as well as to convert the PDB format to PQR format used by APBS. The selection of parameters for AESOP calculations has been described before [90].

Electrostatic free energies of binding were calculated according to a thermodynamic cycle that is similar to the one used for the MM-PBSA calculations, described above, except that binding at the reference state is evaluated using Coulomb's equation instead of the molecular mechanics method. The following equations are used, as described previously [44] and in recent applications of AESOP on C3d and its ligands [28–30]:
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where,

[image: image]

Electrostatic free energies of binding for the family of alanine scan mutants are generated as deviations from the electrostatic free energy of binding of the parent protein, according to:
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APBS is used to calculate electrostatic potentials for the solvation steps, and the program COULOMB (part the APBS suite) is used to calculate binding at the reference state. For the solvated state, dielectric coefficients of 78.54 and 20 were used for solvent and protein interior, respectively, while for the reference state a dielectric coefficient of 20 was used to resemble that of the protein interior [90]. The ionic strength of the solvated state corresponded to monovalent counterions of 150 mM concentration (physiological ionic strength), whereas the reference state had zero ionic strength. For the electrostatic analysis of the representative structures of C5b6 the number of grid points and mesh dimensions were set to 321 × 257 × 257 and 282 Å × 245 Å × 239 Å, respectively. For the electrostatic analysis of C3d, C4d, and C5d, the number of grid points and mesh dimensions were set to 84 × 98 × 96 and 129 Å × 129 Å × 97 Å, respectively.



Pathway Dynamics of the Terminal Cascade

The dynamics of the terminal cascade of complement system activation were modeled using a previously developed mathematical model that describes the biochemical reactions of the alternative and classical pathways [25]. The output of the model is reaction rates in the form of concentration-time profiles for all complement system proteins, enzymatic cleavage fragments, and association complexes. The model consists of a system of 290 ordinary differential equations (ODEs) and 142 kinetic parameters. Equations, initial concentrations, and kinetic parameters can be found in the Supplementary Information of [25]. The system of ODEs was solved using the ode15s solver of MATLAB (Mathworks, Natick, MA).
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Biomaterial-based scaffolds are promising tools for controlled immunomodulation. They can be applied as three dimensional (3D) culture systems in vitro, whereas in vivo they may be used to dictate cellular localization and exert spatiotemporal control over cues presented to the immune system. As such, scaffolds can be exploited to enhance the efficacy of cancer immunotherapies such as adoptive T cell transfer, in which localization and persistence of tumor-specific T cells dictates treatment outcome. Biomimetic polyisocyanopeptide (PIC) hydrogels are polymeric scaffolds with beneficial characteristics as they display reversible thermally-induced gelation at temperatures above 16°C, which allows for their minimally invasive delivery via injection. Moreover, incorporation of azide-terminated monomers introduces functional handles that can be exploited to include immune cell-modulating cues. Here, we explore the potential of synthetic PIC hydrogels to promote the in vitro expansion and in vivo local delivery of pre-activated T cells. We found that PIC hydrogels support the survival and vigorous expansion of pre-stimulated T cells in vitro even at high cell densities, highlighting their potential as 3D culture systems for efficient expansion of T cells for their adoptive transfer. In particular, the reversible thermo-sensitive behavior of the PIC scaffolds favors straightforward recovery of cells. PIC hydrogels that were injected subcutaneously gelated instantly in vivo, after which a confined 3D structure was formed that remained localized for at least 4 weeks. Importantly, we noticed no signs of inflammation, indicating that PIC hydrogels are non-immunogenic. Cells co-delivered with PIC polymers were encapsulated within the scaffold in vivo. Cells egressed gradually from the PIC gel and migrated into distant organs. This confirms that PIC hydrogels can be used to locally deliver cells within a supportive environment. These results demonstrate that PIC hydrogels are highly promising for both the in vitro expansion and in vivo delivery of pre-activated T cells. Covalent attachment of biomolecules onto azide-functionalized PIC polymers provides the opportunity to steer the phenotype, survival or functional response of the adoptively transferred cells. As such, PIC hydrogels can be used as valuable tools to improve current adoptive T cell therapy strategies.
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INTRODUCTION

Scaffolds produced from a variety of biomaterials are now widely applied as engineered microenvironments or delivery vehicles in biomedical applications. These biomaterial-based scaffolds can be used as three-dimensional (3D) culture systems in vitro to more faithfully recapitulate the complex set of cues that cells receive in the body (1). Alternatively, biomaterial-based scaffolds can be applied in vivo as delivery vehicles of bioactive molecules or cells, since they can exert spatiotemporal control over the release of bioactive molecules (2, 3) and dictate cellular localization (4, 5). Precisely these characteristics can be highly valuable for the field of immunoengineering to benefit cancer immunotherapy, as scaffolds can be applied as tools to induce strong and durable anti-cancer immune responses (6, 7).

Biomaterial-based scaffolds are able to overcome several limitations associated with current cancer immunotherapeutic strategies and thereby enhance efficacy and reduce treatment-related toxicity. For instance, scaffolds have been used for efficient cancer vaccination by recruiting dendritic cells (DCs) toward a depot of tumor antigens and adjuvants in the context of a local 3D environment in the body, which obviates the need for time-intensive ex vivo DC culturing protocols (8–10). Alternatively, toxicity associated with systemic immune checkpoint blockade can be reduced by the local and sustained release of anti-programmed death ligand 1 (PD-L1) and chemotherapy from scaffolds (11). By acting as molecular and cellular delivery vehicles with high spatiotemporal resolution, biomaterial-based scaffolds can have a clear additive value to current cancer immunotherapeutic strategies.

The ability to control the 3D environment and direct cellular localization can be especially beneficial to enhance the efficacy of cellular cancer immunotherapies such as adoptive T cell transfer (ACT). Adoptive transfer of T lymphocytes is aimed at eliminating tumor cells by infusing cancer patients with high numbers of autologous tumor-reactive tumor infiltrating lymphocytes (TILs). This potent strategy exploits the natural capacity of cytotoxic T cells to recognize and kill cancerous cells, and encouraging results have been reported for various solid cancer types (12–15). However, systemic injection of expanded tumor-reactive T cells results in insufficient localization of infused lymphocytes to the tumor site and a lack of in vivo persistence (16, 17), even though high cell quantities (typically 1010 cells) are administered. Moreover, for many cancer patients it is not feasible to generate these large amounts of TILs, which is one of the factors that hampers widespread application of ACT across different solid cancers types (18). Lymphodepleting conditioning of the host and co-infusion of high dose bolus IL-2 are applied to enhance the accumulation and survival of adoptively transferred cells (19), but both cause significant wide-spread toxicity (18). Thus, poor T cell persistence and functionality hamper the clinical efficacy of ACT for solid tumors (20–24), particularly since the degree of persistence of the administered lymphocytes is associated with outcome (25, 26). There is a great medical need to develop more efficient and rapid approaches for the ex vivo expansion of TILs and to improve the delivery and persistence of T lymphocytes. These hurdles can be overcome by making use of biomaterial-based scaffolds as efficient 3D culture systems and by dictating cellular localization by exploiting scaffolds as cellular delivery vehicles.

In this study, we explore the potential of an injectable scaffold to harbor and support the expansion of pre-activated T cells ex vivo and we studied the feasibility of injecting these gels in vivo for localized T cell delivery. We present a scaffold that consists of a polymeric hydrogel that is based on fully-synthetic tri-ethylene glycol-substituted polyisocyanopeptides (PIC). Hydrogels generally provide excellent biocompatibility due to their high water-content which facilitates rapid diffusion of nutrients and chemical cues. The PIC hydrogels are composed of a bundled network of synthetic PIC polymers (27), which have the advantage that they are well-defined and have a tunable composition. These polymers allow for incorporation of azide click-handles, which can be used to functionalize the gels with biomolecules such as integrin-binding motifs (28, 29). In particular, a unique feature of PIC hydrogels is their biomimetic strain-stiffening behavior that resembles the mechanical behavior found in natural polymers, where upon strain the stiffness of the material increases (27, 30). The PIC polymers display thermally-induced gelation at temperatures above 16°C, upon which they form into a transparent hydrogel (27, 30). This enables straightforward encapsulation of cells and importantly enables delivery of these gels in vivo via needle-mediated injection. The PIC gels can therefore be administered in a minimally invasive manner, which diminishes risks of complications that are associated with implantation of scaffolds.

Here, we demonstrate that PIC hydrogels support the survival and expansion of ex vivo cultured T lymphocytes. We furthermore describe the in vivo gelation of PIC polymers after injection and study its biocompatibility. Collectively, we provide evidence that PIC hydrogels are highly promising 3D scaffolds for the in vitro expansion and in vivo delivery of pre-activated T cells which puts PIC hydrogels forward as valuable tools to improve current adoptive T cell therapy strategies.



MATERIALS AND METHODS


Preparation of Polyisocyanopeptide Polymers and Conjugation of Grgds Peptide

Non-functionalized and azide-functionalized tri-ethylene glycol-substituted polyisocyanopeptide (PIC) polymers were synthesized as previously described (28, 29). Briefly, non-functionalized isocyano-(D)-alanyl-(L)-alanine monomer and azide-terminated monomer mixed at a molar ratio of 1:30 were dissolved in toluene. After adding nickel percholate (Ni(ClO4)2) as a catalyst (catalyst-to-monomer molar ratio of 1:1,000), the reaction mixture was stirred at room temperature for 72 h. The reaction product was precipitated three times from dichloromethane in di-isopropyl ether. To produce GRDGS-functionalized PIC polymers (RGD-PIC), a solution of DBCO-NHS in DMSO was mixed with GRGDS peptide dissolved in borate buffer (pH 8.4) at 2 mg/mL and stirred for 3 h at room temperature. Mass spectrometry was performed to confirm the formation of DBCO-GRGDS conjugates. DBCO-GRGDS peptide was conjugated to azide-functionalized PIC polymers via strain-promoted azide-alkyne cycloaddition at a ratio of one DBCO-GRGDS per 100 monomers (28). DBCO-sulfo-Cy5 (Jena Bioscience) at a ratio of one DBCO-sulfo-Cy5 per 5,000 monomers was conjugated to the azide-functionalized PIC polymers in a similar manner to generate fluorescent PIC polymers.



Rheological Analysis and Characterization of PIC Polymers and Hydrogels

RGD-PIC and PIC polymers were dissolved at 3 mg/mL in X-VIVO-15 medium (Lonza) supplemented with 2% human serum (HS) by rotation at 4°C for 24–36 h and dissolved polymers were stored at −20°C. Bulk stiffness measurements on gels was done by rheology analysis at 37°C were performed as described (28) using temperature sweep rheology followed by time sweep experiments. Peripheral blood leukocytes or pan T cells were incorporated in the gels at a concentration of 0.5 or 1 × 106 cells/mL at gel concentrations of 0.75 and 1.5 mg/mL. PIC polymers were furthermore characterized by circular dichroism at 0.1 mg/mL in PBS on a Jasco 815 CD spectrophotometer. Atomic force microscopy was performed to confirm appropriate length and molecular weight (28). In all functional experiments rheological analysis was performed to validate proper gel formation and gel bulk stiffness.



Preparation of Collagen Gels

Three-dimensional collagen matrices were prepared at 1.7 mg/mL by mixing 55.5% (v/v) of pepsinized bovine type 1 collagen (3.1 mg/mL, PureCol, Advanced Biomatrix), 3.7% (v/v) 0.75% sodium bicarbonate solution (Life Technologies), 7.4% (v/v) minimum essential Eagle's medium (Sigma-Aldrich) and 33.3% (v/v) X-VIVO-15 medium with 2% HS containing cells at a final concentration of at a concentration of 0.5 or 1 × 106 cells/mL. The matrices (final pH 7.4) were polymerized at 37°C for 30–45 min.



Cell Isolation, Cell Culture, and Reagents

Human dendritic cells, pan T cells and natural killer (NK) cells were isolated from buffy coats obtained from healthy volunteers. This study was carried out in accordance with the recommendations of institutional guidelines. All subjects gave written informed consent in accordance with the Declaration of Helsinki. CD1c+ mDCs were isolated from peripheral blood mononuclear cells (PBMCs) using the CD1c (BDCA-1) DC isolation kit. Pan T cells and NK were isolated from peripheral blood leukocytes using the Pan T cell isolation kit and the NK cell isolation kit, respectively, according to manufacturer's prescription (all Miltenyi Biotec). Cell phenotype was determined using flowcytometry staining: CD11c (BD Biosciences)/CD1c (Miltenyi Biotec) for CD1c+ mDCs (purity>85%), CD3 (eBioscience) for pan T cells (purity >98%), CD69 and CD25 (both BD Pharmingen) for T cell activation, CD56 (BD Biosciences) for NK cells (purity >92%). Human DCs, T cells and NK cells were cultured in X-VIVO-15 medium supplemented with 2% HS. For NK cell culture an additional 100 IU/mL of IL-2 (Proleukin, Norvartis) was added.



Embedding Cells Within PIC Gels and Cell Viability

Human pan T cells were activated overnight using plate-immobilized αCD3 monoclonal antibodies (clone OKT3, 1 μg/mL, BioXcell) and αCD28 monoclonal antibodies (clone 9.3, 5 μg/mL, BioXcell). Non activated pan T cells, activated pan T cells, immature DCs or NK cells were incorporated within (RGD-) PIC hydrogels by mixing cold (RGD-) PIC polymers with the cells on ice at a final gel concentration of 0.75 or 1.5 mg/mL and a cell concentration of 0.5–1 × 106 cells/ml unless indicated otherwise. Instantaneous gelation of the RGD-PIC gel when placed at 37°C ensured embedding of cells throughout the 3D matrix. Pan T cells were labeled with PKH-26 (PKH26 Red Fluorescent Cell Linker Kit, Sigma Aldrich) and imaged on Olympus FV1000 Confocal Laser Scanning Microscope to test distribution in the gel, and a z-stack reconstruction was made using FIJI software. For cell viability experiments, cells were simultaneously encapsulated in collagen scaffolds. After 4, 24, 48, and 72 h, cells were recovered from (RGD-) PIC gels by incubating the gels at 4°C for 15–30 min, addition of ice cold PBS and collecting the cell pellet from the fluid after centrifugation. Cells were retrieved from the collagen scaffolds by enzymatic digestion for 45 min at 37°C using collagenase A (Roche). Cell viability was assessed using Annexin V (BD Pharmingen) and 7AAD staining (eBioscience). Flow cytometric analysis was performed on a FACS Calibur (BD Biosciences) or FACS Verse (BD Biosciences) and all data was analyzed using FlowJo software (Version X 10.0 Tree Star).



Time-Lapse Microscopy and Quantification of Cell Migration

Migration of individual cells (activated T cells or immature DCs) encapsulated within (RGD-) PIC hydrogels or collagen matrices was monitored by digital time-lapse, bright-field inverse microscopy in a humidified environmental chamber (37°C and 5% CO2). Images were collected for 4 h at 2.5 min time intervals with a digital CCD camera (Nikon Diaphot 300 with Hamamatsu C8484-05G CCD Camera, okolab 2D time lapse software). Migration was quantified by tracking 30 randomly selected cells for 3 h with manual tracking FIJI software, beginning >30 min after the start of imaging and using the xy coordinates of cell paths. Cell velocity per cell was calculated as the length of each cell path divided by time, excluding stop phases. The xy trajectories were converted into the mean square displacement (MSD) as previously reported (31). Cells were classified as motile when they show a MSD of >200 um2 in the first 2 h of cell tracking. Chemotaxis and Migration Tool software (version 1.01, Ibidi) was used to plot migration trajectories.



T Cell Proliferation in 3D Matrices

Human pan T cells were stained with CellTrace™ CFSE Cell Proliferation Kit (Invitrogen) to track cell proliferation by flowcytometry. To pre-activate T cells, pan T cells were stimulated overnight with αCD3/αCD28 Dynabeads (Gibco). The following day, T cells were harvested and re-plated into two-dimensional (2D) medium, 3D collagen matrices or 3D RGD-PIC hydrogels at varying cell densities as indicated. Alternatively, unstimulated T cells (1 × 106 cells/ml) were mixed with αCD3/αCD28 Dynabeads (Gibco) or with IL-2 (90-100 IU/mL), PHA (phytohaemagglutinin, 1 μg/mL, Sigma Aldrich) and IL-6 (15 ng/mL, Cell Genix). Subsequently, cells were embedded within the RGD-PIC hydrogels or collagen matrices at varying densities to test in situ activation. Cells were recovered from the RGD-PIC gels and collagen gels and proliferation by CFSE dilution and activation were assessed by flowcytometry on a FACS Verse (BD Biosciences). Cell numbers were quantified using a MACSQuant Analyzer 10 (Miltenyi Biotec). Fixable Viability Dye eFluor® 780 (eBioscience) was used to exclude dead cells. Intracellular staining for interferon gamma (IFNy) was done using anti-IFNy (BD Biosciences) and the BD Cytofix/Cytoperm Fixation/Permeabilization.



In vivo PIC Gel Stability and Adoptive Transfer of Pre-Stimulated T Cells

Mice were housed at the Central Animal Laboratory (Nijmegen, the Netherlands) where food and water were provided ad libitum. This study was carried out in accordance with European legislation. The protocol was approved by the local authorities (CCD, The Hague, the Netherlands) for the care and use of animals with related codes of practice. Animals were randomly allocated to groups. To pre-activate T cells ex vivo before adoptive transfer, mouse pan T cells [mouse pan T cell isolation kit (Miltenyi Biotec)] were isolated from the spleens and inguinal lymph nodes of wild-type female C57BL/6J mice (age 5–8 weeks, Charles River) congenic for the CD45.1 marker. T cells were stained with CellTrace™ CFSE and activated for 16 h with immobilized αCD3 monoclonal antibodies (1 ug/mL, clone 17A2, Cell Genix) and αCD28 monoclonal antibodies(2 ug/mL, clone 37.51, Cell Genix). Cell phenotype was determined using flowcytometry staining: CD3 (purity typically >98%), CD69 and CD25 (all Biolegend). Azide-functionalized PIC polymers were dissolved in phenol-red free RPMI medium and were confirmed to be endotoxin free using the LAL test (Lonza). Rheology was performed to confirm adequate gel stiffness. PIC polymers were labeled for 2 h with DCBO-sulfo-Cy5 (Jena Bioscience) and for some experiments with 250 IU/mL IL-2 for 4 h at 4°C. Next, pre-activated CFSE-labeled CD45.1+ T cells were mixed with the PIC polymers or with phenol-red free RPMI medium (control), at a final concentration of 1.5 × 106 cells/100 μl. Rheology confirmed that this number of cells did not significantly affect PIC gel stiffness. When IL-2 was attached onto PIC polymers, 250 IU/mL IL-2 was added to the control as well. The PIC polymers were kept on ice and injected s.c. under anesthesia into the dorsal flank of female C57BL/6J mice congenic for the CD45.2 marker (age 5–8 weeks; Charles River, housed at 28°C) in order to discriminate the adoptively transferred T cells from host T cells by flowcytometry. Fluorescent images were collected with the IVIS Lumina imaging system (Cy5 signal: 640 nm, Cy5.5 filter, CFSE signal: 465 nm, GFP filter, Perkin Elmer) after 2 h, 1, 3, 7, 14, 21, or 28 days to investigate gel localization and cellular localization. At designated time points, gels were excised from the dorsal flank and the remaining PIC gel, blood, spleen, draining and non-draining lymph nodes (LNs) were collected. Single cells suspension were made from the excised gels, spleen and LNs by digestion with DNAse (20 μg/mL, Roche) /collagenase type III (1 mg/mL, Worthington) and from the PIC gels by cooling and DNAse/collagenase treatment. The percentage, proliferation and phenotype of CFSE-labeled CD45.1+ T cells were quantified by flow cytometry. All flow cytometric analysis was performed on a FACS Verse. A TNF-α ELISA (eBioscience) was performed on serum collected on day 1.



Immunohistochemistry

On various time points after s.c. injection of Cy5-labeled PIC gels with T cells, PIC gels were resected from the dorsal flank of the mice. The tissues were fixed overnight in 4% PFA at RT. Tissues were embedded in paraffin and 10 um FFPE sections were cut. Antigen retrieval was performed using citrate pH 6.0 (Scytek). Slides were stained with primary anti-CD3 (1:300, clone CD3-12, #MCA 12477, Serotec) and secondary rabbit-anti rat HRP (1:100, Jackson Immunoresearch). Tyramide signal amplicification visualization was performed with the Opal seven-color IHC Kit according to protocol (PerkinElmer) containing fluorophores DAPI and Opal 540. Slides were mounted using Fluormount without DAPI (SouthernBiotech) and scanned using the PerkinElmer Vectra (Vectra 3.0.5; PerkinElmer). Multispectral images were unmixed using spectral libraries using the inForm Advanced Image Analysis software (inForm 2.2.1; PerkinElmer) and analysis was performed by applying an inForm software algorithm (tissue segmentation, cell segmentation, phenotyping tool, and positivity score) based on training with on a selection of 10 representative original multispectral images.



Statistical Analysis

Statistical analyses were performed in GraphPad Prism 5 software using the appropriate testing methods, as indicated in the figure legends. Statistical significance was defined as a two-sided significance level of < 0.05. ns = not significant, *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001, ****p ≤ 0.0001.




RESULTS


Characterization of Thermoresponsive Polyisocyanopeptide Hydrogels

We produced thermoresponsive hydrogels from tri-ethylene glycol-substituted polyisocyanopeptides (PIC). Methoxy-terminated and azide-terminated isocyanide monomers were co-polymerized with a nickel perchlorate (Ni(ClO4)2) catalyst in a molar ratio of 1:30 to create azide-containing PIC polymers (Figure 1A). These fully synthetic PIC polymers have an average of one azide functionality every ~3 nm of the polymer chain (28). In order to construct cell-adhesive polymers that would promote interaction of cellular integrin receptors with the matrix, RGD peptide ligands were grafted onto the azide-functionalized PIC polymers via strain-promoted cycloaddition at a ratio of one DBCO-GRGDS per 100 monomers. We analyzed PIC polymers and GRGDS-functionalized PIC polymers (RGD-PIC) by rheology to investigate their bulk stiffness. The polymers demonstrated instantaneous temperature-dependent gelation with an average lower critical solution temperature (LCST) of 16°C (Figure 1B), resulting in the formation of transparent hydrogels at temperatures above the LCST. These thermoresponsive characteristics and gelation temperature are key to warrant straightforward cell encapsulation and injectability of the material.
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FIGURE 1. Tri(ethylene glycol)-substituted polyisocyanopeptides (PIC) form soft thermoresponsive gels that can be functionalized via the azide-terminated tail. (A) Molecular structure of polyisocyanopeptides substituted with tri(ethylene glycols) and azide functionalization. Azide-functionalized monomer (top) and unfunctionalized monomer (bottom) are co-polymerized in a 1:30 ratio. (B) Representative rheological analysis of PIC polymers at 1.5 mg/mL without cells, where G′ as a measure of bulk stiffness is set out against temperature. The material gelates at the LCST of 16°C. (C) Z-stack reconstruction of confocal imaging of PKH-26 labeled T cells within PIC hydrogel at 1.5 mg/mL. (D) G′ value as a measure of bulk stiffness of PIC hydrogel and RGD-PIC gels, determined with rheological analysis at 37°C. Between 0.5 × 106 and1 × 106 cells/mL were incorporated into the gels. Values represent mean and standard error of the mean (SEM). Data were analyzed with the Kruskal Wallis test and the Dunns post-test. n = 3–10 in at least three independent experiments. *p ≤ 0.05, **p ≤ 0.01.



Next, we mixed primary T cells with cold PIC and RGD-PIC polymer solutions at 4°C and warmed them to 37°C to encapsulate cells during gel formation. As gelation of the PIC polymers occurs virtually instantaneous (within 1 min) upon warming of the polymer solution, cells were encapsulated homogenously in a genuine 3D fashion within the nanoporous network of bundles (Figure 1C). We performed time sweep rheological analysis to measure bulk stiffness of different batches of PIC gel and RGD-PIC polymers, either empty or after encapsulating cells, to investigate the effect of encapsulating adhesion motifs and cells on the material properties. As anticipated, rheology measurements indicated that PIC and RGD-PIC hydrogels exhibit a concentration-dependent stiffness and form soft gels with a stiffness ranging between 0.03 and 0.4 kPa (Figure 1D). The presence of RGD within the hydrogels reduced the average bulk stiffness of the gels, especially for PIC gels with higher stiffness. The incorporation of cells did not affect stiffness significantly at a density of 0.5–1 × 106 cells/mL of gel.



Polyisocyanopeptide Hydrogels are Biocompatible and Sequester T Cells

To establish whether PIC and RGD-PIC hydrogels are biocompatible and can promote the survival of primary T cells, we embedded pre-stimulated primary human T cells within (RGD-) PIC gels and cultured them at 37°C. Due to the thermoreversible behavior of the hydrogels, cells could be easily retrieved from the 3D matrices for phenotypical analysis by incubating the gels at 4°C. Primary T cells remained highly viable within PIC and RGD-PIC hydrogels for at least 3 days at levels comparable to that in medium and collagen type I hydrogels (Figure 2A). The wide applicability of PIC hydrogels is further supported by the notion that primary human dendritic cells (DCs) and primary natural killer (NK) cells are also viable within the PIC hydrogels at a similar level as cells cultured in medium or collagen (Supplementary Figures 1A,B), demonstrating that PIC hydrogels support 3D cell culture of a wide variety of primary immune cells.
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FIGURE 2. PIC hydrogels support T cell survival and restrict T cell migration within the matrix. (A) Viability of αCD3/αCD28 dynabead-activated T cells in medium, collagen gels, and (RGD-) PIC hydrogels, defined as the percentage of 7AAD−Annexin V− cells. n = 3 in one experiment. (B) Top: Representative images of 3 h cell tracks of individual activated T cells in collagen gels and PIC hydrogels. Each dot and/or track represents one randomly chosen cell out of 30. Bottom: Trajectories of 30 individual activated T cells from one representative experiment. (C) The percentage of motile cells relative to the number of motile cells in collagen. Cells are classified as motile when they show a mean squared displacement (MSD) of >200 um2 in the first 2 h of cell tracking. (D,E) The average velocity depicted for the average of all cells (D) or per single cell (E) based on tracking of 30 randomly chosen cells for 3 h in collagen gels and (RGD-) PIC hydrogels. (F) The mean squared displacement of 30 cell tracks in collagen and (RGD-) PIC hydrogels that were tracked for 2 h. (A,C–F) Values represent mean and SEM. (C–E) Data were analyzed with the Kruskal Wallis test and the Dunns post-test. (F) A two-way ANOVA with a Bonferroni post-test was performed to test for statistical significance. (C–F) n = 6 for collagen and PIC gel 0.75 mg/mL and n = 3 for others in at least three independent experiments. *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001.



The 3D matrix that is formed by the bundles of the PIC polymers consist of a tight nanoporous network with an estimated average pore size of 200 nm, which is physically crosslinked by bundling of polymer chains at temperatures above the LCST (27). We aimed to characterize the migratory behavior of immune cells within PIC hydrogels to understand how immune cells behave in this 3D culture system. We tracked non-directional migration of pre-activated T cells in PIC and RGD-PIC hydrogels within 4 h after their encapsulation, and compared it to random migration in collagen type I hydrogels with pore diameters of 2–6 um as a mimic of a natural 3D matrix that supports immune cell migration (32). Time-lapse microscopy revealed that primary T cells hardly migrate through PIC hydrogels, in contrary to T cells encapsulated in collagen gels (Figures 2B–F). The ability to migrate was directly dependent on gel concentration as increasing PIC gel concentration to 1.5 mg/mL completely arrested cell migration, possibly as a result of enhanced gel stiffness (Figure 1D). A minor decrease in pore size could contribute to this as well as pore size correlates inversely with polymer concentration (27). Next, we investigated whether functionalizing PIC gels with RGD integrin-binding motifs would promote T cell migration. RGD peptide ligands interact with α4β1 integrins on T cells (33) and are frequently incorporated into synthetic biomaterials in order to promote cellular adhesion and enhance interaction of cells with biomaterials (34). T cells did not display increased migration through gels bearing RGD adhesion-motifs compared to non-functionalized gels, even though RGD-PIC hydrogels generally have a lower bulk stiffness than PIC gels (Figures 2B–F). This could suggest that the compact bundled network of the PIC hydrogels is the main determining factor of cellular migration. Alternatively, it could also be a result predominantly integrin-independent amoeboid migratory behavior that T cells utilize (35), which is therefore not enhanced by the presence of integrin-binding motifs. Tracking random migration of immature myeloid DCs demonstrated that they displayed migratory behavior similar to that of T lymphocytes within PIC gels, as they were restricted in their migration through the tight network with small pores (Supplementary Figures 1C–F). However, DCs retained higher levels of migration compared to T cells in 0.75 mg/mL PIC hydrogels, probably because of differences in their ability to deform their nucleus as this is one of the determining factors when physical restrictions are imposed on migration (32). The finding that DCs preserve some of their migratory capacity within the PIC matrix implies that the polymer network does not inhibit the intrinsic migratory function of cells but instead poses a physical barrier. These observations together with the notion that immune cells are viable within (RGD-) PIC gels (Figure 2A, Supplementary Figures 1A,B) suggest that cell migration is restricted because of physical restraints imposed by the PIC polymer bundles which sequesters cells within the 3D matrix.

Next, we studied whether the absence of immune cell migration in PIC gels affects their inherent capacity to become activated by stimulatory cues. Activation and proliferation of primary T cells embedded in RGD-PIC hydrogels could be induced by introducing T cell-activating αCD3/αCD28 dynabeads, but only when relatively high numbers of cells and high numbers of beads were mixed together which statistically enhances the chance of a T cell-activating bead and a non-migratory T cell to interact (Supplementary Figures 2A–C). This shows that sequestered T cells still have the potential to become activated and expand. Moreover, these T cells can also be activated using soluble T cell activators such as PHA/IL-6/IL-2 (Supplementary Figure 2D), further confirming that the inherent capacity of encapsulated cells for activation and proliferation is not affected by the dense RGD-PIC gel matrix.

Collectively, these data show that PIC and RGD-PIC hydrogels are biocompatible matrices that can be used to culture primary T cells and other primary immune cells in a 3D environment. The dense polymer network physically restricts immune cell migration but does not affect T cell ability to become activated or expand.



Primary T Cells Can be Expanded at High Cell Densities Within PIC Hydrogels

In adoptive T cell therapy approaches such as TIL therapy, T cells need to be expanded to high numbers of tumor-reactive T cells as typically 1010 cells are administered to patients (36). Therefore, we tested if PIC hydrogels could facilitate and promote the proliferation of pre-activated T cells embedded within the 3D scaffold. We incorporated human pan T cells into PIC hydrogels functionalized with RGD to support integrin-mediated T cell interaction with the matrix. Non-activated T cells cultured with RGD-PIC hydrogels did not proliferate, demonstrating that RGD-PIC scaffolds do not intrinsically induce T cell expansion (Supplementary Figure 3A). Next, we activated T cells with αCD3/αCD28-coated dynabeads (Supplementary Figure 3B) and transferred these pre-activated T cells into 2D medium, collagen gels or RGD-PIC hydrogels at a density of 1 × 106 cells/mL and studied their proliferation. Pre-activated lymphocytes expanded rapidly and extensively in RGD-PIC gels similar to that of T lymphocytes embedded in collagen gels or in 2D medium, with proliferation rates ranging from 60 to 80% (Figures 3A–C, low cell density). We hypothesized that the 3D environment provided by the RGD-PIC gels could be beneficial for expansion of T cells at high quantities and therefore we increased the density of T cells within the gels with 2.5 times (“medium cell density”) and 5 times (“high cell density”). Notably, T lymphocytes propagated extensively in RGD-PIC gels and collagen gels at high cell densities, in contrast to T cells cultured in 2D in medium where cellular crowding inhibited T cell expansion (Figures 3A–C). Quantification of the number of T cells demonstrated that significantly more T cells could be retrieved from RGD-PIC gels compared to T cells cultured in 2D medium when they were cultured at high cell densities (Figure 3D). On the contrary, at low cell densities most cells were retreived from 2D medium cultures, eventhough T cell proliferated at similar speed in collagen and RDG-PIC gels. This indicates that cells are lost during cell recovery, which might be caused by collagenase treatment required to retrieve cells from collagen. For RGD-PIC gels, this is probably the result of a higher viscosity compared to medium, indicating that optimizaton of the cell retrieval process could further increase the number of T cells that can be obtained. The percentage of IFNy-producing T cells in RGD-PIC gels was comparable to that of T cells expanded in collagen and medium (Supplementary Figure 3C), again suggesting that RGD-PIC gels do not inhibit T cell functions including cytokine production. These data confirm that the RGD-PIC hydrogels are able to support the propagation of T cells and can promote the rapid proliferation of pre-stimulated T cells at high cell densities.
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FIGURE 3. Pre-stimulated T cells display extensive proliferation within RGD-PIC hydrogels, even at high cell densities. (A) Representative histograms of CFSE-labeled pre-activated pan T cells cultured in medium, collagen gels or RGD-PIC gels (1.5 mg/mL) for 3 days. Low cell density: 1 × 106 cells/mL, medium cell density: 2.5 × 106 cells/mL, high cell density: 5 × 106 cells/mL. (B–D) The percentage of proliferated T cells defined as cells that have undergone at least 1 proliferation cycle (B), the proliferation index defined as the number of cycles of proliferating T cells (C) and a quantification of the absolute number of cell retrieved (D) 72 h after transferring pre-activated T cells to medium, collagen or RGD-PIC gels at varying cell densities. Low cell density: 1 × 106 cells/mL, medium cell density: 2.5 × 106 cells/mL, high cell density: 5 × 106 cells/mL. (B–D) Values represent mean and SEM. Data were analyzed with the Kruskal Wallis test and the Dunns post-test. n = 2 or 3 in at least two independent experiments. *p ≤ 0.05.





Polyisocyanopeptide Polymers form Stable Gels in vivo and are Non-Immunogenic

After having established that PIC gels support the survival and proliferation of T cells as 3D culture systems in vitro, we wanted to explore the feasibility of applying PIC gels in vivo. One of the key advantages of the thermoresponsive properties of PIC hydrogels is the opportunity to introduce these into the body in a minimally invasive manner via in vivo gelation after needle-mediated injection of a cold PIC polymer solution, as opposed to pre-formed scaffolds that require implantation. We set out to explore the potential of PIC hydrogels for the subcutaneous (s.c.) delivery of immune cells via injection in order to deliver high numbers of cells concentrated in a relatively small volume into the tissue, whilst retaining the effector functions of the expanded T cells (Figure 3C, Supplementary Figure 3C). The PIC gel could in this way be used to dictate cellular localization and at the same time provide a supportive matrix that promotes cellular proliferation.

To investigate the gelation of cold PIC polymers in vivo after subcutaneous injection, we labeled azide-functionalized PIC polymers with DBCO-sulfo-Cy5. We injected 100 μl of cold 1.5 mg/mL PIC polymers mixed with pan T cells suspended in medium s.c. into the dorsal flank of C57Bl/6J mice. Fluorescent imaging starting 2 h after injection (day 0) revealed that a confined structure was formed (Figure 4A), suggesting that gelation in vivo occurs rapidly before polymers get dispersed over the subcutaneous space. The PIC gel remained localized in the dorsal flank for at least 4 weeks and significantly decreased in fluorescence intensity after 4 weeks (Figures 4A,B), which could suggest that the gel is degrading over time and washed away from the injection site when gel stability reaches a lower limit. Importantly, mice did not show any signs of distress nor weight loss during the entire 4 weeks after gel administration, indicating that PIC gels are well tolerated. To study whether the PIC gel induces inflammation, we resected the PIC gels and the surrounding tissue to compare the presence of neutrophils and macrophages to that of a similar sized piece of skin close to the injection site of control mice injected with T cells in medium without PIC polymers. PIC gels did not induce any recruitment or influx of inflammatory neutrophils or macrophages toward or into the PIC gels compared to control mice (Figures 4C,D), indicating that the scaffolds are non-immunogenic. This was confirmed by the observation that predominantly CD11b+CD11c− macrophages and CD11b+CD11c+ myeloid DCs take up some of the Cy5-labeled PIC polymers (Figure 4E) but these Cy5+ DCs do not migrate toward the draining lymph nodes of these mice (Figure 4F), suggesting that DCs do not receive any activation cues as a result of polymer uptake. Moreover, we did not detect any differences in the serum levels of TNFα 1 day after injection between mice injected with PIC gels vs. mice injected with medium (Figure 4G). Thus, s.c. injection of PIC polymers together with T lymphocytes results in the formation of a stable PIC gel without induction of local or systemic immune activation. This suggests that PIC hydrogels are non-immunogenic, biocompatible and can be safely used for in vivo immunomodulation.
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FIGURE 4. PIC gels form stable gels in vivo that do not cause inflammation. (A,B) Representative example (A) and quantification (B) of the radiant efficiency of IVIS imaging of mice s.c. injected with 100 μl Cy5-labeled 1.5 mg/mL PIC polymers mixed with T cells in the dorsal flank. N = 6–20 in three independent experiments. (C,D) The percentage of SSChighLy6G+ neutrophils (D) and CD11b+CD11c− macrophages (E) of all alive CD45.2+ cells that where surrounding or inside the PIC gel, compared to a similar region of skin in mice injected with medium and T cells. N = 7–9 in at least 3 independent experiments. (E) The percentage of Cy5+ cells of the respective subset surrounding or inside the PIC gel of mice injected with Cy5-labeled PIC gel. n = 7–9 in at least 3 independent experiments. (F) The percentage of Cy5+ cells of all CD11c+CD11b+ DCs in the non-draining lymph node (ndLN) and draining lymph node (dLN) on day 7. n = 4 in 1 independent experiment. (G) The level of TNFα in serum 1 day after injecting mice with Cy5-labeled PIC polymers or medium mixed with T cells. (B–G) Values represent mean and SEM. (B) Data were analyzed with the Kruskal Wallis test and the Dunns post-test. **p ≤ 0.01 (C–E) Data were analyzed with the a two-way ANOVA and Bonferroni post-test. (G) Data were analyzed with the Mann Whitney test. ns, not significant.





Pre-Activated T Cells Delivered via PIC Gels Maintain their Function and are Slowly Released into the Environment

Next, we investigated whether T cells could be encapsulated within PIC gels after s.c. injection and in vivo gelation. We mixed 1.5 × 106 CFSE-labeled pre-stimulated primary mouse T cells per 100 μl of cold Cy5-labeled PIC polymers. After s.c. injection, we could see a clear colocalization of the Cy5 signal coming from the PIC gel together with the CFSE signal from the T lymphocytes (Figure 5A). We resected the PIC gels on various time points after injection and performed immunohistochemistry for CD3 to localize and quantify the number of CD3+ T cells within the gel. T cells could be identified as high-density clusters within the polymers of the PIC hydrogel and localized mainly within or in close proximity to the gel (Figure 5B), confirming that T cells are encapsulated within PIC gels after in vivo gelation. This implies that T cells can tightly interact with the PIC polymers after co-delivery. Multispectral image analysis through different sections at varying heights of the PIC gel revealed that the scaffold contains a relatively consistent number of T cells throughout the entire gel construct (Figure 5C). Immunohistochemistry indicated that 1 day after injection there was an average of more than 4000 CD3+ T cells per mm2 PIC gel. Over time, the number of T cells within PIC gels gradually diminished (Figure 5D).
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FIGURE 5. T cells are encapsulated within PIC gels after in vivo gelation and are released into the blood and distant organs. (A) Representative IVIS fluorescent images of the radiant efficiency of a mouse injected s.c. with 100 ul Cy5-labeled 1.5 mg/mL PIC gel mixed with CFSE-labeled pan T cells in the dorsal flank. (B) Representative image of a 10 μm section of FFPE-treated PIC gel in the skin 1 day after injection. Scale bar = 400 um. (C) Representative quantification of the number of CD3+ T cells per mm2 PIC gel of 10 um sections through the PIC gel with typically 20–30 um in between each section (1 day after injection). (D) Quantification of the average number of CD3+ T cells per mm2 PIC gel of 10 um sections through the PIC gel (n = 2 or 3 per timepoint in 2 independent experiments). Data analyzed with Kruskal Wallis test with dunn's post test relative to day 1, *p ≤ 0.05. (E) Setup of experiment to study release of T cells from PIC gels after injection. (F) Quantification of the percentage of CD45.1+ cells of all CD3+ T cells retrieved from PIC gels and surrounding skin. n = 5–7 in at least 3 independent experiments for timepoints day 1–21, n = 2 in 1 independent experiment for day 28. Data analyzed with Kruskal Wallis test with dunn's post test relative to day 1, not significant. (G) Representative flow cytometry plot demonstrating CD45.1+ cells gated on CD3 expression in the draining lymph node (LN) on day 3 after injection of PIC gel with CD45.1+ T cells. (H) Quantification of the percentage of CD45.1+ cells of all CD3+ T cells in the draining lymph node (LN), non-draining lymph node, spleen and blood. n = 7–9 in at least three independent experiments for timepoints day 1–21, n = 6 in one independent experiment for timepoint day 28. (D,F,H) Values represent mean and SEM.



In order to use PIC gels as cellular delivery vehicles of T lymphocytes for applications such as ACT, it is crucial that pre-activated T cells retain their proliferative capacity and functionality after administration while preserving their ability to move out of the scaffold into the environment. In particular, we were interested in the release kinetics of T lymphocytes co-delivered with PIC polymers, as we observed that PIC gels restrict T cell migration in vitro. To this end, we mixed pre-activated mouse T cells (CD45.1+) with cold PIC polymer and adoptively transferred these by s.c. injection in the dorsal flank of CD45.2+ mice, and compared it to injection of T cells without PIC gel (Figure 5E). We studied T cell migration away from the injection site by investigating the presence of CD45.1+ cells in the spleen, draining lymph node (dLN), non-draining lymph node (ndLN) and blood at various time points. The relative amount of CD45.1+ T cells in the PIC gel determined by flowcytometry decreased starting from day 1 after injection until day 28 (Figure 5F), confirming data obtained by CD3+ staining of PIC gel sections (Figure 5D). A decrease of T cells within PIC gels was accompanied by an accumulation of CD45.1+ T cells in the dLN at day 3 after injection (Figure 5G). Subsequently, we detected a steady increase of adoptively transferred T cells in the non-draining LN, spleen and blood of the recipient mice up to 4 weeks after injection (Figure 5H). Strikingly, the release kinetics for T cells mixed with PIC polymers vs. T cells alone was similar. This suggests that T cells can readily migrate out of the PIC gels even though they are clustered within the scaffold 1 day after injection (Figure 5B), and they demonstrated a significantly restricted cellular migration in vitro on the short term (Figure 2). The release of T cells from PIC gels in vivo is likely a result of a decrease in gel stability and finally degradation over time. Thus, PIC gels incorporate T cells after in vivo gelation and allow egress of T lymphocytes from the injection site in vivo.

Finally, we performed a detailed characterization of the phenotype and function of adoptively transferred CD45.1+ T cells alone or in the context of PIC gels. The PIC gels did not affect the proliferative capacity (Supplementary Figure 4A) or the effector/memory phenotype balance of transferred T lymphocytes (Supplementary Figures 4B,C). Moreover, PD-1 expression on these cells was not changed compared to T cells injected without PIC gel (Supplementary Figure 4D). Together, these results suggest that the PIC gel does not negatively impact the quantity, release kinetics or quality of transferred T lymphocytes after s.c. delivery.




DISCUSSION

The use of biomaterial-based scaffolds as 3D culture systems and cellular delivery vehicles is a promising approach to improve the efficacy of immunotherapy for cancer and reduce toxicity. Scaffold properties need to be selected and tested systematically to match these to future applications. Here, we characterize the potential of PIC hydrogels as 3D culture systems for primary T cells. We report that PIC gels support expansion of pre-stimulated T lymphocytes at high cell densities without affecting cell functionality, in contrast to less physiologically relevant 2D culture systems where crowding may hamper cellular proliferation (37). This demonstrates that PIC hydrogels are attractive 3D scaffolds to propagate pre-stimulated T cells to benefit T cell expansion protocols for ACT, as it can support extensive T cell expansion in a small volume while preserving T cell function. As such, we hypothesize that PIC hydrogels can be used to enhance efficiency of current T cell expansion protocols and that they could reduce the length of the in vitro culture period that precedes re-administration of tumor-reactive T cells, which positively affects the quality of the T cell infusion product (38, 39). The thermoreversible behavior of PIC hydrogels facilitates straight forward cell encapsulation into the 3D matrix and importantly, allows for rapid retrieval of cells. This is a great benefit over many other 3D culture systems where typically mechanical or enzymatic disruption is required to retrieve cells, which can affect cell survival, cell surface markers, phenotype or gene expression (40).

The mechanical properties of scaffolds are of high importance for stability during cell culture and may affect cellular behavior. We establish that the dense bundled network of PIC gels restricts primary T cell and DC migration, which is not mitigated by incorporating integrin-binding RGD motifs. This is likely caused by the physical restraints imposed on encapsulated cells by the tight bundled network with 200 nm pores (27). T cell sequestration does not affect their ability to become activated or proliferate, but has implications on how PIC gels can be applied as cells cannot freely interact with immobilized activating cues incorporated into the system. To fully apprehend the potential of PIC gels as 3D cell culture systems for various cell types, the precise relationship between gel stiffness, polymer concentration, the presence of adhesive ligands and migration propensity needs to be established and specified per cell subtype. It is important to take into account how gel stability and stiffness change over time, as prolonged use of PIC gels in 3D cell culture will decrease gel stiffness and permit cellular migration (41).

We exploit the thermosensitive behavior of PIC polymers to trigger gelation into 3D matrixes. This is highly advantageous as gelation occurs under physiological circumstances and does not require any crosslinkers, organic solvents or potentially toxic agents to induce gel formation (42, 43). The tri-ethylene glycol-substituted PIC polymers used in this study have a LCST of 16°C, which ensures stable gels at physiological temperatures of 37°C as gels become more stiff at higher temperatures (27). A consequence of this LCST is that polymer solutions need to be kept cool below 16°C during the handling time and prior to injection. The LCST of these PIC polymers can be tuned for instance by the addition of salts (44), but this requires careful optimization as changing the LCST will also affect gel stiffness and stability at 37°C. Thermally-induced gelation permits minimally invasive delivery in vivo via needle-mediated injection which precludes the need for a surgical procedure for scaffold implantation. Injected cold PIC polymers are well tolerated, form stable gels after in vivo gelation and notably do not induce a local or systemic inflammatory response, suggesting that these polymers can be safely used in vivo. In particular, we observe no neutrophil or macrophage recruitment toward the gel, which is an important indicator for a lack of scaffold immunogenicity and a crucial factor for biocompatibility (45–48). The mode of delivery and precise scaffold formulation is central in this context, as implantation of RGD-PIC gels within silicon molds has previously been found to induce mild granulocyte recruitment (41). This results from a tissue damage response following implantation together with immune activation due to RGD peptide ligands immobilized onto the polymers (49, 50). Moreover, we observe that local in vivo gel fluorescence diminishes after 4 weeks, which implies PIC gel degradation and is favorable with respect to biocompatibility. Degradation is presumably a result of disruption of the non-covalent interactions that hold the PIC polymer bundles together, until the hydrogel is too weak to stay intact and is cleared from the subcutaneous space. Thus, our findings demonstrate that PIC polymers can be safely used in vivo and can efficiently be delivered via injection.

By mixing pre-activated T cells with PIC polymers, we could locally deliver high numbers of T cells in vivo within PIC gels. T cells move toward distant organs from PIC gels at a speed similar to that of T cells injected without scaffold, even though we observed restricted T cell migration in vitro. This can be explained by distinct gelation behavior after in vitro vs. in vivo gel formation (51, 52), as tissue pressure and fluid drainage may affect polymer gelation in vivo. Another factor is probably weakening of PIC gels over time, causing T cells to egress out of the scaffolds (41). T cells circulate systemically and move into distant organs, while preserving their proliferative capacity and functionality. This is critical to ensure that PIC-delivered T cells can migrate toward target sites and execute their (effector) functions. We demonstrate that cells are in close proximity of PIC polymers after injection and are migratory, suggesting that extensive cell-matrix interaction is possible. This provides the opportunity to exploit the azide handles present on PIC polymers using bio-orthogonal click chemistry to co-deliver a wide variety of biomolecules that can steer T cell survival, phenotype or function after administration. Covalent attachment of T cell survival factors or activating cues onto the polymers promotes sustained availability of these factors at a localized area, in contrast to rapid diffusion of biomolecules administered in a soluble fashion. We hypothesize that the introduction of T cell-stimulating cues in the PIC hydrogels may contribute to promoting T cell viability and functionality in order to outperform T cell delivery through bolus injection. This can be exploited by introducing IL-2 or IL-15 agonists into the PIC gels that may locally enhance T cell viability and persistence (18, 53), while circumventing the toxicity associated with high dose bolus IL-2 (24). Alternatively, scaffolds bearing T cell-activating cues such as agonistic CD3 and CD28 antibodies (54) alone or together with αCD137 and IL-15 agonists (55) can be used to promote vigorous in situ T cell expansion and improve functionality. Anti-tumor immune responses can be further boosted by presenting stimulator of interferon genes (STING) agonists (56). These strategies are promising to increase efficacy of ACT by locally stimulating and expanding adoptively transferred T lymphocytes in a tunable 3D environment compared to conventional bolus injection of pre-stimulated T cells (55, 56). In addition, this may reduce the need to support T cell engraftment using toxic co-treatments such as lymphodepleting chemotherapy and IL-2 (18).

As we describe that PIC hydrogels are not only suitable for cell culture of primary T cells but also support DC survival to a similar extent as medium, we speculate that PIC gels may be suitable for the localized delivery and local stimulation of DCs for DC-based cancer vaccination approaches. In this setting DC-stimulating cues such as covalently attached TLR ligands and tumor antigens can be grafted onto the polymers to create an immunostimulatory niche (10, 57, 58), although careful consideration with respect to the local persistence of TLR ligands and tumor antigens is pivotal to induce anti-cancer immunity rather than tolerance (59).

Our findings build on previous work that reported that PIC gels are biocompatible and can support the culture of various cell types including mesenchymal stem cells, adipocytes, melanoma cells, fibroblasts and endothelial cells (28, 41). This highlights the biocompatible nature of PIC hydrogels and puts them forward as versatile scaffolds that are immunologically silent. Their synthetic nature and azide-handles create a flexible and controlled platform that is readily applied for immunomodulation, both in vitro and in vivo. As such, PIC hydrogels are highly valuable tools as 3D cell culture systems and cellular delivery vehicles, for which the choice and formulation need to be tailored to the desired application.
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T cell activation is initiated upon ligand engagement of the T cell receptor (TCR) and costimulatory receptors. The CD28 molecule acts as a major costimulatory receptor in promoting full activation of naive T cells. However, despite extensive studies, why naive T cell activation requires concurrent stimulation of both the TCR and costimulatory receptors remains poorly understood. Here, we explore this issue by analyzing calcium response as a key early signaling event to elicit T cell activation. Experiments using mouse naive CD4+ T cells showed that engagement of the TCR or CD28 with the respective cognate ligand was able to trigger a rise in fluctuating calcium mobilization levels, as shown by the frequency and average response magnitude of the reacting cells compared with basal levels occurred in unstimulated cells. The engagement of both TCR and CD28 enabled a further increase of these two metrics. However, such increases did not sufficiently explain the importance of the CD28 pathways to the functionally relevant calcium responses in T cell activation. Through the autocorrelation analysis of calcium time series data, we found that combined but not separate TCR and CD28 stimulation significantly prolonged the average decay time (τ) of the calcium signal amplitudes determined with the autocorrelation function, compared with its value in unstimulated cells. This increasement of decay time (τ) uniquely characterizes the fluctuating calcium response triggered by concurrent stimulation of TCR and CD28, as it could not be achieved with either stronger TCR stimuli or by co-engaging both TCR and LFA-1, and likely represents an important feature of competent early signaling to provoke efficient T cell activation. Our work has thus provided new insights into the interplay between the TCR and CD28 early signaling pathways critical to trigger naive T cell activation.

Keywords: T cell activation, naive T cells, co-stimulation, CD28, TCR–T cell receptor, calcium signaling


INTRODUCTION

T cell activation involves two types of signal transmitted by surface receptors upon engagement with their respective ligands, which are present on antigen-presenting cells (APCs) (1). The first signal is induced via the T cell receptor (TCR) upon binding to antigenic peptide–major histocompatibility complex (pMHC); the second signal is induced via costimulatory receptors, the prototype of which is CD28, binding to either B7-1 (also known as CD80) or B7-2 (also known as CD86). CD28 is the only B7 receptor constitutively expressed on naive T cells. Costimulation through CD28 is critically required for naive T cells to achieve clonal expansion, cytokine production and for protection against apoptosis and anergy (2, 3). However, despite many years of study, the contributions from and relationship between the TCR and CD28-mediated pathways remains to be elucidated. In particular, a long-debated question in the field is: does CD28 mainly work to increase the activation of TCR-induced signaling pathways, or does it allow triggering of some unique intracellular events that are absent when only the TCR is stimulated? In this context, it has been shown that the CD28-mediated signaling—that is, signal 2—can decrease the threshold of sensitivity of TCR signaling—that is, signal 1—upon binding to pMHC, but this seems due to the modulation of TCR signaling events downstream of receptor-proximal steps (4). Moreover, CD28 stimulation in general has no effect on the “down-regulation” of TCRs upon binding to antigen (5), a surrogate marker for TCR engagement (6). In addition, engagement of CD28 at surface of T cells appears not modifying formation of the immunological synapse (IS) (7), but could impact TCR in situ location at T cell/APC contacts (8–11). Nevertheless, increase of signal-1-pathway activation by signal 2 does not easily explain how the presence of signal 2 prevents naive T cells from the anergy that occurs following activation of signal 1 alone. It is therefore considered that CD28 contributes both quantitatively and qualitatively to the signaling pathways driving T cell activation (2). On the other hand, recent studies conducted in antigen-experienced T cells suggested that TCR engagement can facilitate CD28–B7 interactions (12, 13) and consequently favors the costimulatory signal initiation. Sanchez-Lockhart et al. (12, 13) found that TCR stimulation, in previously activated T cells, could enhance the avidity of CD28–B7 binding via a mechanism involving a possible rotation of the ligand binding interface of the extracellular domain of CD28 homodimer. In the context of the regulation of CD28 ligand avidity, Bromley et al. (7) showed that the interactions between CD28 on naive T cells and B7 molecules on APCs are extremely weak. It was also proposed that TCR triggering produces a microenvironment at the immunological synapse that favors the interactions of potent secondary signaling molecules, such as CD28.

In many of the previous studies, the CD28-mediated (and to some degree also the TCR-mediated) signaling pathways were investigated in T cell lines or antigen-experienced T cells, but this was rarely performed in naive T cells. However, it is not clear to what extends the information obtained from these studies can apply to the activation of naive T cells. Here, we investigated the interactions between TCR- and CD28-mediated early signaling pathways upon engagement with their respective ligands and evaluated their contribution to T cell activation in mouse naive CD4+ T cells. By analyzing the autocorrelation function of the signal, we showed for the first time that concurrent TCR and CD28 stimulation, but not the individual stimuli, significantly prolonged the average decay time (τ) of calcium signal amplitudes, as compared with its value found in unstimulated cells. This unique costimulatory function likely contributes to TCR- and CD28-mediated signaling responses leading to efficient T cell activation. Thus, we showed calcium fluxes as a potentially important step through which TCR and CD28 early signaling pathways interact and cooperate each other for the effective initiation of naive T cell activation.



MATERIALS AND METHODS


Mice and Ethics Statement

This study has been approved by the following Animal Care and Use Committee: Departmental Direction of Veterinary Services of Bouches du Rhône (Direction Départementale des Services Vétérinaires des Bouches du Rhône), and the approval number is F13-055-10. The study was carried out in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals the French Ministry of Agriculture and of the European Union. Mice were housed under specific pathogen-free conditions and handled in accordance with French and European directives. Animals were housed in the CIML animal facilities accredited by the French Ministry of Agriculture to perform experiments on alive mice. All efforts were made to minimize animal suffering. 3A9 TCR transgenic (TCRtg) mice (14) maintained on a CBA/J background were bred onto a CBA/J x C3H/HeN before used in the experiments (15). C3H/HeN mice were purchased from Janvier Labs SAS (Le Genest St Isle, France). Sex and age of mice were varying according to the experiment performed.



Reagents and Antibodies

4-amino-5-(4-chlorophenyl)-7-(dimethylethyl) pyrazolo [3,4-d] pyrimidine (PP2) was purchased from Calbiochem. The anti-CD3ε mAb (clone145-2C11) and the CTLA4–Fc fusion protein were supplied by Becton Dickinson. The antibodies used for FACS analysis were as follows: anti-CD28-PE (37.51) and anti-CD80-PE (16-10A1) from eBioscience, anti-CD80-APC (16-10A1), anti-CD54-APC (YN1/1.7.4), anti-CD4-Pacific Blue (GK1.5), anti-CD25-APC (PC61) and anti-CD62L-Pecy7 (MEL-14) from BioLegend, anti-CD44-PE (IM7), anti-I-Ak-PE (11-5.2) and anti-CD69-FITC (H1 2F3), anti-CD11a-PE (Clone 2D7) from BD Biosciences.



Transfection of B7-1 and ICAM-1

pSelectBlastimB7.1 and pUNO1-mICAM1 plasmids (from Invivogen) encoding for mouse B7-1 and mouse ICAM-1, respectively, were used for transfecting (Amaxa, V solution, A024) the COS-Ak cells (16). Cells were sorted based on their staining with specific antibodies. The resulting stable transfectants were referred as COS-Ak/B7-1 and COS-Ak/ICAM-1, respectively. The surface density of B7-1 in COS-Ak/B7-1 was estimated to be ~10 molecules/μm2 by using anti-CD80-PE and QuantiBRITE beads (BD Biosciences), which was within the range of that found on professional APCs in vivo (17).



Flow Cytometry

Cells were analyzed on a BD LSR II flow cytometer using the FlowJo software. Cells sorting were performed on BD Aria III. To quantify the antigen molecules on cell surface, BD Quantibrite™ PE Beads (BD Biosciences) were used according to the manufacturer's manual.



T Cell Isolation

CD4+ T cells were purified from the total cell population of pooled lymph nodes and spleens from 3A9 TCRtg mice using Dynabeads Untouched Mouse CD4 cell kits (Life Technologies), after cell extraction on nylon membrane and lysis of erythrocytes with NH4Cl. All cells were 3A9 TCR positive. The naive T cell (CD44loCD62LhiCD25−CD69−) population was generally >95%.



Measurement of IL-2 Production From T Cell Stimulated

Purified CD4+ T cells from 3A9 TCRtg mice were co-cultured at 37°C with COS APC cells, with different doses of HEL 48-63 peptides. T cells were harvested after 20 h. The concentration of IL-2 in the supernatants was measured by Mouse IL-2 ELISA Ready-SET- Kit (eBioscience).



The Recording of the T Cells Stained With Calcium Indictor Dye

The measurement of CD4+ T cell intracellular calcium was performed using MAAACS (methods for automated and accurate analysis of cell signals) (15). In brief, T cells were first loaded with calcium indicator dye (BD™ PBX Calcium Assay Kit) at 37°C for 30 min protected from light. After washing twice in HBSS (Hank's buffer salt solution) containing 1 mM HEPES (pH 7.4), T cells resuspended in the same solution plus CaCl2 and MgCl2 were added onto the monolayer of COS APCs in Lab-Tek chamber slides (Nalge Nunc International). Time-lapse movies of the cells, composed of 420 images with each taken every 7 s, were performed on a Zeiss LSM 510 Meta confocal microscope equipped with a C-Apochromat 40X/1.2 water immersion objective as well as an argon laser with a 488 nm dichroic and a 505 nm long pass filter. During the movie recording, cells were kept at 37°C.



Analyses of the T Cell Movement

From recorded movies, T cell instantaneous speeds were calculated as previously described using MAAACS (15). The cell trajectories analyzed by MAAACS were also used to calculate the mean square displacement (MSD) values, which were computed using MSDAnalyzer freely available on GitHub, a Matlab (The MathWorks, Natick, MA) package accordingly to Tarantino et al. (18). The log-log MSD curves were fitted with a linear function to retrieve the so-called α value reflecting the mean cell motion behavior. α close to 1 means a normal diffusive movement, while a value < 1 indicates a subdiffusive movement and values > 1 a superdiffusive movement of the cells.



The Analysis of the T Cell Calcium Response Magnitude and Types

Experimental raw fluorescence images were first median-filtered and then correlated with a cylindrical mask, transforming pseudo round objects into Gaussian peaks while retaining the overall initial intensity. Note that the mask width is set to match the average radius of the cell. The trajectories are rebuilt by connecting frame to frame cell positions using the MTT algorithm (19). The construction of the raw fluorescence intensity distribution histogram prior to the maximal amplitude allowed to compute a median that is defined as the individual baseline value to which raw intensities then are normalized. The mean amplitude (MA) of the fluorescence intensities corresponds to the average normalized intensity over the whole trace. From the average MA of the cell population, an activation threshold could be established by comparing the stimulating and non-stimulating conditions. This was determined as a combination of maximizing the probability of detection (PD), and minimizing the probability of false alarm (PFA). Based on our previous work using MAAACS to study the calcium responses in 3A9 TCRtg CD4+ T cells (15), we set this threshold to 2, and verified that when preforming analyses with this threshold, while the PD was very high (>0.96), the PFA was kept low (<0.04) for reacting cells under all stimulation conditions (data not shown). A number of parameters were then established for the calcium response. The activated (or reacting) cells are cells whose normalized fluorescent intensity spikes reached the threshold value in a given condition. The magnitude of calcium response for each reacting cell was quantified using two parameters, i.e., MA as already mentioned, and the response fraction (RF), corresponding to the ratio between the time when the intensity is above the threshold and the total time during which the intensity is detected. It could be noted that MA may be <2, because MA is the mean normalized intensity value of a recording. Finally, the calcium responses displayed by the active cells were classified into three types according to the level of the RF (15). The “maintained” type was defined as RF higher than 0.8, while the “unique” type was defined as RF lower than 0.2 with a single burst. In other cases, the type is “oscillatory.”



The Autocorrelation Analysis of the Calcium Signal Amplitudes

The autocorrelation analysis was performed with the following steps:

a: data detrending

In our analysis, the lagged difference was used as the data detrending method to ensure that the detrended time series were first-order and second-order stationary after removing the trend of the raw data (yt) along with time. We obtained the stationary process Xt by the first (or higher) order differences, for instance, for the first order differences calculation:
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And higher order difference is needed until the stationary condition is satisfied.

b: Autoregressive model

Each time series was then decomposed into the deterministic and purely stochastic parts by fitting an autoregressive (AR) model with the following form:
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where parameter αp represents the correlation between Xt and Xt−p, and the error term εt refers to the disturbance with mean of zero. The optimal lag order p is chosen according the Schwartz Bayesian Criterion (SBC). We obtained the correlation coefficients via Yuler-Walker method (which is invulnerable to non-normality of the error term but requires the zero mean) and then use them to analyze the typical oscillation and decay times of signals. The Equation (1) could be rewritten into a compact form so that:
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Where:
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c: Construction of the Ã matrix (20)
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The dynamics of the coefficients [image: image] are then characterized by the combination of p univariate AR (1) models given as:
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By taking the temporal average, we obtain the dynamic of the expanded values of the coefficients:
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and which describes a spiral
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d: Decomposition

Thus, we could decompose the coefficient matrix Ã
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where [image: image] is a non-singular matrix with the columns of which correspond to the eigenvectors and Λ is the associated diagonale matrix whose diagonal is composed by the eigenvalues λl

e: Decaying

Decaying is a function of λl and the maximum value of decay time is what we need

With decay times:

[image: image]



Statistical Analysis

All statistical analyses were performed using GraphPad Prism 7.0. A non-parametric two-tailed unpaired Mann–Whitney test was used for comparison between two groups.




RESULTS


Concomitant Stimulation of the TCR and CD28 With Their Cognate Ligands Expressed on COS-7 Cells Trigger an Efficient Activation of Naive CD4+ T Cells

To analyze the TCR and CD28 interactions with their respective ligands, we used naive CD4+ T cells from 3A9 TCRtg mice (14), and COS-7 fibroblasts (derived from monkey kidney tissue) stably transfected with mouse MHC class II (MHCII) I-Ak (designated as COS-Ak) alone or together with mouse B7-1 (COS-Ak/B7-1) as the antigen-presenting cells (APCs). 3A9 TCR is specific for the hen egg lysozyme (HEL) peptides, such as HEL48-63, presented by I-Ak. We have previously shown that the I-Ak-expressing COS-Ak cells enabled efficient presentation of HEL peptides to T cell hybridoma cells expressing the 3A9 TCR (15). Moreover, given the fact that COS-7 cells are known to be devoid of ascribed ligands for T cell costimulatory or adhesion receptors (21, 22, 23), or T cell costimulation promoting activity (24), COS-Ak/B7-1 cells allowed us to analyze the contribution of CD28-B7 interactions in T cell activation. In addition, we generated COS-Ak/ICAM-1 in order to compare the effects of B7-1 and ICAM-1 in T cell activation as ICAM-1 binding to LFA-1 was known to facilitate TCR–pMHC interactions and strengthen TCR-triggered signaling pathways. The different cell lines were sorted according to their surface expression of I-Ak, B7-1, and ICAM-1. As a result (Figure S1), all the cell lines expressed the same level of I-Ak on their surface. In addition, the relative surface expression of B7-1 on COS-Ak/B7-1 and ICAM-1on COS-Ak/ICAM-1 were comparable. On the other hand, and as expected, mouse naïve CD4 T cells had a much higher surface level of LFA-1 than CD28 (Figure S1).

The incubation with COS-Ak cells loaded with HEL peptides resulted in inefficient activation of naive 3A9 TCRtg CD4+ T cells, as measured by IL-2 secretion. However, the incubation with COS-Ak/B7-1 cells loaded with HEL peptides to concurrently trigger TCR and CD28 signaling pathways elicited strong activation of 3A9 TCRtg CD4+ T cells (Figure 1A). In addition, we observed that COS-Ak/ICAM-1 cells also could support the activation of 3A9 TCRtg CD4+ T cells when pulsed with HEL peptides, even if the strength of activation appeared to be less strong than with COS-Ak/B7-1 cells. Interestingly, video microscopic examination revealed that 3A9 TCRtg CD4+ T cells patrolled quickly on the surface of the COS APCs with or without antigenic peptides, forming transient, and mobile contacts (Figure 1B and Figure S2A) with the average instantaneous speed values that were higher than 4.0 μm/min. Such mobile and short-lasting contacts between T cell and APCs where the TCR binds to pMHC have been referred as immunological kinapses (25) [in which the average T cell speed > 2.5 μm/min (26)], differentiating them from immunological synapses, which are long-lived and stable [average T cell speed < 2.5 μm/min (26)]. Various studies have shown that for naive T cells, immunological kinapses are probably the most frequent type observed in vivo (26–30) and in vitro (26), at least during the early phase of T cell activation. Our analysis also showed that the average speed of 3A9 TCRtg CD4+ T cells was the same with COS-Ak cells loaded or not with HEL peptides; a slight reduction was found with COS-Ak/B7-1 cells after HEL peptide loading, and the lowest speed was observed with 3A9 TCRtg CD4+ T cells interacting with COS-Ak/ICAM-1 cells, either before or after peptide loading (Figure 1B). We next conducted the mean square displacement (MSD) vs time analyses (31) of the CD4 T cell movements on different COS APCs between non-stimulating and stimulating conditions (Figures 1C,D and Figure S2B). Of interests, these analyses revealed that the antigen stimulation affected the MSD of CD4 T cells that interacted with COS-Ak and COS-Ak/B7-1 cells, respectively, but in an opposite direction (Figure 1D). Moreover, while these movements all contained heterogeneous diffusion modalities, they were all also largely dominated by the constrained (subdiffusive) type. However, an increase in the percentage of trajectories with an α value significantly > 1 suggested that a directed-like motion (superdiffusive) type was present in the movement of T cells upon stimulation by antigen in the absence of CD28 or LFA-1 signaling (Figure S2B). Finally, the free-like (normal diffusive) motion was essentially absent in all cases (Figure S2B).
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FIGURE 1. B7-1 expression on COS APCs provides efficient costimulatory signaling to naive CD4+ T cells. (A) Activation of naive CD4+ T cells upon contact with COS APCs loaded with HEL 48–63 peptides. 5 × 105 naive CD4+ T cells from 3A9 TCRtg mice were cultured at 37°C with COS-Ak, COS-Ak/B7-1, COS-Ak/ICAM-1 cells, loaded or not with different doses of HEL 48–63. T cells were harvested after 20 h. IL-2 concentration in the supernatants was measured by ELISA. Data represented the mean of three individual experiments. Data: mean ± s.d. (B) Naive CD4+ T cells form mobile contacts with COS APCs loaded or not with HEL 48–63. Naive CD4+ T cells from 3A9 TCRtg mice were loaded onto APCs monolayers of COS-Ak, COS-Ak/B7-1, COS-Ak/ICAM-1 cells grown to confluency on Lab-Tek chamber slide, loaded or not with 1 μM HEL 48–63. T cell trajectories were recorded for 45 min at 37°C using confocal video-microscope. Average migration speed over the whole trajectory was calculated as described in Materials and Methods. Data: mean ± SEM. Their numerical values were 5.96 ± 0.21 μm/min (n = 105), 5.57 ± 0.24 μm/min (n = 56), 5.59 ± 0.18 μm/min (n = 111), 4.68 ± 0.11 μm/min (n = 134), 4.36 ± 0.23 μm/min (n = 60), and 4.36 ± 0.17 μm/min (n = 93) for the T cells contacting with COS-Ak, COS-Ak plus HEL 48–63, COS-Ak/B7-1, and COS-Ak/B7-1 plus HEL 48–63, COS-Ak/ICAM-1, and COS-Ak/ICAM-1 plus HEL 48–63, respectively. (C) Mean square displacement over time and (D) average mean square displacement over 10 min of T cells seeded onto COS-Ak, COS-Ak/B7-1, and COS-Ak/ICAM-1 cells, loaded or not with 1 μM HEL 48–63, respectively. Mann–Whitney tests were performed using Graphpad prism 7.0 for comparisons between two groups. Statistical significance was set at 0.05, and p-values < 0.05 were denoted in red. **p < 0.01, ***p < 0.001, and ****p < 0.0001.





TCR Stimulation With pMHC Raises the Fluctuating Calcium Mobilization Level in Naive CD4+ T Cells

The calcium response is a major signaling event downstream to receptor-proximal signaling pathways in T cell activation (32, 33). Previous works have established that the TCR early signaling enables elevation of the intracellular calcium concentration ([Ca2+]i) that could be further potentiated upon CD28 coengagement (4, 10). Moreover, the results from several studies have suggested that enhanced calcium response plays an essential role in the costimulatory function of CD28 in T cell activation (2, 4, 10, 34). However, its involvement in the TCR- and CD28-mediated stimulation currently remains poorly known for the naive T cell activation. One important reason is that study models were built up either by inferring from observations made in other T cell types, or experimental data by using antibodies against the TCR and CD28, which may mimic some properties but certainly miss others of the corresponding natural ligands. We therefore decided to examine the calcium responses of 3A9 TCRtg CD4+ T cells upon interactions with COS APCs. For this, we used the MAAACS approach (15), an inclusive method that we previously developed, which enabled comprehensive analyses of the calcium dynamics in T cells that are constantly moving and forming kinapses with APCs. The Figure 2 and Figure S3 depict how the use of MAAACS to analyze the calcium mobilization in 3A9 TCRtg CD4+ T cells allowed the efficient determination of its frequency and average response magnitude that was determined by the average mean amplitude (MA) and response fraction (RF). Consistent with the previous study (15), we observed that when seeded onto COS-Ak cells, some 3A9 TCRtg CD4+cells exhibited weak and transient calcium elevation over a period of several tens of minutes (Figure 3). A factor that could account for such basal fluctuating [Ca2+]i rises is T cells interacting with APCs, either with or without the involvement of MHC molecules (35–37). When 3A9 TCRtg CD4+ T cells were seeded onto COS-Ak cells loaded with HEL peptides, 3A9 TCRtg CD4+ T cells continued to experience fluctuating [Ca2+]i elevations, in line with previous studies on naive CD4+ T cells upon TCR stimulation (15, 36, 38); however, there was an increase in both percentage and average response magnitude, as estimated by the MA and RF of the reacting cells, respectively (Figures 3, 4). In addition, we observed that these increases took place in a dose-dependent manner when peptides were loaded at concentrations of 0.1, 1.0, and 10 μM, respectively. Finally, for all the stimuli conditions, the main type of calcium response for activated cells continued to be “oscillatory,” the proportion of which increased with the peptide concentration (Figure 3).
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FIGURE 2. Illustration of the T cell calcium response analysis with an example experiment. Naive 3A9 TCRtg CD4+ T cells were loaded with Fluo-4 PBX before incubation at 37°C for 45 min with COS-Ak pulsed with 10 μM HEL 48–63. Time-lapse movies of T cells were made using confocal microscope as described in Materials and Methods. (A) Single cell fluorescence recordings analyzed by MAAACS and categorized into different classes according to the magnitude and shape of fluorescence signals. The examples of four different response types are shown. In each panel, the top row is made up of 2 min-delayed snapshots of raw images of a cell. Just below are the normalized fluorescence intensities displayed in the form of a bar code and a line profile, respectively. The non-activated cells are defined as cells whose normalized fluorescence intensities have never reached the activation threshold (set at 2.0, red dotted line, see Methods and Materials for more details) along the whole trace. For the activated cells, we defined a response as “maintained” when the response fraction (RF) was higher than 0.8, and “unique” when the response fraction was lower than 0.2 with a single burst. In all other situations, calcium responses were “oscillatory.” (B) Color barcoding and calculation of the analytical parameters of the calcium response. The normalized fluorescence amplitude of each cell is plotted along a horizontal line as a function of time with a color-coded intensity (dark to blue below the threshold of activation and yellow to red above the threshold of activation). The analytical parameters of the calcium response, i.e., the mean amplitude (MA) and RF calculated by MAAACS are plotted (mean ± SEM). The global overview of the cell response heterogeneity is summarized in the form of a pie chart.
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FIGURE 3. Naive CD4+ T cells show various calcium response modes upon different stimulation. Naive 3A9 TCRtg CD4+ T cells were loaded with Fluo-4 PBX before incubation at 37°C for 45 min with COS APC cells pulsed without or with different doses of HEL 48–63 as indicated. Time-lapse movies of T cells were made by confocal microscope as described in Materials and Methods. For each antigenic peptide concentration, modes of calcium response are represented as a pie chart: non-activated in gray, maintained in red, oscillatory in green, and unique in yellow. The total number of cells analyzed is indicated in parentheses. The percentage of activated (reacting) cells is shown by the double arrows, and their values are indicated.
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FIGURE 4. Comparisons of analytical parameters of the calcium response in naive CD4+ T cells upon different stimulation. Naive 3A9 TCRtg CD4+ T cells stained with Fluo-4 PBX were loaded onto COS APC monolayers at 37°C and observed for 45 min. COS-Ak, COS-Ak/B7-1, COS-Ak/ICAM-1 APCs were loaded or not with 0.1, 1, and 10 μM HEL 48–63. Average mean amplitude (A) and responding fraction (B) were calculated as described in Materials and Methods. Data: mean ± SEM. Mann–Whitney tests were performed using Graphpad prism 7.0 for comparisons between two groups. Statistical significance was set at 0.05, and p-values < 0.05 were denoted in red. *p < 0.05, **p < 0.01, and ****p < 0.0001.





TCR and CD28 Concomitant Stimulation Induces a Stronger Calcium Mobilization Than Single-Receptor Stimulation in Naive CD4+ T Cells

We next examined the calcium mobilization of 3A9 TCRtg CD4+ T cells activated by concurrent TCR and CD28 stimulation. When 3A9 TCRtg CD4+ T cells were seeded onto COS-Ak/B7-1 cells without HEL peptides, a weak but detectable increase in calcium elevations, in terms of both frequency and average response magnitude of the reacting cells, was observed compared with 3A9 TCRtg CD4+ T cells seeded onto COS-Ak cells, indicating that the engagement alone of CD28 enabled a low level of calcium mobilization (Figures 3, 4). When 3A9 TCRtg CD4+ T cells were incubated with COS-Ak/B7-1 cells loaded with HEL peptides, with both TCR and CD28 being engaged, the calcium mobilization level was higher than that obtained with each receptor alone, as expected. In addition, the type of response with regards to the presence of antigen stimulus was consistent with that expected—that is, the response increased with the increased concentration of the HEL peptide, and the response attained its maximum level at the concentration of 10 μM. However, we noticed that the observed augmentation in the percentage and average mean response magnitude of reacting cells did not characterize a functional aspect that could account for the high costimulatory activity of CD28. Indeed, the costimulation of CD28 together with TCR stimulation triggered by a low concentration of HEL peptide (0.1 μM) resulted in a weaker calcium response in 3A9 TCRtg CD4+ cells than that observed with TCR stimulation alone triggered by a higher concentration of HEL peptide (10 μM); however, a much higher secretion rate of IL-2, was found in the first case than in the second (Figures 1A, 4).

Our following comparison between CD28 and LFA-1 in their cooperation with the TCR to elicit the calcium response further supported the above remark. We observed that the engagement of LFA-1 by its ligand ICAM-1 alongside the stimulation of TCR by pMHC resulted in a significant increase in calcium mobilization, whereby both frequency and average response magnitude of reacting cells reached plateau level with 0.1 μM peptides. Comparatively, co-triggering LFA-1 along with TCR stimulation produced a stronger calcium response in 3A9 TCRtg CD4+ cells than did CD28 (Figures 3, 4). However, co-engagement of CD28 caused a greater TCR-induced IL-2 secretion than the LFA-1. Indeed, co-engaging CD28 with the TCR that was stimulated with HEL peptides at 0.1 μM resulted in a higher IL-2 production than co-engaging LFA-1 with TCR stimulation with HEL peptides at any concentration (Figure 1A), despite the more potent calcium response magnitude occurred in the cases of LFA-1 co-engagement (Figure 4). Altogether, our data showed that both CD28 and LFA-1 stimulation could significantly potentiate the calcium response induced by the TCR–pMHC interactions. However, the increase of the frequency and average response magnitude in the calcium mobilization is probably not the most crucial facet of CD28 costimulatory function in T cell activation.



TCR and CD28 Concomitant Stimulation Triggers a Distinctive Increase in the Decay Time (τ) of [Ca2+]i Elevations as Shown by Time Series Analysis

Our observations made above could reflect that CD28 functions through mechanisms that are partly dependent on calcium mobilization or, alternatively, that CD28 costimulation crucially relies calcium mobilization, but in addition to the classical aspects—namely the reacting cell frequency and average response magnitude—there could be other molecular features. Given the results of previous studies (2, 4, 34), we assumed the latter to be the most likely possibility. We considered that CD28 costimulation could change the temporal dynamics of the calcium response induced with TCR stimulation alone (10, 34, 39). For instance, earlier investigations with human primary T cells using antibodies showed that concurrent TCR and CD28 ligation elicited a more-sustained calcium response than did each receptor individually (34, 39). However, such antibody-elicited T cell responses were not fluctuating, and their maintenance was generally characterized by a flatter slope in the signal decay, which differed from the calcium response found here. We therefore decided to conduct the autocorrelation analysis to reveal the dynamics of intracellular calcium mobilization in 3A9 TCRtg CD4+ T cells. The autocorrelation analysis examined the self-similarity of a time series signal (Figure S4), which can be characterized with a decay time (τ) that describes the persistence of the information that the signal carries. Such an approach was previously employed to examine the contribution of [Ca2+]i oscillation during IFN-γ production by human cytotoxic T cell clones (40). Our autocorrelation analysis interestingly revealed that the calcium amplitude signal in the (reacting) 3A9 TCRtg CD4+ T cells at the basal conditions had an average characteristic decay time (τ) of ~46 s (Figure 5). The calcium signal decay time (τ) remained unchanged in 3A9 TCRtg CD4+ T cells upon stimulation of TCR, CD28, or LFA-1, with the corresponding ligands. However, stimulation of both TCR and CD28, but not both TCR and LFA-1, induced a striking increase of decay time (τ) to ~58 s (Figure 5). Moreover, the increase immediately reached a plateau value with 0.1 μM HEL peptide and kept unchanged at higher peptide concentrations, suggesting that the induction involves a very efficient mechanism that allows it to take place even when the level of antigen is low. Therefore, our analysis uncovered the augmented decay time (τ), representing a unique feature of the calcium response elicited by TCR and CD28 concurrent stimulation, and we suggest that the CD28 costimulatory activity thus contributes to producing a type of fluctuating intracellular calcium mobilization with greater incidence, higher magnitude, and longer memory of information it carries than TCR stimulation alone during naive T cell activation.
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FIGURE 5. Comparisons of decay time (τ) of calcium response in naive CD4+ T cells upon different stimulation. Naive 3A9 TCRtg CD4+ T cells stained with Fluo-4 PBX were loaded onto COS APC monolayers at 37°C and observed for 45 min. APC cells were loaded or not with 0.1, 1, and 10 μM HEL 48–63. Analysis of average decay time (τ) was performed as described in Materials and Methods. Data: mean ± SEM. Mann–Whitney tests were performed using Graphpad prism 7.0 for comparisons between two groups. Statistical significance was set at 0.05, and p-values < 0.05 were denoted in red. *p < 0.05 and **p < 0.01.






DISCUSSION

In this work, we investigated the mechanism of activation of naive CD4+ T cells mediated by the TCR and CD28. The T cell activation process has been the focus of numerous studies during past decades, but its mechanism is still only partially understood. Our current study has identified an important step in the TCR and CD28 signaling pathways where the two pathways interact and complement one another to promote the effective initiation of naive T cell activation—namely the regulation of the fluctuating intracellular calcium mobilization. Indeed, we have shown for the first time that simultaneous TCR and CD28 stimulation, but not stimulation of individual receptors, significantly extended the decay time (τ) of the calcium amplitude signal detected prior stimulation. This special property, uniquely characterizing the costimulatory action of CD28, probably contributes to TCR- and CD28-mediated signaling pathways leading to efficient T cell activation. This finding supports the notion that it is only after initial antigen recognition by TCR that CD28 efficiently triggers signaling pathways in naive T cells, given the very weak basal interactions of CD28 with B7 molecules (7), and its low abundance in this cell population (2, 3).

CD28 is a major costimulatory receptor that is constitutively expressed on naive T cells and is essential for the activation of naive T cells by antigen recognition. However, much information on the molecular mechanism of CD28 signaling in naive T cells is largely inferred from results obtained with T cell lines or antigen-experienced T cells but very rarely directly studied. This is mainly due to the fact that it remains technically more challenging to study early signaling events following stimulation of surface receptors in naive T cells. However, it is not clear to what extent the information obtained from these studies can be applied directly to the activation of naive T cells, as the early signaling steps induced upon T cell antigen recognition between naive T cells and stimulation-experienced T cells exhibit both qualitative and quantitative differences. In addition, there is also the problem that, in many of these studies, receptor stimulation has been achieved only by means of antibodies instead of physiological ligands. It is reasonable to consider that antibodies, especially in soluble form, can only mimic some, but not all, of the key actions of membrane-bound ligands (41, 42). It is therefore important to examine the mechanism of activation of naive T cells via TCR and CD28 by directly using naive cells that are triggered by natural ligands on APCs, which we have done here.

Calcium mobilization is known to be an essential signaling event in T cell activation (32, 33). Previous studies have suggested that the contribution of CD28 in calcium mobilization is essential to its co-stimulatory activity in promoting T cell activation. Naive T cells exhibit significant basal intracellular Ca2+ transients both in vitro and in vivo (35–37). The considerable fluctuation of [Ca2+]i rises also feature the calcium responses in naive T cells when exposed to various types of external stimuli (15, 38, 36). We utilized in our study MAAACS, an inclusive method that we recently developed that allows efficient and robust analysis of the calcium responses in naive mouse CD4+ T cells. We observed that in the activation of naive T cells, the concurrent engagement of the TCR and CD28 with their cognate ligands elicited an elevation in the fluctuating [Ca2+]i with both higher frequency and magnitude than did TCR or CD28 engagement alone, which was not surprising. However, by examining the autocorrelation function of the calcium amplitude signal (40), we uncovered for the first time that there was an increase in the decay time (τ) of such signal from the basal level specifically after concurrent TCR and CD28 stimulation. The autocorrelation function normally describes the correlation between the signal observed at one time point with the observed at several previous time points and the decay time (τ) derived from this analysis characterizes the time length within which the signals at two time points show correlation. The decay time (τ) therefore provides information on the existence of a memory for the signal and its decay rate. It was found that the fluctuating calcium rises in mouse naive CD4+ T cells show an average decay time of ~46 s under basal conditions, which remained unchanged when the same cells were stimulated via either TCR, CD28, LFA-1, or TCR plus LFA-1 by the corresponding ligands, respectively. The combined stimulation by TCR plus CD28, however, resulted in a significantly longer decay time of ~58 s. This unique capacity from the concurrent TCR and CD28 stimulation may be linked to the key co-stimulatory molecule statue of CD28 critical to TCR-induced naive T cell activation upon pMHC engagement.

The origin of the prolonged decay time currently is unknown. One possible cause is because of the existence of constrained diffusions of intracellular Ca2+ ions due to spatial confinements for local and specific activation processes (43, 44). This could be arisen from generation of specific calcium nano- or microdomains at the vicinity of Ca2+ channels in membranes (45–47), or calcium flux in subcellular organelles such as nuclei (43, 48) and mitochondria (46, 49), etc. Interestingly, our present work is reminiscent for several aspects to the previous characterization of the role of CD28 co-stimulatory signaling in calcium responses by the previously activated mouse CD4+ T cells. In particular, Andres et al. (10) have found that CD28 co-stimulation upon binding to B7 strongly increased both the frequency and magnitude of TCR-induced calcium response upon binding to physiological levels of antigens during the T cell activation. In absence of CD28 co-stimulation, the predominant pattern of calcium influx triggered by the TCR was both attenuated in amplitude and transient in duration. It would therefore be interesting to examine whether the observed more persistent calcium response pattern associated with a productive activation signal in general displays an augmented decay time.

It was interesting to observe that, in our study, unlike the co-engagement of CD28 by B7-1, co-engagement of LFA-1 by ICAM-1 along with TCR engagement by pMHC did not extend the decay time (τ) of calcium amplitude signal as compared to the basal level in naive CD4+ cells. This occurred despite the co-engagement of LFA-1 with TCR engagement produced a stronger calcium response, both in terms of the frequency and magnitude than the co-engagement of CD28 (Figures 3, 4). Future studies will be needed to see if this remarkable functional difference between CD28 and LFA-1 also applies to other T cell populations. In this context, it noteworthy that a previous work has shown that in mouse naive CD8+ cells, that LFA-1 and CD28 exhibit distinct, non-overlapping ways to influence T cell activation (50).

Our data suggest that the interplays between the TCR and CD28 early signaling generate the coincidence detection mechanism for the initiation of naive T cell activation. This endows naive T cells with the ability to tightly control their activation, which is just as important as the ability to trigger activation. For instance, B7 molecules are expressed on dendritic cells and macrophages in lymphoid tissue, the levels of which are upregulated during infection and inflammation (17); their inappropriate binding to and stimulation of CD28 could have adverse pathological consequences. On the other hand, interplays at the early signaling steps could facilitate the TCR and CD28 to trigger balanced signaling pathways and their integration. At the cell population level, coincidence detection would be a mechanism that allows T cells to focus rapidly and efficiently on APC cells that have captured antigens and upregulated B7 and MHC molecules simultaneously, as in the case of dendritic cells stimulated with microbial products. Thus, our present work has provided strong support for a “privileged” costimulatory molecule role of CD28, the only B7 receptor constitutively expressed on naive T cells, in the activation of this T cell population.
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The conformational dynamism of proteins is well established. Rather than having a single structure, proteins are more accurately described as a conformational ensemble that exists across a rugged energy landscape, where different conformational sub-states interconvert. The interaction between αβ T cell receptors (TCR) and cognate peptide-MHC (pMHC) is no exception, and is a dynamic process that involves substantial conformational change. This review focuses on technological advances that have begun to establish the role of conformational dynamics and dynamic allostery in TCR recognition of the pMHC and the early stages of signaling. We discuss how the marriage of molecular dynamics (MD) simulations with experimental techniques provides us with new ways to dissect and interpret the process of TCR ligation. Notably, application of simulation techniques lags behind other fields, but is predicted to make substantial contributions. Finally, we highlight integrated approaches that are being used to shed light on some of the key outstanding questions in the early events leading to TCR signaling.
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INTRODUCTION

Self or foreign intracellular peptides are presented on the surface of antigen presenting cells (APC) by major histocompatibility complex (MHC) class I molecules. These peptide-bound MHC (pMHC) molecules undergo surveillance by CD8+ cytotoxic T lymphocytes (CTLs) via the αβ T cell receptors (TCR) that are expressed on their surface. TCR engagement of the pMHC leads to the formation of an immune synapse that is central to T cell activation (Figure 1A). The outcome of T cell engagement with the pMHC influences T cell fate, playing a role in the defense against infection and cancer, but on the flip side, allergic reactions, autoimmune disease, transplant rejection, and drug hypersensitivity. Despite the importance of T cell activation, we have a poor understanding of how the TCR-pMHC initiates an intracellular signal and this impedes our ability to manipulate the T cell response to target infection and cancer. What is clear however is that there is enormous complexity to the overall response and dissecting it requires the integration of a diverse suite of both experimental and computational tools and techniques.
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FIGURE 1. (A) Stylized view of the pMHC-TCR and core components required for T cell signaling. (B) Components of the pMHC-TCR complex for which structures have been determined in combination with one another. The complex depicts peptide-bound HLA-A*02 in complex with CD8 and the B7 TCR (derived by superimposing components of PDB ID's 1AKJ and 1BD2. (C) Portions of the CD3εγ (ectodomain; PDB ID 1SY6), CD3εδ (ectodomain; PDB 1XIW) and CD3ζζ (TM domains; PDB ID 2MAC) signaling components have been structurally determined, but not in complex with the TCR. Black lines represent regions of conformational flexibility. TCR α and β chain shown in dark and light blue, respectively. MHC class I heavy and light (β2-microglobulin) chain shown in light and dark green, respectively. Peptide shown in red. CD8αα shown in orange.



Due to the relatively small size of the TCR-pMHC, X-ray crystallography has led the way in the structural determination of the extracellular domains of pMHC and TCR alone or in complex with one another at near-atomic resolution. These studies detail the conformation of the peptide, its interactions with MHC as well as the TCR and structural changes the MHC and/or peptide undergoes upon TCR binding. It was long-anticipated that these accrued X-ray structures would also reveal how the information at the pMHC interface is communicated from the variable domains to the membrane proximal constant domains and via the CD3 subunits necessary for signal transduction. A clear mechanism however has not been revealed, exemplified by instances where single amino acid changes in a peptide produce near-identical structural snapshots but different T cell outcomes (1–3). This indicates additional factors, concealed by X-ray crystallographic snapshots, are at play.

There is emerging evidence that conformational dynamics and dynamic allostery influences T cell recognition and activation (4–6), yet until recently, this has been overlooked in our effort to understand the structural basis of TCR recognition of the pMHC. The importance of conformational dynamics at the immune synapse has been the subject of excellent recent reviews [see, for example (7–12)]. In this review, we instead focus on relevant methodologies (highlighted in Figure 2), and specifically recent advances in computational, structural and biophysical techniques, and how they can be integrated to provide powerful insights into the key early stages of the TCR-pMHC interaction. Finally, we highlight integrated approaches that are being used to shed light on some of the key outstanding questions in the early events leading to TCR signaling.
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FIGURE 2. Combinations of biophysical, structural, and computational techniques are a necessity to overcome the limitations of each individual technique and to rigorously understand the role of dynamics in TCR-pMHC function at the core of the immunological synapse. Biophysical techniques (yellow box), structural techniques (light orange box), computational techniques (dark orange box).





X-RAY CRYSTALLOGRAPHY: PIONEERING ATOMIC RESOLUTION DETAILS

Typically, the structural flexibility of a TCR-pMHC system is solely interpreted from a single set of coordinates derived from X-ray diffraction data. In this case flexibility is merely inferred mainly by comparing structural differences between TCR-pMHC and their unbound constituents (13, 14) and the consideration of atomic temperature (B) factors. B-factors can be used to estimate atomic displacements that arise from static and dynamic disorder (alternative conformations in the crystal lattice, and atomic fluctuations in the crystal, respectively). By comparing identical molecules in different crystal lattices, the influence of crystal packing on protein structure can be analyzed (15–17). Indeed, crystal packing can select radically different conformations from a heterogeneous ensemble, giving clues to conformational dynamics (16). For example, structural variation of HLA-B*35:08-LPEP with SB27 TCR within two crystal forms suggested a “scanning” motion of the TCR on pMHC that was further supported and extended by molecular dynamics (MD) studies (3, 18).

Due to crystal packing and data collection at cryogenic temperatures, B-factors underrepresent the amplitude of conformational populations (19). Thus, due to the failure of current refinement algorithms to model structural heterogeneity, the analysis of single, static crystallographic models can reveal limited information on the dynamics of the system in solution (20–22). However, there are examples where flexibility insight has been successfully obtained and useful correlations made. For example, B-factor analysis of structures of HLA-B*35:01 and HLA-B*35:08, that differ by a single amino acid, but are bound to the same Epstein-Barr virus (EBV) peptide (HPVG) provided insights into the influence of MHC polymorphism on peptide mobility and the T cell response (23). Likewise, the structural comparison of a TCR in its unbound vs. pMHC-bound state revealed a conformational change in the A-B loop of the Cα domain that borders the CD3ε binding site (24) that was later verified to correlate with pMHC ligation (25).

In addition to concealing flexibility, the X-ray structures available are also incomplete and lack the core components necessary for signal transduction (Figures 1B,C). While the structures of TCR-pMHC, pMHC-CD8 (26–29), CD3 heterodimers (30–34), and CD8 homo/heterodimers (35, 36) have been determined, critically informative complexes such as CD8 and/or CD3 in complex with TCR-pMHC or even just TCR-CD3 are lacking due to the poor affinity of soluble CD3 and CD8 for the TCR and MHC, respectively (33, 37, 38). Also absent, due to technical challenges, are the stalk regions, membrane-spanning domains, and intracellular tails of the TCR, MHC, and CD8 and CD3 molecules, which play a role in complex assembly, the spatial organization of the components and signal transmission (39–46). Therefore, whilst X-ray crystallography can yield highly informative, high-resolution structures, its limitations necessitate the use of clever engineering and complementary techniques to make the next leap in terms of T cell signaling.



MOLECULAR DYNAMICS SIMULATIONS: PRODUCING TESTABLE HYPOTHESES AND PLACING EXPERIMENTAL FINDINGS INTO A THEORETICAL FRAMEWORK

Although conventional X-ray crystallographic analysis provides little information regarding dynamics, the exquisite resolution as well as model completeness has provided a solid data foundation that has spurned an increasing amount of MD simulation studies. All-atom MD simulations probe the flexibility of the system by computing iterative solutions of Newton's equations of motion over time (47). The raw output of MD simulations—trajectories, describe the atomic positions at time-points during the simulation. Unfortunately however, MD is computationally demanding and limits the technique to examination of relatively short time spans (e.g., a microsecond), orders of magnitude shorter than more biologically relevant timescales over which many larger motions occur. The signal, for example, produced following T cell recognition of a pMHC is of the seconds to minutes timescale (48–52). Several approaches have emerged that allow this limitation to be mitigated somewhat and here we discuss briefly below the most popular and useful approaches. Replica exchange MD (REMD) can improve the sampling by simulating multiple copies of the same molecule at different temperatures, allowing an unbiased way of improving conformational sampling (53). REMD is computationally intensive and therefore currently limited to relatively small systems, for example to investigate how polymorphic amino acid differences between allotypes alter the conformational plasticity of the MHC class I binding pocket (54). Alternatively, steered MD (SMD) applies an external force to the protein to study its mechanical response, analogous to atomic force microscopy (55). This method is well suited to studying protein-protein interactions, and has been used to investigate TCR-pMHC dissociation (56–58). A novel use of SMD simulations based on agonist and non-agonist complex crystal structures was to develop a molecular model of TCR-pMHC “catch bond” formation (12). Catch bonds represent a net accumulation of molecular interactions under force, revealing an additional level of dynamic diversity built-in as a proofreading mechanism to link TCR recognition and subsequent activation. The related approaches of targeted MD (TMD) and umbrella sampling apply forces in order to promote new conformations, and are used to predict a pathway between two known conformations. Such “pulling” simulations, although not used to study dynamics per se, have been used to estimate the binding free energies between peptides and MHC (59). The atomic complexity of the system can be reduced significantly using coarse-grained (CG) methods in which groups of atoms are replaced by beads, allowing longer simulations at the cost of fine details (60). This approach is therefore useful for studying larger complexes such as TCR-pMHC in membrane (61) and TCR-pMHC-CD4 complexes (62). CG methods are complimentary to atomistic simulations and offer a feasible approach to tackling the combined challenges of large immune assemblies and long timescales associated with changes in membrane morphology. Accuracy of MD simulations are dependent upon available force fields—mathematical-physical descriptions of a system used to calculate the forces acting upon all atoms in order to solve Newton's equations of motion. Force fields, though improving constantly, have known imperfections (63–65), so currently it is preferable to seek experimental validation. Getting stuck in local energy minima is a particular limitation, but energy landscapes can be sampled more efficiently using advanced adaptive sampling techniques such as Markov state models (66), allowing the identification of metastable states.

In summary, MD simulation is an increasingly important member of the toolbox, since it is particularly well suited to producing experimentally testable hypotheses as well as placing existing experimental findings into a theoretical framework. Despite the advances in enhanced sampling methods and possible simulation of larger complexes, MD simulations of experimentally-determined TCR-pMHC structures have not been widely adopted.



ENSEMBLE REFINEMENT: USING MD SIMULATIONS TO EXTRACT DYNAMICS FROM THE CRYSTALLINE STATE

Another way to explore protein dynamics from experimental diffraction data is by simultaneously performing short molecular dynamics simulations with structure refinement (20, 67, 68). This method, known as ensemble refinement, produces an ensemble of models of the same structure that provides extended biological insight, often whilst improving the refinement statistics [i.e., free R-factor (Rfree)]. Although the ensemble refinement method has long been established and is well-validated (69–72), it is not routinely incorporated as a tool to analyze the X-ray structures of pMHC class I systems. This prompted our re-analysis of 11 published systems to reveal the dynamics present in the X-ray data, revealing the benefits of incorporating ensemble refinement to the structural interpretation (73).

A pertinent example of how ensemble refinement can extend and enrich existing crystallographic interpretations relates to the induced fit vs. conformational selection model of TCR binding to pMHC. In the induced fit model, the TCR undergoes a conformational change upon binding the pMHC, whereas in the conformational selection model a conformation that is compatible with binding is selected from an ensemble of conformations (74). Borbulevych et al. (75) sought to understand the causes of the cross-recognition of self- and non-self-peptides by the A6 TCR, by comparing the structures of the self-peptide HuD and the non-self-peptide Tax, both when bound to MHC HLA-A*02 alone and in a MHC-TCR complex. While the bound conformations are very similar for both peptides, differences in the orientation of the p3 and p5 side chains necessitate that the HuD peptide must undergo a conformational change in order to bind to the TCR (Figure 3A), while the Tax peptide does not. Our ensemble results, however, show that the Tyr3 and Phe5 residues in the HuD peptide are flexible enough to convert between the two conformations (Figure 3B). This indicates that the differences found between the MHC and TCR-pMHC conformations may be due to intrinsic flexibility rather than any change elicited by binding itself, and suggests that differences between static pMHC and TCR-pMHC may be due to a combination of the inherent flexibilities of each system, and the complexation process. Static structures may bias the interpretation in favor of an induced fit mechanism, whereas analysis as a conformational ensemble can allow also for conformational selection. Furthermore, reliance on single crystallographic structures of pMHC, with or without TCR, entails pitfalls for understanding the rules of productive TCR ligation, particularly for static interpretations involving fine details such as interaction networks and side chain orientation. Since in the worst cases, it may fail to properly distinguish real results from noise, it supports a view that biological observations should be explained through the properties of ensembles rather than isolated structures, as these are less prone to observer bias.
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FIGURE 3. (A) Superposition of HuD-HLA peptide (red) (PDB ID 3PWL) and TCR-HuD-HLA peptide (brown) (PDB ID 3PWP) showing putative TCR binding-induced bond rotations. (B) Ensemble refinement show both these variants occur in the pMHC ensemble. MHC α-helices have been omitted.



While we tend to describe TCR binding to the pMHC as either undergoing induced fit or conformational selection, the likelihood is that the TCR binds through a combination of both models. Scott et al. (6), highlight using time resolved fluorescence measurements, MD and structural and thermodynamic data that the CDR3 loops of a TCR can have varying degrees of flexibility. In the case of the A6 TCR the CDR3β loop is highly flexible and can rapidly sample ligands with a range of conformations, whereas the CDR3α has a slower motion that restricts the repertoire of peptides that it can bind. Therefore, the two models are not necessarily mutually exclusive, but instead describe a continuum (74).

Computing requirements of ensemble refinement are typically much greater than for single structure analysis, likely explaining the relatively slow adoption of this technique. However, continual improvements in refinement software [notably Phenix, which allows straightforward and user-friendly ensemble refinement from a PC (76)] and hardware have now placed this technique easily within the grasp of most structural immunologists. For example, in a recent ensemble refinement analysis of pMHC structures, refinement could be completed in < 3 h for most systems, using a typical off-the-shelf desktop computer (73).



NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY (NMR): ATOMISTIC DYNAMICS IN SOLUTION

NMR measures the absorbance and re-emission of electromagnetic radiation by nuclei in a magnetic field, and has provided significant information on protein structure and dynamics for the past 30 years. The use of NMR spectroscopy to study pMHC dynamics is complicated by the relatively large size of these systems (77), however several recent studies that have characterized TCR-pMHC binding have all found that significant conformational variation exists in the TCR, peptide, and MHC (78). In addition to noting conformational changes at the TCR-pMHC interface, conformational variation was also observed at remote sites, including within the membrane-proximal Cβ domain of the TCR, that implies an allosteric mechanism in TCR signaling (79), and the β2m (β2-microglobulin) binding site on the MHC that was sensitive to MHC polymorphism and the bound peptide (80). Notably, each of these NMR studies benefitted from mapping chemical shift perturbations onto available X-ray structures, but revealed flexible regions not otherwise observed from the X-ray structures alone. NMR has also been used to validate MD predictions that show long-range allosteric communication between the TCR binding sites for pMHC and CD3, a key step in early T-cell activation (81). These NMR studies reiterate the need to characterize the TCR-pMHC system as an allosteric ensemble in which ligand binding alters the energy landscape of the entire ensemble. In an allosteric ensemble conformational changes that concurrently occur at distal sites, but do not necessarily dominate the ensemble, can be mapped to reveal cooperativity between sites, or dynamically-driven allostery, revealing previously hidden and unforseen insights into signal transmission (82–84).



FLUORESCENCE SPECTROSCOPY: PROBING ENVIRONMENTAL DYNAMICS AND DISTANCES

The intrinsic fluorescence of aromatic (usually tryptophan) residues is sensitive to their environment, and can therefore be used to monitor dynamics. Fluorescence anisotropy, in particular, has become a powerful method with which to study pMHC-TCR dynamics, especially when coupled with other techniques (85–87). Dynamic insight has also been gained by Förster resonance energy transfer (FRET), in which energy transfered between a donor and an acceptor chromophore is used to measure distances between chromophore-labeled residues as a function of time, particularly powerful when combined with structural techniques (88–90). An elegant example of integrating experimental and computational approaches, from the protein folding field, combined small molecule (sm) FRET with advanced MD simulations and machine learning (91). Such a combined approach has not yet been reported for pMHC-TCR systems, but clearly holds much promise. Nevertheless, there are other examples pertaining to the value of the use of fluorescence to study pMHC-TCR systems. For example, site-directed fluorescence labeling, in which an extrinsic fluorescent probe is attached to a cysteine residue, has been used to note that the A-B loop within the TCR Cα domain undergoes a conformational change upon pMHC ligation (25). FRET has also been used to measure intermolecular associations in live cells. Yachi et al. (92) measured the molecular interaction between TCR-CD3ζ and CD8 on antigen presenting cells loaded with different peptides, revealing structurally similar peptides alter the kinetics of the CD8-TCR interaction and translate into differential T cell responses. Another study used a FRET sensor to map the spatiotemporal dynamics of protein clustering in live T cells, linking the molecular density of TCR clusters with TCR triggering (93). Clearly, our understanding of TCR-pMHC systems could benefit from the further integrated use of intramolecular and intermolecular FRET sensors, particularly when coupled with structural data.



HYDROGEN/DEUTERIUM (H/D) EXCHANGE: SOLVENT ACCESSIBILITY AND LOCAL DYNAMICS

H/D exchange involves a steady-state reaction in which deuterium atoms replace covalently bonded hydrogen atoms that are not participating in H-bonds. The rate of that exchange is usually measured by mass spectrometry, providing information on solvent accessibility and local dynamics. A study combining H/D exchange, fluorescence anisotropy, and structural analyses, showed that the flexibility of the peptide binding groove of the class I MHC protein HLA-A*02:01 varies significantly with different peptides (85). Further evidence for the role of conformational plasticity in peptide selection by MHC Class I was revealed by comparing H/D exchange of two allotypes in peptide-bound and free states (94). H/D exchange has also been used to probe the dynamics at the TCR-pMHC interface, with several studies highlighting that conformational flexibility is contingent upon the MHC allele (95), the bound peptide (85), and upon TCR ligation (96) and all of which have implications for T cell signaling.



SMALL ANGLE X-RAY SCATTERING (SAXS): LOW RESOLUTION STRUCTURE IN SOLUTION

Despite inherent limitations in resolution that can be achieved, SAXS can be used to study the size, shape and assembly of proteins, without the size limitations of other techniques such as NMR (97). In a monodisperse solution, geometric parameters such as the maximum particle dimension (Dmax), radius of gyration (Rg), and the forward scattering intensity, I(0), can be calculated from SAXS data; these values can serve as a point of comparison with the dimensions provided by a crystal structure or when studying the same protein under various experimental conditions or in a liganded vs. unliganded state. For example, in conjunction with other techniques and by comparing the Rg of HLA-DR1 (MHC class II) bound to a wild-type peptide, or a weak- or tight-binding peptide variant Yin et al. (98, 99) correlated pMHC conformational differences with susceptibility to peptide exchange by the non-classical MHC class II molecule HLA-DM. In another pMHC class II system, SAXS was used to show the pathogen-derived proteins, Salp15 and gp120, caused binding-induced conformational changes in CD4 that subsequently influence CD4+ T cell activation during infection (100, 101).

SAXS can also be used to characterize polydisperse systems such as modular proteins with flexible linkers or proteins bearing disordered regions. The ensemble optimization method (EOM) (102) is one approach to describe this experimental SAXS data. It generates a pool of n independent models based upon the sequence and structural information of the target and then selects a subset of ensembles that best describe the experimental SAXS data. The distributions of the properties of the selected ensembles, including Rg (radius of gyration), Dmax (maximum particle dimension), Rflex (measure of flexibility) and Rσ (variance of the ensemble distribution with respect to the original pool), can then be compared to those of the pool of independent models to assess the flexibility of the system. To the best of our knowledge EOM has not yet been used to study TCR-pMHC systems, despite both MHCs and TCRs being multidomain proteins with flexible linkers. It is thus highly feasible the interdomain motions of these proteins are coupled to binding events and are linked to signal transduction. On that note, the flexible stalks of the TCR, MHC, CD8, and CD3 molecules also likely play a role.



CONCLUSIONS AND FUTURE PERSPECTIVES

Protein flexibility is inherent to protein structure and function, and TCR-pMHC systems are no exception. Despite this the systematic analysis of the flexibility of TCR-pMHC systems is lagging far behind that of other fields (103–105), particularly when it comes to integration of computational and experimental techniques.

We propose that to advance our mechanistic understanding of how TCR-pMHC engagement initiates intracellular signaling, and the influence of the peptide on the signal, that there needs to be a shift in our approach, both in terms of the suite of techniques used to assess flexibility, and use of creative engineering to surpass limitations specific to the molecules in question and their applicability to a technique. Elegant examples that illustrate the strength of this marriage are now emerging. For example, Natarajan et al. (38) overcame the size barrier that limits the study of the soluble TCR by NMR through the use of perdeuteration, and concomitantly simplified the NMR spectra using partial subunit labeling. This NMR approach combined with mutagenesis, computational docking, and validation using cell-based assays has enhanced our understanding of how the extracellular engagement of the TCR-CD3 complex transmits a signal. Likewise, Birnbaum et al. (106) implemented clever strategies to circumvent size limitations and issues pertaining to sample heterogeneity to use electron microscopy to observe the molecular architecture of the membrane-associated TCR-CD3 complex bound to pMHC. Using this approach combined with SAXS they put forward a ligand-dependent dimerization mechanism for TCR signaling in which flexibility plays a key role.

We also propose the ensemble refinement technique be used routinely in the X-ray crystallographic analysis of TCR-pMHC systems. The routine extraction of this data, and validation/interpretation in conjunction with other experimental techniques, some of which are summarized here, will provide previously hidden insights into the scope of conformational changes permissible by peptides when bound to MHC that influence TCR binding and T cell activation and will also reveal insights into how TCR flexibility and dynamically-driven allostery play a role. This hitherto missing information will enable us to more fully consider how a signal is transduced from the pMHC interface via the CD3 subunits and to determine how flexibility at the interface correlates with the degree of T cell stimulation (79, 107). This may provide new insights into how the T cell response can be therapeutically manipulated to fight infections or cancer. For example, by considering the flexibility of an MHC-bound peptide in conjunction with other peptide characteristics (such as amino acid sequence, prominence, solvent exposure, and affinity for MHC) we may more accurately predict epitope immunogenicity, particularly for neoantigen-based vaccine design (108–112). The use of polypeptide vaccines bearing HLA-restricted CD8+ T cell epitopes is fast gaining traction for cancer immunotherapy (108, 113, 114). The aim is to vaccinate individuals with mutated tumor-associated epitopes (mimotopes) that are then presented by MHC and in doing so stimulate CD8+ T cells that prevent tumor growth. Often mimotopes with enhanced binding to MHC and/or altered TCR interactions elicit a more effective tumor-specific T cell response (115–119) and so their rational design, facilitated by accurately predicting peptide immunogenicity (108, 120, 121), would be highly beneficial.

Likewise, the rational design, or engineering, of the antigen-binding site of TCRs with the same specificity, but enhanced affinity and kinetics for tumor antigens (which are mostly self-derived), has practical implications for soluble TCR-based therapy (113, 122) and adoptive T cell immunotherapies for cancer (123, 124). Both approaches require the considered engineering of high affinity TCRs that maintain their specificity for target tumor antigens. Although this has been accomplished using techniques such as directed evolution (125–130) and structure-based design (58) these experimental approaches are, in tandem, informing the development of computational approaches to predict how to manipulate TCR binding properties (58, 128), and there are indications that the accuracy of these computational approaches is enhanced by incorporating MD simulations for the consideration of protein flexibility (129, 131). However, application of simulation techniques lags markedly behind other fields, so conceptual advances will require highly integrated experimental and computational approaches to fully understand, and exploit, the dynamics of the system.
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Antigen binding to B-cell antigen receptors (BCRs) followed by signaling initiates the humoral immune response. The signaling is intimately coupled to nanoclustering of BCRs and their sorting to specific membrane domains, a process that is ruled by interactions between the BCR transmembrane domain and lipids. While the structure of the extracellular domains of BCRs has been resolved, little is known about the configuration of the constituting four immunoglobulin domains spanning the membrane. Here, we modeled the structure of the transmembrane (TM) domain of the IgM B-cell receptor using self-assembly coarse-grained molecular dynamics simulations. The obtained quaternary structure was validated against available experimental data and atomistic simulations. The IgM-BCR-TM domain configuration shows a 1:1 stoichiometry between the homodimeric membrane-bound domain of IgM (mIgM) and a Ig-α/Ig-β heterodimer. The mIgM homodimer is based on an asymmetric association of two mIgM domains. We show that a specific site of the Ig-α/Ig-β heterodimer is responsible for the association of IgM-BCRs with lipid rafts. Our results further suggest that this site is blocked in small-sized IgM-BCR clusters. The BCR TM structure provides a molecular basis for the previously suggested dissociation activation model of B-cell receptors. Self-assembly molecular dynamics simulations at the coarse-grained scale here proved as a versatile tool in the study of receptor complexes.

Keywords: B-cell receptor, transmembrane domain, nanodomains, self-assembly, molecular dynamics simulations, coarse-grained simulations, dissociation activation model


1. INTRODUCTION

As one of the main parts of the adaptive immune sytem, B cells play a key role in the protection against pathogens. Defects during B-cell development and selection may lead to resistance against healthy tissue resulting in autoimmunity, malignancy, or allergy (1). B cells recognize and fight pathogens by the help of proteins called immunoglobulines (Ig). The five immunoglobuline isotypes (IgA, IgD, IgE, IgG, and IgM) can either be secreted (sIgs) or membrane-bound (mIgs) on the cell surface. The membrane-bound immunoglobulines (mIgA, mIgD, mIgE, mIgG, and mIgM) are components of the so-called B-cell receptors (BCR).

The membrane-anchorage of mIgs, which are tetramers consisting of two identical heavy (μ) and two identical light chains, is granted only by the C-terminal ends of both heavy chains. In case of mIgM, the C-terminal parts can be further divided into three domains, namely the extracellular membrane-proximal domain, followed by a transmembrane domain (TMD) and a cytoplasmic domain (2, 3). The task of mIgM is to respond to antigen binding by signal transmission across the plasma membrane leading to B-cell activation and consequently clonal expansion and specific antibody production. To that end, mIgMs non-covalently associate with the membrane-spanning Ig-α/Ig-β heterodimer, forming the fully functional IgM-BCR complex [see Figure 1; 4]. Thereby, the Ig-α/Ig-β-TMD and the mIgM-TMD specifically bind to each other (5). Ig-α as well as Ig-β contain a conserved immunoreceptor tyrosine-based activation motif (ITAM). These well-known signaling motifs are patterns of four amino acids in which a tyrosine is separated from a leucine or an isoleucine by any two residues (Y X X L/I). These motifs located in the cytoplasmic domain are generally repeated twice and separated by 7-12 residues (Y X X L/I 7-12 Y X X L/I) (6). Biochemical studies revealed a 1:1 stoichiometry between mIg and Ig-α/Ig-β (7), which was confirmed by fluorescence spectroscopy (8).


[image: image]

FIGURE 1. Sketch of a IgM-B cell receptor (BCR) complex. The transmembrane domains of mIgM and the Ig-α/Ig-β heterodimer are colored.



The assembly of the mIgM-TMD with Ig-α/Ig-β-TMD was shown to be crucial for surface expression and overcoming of endoplasmatic reticulum retention (5, 9). Later, the association was shown to be mediated by the YS motif (Y463, S464) inside the mIgM-TMD. Since mutation of Tyr463 of the YS motif to phenylalanine did not result in a detectable effect on association, rather the shape than the hydrophobic character mediated by the hydroxy groups is important for mIgM-TMD – Ig-α/Ig-β-TMD association (10–15).

So far there is no structural information available about the molecular architecture of the transmembrane domain of IgM-BCR (16). Nevertheless, the BCR-TMD is generally assumed to adopt an α-helical conformation (17). The α-helical scheme of the μ heavy chain TMD reveals two distinct sites: Amino acids at one site of the helix are conserved (TM-C site) between different mIg classes, while the other site of the helix is specific for the mIg-type (TM-S site) (17). Since all mIgs bind the same Ig-α/Ig-β heterodimer, this observation suggests that binding of Ig-α/Ig-β involves the conserved site of the mIgM TM helix, while mIg dimerization and class-specific BCR oligomerization (7) involve the specific part of the helix (17). A hypothetical symmetric homodimer between two μ heavy chains that dimerize via their TM-S sites, however, would leave the opposing, distal TM-C sites of mIgM uncovered and would therefore likely enable binding of two Ig-α/Ig-β domains and thus violate the observed 1:1 stoichiometry between mIgM and Ig-α/Ig-β. Additionally, this configuration would not account for the class-specific behavior of BCRs inside membranes (see below), which suggests that at least one specific binding site remains lipid-accessible after IgM-BCR assembly. This is in line with Yang and Reths observation, that mutations within the TM-S site strongly affect the ability of IgD-BCRs to build oligomers (18). Theoretical considerations would hence suggest an asymmetric binding mode, leaving one TM-C site uncovered for binding of the Ig-α/Ig-β heterodimer in a 1:1 stoichiometry and one uncovered TM-S region for class-specific behavior and/or oligomerization process (see below).

Several studies and models couple the activation mechanism of BCRs and their supraorganisation on the cell surface: The cross-linking model states that cross-linking of separated, inactive receptors, e.g., with the assistance of a bivalent antigen, leads to receptor activation. This model could well explain the discovery that only bivalent but not monovalent antigen binding fragments are able to trigger BCR-signaling (18–23). However, Yang and Reth (18) pointed out several conflicts between the cross-linking model and BCR properties and proposed the dissociation activation model (DAM), in which auto-inhibited BCR-oligomers are shifted into the active state via antigen binding and subsequent cluster opening, leading to freely accessible ITAM motifs and exposure of the TM region to the lipid environment (6, 24). The ITAM motifs would then be accessible for kinases like Syk or Lyn, while the TM region would be in contact with the lipid environment.

The membrane composition was suggested to play a key role in BCR activation. Both IgD- and IgM-BCRs were reported to form oligomers or nanoclusters of different sizes (7, 25). However, BCRs display a class-specific and activation-dependent membrane (nano-)domain preference: Activated IgM-BCRs as well as resting IgD-BCRs were found to reside in ganglioside-enriched membrane domains, whereas resting IgM-BCRs and activated IgD-BCRs were not. Thus, BCR activation is accompanied by a modulation of the lipid nano-enrivonment of the BCRs (26). Since BCRs show a class-specific preference for the lipid composition, and related to the finding that protein-lipid interactions drive the localization of TM proteins in membranes (27), the TM-S region of mIg likely participates in BCR localization, i.e., at least one TM-S site should interact with the lipids instead of taking part in mIg:Ig-α/Ig-β-assembly.

The clustering of resting BCRs, as stated by the DAM, might be explained by clustering of polar amino acids in order to shield them from the hydrophobic lipid environment (28). Without any antagonistic force, evasion from the energetically unfavorable monomeric state and aggregation of hydrophilic areas is a plausible scenario (28, 29). The burial of polar TMD-areas could be controlled and stabilized by changes in the lipid environment, taking part in the BCR cluster formation and cluster opening processes. Alternatively, specific protein—lipid interactions may as well stabilize the BCR monomeric state and prevent reassembly, as it is required for BCR activation. This is in line with a recent in silico study of the dimerization of the G protein coupled receptor CXCR4, which revealed a cholesterol-dependent dimerization site that could be blocked by cholesterol (30).

Motivated by the reported major role of the TMD in mIgM – Ig-α/Ig-β assembly as well as in IgM-BCR oligomerization and the association of resting or active BCRs with different membrane nanodomains, this study focuses on the quaternary configuration of the IgM-BCR-TM domain and the underlying mechanisms of IgM-BCR-TMD – lipid raft association upon BCR activation. Ensembles of coarse-grained molecular dynamics (MD) simulations were employed to study the spontaneous association of the TM domains of mIgM and of Ig-α/Ig-β, accompanied by atomistic-scale MD simulations addressing the stability of obtained quarternary structures. This approach was shown before to yield excellent results for the dimerization and oligomerization of TM peptides (31–33) but as well for the homo- and heterodimerization of GPCRs (30, 34), or the adsorption of peptides to membrane interfaces (35).

We report a BCR-TMD configuration that is in agreement with the available experimental data. The Ig-α/Ig-β lipid interface is shown to drive the association of IgM-BCR-TMD to lipid raft-like domains. Shielding of this interface upon IgM-BCR oligomerization is suggested to suspend BCR lipid raft association; In turn, BCR cluster opening upon activation would shift the preferred BCR-TMD environment toward the disordered membrane phase.



2. MATERIALS AND METHODS


2.1. Coarse-Grained Simulations

The transmembrane domain of the B-cell receptor consists of four TM α-helices: the mIgM TMD homodimer and one α-helix of Ig-α and Ig-β, respectively. Association of the BCR-TMD was addressed in separate self-assembly MD simulations of the mIgM TMD monomers to a homodimer, of the Ig-α and Ig-β helices to a heterodimer, and finally of the pre-assembled mIgM TMD homodimer and the Ig-α/Ig-β heterodimer to the full IgM-BCR-TMD (see also Figure 1).

All coarse-grained simulations were prepared using the docking assay for transmembrane components (DAFT) scheme (31), combined with the Gromacs 4.6 simulation suite (36) and the coarse-grained MARTINI force field (37, 38). DAFT allows to efficiently setup a large number of oligomerization simulations starting from unbiased initial states. Thereby, ensembles of associating or non-associating proteins are obtained that mirror the underlying energy landscape and provide a converged view on protein-protein and protein-lipid interaction interfaces.

Input structures for self-association simulations of isolated TM α-helices were based on the sequences of the individual IgM-BCR components (Table 1). PyMOL (39) was used for modeling of the α-helical input structures (mIgM TMD, Ig-α and Ig-β TMDs; Table 2, Steps 1 and 2). Association of the full BCR TM complex was based on association simulations of pre-formed mIgM homodimer and the Ig-α/Ig-β heterodimer complexes (compare Results section, Table 2, Steps 3a, 3b, 5, and 6). Due to the high amount of charged residues surrounding the TMDs of Ig-α and Ig-β, all coarse-grained MD simulations containing Ig-α, Ig-β or an Ig-α/Ig-β heterodimer were carried out using the polarizable water model (40) (Table 2, Steps 2, 3a, 3b, 5, and 6) and the polarizable MARTINI protein force-field (41).



Table 1. Amino acid sequences of the transmembrane domains of mIgM, Ig-α, and Ig-β studied in coarse-grained and atomistic MD simulations.
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Table 2. List of coarse-grained (CG) and all-atom (AA) MD simulations performed to study the conformation of the IgM-BCR transmembrane domain.
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In simulations targeting the spontaneous self-assembly of two transmembrane domains, the TM helices/domains were embedded at a center of mass distance of 5 nm and random in-plane rotations in a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) membrane (Table 2, Steps 1, 2, 3a, 3b and 6). The membrane domain preference of the BCR was addressed for different BCR TMD models in simulations of the receptor embedded in 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC)/1,2-di-(cis-cis-cis-9,12,15-octadecadienoyl)-sn-glycero-3-phosphocholine (DIPC)/cholesterol (proportions: 40:30:30) membranes as a model system for ordered/disordered membrane domains (Table 2, Step 4). The different lipids were initially randomly distributed within the membrane.

All systems were equilibrated according to the MARTINATE protocol (42). All production runs were then carried out in an (approximate) NpT ensemble with a timestep of 20 fs. The temperature was controlled by coupling to an external heat bath of 310 K with the aid of the Bussi velocity rescaling thermostat (43) and a coupling time constant of 1.0 ps. The Berendsen barostat (44) was used for semi-isotropic pressure coupling to an external pressure bath at 1 bar with a 3.0 ps coupling time constant and a compressibility of 3.0·10−4 bar−1. Lennard-Jones interactions were switched to zero between 0.9 and 1.2 nm. Bonds were constrained using LINCS (45).

In case of the non-polarizable MARTINI water model (Table 2, Step 1), the relative dielectric permittivity was set to 15 and electrostatic interactions were switched to zero between 0.0 and 1.2 nm. In contrast, in the case of the polarizable MARTINI water model (37) (Table 2, Steps 2, 3a, 3b, 5, and 6), a cut-off of 0.9 nm was applied for short-range electrostatic interactions and the PME method (46) was used for long-range electrostatics beyond the cutoff. Here, the relative dielectric permittivity was set to 2.5.



2.2. All-Atom Simulations

Atomistic simulations of BCR transmembrane domains were performed inside a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine (POPE) membrane, in order to assure for a comparable membrane thickness between models at coarse-grained (CG) and atomistic resolution (Table 2, Steps 4 and 7; see Results section). The insane protocol (47, 48) was used to setup the lipid and solvent environment around input structures at CG resolution. Equilibration at CG resolution employing the DAFT scheme (31) was followed by conversion of the whole system to atomistic resolution employing the backward protocol (49). For all systems, the minimal distance between periodic images of the proteins never decreased below 3 nm.

Atomistic simulation production runs of 500 ns length, three replicas for each system, using Gromacs 5 (50) were preceded by an energy minimization using the steepest descent algorithm. The systems were simulated in the NpT ensemble for 10 ns with restraints on all heavy protein atoms, and additionally for 5 ns with restraints on the protein backbone atoms only. A combination of the AMBER14sb force field (51) for proteins and the LIPID14 (52) force field for lipids was chosen (53, 54). Water was described by the TIP3P water model (55) and ions were added at physiological concentration (150 mM Na+Cl−).

The temperature was controlled by coupling to an external heat bath at 310 K using the Bussi velocity rescaling thermostat (43) and a coupling time constant of 0.5 ps. A pressure of 1 bar was reached by semi-isotropic pressure coupling to an external pressure bath [Berendsen barostat (44)] with a time constant of 1 ps. The compressibility was set to 4.5·10−5 bar−1. Lennard-Jones interactions and short-range electrostatic interactions were taken into account until a cut-off of 1 nm, while the PME method was used for long-range electrostatics beyond the cutoff. The production runs were carried out with a timestep of 2 fs. Bonds to hydrogen atoms were constrained by LINCS (45).



2.3. Analysis

As a dimerization criterium both for α-helices (mIgM, Ig-α, and Ig-β) and for helical dimers in the formation of the full BCR TMD (mIgM TMD homodimer and the Ig-α/Ig-β heterodimer) the interaction energy (sum of Lennard-Jones and Coulomb interactions) between two monomers was set to −200 kJ/mol. This cutoff value was chosen from visual inspection of the compactness of the related complexes. For oligomerization of BCR TM complexes, the cutoff was increased to −800 kJ/mol. Here, in order to exclude less compact complexes, an additional cutoff criterium was employed for the buried surface area (BSA) between two BCR complexes (> 10% of the total protein surface).

Protein-protein binding interfaces were assessed by analysis of the average minimum distances between all interchain residue pairs during the last 50 ns of simulation time of all CG-simulations belonging to specific binding modes and visualized in contact maps. To that end, all simulation frames from the last 50 ns of those simulations showing a compact dimer at the end of the simulation were assigned to the different dimer configuration labels (i.e., the different binding modes) using a watershed transform (56) as described in detail in Pluhackova et al. (30). Additionally, in order to pinpoint residues that contribute most to direct helix-helix interactions, the average relative interaction energy contribution (sum of Lennard-Jones and Coulomb interactions) per residue during the last 50 ns of simulation time was computed (interaction-energy profiles).




3. RESULTS

Modeling of the TM domain of IgM-BCR (compare Figure 1) was addressed in spontaneous association simulations of its parts embedded in model 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) bilayers. The association of the IgM-BCR TMD was investigated via extensive molecular dynamics simulations in three steps: First, the mIgM-TMD assembly was explored by analysis of the spontaneous dimerization of two copies of a μ TM heavy chain (named μ-1 and μ-2; Table 2, Step 1). Second, the spontaneous formation of the Ig-α/Ig-β-TMD heterodimer was studied (Step 2). Third, the assembly of the full IgM-BCR-TMD was explored based on the dimers obtained in the first two steps (Table 2, Steps 3a and 3b). This sequential approach relies on the following three main assumptions: (i) The individual IgM-, Ig-α-, Ig-β-domains adopt an α-helical conformation both isolated and as part of the BCR complex (7). α-helices are the predominant structural motif to span the membrane hydrophobic core (57). (ii) The BCR TMD complex is formed of one mIg-dimer and one Ig-α/Ig-β heterodimer, as previously experimentally shown [1:1 stoichiometry (7, 8)]. (iii) mIgM TM domains and Ig-α/Ig-β-TM helices pre-assemble before formation of the full IgM-BCR TM complex. The latter assumption is supported by the observed association of Ig-α/Ig-β heterodimers to mIg-dimers but not to monomers (58), and the reported disulfide bonds between Ig-α and Ig-β adjacent to the membrane (5, 59) suggesting a close proximity and preassembly of Ig-α/Ig-β TM domains.

While the assembly of transmembrane domains was analyzed from a large number of coarse-grained MD simulations, the stability of obtained quaternary structures was further studied in atomistic simulations (Table 2, Step 4). The lateral partitioning of obtained IgM-BCR TM configurations to different membrane domains was addressed at coarse-grained resolution for a membrane with both ordered and disordered domains (Table 2, Step 5). Finally, we explored the dimerization/oligomerization of IgM-BCR TMDs (Step 6) and the stability of a IgM-BCR tetramer (Step 7).


3.1. Assembly of mIgM-TMD Homodimer

The assembly of two TM μ chains modeled in α-helical conformation was studied from in total 104 simulations of each 5 μs length, starting from two monomers (μ-1 and μ-2) initially separated by 5 nm. During the spontaneous self-assembly, μ-1 and μ-2 dimerized in 102 of 104 simulations within 5 μs of simulation time (Figure 2). An orientation analysis (ORIANA) (30, 31, 34) revealed six distinct binding modes. The two dominant binding modes comprised each about 40% of the observed dimers at the end of the simulations (named BM-A and BM-B, see Figure 3). The following analysis focuses on these two major binding modes (for abbreviations of sampled binding configurations see Table 3).


[image: image]

FIGURE 2. (A) The distinct binding modes of the mIgM-TMD assembly described by ORIANA and defined by β and χ-angles. β describes the position of monomer μ-2 with respect to monomer μ-1. χ describes the binding site of monomer μ-1 on monomer μ-2. For details please see (30, 34). Green dots mark the peaks of the bound conformers. Blue diamonds mark the β- and χ-angles of the selected representative structures for BM-A and BM-B conformers. (B) Population of different TM dimer configurations as a function of simulation time.




[image: image]

FIGURE 3. (A) The backbone of the representative structure of the mIgM dimer conformer BM-A in surface-representation from two different perspectives. The conserved (TM-C) sites are colored in cyan, while the specific (TM-S) sites are colored in dark red. For clarity, amino acids that neither belong to the TM-C nor to the TM-S sites are colored orange for μ-1 and yellow for μ-2. (B) α-helical scheme of the μ heavy chain TMD. Residues that play a key role for BM-A formation are highlighted. (C) Backbone structure of a representative structure of the BM-B conformer in surface-representation from two different perspectives. The TM-C sites are colored in cyan, while the TM-S sites are colored in dark red. For clarity, amino acids that belong to neither the TM-C nor to the TM-S sites are colored orange (μ-1) and yellow (μ-2). (D) α-helical schemes of the μ heavy chain TMDs. Residues that play a key role for BM-B formation are highlighted for μ-1 and μ-2.





Table 3. Dimer/oligomer configurations sampled in MD simulations and their abbreviations.
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Binding mode BM-A. BM-A describes a symmetric, right handed homodimer of the μ TM domains. The monomers are tilted by ≈ 40o relative to each other, with a tilt angle of ≈20o between the membrane normal and each μ-chain. The dimerization interface comprises the central part of the TM-C sites (conserved) of each monomer, whereas the TM-S sites (specific) are turned away from the interaction site and remain freely accessible (representative structure shown in Figure 3A). A contact map analysis based on all configurations sampled for this binding mode identifies residues Thr452, Phe453, Leu456, Phe457, Ser460, Leu461, Ser464, Thr465, and Thr468 as the main contributors to helix-helix association and the major interface-forming residues of the highly symmetric interface (see Figures S1A, S2). Thereby, except for Thr452 and Thr465, the interface is dominated by conserved sites, i.e., a TM-C/TM-C dimer interface is formed. Interestingly, besides of two phenylalanines and two leucines, several hydrophilic amino acids (colored yellow in Figure 3B) located within the central part of the TMDs are buried at the interface. While the central regions of the TMDs are in close contact, the intracellular and extracellular termini do not associate due to the relatively large tilt of the monomers.

Binding mode BM-B. In the second, asymmetric binding mode, the two helices assemble in a parallel fashion (Figures 3C,D), with a dimer tilt of 25° relative to the membrane surface normal. The interface of BM-B is roughly built by the TM-C site of μ-1 and the TM-S site of μ-2. Consequently, one TM-S as well as one TM-C site are freely accessible on the surface of the mIgM TM dimer. Note that binding of the TM-C site of μ-1 to the TM-S site of μ-2 leads to the same dimer as binding of the TM-C site of μ-2 to the TM-S site of μ-1. For the sake of simplicity, the nomenclature introduced in Figure 3 is used throughout the manuscript to distinguish the positions of the BCR-forming μ chains.

The binding interface of BM-B is formed by Thr449, Phe453, Phe457, Ser460, Ser464, Val467, and Thr468 of μ-1, as identified by averaging of the interaction energies between both monomers over all configurations sampled within this binding mode. These amino acids also contribute significantly to the interaction energy of the two μ chains (Figure 3D, Figure S3). Interestingly, all of these seven residues are part of the conserved site of the helix (TM-C). In contrast, the interaction site on μ-2 is formed by the TM-S amino acids Trp447, Ser451, Val455, Leu459, Phe462, Tyr463, Thr466, and Phe470. Thus, the BM-B binding mode is characterized by a TM-S/TM-C binding interface.

Summing up, two binding configurations of the mIgM-TMD were observed which have the burial of polar amino acids at the dimer interface in common. The significantly larger helical interface of the asymmetric BM-B conformer as compared to the symmetric BM-A conformer (see Figure 3), indicates an increased stability of BM-B as also observed in all-atom (AA) simulations of both homodimer configurations (see below). While BM-A is a symmetric TM-C—TM-C dimer, BM-B perfectly aligned one TM-C and one TM-S site. Neither fits the symmetrical TM-S—TM-S dimer previously suggested (17). Blocking of both TM-C sites in the BM-A conformer would likely not allow for TM-C — Ig-α/Ig-β association as implicated by the observation that all mIgs bind the same Ig-α/Ig-β heterodimer. In contrast, the accessibility of one TM-C and one TM-S site in the BM-B conformer can account for Ig-α/Ig-β association in a 1:1 stoichiometry (60, 16). Additionally, the exposed TM-S site within the BM-B conformer is compatible with a class-specific membrane localization of the IgM-BCR (26).



3.2. Assembly of the Ig-α/Ig-β-TMD

Of in total 105 self-assembly simulations of the Ig-α and Ig-β TM domains of each 5 μs (Table 2, Step 2), 104 systems resulted in heterodimer formation. A majority (69%) of the dimers had the same binding mode termed BM-α (Figures 4, 5). The parallel dimer is characterized by a tilt of ≈ 20° relative to the membrane normal.
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FIGURE 4. (A) The distinct binding modes of the Ig-α/Ig-β-TMD assembly described by ORIANA and defined by β and χ-angles. Green dots mark the peaks of the binding modes. The blue diamond marks the β- and χ-angles of the representative structures for BM-α. (B) Population of different Ig-α/Ig-β TM dimer configurations as a function of simulation time.
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FIGURE 5. (A) Contact map for amino acids within the Ig-α/Ig-β dimer in the BM-α configuration. Residues in close proximity are labeled. (B) Representative structure of the Ig-α/Ig-β dimer (BM-α conformer) in cartoon representation. Ig-α is colored magenta, Ig-β green. Charged residues that are involved in salt-bridge formation are additionally shown as sticks and highlighted in the insets.



Binding mode BM-α. The prevalent Ig-α/Ig-β dimer has a large binding interface, ranging from the intra- to the extracellular parts of the two helices and including a few charged residues located at the termini of the chains as well as a high amount of hydrophobic residues in the membrane spanning region (contact map Figure 5A). While the hydrophobic membrane-spanning residues moderately contribute to the interaction energy, high contributions were observed for the charged residues (Figure S4) forming salt bridges between the helices. In detail, Ig-α-Lys167, Ig-α-Arg168, Ig-β-Asp184, and Ig-β-Asp185 at the extracellular part of the dimer as well as Ig-α-Glu138, Ig-β-Arg154, and Ig-β-Lys158 at the intracellular part of the dimer form salt bridge networks (Figure 5B).



3.3. Assembly of the Full IgM-BCR-TMD

The spontaneous association of the full IgM-BCR TM domain was studied as association of the IgM-homodimer—allowing for either of the preferred configurations (BM-A and BM-B)—and of the Ig-α/Ig-β heterodimer (BM-α) configuration (Table 2, Steps 3a, 3b). The mIgM TM dimer in BM-A conformation and the Ig-α/Ig-β heterodimer associated in 167 out of 176 simulations during 5 μs simulation time. The two main obtained tetramer configurations (binding modes BM-A-1 and BM-A-2, Figures 6A,B, respectively) were considered further. Approximately 45% of the formed tetramers belong to BM-A-1 and ≈30% of the tetramers were assigned to BM-A-2 (Figure S5). Similarly, mIgM in BM-B configuration assembled with Ig-α/Ig-β in 167 out of 190 simulations during 5 μs of simulation time. The two main tetramer binding modes were observed with a population of 25% and 21%, respectively (BM-B-1 and BM-B-2, Figures 6C,D, respectively; Figure S6).
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FIGURE 6. Backbone structure of assembled IgM-BCR TM domains (see Table 2, Steps 3a and 3b). The conserved sites (TM-C) of mIgM are colored in cyan, while the specific sites (TM-S) are colored in dark red. For clarity, amino acids that belong to neither the TM-C nor to the TM-S are colored orange (μ-1) and yellow (μ-2). Ig-α/Ig-β are colored in magenta and green, respectively. Residues facing the IgM interface in the BM-B-1 conformer (C) are shown in bright colors, lipid facing residues in light colors. (A) BM-A-1, (B) BM-A-2, (C) BM-B-1, and (D) BM-B-2 conformations. (E) α-helical scheme of Ig-α and Ig-β TM helices with highlighted interaction sites within the BM-B-1 tetramer.



Only the asymmetrical BM-B conformer, i.e., the tetramer configurations BM-B-1 and BM-B-2 allow for the reported 1:1 stoichiometry of mIgM and Ig-α/Ig-β (16, 60). In turn, tetramers based on the symmetric BM-A conformer (BM-A-1 and BM-A-2) could equally enable a 2:1 stoichiometry (tentative structures following a 2:1 stoichiometry are shown in Figure S7). Noteworthy, the Ig-α/Ig-β dimer is rotated by 180° in the BM-A-2 and BM-B-1 conformers as compared to BM-A-1 and BM-B-2. The orientation of Ig-α/Ig-β with respect to mIgM has implications for the association of the BCR TM domain with lipid rafts (see below).

Several experimental studies showed that mutation of mIgM-Tyr463 and mIgM-Ser464 to valines (YS/VV) results in uncoupling of mIgM from Ig-α/Ig-β (10, 11, 61, 62). Thus, at least one of these two residues probably plays a key role in mIgM—Ig-α/Ig-β association. While none of the two residues was shown to contribute significantly to IgM-BCR formation in BM-A-2, μ-1-Tyr463 strongly contributes to the interaction energy within BM-A-1 and μ-1-Tyr463 as well as μ-2-Tyr463 to the stability of the BM-B-1 and BM-B-2 conformers (Figure 7). Later in this study, all-atom simulations were used to show that BM-A-2, which is not stabilized by mIgM-Tyr463, does not result in a stable IgM-BCR TMD complex. These results underline the role of mIgM-Tyr463 in IgM-BCR TMD stabilization and suggest that it is the mutation of mIgM-Tyr463 and not the mutation of mIgM-Ser464 which is responsible for the uncoupling of mIgM from Ig-α/Ig-β in experiments. The IgM-BCR-TMD is additionally stabilized by the hydrophobic, aromatic residues μ-Trp447, μ-Phe462, μ-Tyr463, and μ-Phe470, which anchor within the hydrophobic TMD of Ig-α/Ig-β in all four binding modes.
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FIGURE 7. The relative interaction energy contribution of mIgM to IgM-BCR-TM domain formation for the BM-A-1, BM-A-2, BM-B-1, and BM-B-2 conformers. Residues whose mutation led to uncoupling of mIgM from Ig-α/Ig-β in experiments (10, 11, 61, 62) are highlighted by dark blue frames (Tyr463, Ser464).





3.4. All-Atom Validation

The employed Martini coarse-grained model may overestimate the aggregation between proteins (63), in particular for soluble proteins (64). However, highly populated dimer configurations of integral membrane proteins observed in simulation ensembles have been shown to compare well to experimental findings (30, 31, 34). Here, to identify possibly artificial configurations, atomistic simulations were used to address the stability of all self-assembled transmembrane complexes, both of dimers and of tetramers. To that end, we performed a resolution-transformation of obtained representative conformations from coarse-grained resolution to atomistic detail, employing the backmapping scheme (49). The conformational stability was then studied based on three 500 ns atomistic MD simulations each. All complexes were embedded in a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine (POPE) membrane. A POPE membrane was chosen because the thickness of the POPE bilayer at atomistic resolution resembles the thickness of the 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) membrane at coarse-grained (CG) resolution used in the self-assembly simulations (compare Table S1 for data on the membrane thickness of all investigated systems). Thereby, a comparable hydrophobic thickness was achieved between atomistic resolution simulations and CG simulations.

All studied TM dimers were stable on the studied timescale with root mean square deviations (RMSD) of approximately 3 – 4 Å (Figure S8). A comparison for the mIgM dimers reveals an enhanced stability of the asymmetric BM-B configuration that is probably related to the significantly larger interface area of the bound mIgM monomers in the asymmetric configuration of 13.7 nm2 as compared to the symmetric structure (11.3 nm2).

For the full mIg-BCR TM helical tetramers, the configurations based on the asymmetric mIgM TM dimer (BM-B conformer) were stable with RMSD values between 3Å and 4Å. In contrast, the tetramers based on the symmetric mIgM TM homodimer (BM-A-1, BM-A-2) were found to be overall less stable on the 500 ns timescale with RMSD values of 4−6 Å (Figure S9). Overall, our results suggest an increased stability of IgM-BCR TM domains that contain the mIgM TM homodimer in an asymmetric configuration with a TM-S/TM-C binding interface as compared to a symmetric TM-C/TM-C interface.



3.5. Protein-Lipid Interactions

The association of the mIg-BCR TM complex to differently ordered membrane domains was addressed by placing the BCR transmembrane domain into a membrane consisting of a three component lipid mixture composed of 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC)/1,2-di-(cis-cis-cis-9,12,15-octadecadienoyl)-sn-glycero-3-phosphocholine (DIPC)/cholesterol. This mixture is based on a three component lipid mixture of Risselada and Marrink (65) that contains a double unsaturated 1,2-di-(cis-cis-9,12-octadecadienoyl)-sn-glycero-3-phosphocholine (DUPC) as the polyunsaturated lipid and phase separates well at 295 K. In order to be able to study phase separation at 310 K, an additional C4 bead was added here mimicking an additional unsaturated bond (topology provided in the Supplementary Material). For each of the four obtained BCR TM domains, ten simulations of each 2 μs were performed at CG resolution starting from a randomized mixture of lipids within the bilayer.

Within hundreds of nanoseconds of simulation time, two distinguishable lipid-phases emerged: a DPPC-rich region with a high amount of cholesterol (blue/green in Figure 8) and a DIPC-rich phase with a significantly lower amount of cholesterol (gray/green). While the DPPC/cholesterol domain assumes a liquid-ordered, raft-like phase, a fluid-disordered phase was observed for the DIPC/cholesterol domain (65). The four tetramers showed different association preferences for the liquid-disordered and -ordered membrane phases: The BM-A-1 and BM-B-2 BCR TM structures were mainly associated with the liquid-disordered phase. Differently, the BM-A-2 and BM-B-1 conformers showed a strong preference for the domain boundaries, exposing the lipid-accessible parts of their Ig-α/Ig-β-domains to the raft domains (Figure 8) as reflected by the relative interaction energies of the BCR TM conformers with the different lipid species (Figure 8B). While the lipid-accessible part of the Ig-α/Ig-β-domain is identical in BM-A-2 and BM-B-1, this part of the dimer is oriented toward mIgM in the BM-A-1 and BM-B-2 conformers (Figure 6). Thus, the lipid-exposed surface of the Ig-α/Ig-β dimers could be associated with the differential preference of the studied BCR TMD conformers to ordered or disordered membrane domains.
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FIGURE 8. (A) Bottom view of representative structures of BM-A-1, BM-A-2, BM-B-1, and BM-B-2 BCR TMD models inside the DIPC/DPPC/Cholesterol membrane after 2000 ns of simulation time. The mIgM dimer is shown in red, the Ig-α/Ig-β in yellow, DIPC in gray, DPPC in blue and cholesterol in green. All molecules are shown in sphere representation. (B) Relative interaction energies between BCR-TMDs and DIPC/DPPC during the last 500 ns of simulation time. The error bars indicate standard error obtained from 10 individual simulations.



Only the BM-A-2 and BM-B-1 BCR conformers are compatible with the finding of Lillemeier and Mattila (25, 66) that active single BCRs are associated with lipid-raft-like domains. Of these, the BM-A-2 complex was unstable in atomistic simulations. Moreover, this conformer can't explain the importance of Tyr463 and Ser464 for coupling of mIgM with Ig-α/Ig-β and does not explain the 1:1 stoichiometry between mIgM and Ig-α/Ig-β. The latter experimental findings together with our simulation results thus provide strong support for the hypothesis that the BM-B-1 conformation represents a realistic structural model for the BCR transmembrane domain.



3.6. Assembly of BM-B-1 Tetramers Into Oligomers

The association of isolated BCR TM domains to ordered lipid raft domains was seen to be driven by the lipid-exposed surface of the Ig-α/Ig-β domain (see above). In turn, BCR clusters were experimentally shown to not associate with lipid rafts (25, 66). The Ig-α/Ig-β domains thus will likely be shielded from surrounding lipids upon BCR oligomerization. As a first step of oligomerization, we here addressed the spontaneous dimerization of BCR TMDs (BM-B-1 conformation) in CG simulations. The BCR TMD monomers associated in 28 of 110 simulations during 10 μs simulation time (Figure S10). Five preferred binding modes could be distinguished (BM-V, BM-W, BM-X, BM-Y, and BM-Z, see Figure 9). None of the obtained dimers fully blocked the lipid exposure of Ig-α/Ig-β.
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FIGURE 9. BCR TMD dimer structures as obtained from spontaneous assembly of two BCR TMDs (BM-B-1 conformation, see Table 2, Step 6). The BCRs are colored comparable to Figure 6, however the TM-C and TM-S sites of mIgM are not highlighted here. (A) BM-V, (B) BM-W, (C) BM-X, (D) BM-B-Y, (E) BM-B-Z conformations. See Figure S10 for orientation analysis and populations of the BCR TMD dimers.



However, the dimer structures allow for the construction of higher order oligomers. For example, a symmetric BCR tetramer built based on the BM-Y binding mode (see Figure 9) shields all four Ig-α/Ig-β domains from the surrounding lipid environment (Figure S11). This cluster was found to be stable on the 500 ns timescale at atomistic resolution (Figure S12). Ig-α/Ig-β may as well be shielded in a hexameric configuration (Figure S13). This differential lipid accessibility suggested by the lipid-exposure of Ig-α/Ig-β in BCR monomers and their possible burial in higher order BCR oligomers provides a natural explanation for the observed shift in the BCR lipid environment after activation-induced BCR cluster opening (26).




4. DISCUSSION

While many antibody and antibody/antigen structures could be resolved in the past, the arrangement of antibodies within and the overall three-dimensional structure of both the cytoplasmic BCR domain and of the BCR transmembrane domain are unknown. Here, using a combination of coarse-grained and atomistic molecular dynamics simulations, we studied the spontaneous self-assembly of the helices building the transmembrane domain of IgM B-cell receptors. The obtained conformation of the BCR TMD is characterized by an asymmetric mIgM dimer (TM-C/TM-S) bound to Ig-α/Ig-β (see Figure 10). The latter contacts both mIgM molecules, a finding that is supported by previous experiments reporting that Ig-α/Ig-β only co-purified with the mIg dimer, but not with a single heavy chain/light chain pair (58). In the favored BCR TMD structure, Tyr463 of mIgM contributes significantly to the stability of the helical tetramer (see also Figure 10B). This finding is corroborated by previous mutation analysis of these sites, a double mutation (YS/VV) led to uncoupling of mIgM from Ig-α/Ig-β (10, 11, 61, 62).
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FIGURE 10. Summary. (A) Sketch of a monomeric IgM-BCR. The transmembrane domains, whose assembly was studied here, are highlighted in color, namely the TMDs of the μ chains are colored yellow, Ig-α magenta, and Ig-β green. (B) Front view of the modeled IgM-BCR transmembrane domain embedded in a POPE membrane (shown as gray sticks and spheres). The protein helices are shown in cartoon representation and the coloring corresponds to subfigure A. Tyr463 of both μ heavy chains which interact with Ig-α/Ig-β, thus strongly stabilizing the IgM-BCR TMD, are highlighted by orange sticks. Other side chains were omitted for clarity. (C) View on the IgM-BCR TMD in cartoon representation from the extracellular side. The helical transmembrane tetramer is stabilized by interactions of one TM-C with one TM-S site of the individual μ chains. Residues which were shown to play a key role in mIgM stabilization (see Figures 3C,D) are shown as sticks and colored in cyan (conserved site, TM-C), or in darkred (specific residues, TM-S site). Other side chains and hydrogen atoms are omitted for clarity. (D) Extracellular view on the IgM-BCR TMD in cartoon representation with highlighted residues (stick representation) of Ig-α/Ig-β, which preferably interact with lipid-raft like domains.



The asymmetric TM-C/TM-S mIgM TM dimer (Figure 10C) is in contrast to the symmetrical TM-S/TM-S dimer proposed earlier by Reth (17). However, as outlined in the introduction, a symmetric TM-S/TM-S dimer would probably violate the 1:1 stoichiometry of IgM:Ig-α/Ig-β (7, 8). Also, complexes built using a symmetric mIgM dimer exhibited a reduced stability in atomistic MD simulations. Ig-α – Ig-β assembly resulted in a single stable dimer configuration, which experimentally has been poorly characterized so far. Its stability stems on the one hand from salt bridges between charged residues at the intra- and extracellular parts of the Ig-α and Ig-β TMDs and on the other hand from the large hydrophobic interface built by the membrane spanning regions of Ig-α and Ig-β. We could further show that the lipid accessible part of Ig-α/Ig-β within the BCR TMD likely drives the association of these complexes with ordered lipid domains (Figure 10D) (25, 66). However, it has to be noted that monomeric BCR TMDs did not fully partition to the lipid raft like domains but rather associated to the interface between ordered and disordered domains. This is possibly coupled to a recently reported enhanced enrichment of transmembrane peptides at domain interfaces in coarse-grained simulations employing the Martini forcefield (67). However, different from the latter study, we here employed different membrane phases of similar thickness. Still, a comparative partitioning analysis for various BCR TM models differing in the orientation of the Ig-α/Ig-β dimer within the BCR revealed an interface-dependent partitioning of BCR either to the disordered membrane domain (BM-A-1, BM-B-2 conformers) or to the ordered-disordered domain interface (BM-A-2, BM-B-1). This clearly shows a protein interface-dependent membrane partitioning within the chosen coarse-grained methodology. A more detailed analysis of the driving forces for differing membrane domain associations would require to scrutinize the underlying lipid-protein interactions in ordered, disordered, and interfacial membrane domains at atomistic resolution.

Oligomer models for the BCR TMD provide cues for the mechanisms underlying the observed translocation of BCRs upon activation from non-raft to lipid raft domains (68, 69): passive IgM-BCRs may reside as oligomers with shielded Ig-α/Ig-β interfaces within non-raft regions while the oligomers may be opened or re-organized upon activation (26, 70) resulting in release of the Ig-α/Ig-β membrane interfaces and thus changed preference for lipid raft domains.

In summary, we suggest a structural model for the transmembrane domain of IgM-BCR that is in line with the available experimental data. Monomer and oligomer structures and their differing membrane domain association provide a molecular view on the dissociation activation model, which states that activation-induced BCR cluster opening leads to a transition of single, active BCRs from fluid membranes to lipid-raft like domains (26). Similar couplings between the assembly or clustering of membrane proteins on the nanoscale and signaling were reported for a number of receptors (71), e.g., for the formation of microclusters of T-cells receptors and the linker for activation of T cells (Lat) during T cell activation (72). Multiscale simulations, combining coarse-grained and atomistic MD simulations in a sequential manner (73) provide an exciting and promising tool in the study of the structure, the clustering and the domain preference of receptors at atomistic resolution.
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Leukocytes play critical roles in preventing pathogenic infection and controlling transformed cells, but must remain quiescent in response to healthy tissue. To execute this function, immune cells need to integrate signals from a host of activatory, co-activatory, and co-inhibitory immune receptors. When an immune cell interacts with another cell containing ligands for these receptors, an immunological synapse is formed at the contact interface that acts as a dynamic signaling hub into which cytoplasmic enzymes are recruited and tethered. Within this interface competing tethered enzymatic activities are integrated, ultimately leading to the cellular decision to respond or remain quiescent. Here, we review recent advances in our understanding of tethered signaling reactions, focusing on proximal signaling downstream of important T cell immune receptors. We discuss how a class of co-inhibitory receptors require co-localization with activatory receptors to function, how recent evidence that T cells use microvilli to probe antigen presenting cell surfaces may be important for immune receptor function, and how co-clustering between activatory and inhibitory receptors facilitates integration of tethered reactions.
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INTRODUCTION

T cells play a critical role in the adaptive immune system, in which they must recognize and respond to foreign antigens whilst remaining quiescent to normal tissue antigens. Upon activation T cells undergo clonal expansion, differentiation, and mediate effector functions such as cytokine production and direct target cell killing [1].

Fundamentally, T cell function is dependent on the orchestration of signals generated by receptors found in their plasma membrane. T cells are activated when T cell receptors (TCRs) on their plasma membrane interact with cognate peptide antigen-major histocompatibility complexes (pMHC) presented on the surface of antigen presenting cells (APCs). These interactions occur at the contact interface between T cells and APCs that, upon antigen recognition, matures into a structure known as the immunological synapse [2]. In addition to the TCR there are numerous co-stimulatory and co-inhibitory receptors, the signals from which must be integrated to culminate in a specific output: the cell response [3]. Due to this integration of positive and negative regulation, APCs can prevent, dampen or enhance a potential response of the T cells by the expression of ligands for co-inhibitory or co-activatory receptors.

During the process of maturation, auto-reactive T cells are eliminated in the thymus [4], however, some autoreactive T cells escape thymic selection, and migrate to the periphery. Inhibitory receptors play an important role in restoring tolerance and preventing self-reactive T cells from initiating auto-immune reactions [4–10]. Inhibitory receptors that block the activation of T cells are also known as immune checkpoint receptors for their ability to prevent inappropriate autoreactive immune responses. Although this system is effective at protecting healthy cells from being attacked by T cells, some cancer cells and chronic viral infections take advantage of this protection mechanism, expressing high levels of the ligands for inhibitory receptors [11–13]. Due to the importance of immune checkpoint receptors, they have become increasingly important drug targets. Some of the most studied inhibitory receptors are Cytotoxic T lymphocyte-associated protein 4 (CTLA-4), Programmed death-1 (PD-1) and B and T lymphocyte attenuator (BTLA), with drugs targeting CTLA-4 and PD-1 already developed into frontline treatments for many cancers [14–17].

Here we review the mechanism of signal integration for a class of inhibitory receptors that function by recruiting cytosolic phosphatases. Specifically, we highlight how physical properties of the membrane and consequences of receptor-ligand interactions occurring at cell-cell interfaces may be important determinants of signal integration between these inhibitory receptors and the activatory signaling they modify.



INHIBITORY AND ACTIVATORY RECEPTORS NEED TO BE IN CLOSE PROXIMITY TO INTEGRATE THEIR SIGNALS

The TCR is a multi-chain complex consisting of alpha and beta subunits, responsible for binding pMHC, and CD3 chains (epsilon-delta, epsilon-gamma and zeta-zeta dimers), responsible for signaling. Upon TCR-pMHC binding, tyrosine residues within immunotyrosine-based activation motifs (ITAMs) present in the intracellular tails of the CD3 chains are phosphorylated by the Src-family kinase Lck. Phosphorylated ITAMs recruit the cytoplasmic kinase ZAP70 to the TCR complex, where the enzyme becomes activated and phosphorylates the membrane adaptor protein linker for activated T cells (LAT). Phosphorylated LAT in turn recruits other cytosolic adaptors that propagate the signal leading to full T cell activation [18, 19].

TCR mediated cellular activation can be modified by a number of co-stimulatory and co-inhibitory receptors [3]. Co-stimulatory receptors, such as CD28, can amplify T cell responses and in many contexts are essential for robust T cell mediated immune responses [20]. Similar to the TCR, when CD28 binds either of its ligands, CD80 and CD86, tyrosines on the intracellular tails are phosphorylated by Lck. These phosphorylated tyrosines recruit cytosolic mediators, such as phosphoinositide 3-kinase and Grb2, thereby augmenting T cell activation [21].

Conversely, co-inhibitory receptors, including PD-1, halt T cell activation [3, 22]. There are several mechanisms by which inhibitory receptors interfere with T cell activation. For example CTLA-4 competes with CD28 for CD80 and CD86 and thus limits co-activation via CD28. Alternatively, co-inhibitory receptors produce inhibitory intercellular signals that by recruiting cytosolic phosphatases that are subsequently integrated into the activating signals of the TCR and co-stimulatory receptors. In this category of co-inhibitory receptors, in which PD-1 belongs, the physical principles of signal integration are key. This subset of receptors has intracellular tails that harbor immunotyrosine-based inhibitory motifs (ITIM) or immunotyrosine-based switch motifs (ITSM), which are phosphorylated by Lck when these receptors bind their cognate ligand. Once phosphorylated, the endodomains of inhibitory receptors recruit phosphatases, such as Src homology region 2 domain-containing phosphatase-1 (SHP-1) or Src homology region 2 domain-containing phosphatase-2 (SHP-2) that dephosphorylate activatory receptors, or SH2 domain-containing inositol 5′-phosphatase (SHIP) that dephosphorylates phosphatidylinositol-3,4,5-trisphosphate [23].

Cellular studies have shown that co-ligation of PD-1 with TCR and/or CD28 results in decreased phosphorylation of CD3 chains, CD28 and proteins of the downstream cascade such as Vav1, protein kinase C (PKC)-θ and extracellular signal-regulated kinase (ERK)1/2 [24–26] and in vitro reconstitution experiments show that SHP-2 recruited to PD-1 can directly dephosphorylate CD3ζ and CD28 cytoplasmic tails [22]. At this point it is useful to make a distinction between receptor triggering and signal propagation. Van der Merwe and Dushek summarized it best when they defined TCR triggering as “[t]he process by which TCR binding to peptide–MHC molecules leads to biochemical changes in the cytoplasmic regions of the CD3 complex…” [27]. From this perspective, events such as ZAP70 recruitment or phosphorylation of LAT can be considered signal propagation downstream of TCR triggering. There are many competing models of TCR triggering [27, 28], but it is hard to imagine how a receptor like PD-1 might realistically interfere with any of the proposed triggering processes. Rather, the available data indicates that PD-1 intervenes post-triggering of individual TCR or CD28 receptors by decreasing the amount of phosphorylated receptor at any one time, or the lifetime of individual phosphotyrosines, on activatory receptors.

The integration of phosphatase activity tethered to co-inhibitory receptors with the kinase activity tethered to the TCR and co-inhibitory receptors can only occur if the spatial organization is such that the reach length of the phosphatase and kinase overlap. Since both signaling enzymes are tethered to the membrane via the recruitment to the respective receptors, it has become critical to examine the co-localization and co-clustering of activatory or co-activatory receptors in biological membranes. When ligands for PD-1, TCR, and CD28 are presented on the same surface the engaged receptors co-localize within clusters in the T cell [22, 26]. In an elegant series of experiments, Yokosuka et al. used PD-1 constructs with ectodomains elongated to different extents to demonstrate that the degree of mismatch between TCR/pMHC and PD-1/PD-L1 dimensions correlated inversely with co-localization and inhibitory function [26]. Elongating receptor-ligand interactions can have the additional effect of reducing the efficiency of receptor phosphorylation, which can be understood in the context of the kinetic segregation mechanism [29], and to separate this effect the authors used PD-1 constructs with SHP-2 fused to the intracellular tail, thus circumventing the need for triggering. These experiments build on earlier work by Köhler et al. and Eriksson et al. who demonstrated a similar principle with inhibitory and activatory receptors in NK cells [30, 31]. Accordingly, it was noted that most known inhibitory and stimulatory receptors that bind surface-associated ligands form similar ligand-receptor dimensions, which are smaller than the large surface phosphatases that regulate their triggering [32], suggesting that this is a common requirement for signal integration between activatory and co-inhibitory receptors. Taken together, it seems that the degree of co-localization of some receptors is an important determinant in the integration of their function.

Before we review the complex mechanisms that underlie receptor co-localization, we would like to point out that co-localization does not seem to be a requirement for CD28-mediated co-stimulation, and is thus not a universal requirement for T cell signal integration. If ligands for CD28 are presented on separate cells from agonistic pMHC molecules, T cells still have enhanced responses, although the effect appears to be less efficient than if both ligands are presented on the same cell surface [33].



MECHANICS OF RECEPTOR-LIGAND INTERACTIONS AT CELL-CELL INTERFACES

Bonds occurring between membrane-bound receptors and ligands are subject to forces that have consequences for the organization of proteins at the surface. In this section we will review the evidence for how these forces impact on the formation of initial bonds and how they result in the size-based segregation and clustering of surface proteins.

For bonds to occur between the TCR, co-inhibitory and co-activatory receptors and their respective membrane-bound ligands, the T cell and APC membranes must be the right distance apart. However, most immune receptor-ligand complexes span a short distance compared with the length of the glycocalyx. Given this size difference it is relevant to ask how bonds between smaller receptor-ligand pairs occur at all. To overcome the glycocalyx, which normally repulses the close apposition of two cell membranes, T cells actively probe APCs using thin (100–200 nm) actin-dependent finger-like membranous protrusions known as microvilli [34, 35] (Figure 1). These processes are highly dynamic and are continuously protruding and retracting [35]. Using a combination of super-resolution microscopy approaches Jung et al. suggested that these flexible projections are enriched with adhesion molecules and TCRs. However, it should be noted that all the molecules the authors investigated appeared to be enriched at the tip of microvilli, with the exception of CD45, which was modestly depleted [34]. The tips of microvilli were closer to the coverslip in their experiments and the authors may not have adequately corrected for the greater signal-to-noise at these points, which would be reflected in a greater probability of detection. Nevertheless, mounting evidence suggests that T cells probe the surface of APCs with these microvilli and that these are likely the sites of the initial bonds formed between the TCR, co-inhibitory and co-activatory receptors [34, 35].


[image: image]

FIGURE 1. Microvilli of T cell probing an APC surface. The arrows indicate the free diffusion of unbound receptors on the membrane. This diffusion follows a random distribution of receptors except in the interface between the microvilli and the APC, where proteins larger than the size of the interface, such as CD45, are excluded. The zoomed in region illustrates how compatible receptor-ligand dimensions become co-clustered at points of close contact initiated at the tips of microvilli.



Once ligand-receptor interactions form across a cell-cell interface this has consequences for the organization of other proteins in the membrane. For example, the TCR-pMHC complex spans approximately 15 nm so that wherever these bonds exist the membranes of the two cells will be held apart at a distance equivalent to the complex dimensions (Figure 1). This gap will establish a size threshold that will segregate other surface proteins with an ectodomain larger than the interface height. CD45 is the best studied example of this and is excluded from points of TCR-pMHC bonds due to its large extracellular domain [36, 37]. This concept was also recently demonstrated in a reductionist system by Schmid et al. who used giant unilamellar vesicles coated with binding and non-binding fluorescent proteins of different dimensions [38]. Since this vesicular system lacked any cellular machinery the results demonstrate that segregation of proteins just 5 nm larger than the binding interface can occur purely as a result of the energy penalty caused by membrane bending to accommodate the larger protein.

Another important consequence of the uneven interface between the T cell and APC is that bonds formed between molecules on opposing membrane are much more likely to occur in regions where bonds of compatible dimensions already exist [39–41]. Thus, new ligand-receptor bonds gather around existing bonds, promoting the co-clustering of size-compatible ectodomain receptors, which is required for co-localization and signal integration between activatory and inhibitory receptors (Figure 1). As discussed earlier, initial interactions are likely formed at the tip of microvilli, but as the immune synapse evolves at later time points the contact interface flattens. Although, the nanoscale topology of the contact interface remains a topic of active investigation, receptor-ligand pairs with modestly different dimensions are known to segregate in the immunological synapse at late time points (several minutes after initial contact), with LFA1-ICAM-1, CD2-CD58, and TCR-pMHC forming a “bulls-eye” pattern of concentric circles in the synapse [42].

It should be noted here that TCR activation precedes full immunological synapse formation [43] and the typical “bulls-eye” pattern of the synapse (reviewed in detail elsewhere [2, 44]). It is easy to conflate events happening on the scale of the entire synapse (μm length scale, minutes time scale) with events happening at the scale of microvilli/clusters (100–200 nm length scale, 10 s of seconds time scale). This can be particularly confusing since the synapse-like patterns of integrin bonds surrounding TCR-pMHC bonds also occur in the form of micro-adhesion rings that surround TCR clusters at early timepoints [45]. However, as we will argue in the following section, signal integration between activatory and inhibitory receptors likely occurs at the scale of microvilli/clusters, and thus this distinction is important to keep in mind.



PHYSICAL PROPERTIES OF RECEPTOR TAILS ARE AN IMPORTANT DETERMINANT OF SIGNAL INTEGRATION

To understand why inhibitory receptors must co-localize with activatory receptors to function effectively we will conclude by more closely considering the molecular mechanisms of inhibitory signaling.

Proximal signaling downstream of the TCR and co-stimulatory receptor activation, initially occurs on the tails of the receptors, but eventually spreads to other proteins that are spatially separated from the receptors. In contrast, co-inhibitory receptors that recruit phosphatases do not seem to generate long-range inhibitory signals, but rather appear to function locally. The phosphatases that mediate inhibitory receptor function, SHP-1 and SHP-2, only become fully catalytically active when their SH2 domains are engaged by phosphorylated ITIM peptides [46, 47].

The concentration of substrate that SHP-1 or SHP-2 encounter when they are recruited to inhibitory receptors depends on the reach and flexibility of the cytoplasmic tail they are recruited to, the scale of co-localization with activatory receptors containing phosphorylated tyrosines, and the reach and flexibility of the cytoplasmic tail of the activatory receptors (Figure 2). The overall reaction rate is thus dictated by the binding kinetics between the recruited enzyme and the immune receptor tail, the intrinsic catalytic rate, and the reach and mechanical properties of the immune receptor tail. There are some similarities between these membrane-tethered reactions and signaling reactions on scaffolds [48]. However, since immune receptors diffuse in the membrane, cluster and co-cluster with other immune receptors the situation is analogous but more fluid than scaffold signaling and some authors have used the term “tethered signaling” to describe proximal signaling reactions occurring on the tails of immune receptors [49].
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FIGURE 2. Co-clustering of compatible size receptor-ligand bonds in the cell-cell interphase allows signal integration. The colored areas indicate the span of action of each membrane tethered enzyme. (A) If receptor-ligand bonds are spaced too far apart at the cell-cell interface, inhibitory receptors are not able to carry out their function and activatory receptors can initiate their signaling cascade, indicated by the black arrows. (B) Co-clustering of receptor-ligand bonds allows the cytoplasmic domains to overlap and for phosphatases recruited to the cytoplasmic tails of co-inhibitory receptors to reach substrate phosphotyrosines, allowing signal integration.



Despite the importance of mechanics to tethered signaling reactions, the reach and flexibility of the cytoplasmic tails of activatory and inhibitory receptors remain largely unstudied. Local substrate concentration is an important consideration since tethering an enzyme to a poor substrate can override catalytic specificity and drive what would otherwise be an unfavorable reaction [50]. Mathematical modeling has been used to predict the local concentrations of enzymes tethered to substrates by unstructured linkers [51–53], which can dramatically enhance reaction rates. These studies often rely on modeling the unstructured regions of proteins the enzymes are tethered to, such as the tails of immune receptors, using the wormlike chain model. The worm-like chain model uses two parameters to describe the behavior of polymers: persistence length (quantifying the stiffness of the polymer) and contour length (the end-to-end length of the polymer). Although a good estimate, the specific sequence of the unstructured region can significantly affect the behavior [54, 55] and furthermore the size and orientation of the enzyme tethered to tail is often neglected. Windisch et al. used mesoscale modeling to address this second point finding that, for a tethered reaction in a bacterial chemotaxis receptor pathway, the physical size of the rigid enzyme impeded its ability to explore a significant portion of the tether-restricted space [51]. Given the difficulties in predicting the local enzyme concentrations on membrane tethers, we found it necessary to develop an experimental system that can capture the various parameters involved in tethered signaling independently.

To directly measure important parameters describing tethered signaling reactions, Goyette et al. recently described a novel biophysical assay utilizing surface plasmon resonance (SPR) [49]. The method can be used to measure the binding, catalytic and effective reach parameters for a phosphatase interacting with and dephosphorylating a phosphotyrosine-containing peptide immobilized on the SPR chip surface. The authors investigated the interaction of SHP-1 with an ITIM containing peptide derived from the inhibitory receptor leukocyte associated immunoglobulin like receptor 1 (LAIR1), finding that binding of the enzyme to the ITIM increased the catalytic rate 900-fold through a combination of allosteric activation and increased local substrate concentration [49]. Although the peptide used did not represent the full-length cytoplasmic tail of LAIR1 but was instead the ITIM portion with a PEG linker with shorter dimensions that the native tail, the results suggest that the enzyme itself contributed significantly to the effective reach length, which was measured to be 23 nm. Future studies using this technique with full length cytoplasmic tails of inhibitory receptors will hopefully shed some light on the effective reach and biophysical properties of tethered signaling reactions.

Based on the information with immobilized tethers, we know that the local concentration of recruited enzyme falls off rapidly with distance from the ligand-engaged receptor, highlighting the importance of close co-localization between receptors. Although we do not know the exact physical properties of immune receptor tails, for a reasonable estimate of receptor cytoplasmic tail length, a change in co-localization distance from 5 to 50 nm can cause a 1,000-fold decrease in effective enzyme concentration [49], assuming that no lateral diffusion takes place. Beyond the maximum reach of the tether, the recruited enzyme is unable to catalyze reactions. These considerations explain the observed requirement for co-localization and compatible receptor-ligand dimensions between activating and inhibitory receptors discussed in the previous section, but also suggest a relevant scale for the co-localization (<50 nm). This scale fits well with the dimensions of the tips of microvilli (Figure 1), suggesting that they could be the primary sites of signal integration. It also fits well with results from Cai et al. who patterned ligands for the TCR receptor at defined intermolecular distances and found a lateral spatial threshold of <50 nm to maintain robust signaling [56]. The authors note that this distance corresponds well the predicted reach length of intracellular tails of the TCR complex, suggesting that this allows the signaling to be reinforced. We are proposing a similar mechanism, with opposite consequences, for the co-clustering of activatory receptors such as TCR or CD28, with co-inhibitory receptors, such as PD-1.

While in the SPR assay and Cai et al's ligand patterning, proteins are immobilized on the surface, in the plasma membrane individual receptors can diffuse laterally. The diffusion of receptor-ligand bonds on opposing membranes at a cell-cell interface however, is less clear. While there are many imaging approaches to measure membrane diffusion [57] and we recently engineered a FRET sensor that measures TCR clustering dynamics [58], it is difficult to distinguish engaged from non-engaged receptors at cell interfaces with these technologies. The problem is confounded in that only ~23% of the TCRs signaled when stimulated with excess antigen or activating antibodies [20]. Thus, the diversity of receptors—engaged vs. non-engaged, signaling vs. non-signaling receptors—that are genetically and biochemically identical makes interpretation of bulk measurements difficult. In addition, we lack a detail understanding of the spatial organization when a T cell transitions from the first contact with an APC via microvilli to a mature synapse. The best indication we have is from single molecule imaging of live cells, which show that when the TCR binds pMHC on opposing membrane (in this case a supported lipid bilayer), the resulting ligand-receptor complex does not undergo free diffusion and is localized in the same diffraction-limited (>200 nm) spot on the timescale of seconds [59]. Ultimately, over the course of tens of seconds to minutes, the complex associates with the actin cytoskeleton and is transported to the center of the synapse where internalization and signal down-regulation occurs [42]. These experiments suggest that either complex formation drastically reduces mobility of the receptor and ligand, or the complex undergoes very confined diffusion within a small close-contact region, or both occur.

Finally, even the assumption that the tip of a microvillus or the mature synapse represents a 2-dimensional zone for ligand-receptor interactions is likely too simplistic. Even when opposing membranes are held very close to the optimal distance for binding, thermal fluctuations and cortical cytoskeletal stiffness can have large effects on binding kinetics on small scales (<100 × 100 nm) and receptor-ligand bonds can dampen thermal fluctuations, thus enhancing on-rates and reducing off-rates for compatible dimension receptors in their vicinity [60]. The theoretical upshot of this would again be distance-dependent synergy in compatible dimension receptor-ligand bond formation on a scale similar to the reach length of tethered reactions [49].



CONCLUDING REMARKS

A T cell must be able to integrate signals from inhibitory and activatory receptors. A possible mechanism is to use biophysical principles such as the spatial organization on the molecular scale to regulate biochemical reactions. This linkage occurs on two different levels: firstly, on the extracellular side, receptor engagement can lead to receptor clustering and co-localization and secondly, on the intracellular side, kinases and phosphatases can be tethered to the membrane by recruitment to phosophorylated receptor tails. The first is a result of the topology of the plasma membrane, including microvilli, together with passive mechanical forces acting to aggregate compatible dimension receptor-ligand complexes in close contact regions. Although some important specifics about the nanoscale topology of the contact interface and organization of receptors in the membrane remain uncertain, we propose a model in which these close contact points are the main site of co-inhibitory receptor signal integration. This model explains the requirement for compatible ectodomain dimensions between activatory and inhibitory ligand-receptor pairs and suggests that mechanical properties of receptor tails will have important consequences for the effectiveness of signal integration.

The relevant distances for these processes are on the molecular scale (tens of nanometres), which make them very difficult to study in situ. For this reason, modeling and reductionist systems have been important for highlighting the relevance of the biophysical properties of the cytoplasmic tails. With advances in microscopy techniques, and the development of complimentary biophysical methods, a clearer picture of how tethered signaling reactions occur within the complex environment of T cell-APC contact interfaces will emerge. As our understanding of signal integration processes becomes more nuanced it may become possible to manipulate and utilize them to construct more effective therapeutic strategies, such as synthetic chimeric antigen receptors [61].
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Bridging the gap between traditional immunology and nanoscale biophysics has proved more difficult than originally thought. For cell biology applications however, super-resolution microscopy has already facilitated considerable advances. From neuronal segmentation to nuclear pores and 3D focal adhesion structure—nanoscopy has begun to illuminate links between nanoscale organization and function. With immunology, the explanation must go further, relating nanoscale biophysical phenomena to the manifestation of specific diseases, or the altered activity of specific immune cell types in a bodily compartment. What follows is a summary of how nanoscopy has elucidated single cell immunological function, and what might be achieved in the future to link quantifiable, nanoscale, biophysical phenomena with cell and whole tissue functionality. We explore where the gaps in our understanding occur, and how they might be addressed.

Keywords: T cells, immunology, SMLM, nanoscopy, super-resolution

The so called immunological synapse has proved fertile ground for the intersection of nanoscopy with immunology [1]. The word synapse originates from Greek sun–together and hapsis–joining. Like a neuronal synapse, the immune synapse (IS) describes a communication zone at the interface between two cells. In the case of the T cell synapse, a T lymphocyte and an antigen presenting cell (APC) communicate through an intricately arranged array of receptors. Archetypal immune synapses can be recapitulated through use of supported lipid bilayers (SLBs) loaded with peptide bound major histocompatibility complex (p-MHC) [2], or more simply through the use of activating antibodies bound to glass, directed at the T cell receptor [3, 4]. In the past few years, several proteins in the T cell membrane have been found to be organized on nano-length scales, and links to cell function have begun to emerge.

In the fields of super-resolution and biophysics, the IS has had a dual function–as an area for cell biological insight in itself, and as a proving ground for super-resolution technique development. Cell biology has benefitted from the system as headway has been made in understanding the role of nanoscale molecular organization of the TCR [5–7], LFA-1 [8, 9], LAT [10, 11] and the nanoscale meshworks formed from fibers like actin [12]. Elsewhere, super-resolution imaging has been used to study nanoscale structures such as the nuclear pore complex, mechanisms of segmentation within organelles such as the mitochondria, or the axon and dendrites of neurons [13, 14]. In these cases, the use of diverse nanoscopic methodologies helped independent researchers report and verify the same structures.

The organization of the TCR has been subject to rather intense investigation over the last few years, in part because of controversy over its nanoscale organization, and in part due to artifacts emanating from the imaging. It therefore provides a useful case study of many researchers being involved in the elucidation of a phenomenon using new technology.

Bjorn Lillemeier's group were among the first to show that T cell receptor forms nanoclusters in activated cells, which group together into islands to amplify a signal, allowing T cells to surpass a threshold for activation [6]. In a noisy, live environment, resolution was reduced, but new information afforded by this technique showed that the TCR and LAT indeed organize into nanoscale islands upon activation by a single pMHC-TCR interaction in vivo.This, the authors posit, is a nanoscale spatial mechanism for signal amplification—one that negates the need for 10 or more antigen peptides to be presented for full T cell activation [15].

However, the existence of TCR clusters in antigen experienced “resting” cells is less clear, and new analysis suggests that pre-clustered TCR may be an artifactual symptom of molecular overcounting [8, 16]. Alternatively, such clusters may represent ligand-independent triggering of the TCR that happens when T cells come into contact with various surfaces commonly used for in vitro assays, including poly-l-lysine [17]. Molecular overcounting occurs when multi-blinking fluorescent emitters are detected more than once, in slightly different places, resulting in a single molecule looking like a cluster in the output data. Varying the label density is a possible way to rule out false clusters in super resolution localization data [8]. When this technique was used, no TCR clusters were found in resting T cells. Biologically, new data suggests that the T cell receptor would seem to benefit from being a single entity in that this would speed the scanning phase in resting T cells: if TCRs are non-clustering, they have a higher probability of coming into contact with pMHC [18]. Recent work by Cai et al. supports this. Here, high resolution lattice lightsheet microscopy, along with quantification using the displacement of quantum dots showed how microvilli are used by T cells to speed the scanning process [19]. Jung et al. used variable angle TIRF and localization of fluorescently labeled TCR and Zap70 (Syk family kinase involved in TCR activation) to observe nano-clustering at the tips of the microvilli [20]. The precise characteristics of TCR and Zap70 clusters, and the function of the clustering observed at the dwell sites of microvilli requires further investigation. The Zap70 catch and release model [21] appears to match well with microvillar scanning, which might provide the amplification needed for further signaling and full activation in the presence of a strong, albeit rare signal. Together, these works provide evidence that the nanoscale spatial localization of multiple signaling molecules like this are likely to be involved in the regulation and amplification of an initial TCR-pMHC signal.


NANOSCALE T CELL MIGRATION

Intrinsically coupled to their function of antigen recognition, T cells are necessarily highly migratory. The precisely orchestrated timing of targeted T lymphocyte migration is also called “homing,” and describes a voyage through peripheral tissues, lymphoid vessels and organs, and along vasculature, during which a process of differentiation into many different T cell subtypes occurs—themselves with intrinsic migratory capacities [22]. In the lymph node, naïve T cells undertake the scanning of dendritic cells—interactions which can total 500 to 5,000 cell contacts per hour per T cell [23]. Integrin based adhesions have long been known to be important for these events, but only recently have we been able to observe their machinations on the nanoscale. Molecular clustering is necessary for the structured formation of adhesions in T cells [24], and new nanoscopy techniques have allowed us to show that there are levels of organization beyond microscale adhesion clusters. The dynamics of such clusters likely occur across many timescales, and while live cell PALM in the T cell synapse has provided important insights into nanocluster dynamics with temporal resolution of 1–2 s [10, 11, 25–27], fast dynamics will rely on the development of much faster localization imaging.

Nanoscale T cell adhesions are short lived, small and distinct from conventional focal adhesions observed in other cell types. Recent super-resolution microscopy work has shown that T cell adhesions based around LFA-1 integrin are very small throughout the cell—on the length scale of nascent adhesions at around 100 nm in diameter [9]. Those adhesions that are anchored to ligand on the outside of the cell, and to actin on the inside remain engaged from the leading edge through the lamella, but have a total lifespan of < 1 min. As the field progresses, further nanoscopic investigation may help us to answer questions about the precise composition and compartmentalization of nanoscale T cell adhesions. One possibility is that actin and the membrane work together to compartmentalize nano-adhesions, a concept pioneered by Kusumi [28, 29] and suggested for T cells by Lillemeier [6].

Recent work has linked the modulation of such nanoscale adhesions with altered migration due to the loss of function mutation of a phosphatase associated with autoimmune disease: PTPN22 [9]. Upon loss of this phosphatase, effector CD8+ and CD4+ cells migrate considerably faster and alter their nano-adhesion structure as well as their link to the actin cytoskeleton. In humans suffering from rheumatoid arthritis, PTPN22 mutation or deficiency is linked to an accumulation of such effector T cells in the joints [30]. Therefore, it is possible that phosphatases like PTPN22 act as nanoscale control switches for integrin based adhesions, and that the lack of this control causes a default fast migration phenotype, contributing to the mis-localization of cells and development of autoimmune disease conditions. The effects on the base migration phenotype and accompanying nano-adhesion architecture caused by this mutation warrant more investigation. This might be done in other fast moving cell types affected by phosphatase mutation [31], as well as in specific T cell subtypes such as T effector memory cells that migrate in the periphery or central memory T cells that migrate mainly in the secondary lymph nodes [32].



MIGRATION PLASTICITY AND NANO-ADHESION MEMORY

The base structure of nanoscale adhesions may be immunologically important in the case of memory T cells which commit themselves to special patterns of migration. Individual T cells must dynamically alter their style of migration as they move through different environments in the periphery and in the lymph nodes [33]. When inside the lymph nodes, cells use actin to push and squeeze through their surroundings [34], and LFA-1 integrin to enhance DC scanning and migration speed [35]. Along blood vessels, migration and diapedesis relies on actin “treadmilling” and integrin based adhesions to anchor themselves and translate actin flow into cell movement [35]. In the diverse environment of the periphery, it is likely that these modes of migration are mixed and complimentary and are probably true for other exploratory immune cells. Interestingly, it is also clear that subtypes of T cells develop and maintain set migratory patterns as they differentiate. Some predominantly move around the peripheral tissues (e.g., stem memory T cells), or remain resident there (T resident memory), while others reside largely in the secondary lymph nodes, such as the central memory T cells [32, 36].

Insight into the nanoscale behavior of adhesion receptors and effectors may provide immunological understanding as to why these cells maintain such behaviors. One question might be whether cells coded for certain kinds of migration also maintain “cluster memory,” where adhesion clusters adopt specific clustering formations in the membrane based on preformed intracellular clusters. Such preformed clusters of integrins and associated intermediates/effectors have been observed in vesicles in other cells [37]. If such vesicles are preformed and stored in pools, they could be used to quickly enact specific kinds of prepackaged migration, by using spatial platforms for fast signaling in a migratory niche. The precise arrangement of molecules within vesicles, and their mechanism of formation is unknown, but may soon be accessible with the combination of new optical and analytical tools. This hypothesis of nanoscale spatial memory might extend to vesicular adhesion receptors and effectors—importantly, integrins can be pre-activated within such vesicles [37].

The optical tools to analyze such phenomena exist. Lattice light sheet microscopy (LLSM) already allows for high spatiotemporal resolution at low laser power. Whole 3D volumes can be acquired very quickly, enabling imaging of single cell dynamics with high temporal resolution. Low phototoxicity and fast 3D imaging with high signal to noise has allowed the confirmation and measurement of dynamics of the well-studied immunological synapse in a 3D matrix between a T cell and a dendritic cell [38], as well as microvilli [19]. Recent advances in adaptive optics for microscopes has increased the reach of the lattice light-sheet technique, achieving sub 100 nm lateral and axial resolution even in highly scattering tissues [39]. The technique has also been used to get single molecule localization information, and has provided impressive PAINT images in fixed cells, where the narrow and homogenous Bessel beam lightsheet allowed for superior optical sectioning [38].

While LLSM has the advantage of high speed and low dose, allowing access to fast processes that occur in immune cells, it has not yet been used for quantification of single molecules in live cells. Extending this technique to identify single molecule involved in nanoclusters in live cells might be achievable through its combination with new live cell cluster quantification techniques [40]. Instead of focusing on optics or fluorescent protein development, the algorithm relies on statistics to increase the temporal resolution, by calculating the fewest points required to reliably state the relative size and density of an under-sampled nanocluster. The algorithm works with low molecule numbers, such that enough information is collected in only a few raw frames to extract statistically relevant nanoscale information about cluster dynamics. Through advances in such quantitation techniques, live cell microscopy techniques and reversibly switchable or replenishable fluorophore engineering [41–43], it is likely that the dynamics of individual protein clusters of signaling molecules will be investigable in live T cells. Point pattern analysis at physiologically relevant spatio-temporal resolution will provide highly quantifiable data, potentially allowing sensitive processes to be statistically analyzed.



INCREASING THE SUPER-RESOLUTION SAMPLE SIZE

One concern within circles of immunologists is the relevance of tiny changes in the properties of nanoscale signaling domains to immune system function. That changes within nanoscale signaling domains are very small might seem like truism, but there is a valid point here. While researchers might use T cells sourced from several different people and observe high replicability across many samples, the nanoscale change may be tiny: cluster size changes of a few nanometers for example. Several functional changes have been linked to nanoscale alterations: the increased clustering of LAT derived from sub-cellular vesicles that correlates with T cell receptor activation and synapse formation [10], the co-clustering of Zap70 and TCR with LAT [25]as well as Lck [7, 8, 27] upon T cell activation. Recently, links to mechanism have been posited during the activation of B cells, where actin and tetraspanin reorganizes B cell receptors [44], in macrophages, where Src family kinases cause actin to rearrange FcγR1 nanoclusters [45], and in the regulation and formation of the natural killer cell lytic synapse [46].

Such studies provide important insight into phenomena in single cells. However, the low n-numbers lend themselves to study of the average changes within a heterogeneous dataset composed of diverse clusters, and do not allow access to population data when looking at multiple cell types in the same experiment as is common in immunology labs. This denies researchers access to possible minority phenomena–nanoscale machinations that start small, residing at the tail ends of data distributions, and result in whole cell change, as well as the effect of the change on the rest of the immune cell population in a given niche.



HIGH THROUGHPUT TRANS-SCALE MICROSCOPY

While the average super-resolution experiment relies on data from a few tens of cells, the jewel in the crown of immunology, flow cytometry, is able to analyze tens of thousands of cells in a matter of minutes. This allows for imaging and analysis of a diverse population, often giving a snapshot of immune cell populations in a given bodily niche. If super-resolution microscopy is to be used for population based imaging, the number of cells imaged, and their diversity must be increased. To achieve this, researchers have been making efforts toward increasing the throughput of an average super-resolution experiment by automating the process [47, 48], and by using flat field illumination to increase the number of cells collectable in each image [49, 50].

Flat field super-resolution microscopy attempts to increase the illumination area to match the capabilities of scientific complementary metal oxide semiconductor (sCMOS) cameras, which offer a huge field of view [49]. sCMOS cameras used for localization microscopy also have lower readout noise and rapid readout rates, but are not as sensitive as EMCCD cameras. The latter have been the equipment of choice for most single molecule localization microscopy applications. However, while EM amplifies the signal it also amplifies the camera noise. sCMOS cameras do not use electron multiplication but have extremely low camera noise. Together, this means that contrast is higher and therefore single molecules can be localized more precisely by the latest sCMOS cameras than by EMCCD [38]. Combined with the faster readout rate and large field of view, as well as potential for better quantum yields in the future, sCMOS will likely supersede EMCCD cameras for localization microscopy.

Most super-resolution microscopes illuminate the sample such that there is a relatively narrow Gaussian distribution of intensity from the center of the field of view, which is made narrower in some cases by the use of a condenser lens to increase excitation intensity. Fluorophores near the edge of this illumination zone are less strongly excited than those in the center, and as a result are less precisely localized. To address this, Suliana Manley's group set up a flat field microscope, which relies on an inexpensive microlens array to image 100 μm2 regions with super-resolution, more than quadrupling the current limits [49]. This could well be applied to immunology where samples of a mixed population of T cells must be imaged all at once, identified separately and characterized on the nanoscale by super-resolution.

Automated super-resolution imaging and single particle tracking has been performed by Masato Yasui of the Ueda lab in Osaka [47]. His system uses fast focusing based on pixel intensity at the iris to select the correct focal plane, then machine learning to find and image cells with a given morphology and fluorescent signal. Combined with automated addition of chemicals or desired treatments using robotics, the system has the capacity to image several 100 cells per day. Single particle tracking or super-resolution localization microscopy can then be carried out in multiple conditions, resulting in hundreds of cells per condition, and millions of analyzable molecules. In conjunction are servers that can handle the localization of huge numbers of molecules, and localization and analysis algorithms that make most efficient use of the CPU or GPU of the systems involved. As an automated process, new ways to validate the quality of super-resolution data [51, 52], could be built into the process of screening before image processing.



MINORITY BIOLOGY

Increasing the n number from an average of 10 cells to 1,000 cells may also allow us access to new biological phenomena, undetectable when comparing the means of two conditions. Heterogeneity of clustering in cells is clear—usually the distributions display a wide range of cluster shapes, densities and colocalizations with other clustered/non-clustered molecules. Data comprised of many cells and many thousands more single molecule detections has the potential to be mined in various ways to reveal minority or rare nanoscale phenomena.

Minority phenomena represent putative events that have a lot of power for change, but occur at the fringes of distributions. One might imagine a molecular cluster exhibiting divergent behavior. Such a cluster might be made of precisely organized layers of kinases, phosphatases and mechanical intermediates [such as a focal adhesion [53]] which at a given quorum of molecular participants [molecular conformations and phosphorylation states considered] initiates a signal cascade affecting neighboring clusters. This seed cluster could build up a level of signaling that then reorganizes actin [through the local action of Rho-GTPases for example [54]] or the strength of an adhesion [through modulation of vinculin binding proteins [55]] to change the direction of cell migration or to initiate the formation of a full synapse after initial microvillus based scanning.

Such a cluster would certainly be overlooked by conventional comparison of mean values between two separate distributions representing the characteristics of thousands of clusters. The kind of N-numbers available by increasing the throughput of super-resolution microscopy may allow for statistical analysis of segregated minority events at the tail ends of the population distribution on the nanoscale but also at single cell or cell population level. The transition from “scanning” to “swarming” mode of neutrophils in the lymph node is a good example of a single cell instigating a change in the behavior of the population [56]. High throughput, trans-scale type experiments may aid us to investigate such phenomena, allowing elucidation of the link between initial nanoscale behavior and cell to population wide functional outcomes.



FUNCTIONAL SUPER-RESOLUTION IMAGING

Nanoscale colocalization of transmembrane proteins with intracellular signaling intermediates with well-characterized functions can provide some level of insight into functional output. Such “proxy” measures are likely to lead to important discoveries, and with sub 10 nm resolution can complement FRET techniques. However, clear links between nanoscale molecular arrangements and their mechanisms will require the combination of super-resolution microscopy with direct functional readouts, which together might provide clearer answers about the importance of nanoscale events and how they relate to cell function, cell population function and immune system function (Figure 1).


[image: image]

FIGURE 1. Nanoscale imaging with multiple metrics and high throughput microscopy. Nanoscale readouts, combined with high throughput analysis may link single cell, multi cell and in vivo behavior to separate T cell subtypes and disease phenotypes. Combining 3D nanoscale live-cell imaging of many targets with other nanoscale measures such as tension, temperature, conformation will help us to make causal links to single cell behavior. The use of machine learning and automation to image 1,000 s of cells and billions of molecules will help us to create true trans-scale experiments. Diagram created using biorender.io.



One example of linking function to super resolved coordinate data is Travis Moore's work linking LFA-1 integrin conformation with its affinity for ligand [57]. By labeling the head group of the integrin and the inner leaflet of the plasma membrane, Moore and the AIC at Janelia research institute used interferometric PALM to directly detect conformational change in the protein by measuring the distance between the two [57]. The structure of LFA-1 integrin relates to its affinity, therefore it is important that the researchers confirmed that the integrin structures predicted from x ray crystallography matched those in cells.

DNA tension sensors represent another way single molecule data could be enriched, and have successfully been used to investigate the force applied by TCR when it binds to pMHC [58]. Here, the authors describe a positive relationship between the pulling force of TCR upon peptide-MHC and full T cell activation. LFA-1 binding to its ligand ICAM-1 augmented TCR/pMHC tension, implying crosstalk between the two pathways. Such an interaction represents a catch bond—one that becomes stronger as the force across it is increased. Other molecules that undergo catch bond behavior have been investigated by optical traps, such as vinculin [59]: an intracellular actin/integrin linker that reveals cryptic binding sites as it is stretched. Many techniques can now be utilized on a single cell or single molecule level to map forces in cells [59]. If such techniques can be multiplexed with super resolution microscopy, this may allow for matching tension with the spatio-temporal arrangement of molecules on the nanoscale. Adding layers of information to localization data could provide a route to discover whether specific structures or cluster types (with regards molecular content, density, size, and location) link to the mechanical tension they exert on their surroundings. This might also be used to find out whether clusters of molecules such as integrins are homogenous in their mechanical tension within single clusters. By imaging cells live, we may be able to discern whether these characteristics play a role in the basis of many immune cell functions, such as the formation of microvilli, of migration in response to chemokine, or of immune synapse formation. Temperature sensors represent another avenue of development which may be combined with super-resolution imaging. Recently, it was reported that mitochondria are maintained at a temperature of 50 degrees celcius, far above that of the cytoplasm [60] using a mito-targeted organic probe [61]. ERthermAC, a thermosensitive organic dye, has been used to detect large temperature changes in the endoplasmic reticulum of adipocytes [62]. It should not be discounted therefore that these temperature changes and others might occur in immune cells.

Finally, the imaging of ions at super-resolution would be useful for many areas related to immune cell behavior. Changes in ion flow through single channels are good candidates for minority events that may cause cell wide nanoscale changes that translate to function. Calcium ions are highly relevant to T cell activation, delivered through store operated calcium channels (SOC) [63] but also T-type channels [64] upon activation of the T cell receptor. Potassium ions are shown to be inhibitory to T cells, particular in the tumor microenvironment [65]. In addition, potassium efflux may be involved in chronic maintenance of TEM cells, but several different potassium channels have compensatory roles, and the dynamics of ion flow at the level of single receptors is unknown [65]. The investigation of ion flux at super-resolution is therefore an area ripe for study in the context of peripheral T cell migration, interaction with target cells and during a failed response to cancer. Imaging ions, their respective channels/pumps and intermediates on the nanoscale has the potential to reveal more about how T cells respond quickly to different environments, and may be achievable soon through the development of a raft of ion sensing probes [61].



CONCLUSION

Through the combination of cell friendly single molecule imaging, artifact controls, high throughput microscopy and multiple metrics on single molecules, trans-scale experiments can be undertaken. Such techniques may hold the key to many immunological phenomena that start on the nanoscale, representing the natural next step for immune function basic research. They may help us to understand how immune cells can be used for cancer immunotherapy [66], how the immune system co-develops with the body's bacterial population [67], and how immune cells malfunction and attack our own cells, causing autoimmune disease. The nano-scale is now truly accessible to immunologists, and the right combinations of techniques will soon help us link that nanoscale world to holistic, causal outcomes.
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In the body, a T cell is confronted with millions of antigen-presenting cells (APCs) in the search for potentially harmful antigen. To elicit an appropriate immune response, this search has to be performed as fast and as precise as possible. These two requirements, however, are at odds with each other: fast searches lack accuracy, whereas high fidelity decisions are typically time-consuming. Here, we use the archetypical search for the needle in the haystack as an analogy for the T cell's search problem. We provide a statistical framework to quantitatively estimate the constraints of search strategies for rare instances. Particularly, we propose a solution for balancing the demand for high speed with low error rates. It takes advantage of a two-phase search process, which combines a first rapid scan with a second high-fidelity check. Finally, we provide arguments that support a two-phase search model for identification of antigen-positive APCs by T cells.
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INTRODUCTION

T cells have evolved to launch specific immune responses when they detect peptides derived from potentially harmful intruders. Such peptides are displayed to T cells on the surface of antigen-presenting cells (APCs) via the major histocompatibility complex (MHC) [1]. A particular cognate peptide-loaded MHC (pMHC) might be present on only very few APCs out of tens of millions in the whole body [2]; conversely only very few down to even single T cells specific for a particular cognate antigen are present in an individual [3, 4]. T cells have thus the need (i) to detect very rare instances against immense background, and (ii) to scan as many APCs as possible in a short time, so that the immune system can react to the intruder as fast as possible.

In other words, T cells are challenged with the classical search problem of a rare event, often referred to as the search for the needle in the haystack. What is more, they have to do their job fast enough to avoid that potentially harmful intruders inflict significant damage on the body.

On the molecular level, a specific T cell receptor (TCR), which is expressed exclusively on the surface of one particular T cell clone, has to bind a given pMHC in order to elicit a T cell response. Binding is then translated into biochemical events in the T cells and eventually into an immune response [1]. Notably, only a small fraction of pMHC molecules—as few as 1 to 5 single molecules—on the surface of APCs actually contains peptides from dangerous intruders; the vast majority of peptides—as many as 200,000 [5, 6]—stems from endogenous components that have been captured and processed by APCs along with foreign ones. Identifying cognate antigen at high fidelity hence imposes a huge challenge: if this process was performed at high speed, it could lead to spurious decisions; on the other hand, if it was performed at high precision it would take a long time.

Here, we want to elaborate on some of the conceptual constraints of this statistical search problem. We show that the search for the needle in the haystack massively benefits from a two-phase search approach, which combines a first rapid scan with a second high-fidelity check. This sheds some light on why certain observed features of the T cell's search for antigen might have evolved in particular ways.



FORMULATING THE STOCHASTIC PROBLEM

In analogy to the search for the needle in the haystack, let us suppose a barn full of hay, and the task is to find the proverbial needle. People may come up with different strategies to perform this search: on one end of the spectrum, there are the structured personalities, who start on one corner and search their way through the whole haystack; on the other end, we have the intuitive searchers who randomly start somewhere, without any clear search strategy. But is there an optimum search strategy? This depends on (i) the search question, (ii) the cost function, and (iii) whether there is prior information available, e.g., on the position of the needle.

i) The search question

Before starting the search, the underlying search question has to be specified. As a matter of fact, there is a variety of questions which may be asked in the context of the needle in the haystack problem. Examples include:

• Is there a needle in the haystack?

• How many needles are in the haystack?

• Is there a specific spatial arrangement of needles within the haystack?

The type of question affects the search strategy: for example, it does not make sense to continue the search after finding the needle, if the first question should be answered. In case of T cell activation, we are just beginning to understand how to phrase the search question: while it is undoubted that T cells integrate signals over time and modulate their response accordingly, the underlying mechanisms are not well-understood [7]. Also the recruitment of APCs into the lymph node [8] as well as potential clustering of pMHC at the cell surface [9] will affect a T cell's search process. In this paper, we restrict ourselves to the analysis of the question about the presence of APCs presenting cognate antigen.

ii) The cost function

Optimization problems can be reduced to the task of minimizing or maximizing the cost function. In our case, there is a variety of cost functions which may be considered:

• The total search time

• The rate of false positives or false negatives

• The precision of the counting result

The search problem gets more complicated, if two or more cost functions should be optimized at the same time. In such a multi-objective optimization problem, there is typically no single solution that simultaneously optimizes all cost functions. In other words, the different cost functions may be conflicting. In many cases, however, it is not important to find the global minima of all cost functions; a value below a certain threshold may be sufficient. This multi-objective optimization problem becomes important below, where we discuss the T cell's challenge to harmonize the conflicting needs for both specific and fast identification of antigen.

iii) Additional information

Prior information helps to focus a search. For example, we may ask the owner of the barn about the number of needles in the haystack, their position, how they are spatially distributed, etc. Also during the search, we may learn more about the organization of the haystack, which allows for updating the prior information and modify our search strategy accordingly. Finally, it could be the case that—during our search—additional needles are thrown into the haystack, making the problem dynamic. For the T cells' search problem, priors such as co-stimulating and co-inhibiting signals [10], or cytokines [11] convey additional information about the nature of potential antigens. This modulates the functional outcome of TCR signaling. In addition, the architecture of lymph nodes and T cell migratory patterns have evolved in a way that maximizes the chances of antigen encounter [4, 12]. Despite their importance in the real live scenario, we will neglect such priors in our discussion, as they would further complicate the line of argumentation without affecting the principal arguments.



DIFFERENT SEARCH PROBLEMS

Following our analogy further, the T cell would correspond to the person, who is searching for the needle—i.e., the cognate antigen—and all APCs together make up the haystack; the body corresponds to the barn (Figure 1). As APCs are separate entities, however, we can modify our search problem by splitting the haystack into smaller haybales, each corresponding to a single APC. The task is now to move through the barn, and to test—bale by bale—whether it contains a needle. The average probability of finding an APC bearing agonist pMHC is given by [image: image], with M the number of APCs bearing agonist pMHC and N the total number of APCs. It should be mentioned here that different mechanisms exist that direct T cells and APCs to lymph nodes during infections [4]; i.e., T cells in lymph nodes have to deal only with a subsample of all APCs in the body. However, since T cells roam multiple lymph nodes during their search for antigen and still interact with a great number of APCs, our assumption appears realistic.


[image: image]

FIGURE 1. The needle in the haystack problem. Terms and statistical concepts referred to in the text are shown for the hypothetical search of the needle in the haystack (Left) and for the search of a T cell for cognate antigen on APCs (Right).



In the following, we formulate a statistical approach to solve the search for the needle in the haystack. In the main text we confine ourselves to a discussion of the main results; derivations of the formulas are provided as Supplementary Information. During the text, we introduce statistical parameters that are important to quantify the different problems (see Table 1 for an overview). We call a “relevant instance” a scenario which would be detected by an ideal test, and “irrelevant instances” all other cases. Depending on the task, a single haybale—but also the whole haystack—carrying a needle could be a relevant instance.



Table 1. Statistical parameters.
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Let us consider the search question, whether the barn contains haybales with needles. Let the null hypothesis be that there are no haybales with needles; this null hypothesis shall be tested. A straight-forward approach would be an unbiased random search, in which the haybales are classified as needle-positive or -negative. The procedure is stopped after n haybales; if we find k ≥ 1 relevant instances, we reject the null hypothesis, otherwise we keep it.

In order to provide statistically quantifiable arguments, multiple search experiments of this kind shall be performed: we assume many (ideally infinite amounts of) haystacks, some containing haybales with needles, others do not; this experiment allows to determine the four key figures of merit (Figure 1):

• True positives (TP): relevant instances that were correctly detected

• False negatives (FN): relevant instances that were erroneously rejected

• False positives (FP): irrelevant instances that were erroneously detected

• True negatives (TN): irrelevant instances that were correctly rejected

Since no errors for the classification step of single haybales were included up to now, this approach cannot yield any false positive results: if there are no needles, no needles will be detected. In contrast, we might miss haybales containing needles, in particular if they are rare and we do not search long enough. An appropriate measure of the search fidelity is the true positive rate (TPR), also called sensitivity or recall. Maximizing TPR is equivalent to minimizing false negatives, with maximum sensitivity being given by zero false negatives. In other words, at maximum TPR we will find the needle without doubt.

In Figure 2 we show the true positive rate as a function of the number of checked haybales, n, for different values of the probability of finding a relevant instance, p. We neglected here correlations between the haybales, which allowed us to assume a Binomial distribution of events. Naturally, TPR increases with increasing n. Detection becomes unlikely for p ≪ 1, in which case we can approximate TPR ≈ n·p. In other words, for rare relevant instances one needs more checks n, and—hence—longer time for the overall search to reach a similar value of the TPR.


[image: image]

FIGURE 2. True positive rate (TPR) for one-phase search strategy assuming no errors in the classification of individual haybales. The global true positive rate (TPR) of the search problem as a function of the number of examined haybales for different values of p is shown (see Equation 2 of Supplementary Information). p is the fraction of relevant instances present in the haystack.



Up to now the search problem was unrealistically simple: difficulties arising from the classification of each haybale were not considered so far. In our T cell activation scenario, however, it may well occur that a T cell erroneously classifies irrelevant APCs as relevant or vice versa. To consider such local mistakes, the model gets slightly more complicated: every haybale itself may belong to the group of true positives (it contains a needle, and was correctly detected), false negatives (it contains a needle, but was erroneously rejected), false positives (it does not contain a needle, but was erroneously detected), and true negatives (it does not contain a needle and was correctly rejected). To avoid confusion, we denote with upper case letters the figures of merit of the global search problem (the haystack), with lower case letters the figures of merit of the local search problem (the haybales).

Let us consider the situation, where there are needles present in the haystack. A true positive result of the global search problem is defined as the correct identification of such a haystack, and the true positive rate as the probability to correctly detect such haystacks as being relevant (i.e., containing needles). We can improve the global TPR by increasing the number of local true positives: high numbers of haybales containing needles, and a high yield of correctly detecting them would suffice. On the other hand, however, we can also improve the global TPR by increasing local false positives: the more erroneous detections of needles, the more likely is a positive result of the global search. Let us look at this seemingly contradictory statement in more detail: Apparently, TPR is not the only parameter, which has to be considered when assessing the quality of our search process. For illustrating the diagnostic properties of a binary classifier system, statistics often uses receiver operating characteristic (ROC) curves. For this, a second figure of merit, the false positive rate, is calculated. It captures the likelihood of a global positive detection for the irrelevant case (no needles in the haystack). The idea of a good classifier system is achieving reasonably high TPR, while keeping FPR reasonably low.

In a ROC plot, TPR is plotted vs. FPR for various parameters of the test. In principle, if a test has no discriminative power, the curve follows the diagonal (also called the line of no discrimination). The better the test gets, the further the points locate in the upper half of the plot, with the point (TPR = 1, FPR = 0) representing perfect classification. In contrast, points below the diagonal correspond to classifications worse than random. The ROC curve for our problem is shown in Figure 3A, where we used the number of checked haybales n as parameter. Curves are shown for p = 10−4 and various values of the local false positive rate fpr. For fpr = 10−4 the classifier is doing reasonably well, with all data being above the diagonal (blue line). If the local false positive rate is increased, the performance of the classifier declines and the test loses its discriminative power (red line). In contrast, the test performs better when fpr is further reduced. Ultimately, if there were no local false assignments at all (fpr = 0), the curve would follow the y-axis, which would be identical to the case discussed above in the context of Figure 2.
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FIGURE 3. One-phase search strategy, considering errors in classification of individual haybales. (A) Receiver operating characteristic (ROC) curve showing the global true positive rate TPR as a function of the global false positive rate FPR (see Equations 5 and 8 of Supplementary Information). Curves were calculated for p = 10−4 and various values of local false positive rates fpr by varying the parameter n (the number of checked haybales). The line of no discrimination, i.e., where the test has no discriminative power, is shown as dashed gray line. (B) Global true or false positive rates as a function of search time T (see Equation 16 of Supplementary Information, Δt = 1) are shown for various values of local false positive rates fpr. Global true positive rates (TPR) are shown as solid lines, global false positive rates (FPR) as dotted lines.



Taken together, an appropriate search strategy keeps the local false positive rates low while checking as many haybales as possible. While this strategy appears reasonable, it is not realistic. High global true positive rates do not come for free: we need a considerable number of tested haybales n and hence a rather long overall search time to achieve an appropriate TPR. Even more so, keeping fpr low is not simple in practice: too fast local searches will likely increase fpr.

In the final step of our statistical model, we will now include the search time in our considerations. For the sake of simplicity, let us assume that the time for testing a single haybale scales with fpr−1. This reflects the idea that more time allows for more TCR-pMHC encounters, which improves the fidelity of the decision. Hence, the total time for testing n haybales is given by T = n · Δt/fpr, where Δt denotes the time needed to check a single haybale. Figure 3B shows the resulting global true and false positive rates as a function of time T for different values of the local fpr. On the one extreme, for fpr = 10−3 (red curve) the TPR rapidly approaches 1, however, there is no discriminative power against FPR. In other words, the test cannot discriminate between true and false positive events and is therefore useless. On the other end of the spectrum, for fpr = 10−5 (green curves) discrimination works very well. However, we need more than 5 orders of magnitude longer to achieve the same TPR.

From these considerations, it becomes apparent that in case of extremely low relevant instances, a two-phase search strategy could make sense (Figure 4). In a first quick test phase, TPR is optimized without investing time to keep fpr low. In our picture, n1 haybales are first superficially screened; the negatives are disregarded, whereas the positives are kept for a second phase, in which the hits of the first phase are scrutinized. The first phase, hence, contains all instances, the second phase only the positives of the first phase.


[image: image]

FIGURE 4. Model of a two-phase search strategy. In a fast first scan (phase 1), candidate haybales are classified as positives (green boxes) or negatives (red boxes). Negatives are discarded and positives are re-evaluated in phase 2. Note the substantial number of false positives after phase 1. However, since much fewer candidates have to be scanned during phase 2, it is possible to conduct a more precise yet still time-efficient scan in phase 2.



The huge difference to the situation before, however, is the altered total time required for coming up with a decision. The duration of the first phase is calculated in the same way as before, T1 = n1 · Δt/fpr1, however, it is performed now at much higher false positive rate and hence carried out much faster. For phase 2, more time has to be invested for keeping the false positive rate low, however, only the positives of phase 1 have to be considered. The two-phase search approach is thus massively faster than the one phase search approach, if we compare the time required for achieving the same figures of merit for TPR and FPR (Figure 5). As an example, we compared the search times of the one-phase and two-phase approaches using the parameters p = 10−4, [image: image], and [image: image] (two-phase approach), which corresponds to [image: image] for the one-phase approach. The time improvement is an impressive factor of ~5,000 (see Equations 22 and 23 of Supplementary Information).
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FIGURE 5. Time comparison of one-phase and two-phase search strategy. True positive rate (TPR, solid line) or false positive rate (FPR, dotted line) for one-phase and two-phase search strategy as a function of the search time T (see Equations 16 and 21 of the one-phase and two-phase search, respectively; Δt = 1). Curves were calculated for p = 10−4, local false positive rates were set to [image: image] and [image: image] for the two-phase search and [image: image] for the one-phase search, yielding the same figures of merit for TPR and FPR. For the calculation of the total search time T we set Δt = 1. Clearly, less time is needed in case of the two-phase search for the same level of discrimination between TPR and FPR.



Note that one can further improve the speed of the search by stopping, whenever a relevant case was detected in phase 1, and immediately proceed with phase 2. If phase 2 does not confirm the result of phase 1, one continues with phase 1 on the next haybale. While this analogy is closer to the real situation a T cell experiences, there is no substantial difference in the argumentation: The two-phase approach still outperforms the one-phase approach by orders of magnitude.



FINDING COGNATE ANTIGENS ON APCS INSTEAD OF NEEDLES IN HAYSTACKS

Let us now put our calculations into context with what we know from experiments on the search of T cells for antigen presented by APCs. A human body carries approximately 50 million dendritic cells [2], of which around 103 to 105 accumulate per lymph node upon infection [13]. On the other hand, a given T cell is specific for only one antigen-bearing APC out of ~105-106 [12]. Together, there is a need to identify approximately one relevant APC out of 104, as we assumed in our calculations by setting p = 10−4. Also our assumption of a random search appears justified, as T cell migratory behavior within lymph nodes is essentially random [14].

In the lymph node, the typical dwell time of a T cell on a dendritic cell is on the order of 1 min, if no cognate antigen is presented on a dendritic cell [15, 16]. In our terminology, this would correspond to phase 1, where TPR is maximized and fpr is neglected. This process can be achieved at rather high speeds. In practice, for a single T cell-APC encounter we should consider three contributions to this time: (i) the time needed for the T cell to move to the next dendritic cell, which is less than a second [17] and can hence be neglected here. (ii) The time for the TCR to encounter cognate pMHC, which can be of the order of seconds to minutes, depending on TCR and pMHC concentrations and diffusion coefficients. Note that the average encounter time is lowest for purely random TCR distributions. (iii) The time required for reaching a preliminary decision during phase 1. In the model formulation, we assumed this time to be given by Δt/fpr1.

It is interesting to discuss which approach is used by T cells to make the initial search (phase 1 in our model) most efficient and fast. A number of models are currently discussed, which address how T cells come up with a first decision during phase 1: they include cooperative effects [18, 19], conformational changes of TCR subunits [20, 21], kinetic segregation of the phosphatase CD45 [22, 23], kinetic proofreading [24, 25], and pulling forces [26–28]. In addition, the Krummel lab recently proposed that microvilli on the T cell palpate an APC in search of cognate pMHC [15]. The dynamic nature of these microvilli would facilitate 98% coverage of the APC surface within 1 min. Such a palpating search strategy would be beneficial if pMHC was quite immobile. Of course, the spatial distribution of the TCR also plays an important role in making phase 1 as fast as possible. It was hypothesized for some time that the TCR could be organized in nanoscopic clusters in resting T cells [29–32]. This would lead to cooperativity between TCRs upon ligand binding and/or enhanced rebinding of cognate pMHC within a cluster. However, such a clustered organization would decrease the on-rate of TCR to cognate pMHC and hence the speed to find potentially harmful antigen. Clustering of the TCR is therefore unexpected considering that fast scanning of an APC is one of the main tasks of a T cell. In this respect, we recently provided evidence that the TCR is essentially distributed as monomers and at random on the plasma membrane of T cells interacting with model surfaces [33, 34]. Such a configuration would increase the probability and speed to find cognate pMHC on APCs and thus enhance phase 1. TCR enrichment at the tips of microvilli as the sites of first contact with APCs would further improve recognition at the onset of synapse formation [35].

One of the remaining questions is how phase 2, i.e., scrutinizing the first decision, is brought about. As soon as the T cell discovers cognate antigen on a dendritic cell, massive rearrangements of the surface molecules take place, leading to the formation of the immunological synapse [36], and the cell to cell contact becomes prolonged to hours [37–39]. According to our terminology, we have now entered phase 2: The T cell has encountered antigen of interest, which shall be further scrutinized. Microclusters containing TCR and signaling molecules are formed now [40, 41], which are believed to constitute the basic signaling unit in T cells [42]. They are densely packed with a diverse set of proteins, including, besides the TCR, Lck, the costimulatory molecule CD28, and ZAP-70. According to our model, T cells may occasionally enter phase 2 erroneously after classifying APCs as positive, although they actually lack cognate antigenic peptide; in other words, we would expect non-zero false positive rates. Recent literature indicates that such scenarios indeed happen: TCR microcluster formation was also observed under non-activating conditions [43], and premature interruption of the T cell-APC contact might lead to reversal and/or alteration of T cell commitment to differentiation [7, 44, 45]. Notably, parts of these processes likely start already during phase 1 and acquire additional fidelity via multiple rounds of checks and rechecks during phase 2.

Taken together, considering both the principal search requirements and experimental data it appears likely that T cells do not do the search for the needle in the haystack in a single phase, but rather in several phases. One consequence of our model is the occurrence of false positive classifications at early stages of T cell signaling, which do not progress to full activation. In principle, this could be tested experimentally in single-T cell activation measurements, where T cells are allowed to screen mixtures of APCs with very few relevant and a huge excess of irrelevant APCs. The idea would be to compare the read-out of proximal T cell signaling such as phosphorylated ITAMs (e.g., via quantifying ZAP-70 recruitment to the plasma membrane), TCR or LAT microcluster formation or the presence of Ca2+ signals with later signaling events such as transcription factor translocation, cytokine production (e.g. IL-2) [39] and the expression of CD69 [46] or CD25 [47]. According to our model, we would expect T cells to react occasionally with the onset of proximal signaling events, even if an irrelevant APC was contacted. This would allow to determine the local true and false positive rates of the first phase, tpr1 and fpr1. The global true and false positive rates TPR and FPR could be determined from the late activation markers. If our proposed model was correct, improved ROC plots for the global rates compared to the local rates should be obtained; particularly, we would expect FPR ≪ fpr1. In conclusion, the proposed two-phase search approach offers a plausible framework to conceptualize the search for antigen by T cells. Experiments such as the one described above should provide the means to test the proposed hypothesis and possibly help to understand the molecular mechanisms underlying the T cell's search problem.



AUTHOR CONTRIBUTIONS

All authors listed have made a substantial, direct and intellectual contribution to the work, and approved it for publication.



FUNDING

This work was supported by the Austrian Science Fund (FWF) projects P 26337-B21, F 6809-N36 (GS), P27941-B28 (FB), and by the Vienna Science and Technology Fund (WWTF) project LS13-030 (GS).



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fphy.2019.00011/full#supplementary-material



REFERENCES

 1. Huppa JB, Davis MM. T-cell-antigen recognition and the immunological synapse. Nat Rev Immunol. (2003) 3:973–83. doi: 10.1038/nri1245

 2. Fearnley DB, Whyte LF, Carnoutsos SA, Cook AH, Hart DNJ. Monitoring human blood dendritic cell numbers in normal individuals and in stem cell transplantation. Blood (1999) 93:728–36.

 3. Jenkins MK, Chu HH, McLachlan JB, Moon JJ. On the composition of the preimmune repertoire of T cells specific for peptide–major histocompatibility complex ligands. Ann Rev Immunol. (2010) 28:275–94. doi: 10.1146/annurev-immunol-030409-101253

 4. Bajénoff M, Egen JG, Qi H, Huang AYC, Castellino F, Germain RN. Highways, byways and breadcrumbs: directing lymphocyte traffic in the lymph node. Trend Immunol. (2007) 28:346–52. doi: 10.1016/j.it.2007.06.005

 5. Irvine DJ, Purbhoo MA, Krogsgaard M, Davis MM. Direct observation of ligand recognition by T cells. Nature (2002) 419:845–9. doi: 10.1038/nature01076

 6. Harding CV, Unanue ER. Quantitation of antigen-presenting cell MHC class II/peptide complexes necessary for T-cell stimulation. Nature (1990) 346:574. doi: 10.1038/346574a0

 7. Mayya V, Dustin ML. What scales the T cell response? Trends Immunol. (2016) 37:513–22. doi: 10.1016/j.it.2016.06.005

 8. Girard JP, Moussion C, Förster R. HEVs, lymphatics and homeostatic immune cell trafficking in lymph nodes. Nat Rev Immunol. (2012) 12:762. doi: 10.1038/nri3298

 9. Jenei A, Varga S, Bene L, Matyus L, Bodnar A, Bacso Z, et al. HLA class I and II antigens are partially co-clustered in the plasma membrane of human lymphoblastoid cells. Proc Natl Acad Sci USA. (1997) 94:7269–74. doi: 10.1073/pnas.94.14.7269

 10. Chen L, Flies DB. Molecular mechanisms of T cell co-stimulation and co-inhibition. Nat Rev Immunol. (2013) 13:227–42. doi: 10.1038/nri3405

 11. Curtsinger JM, Mescher MF. Inflammatory cytokines as a third signal for T cell activation. Curr Opin Immunol. (2010) 22:333–40. doi: 10.1016/j.coi.2010.02.013

 12. Krummel MF, Bartumeus F, Gérard A. T cell migration, search strategies and mechanisms. Nat Rev Immunol. (2016) 16:193. doi: 10.1038/nri.2015.16

 13. Usherwood EJ, Hogg TL, Woodland DL. Enumeration of antigen-presenting cells in mice infected with sendai virus. J Immunol. (1999) 162:3350–5.

 14. Miller MJ, Wei SH, Cahalan MD, Parker I. Autonomous T cell trafficking examined in vivo with intravital two-photon microscopy. Proc Natl Acad Sci USA. (2003) 100:2604–9. doi: 10.1073/pnas.2628040100

 15. Cai E, Marchuk K, Beemiller P, Beppler C, Rubashkin MG, Weaver VM, et al. Visualizing dynamic microvillar search and stabilization during ligand detection by T cells. Science (2017) 356:eaal3118. doi: 10.1126/science.aal3118

 16. Gérard A, Patino-Lopez G, Beemiller P, Nambiar R, Ben-Aissa K, Liu Y, et al. Detection of rare antigen-presenting cells through t cell-intrinsic meandering motility, mediated by myo1g. Cell (2014) 158:492–505. doi: 10.1016/j.cell.2014.05.044

 17. Fooksman DR, Vardhana S, Vasiliver-Shamis G, Liese J, Blair D, Waite J, et al. Functional anatomy of T cell activation and synapse formation. Ann Rev Immunol. (2010) 28:79–105. doi: 10.1146/annurev-immunol-030409-101308

 18. Su X, Ditlev JA, Hui E, Xing W, Banjade S, Okrut J, et al. Phase separation of signaling molecules promotes T cell receptor signal transduction. Science (2016) 352:595–9. doi: 10.1126/science.aad9964

 19. Huang WYC, Yan Q, Lin WC, Chung JK, Hansen SD, Christensen SM, et al. Phosphotyrosine-mediated LAT assembly on membranes drives kinetic bifurcation in recruitment dynamics of the Ras activator SOS. Proc Natl Acad Sci USA. (2016) 113:8218–23. doi: 10.1073/pnas.1602602113

 20. Swamy M, Beck-Garcia K, Beck-Garcia E, Frederike Hartl A, Morath A, Yousefi OS, et al. A cholesterol-based allostery model of T cell receptor phosphorylation. Immunity (2016) 44:1091–101. doi: 10.1016/j.immuni.2016.04.011

 21. Xu C, Gagnon E, Call ME, Schnell JR, Schwieters CD, Carman CV, et al. Regulation of T cell receptor activation by dynamic membrane binding of the CD3epsilon cytoplasmic tyrosine-based motif. Cell (2008) 135:702–13. doi: 10.1016/j.cell.2008.09.044

 22. Davis SJ, van der Merwe PA. The kinetic-segregation model: TCR triggering and beyond. Nat Immunol. (2006) 7:803–9. doi: 10.1038/ni1369

 23. Chang VT, Fernandes RA, Ganzinger KA, Lee SF, Siebold C, McColl J, et al. Initiation of T cell signaling by CD45 segregation at ‘close contacts.' Nat Immunol. (2016) 17:574–82. doi: 10.1038/ni.3392

 24. McKeithan TW. Kinetic proofreading in T-cell receptor signal transduction. Proc Natl Acad Sci USA. (1995) 92:5042–6. doi: 10.1073/pnas.92.11.5042

 25. Lever M, Maini PK, van der Merwe PA, Dushek O. Phenotypic models of T cell activation. Nat Rev Immunol. (2014) 14:619–29. doi: 10.1038/nri3728

 26. Feng Y, Brazin KN, Kobayashi E, Mallis RJ, Reinherz EL, Lang MJ. Mechanosensing drives acuity of αβ T-cell recognition. Proc Natl Acad Sci USA. (2017) 114:E820–13. doi: 10.1073/pnas.1703559114

 27. Liu B, Chen W, Brian Evavold D, Zhu C. Accumulation of dynamic catch bonds between TCR and agonist peptide-MHC triggers T cell signaling. Cell (2014) 157:357–68. doi: 10.1016/j.cell.2014.02.053

 28. Klotzsch E, Gerhard Schütz J. Improved ligand discrimination by force-induced unbinding of the T cell receptor from peptide-MHC. Biophys J. (2013) 104:1670–5. doi: 10.1016/j.bpj.2013.03.023

 29. Lillemeier BF, Mortelmaier MA, Forstner MB, Huppa JB, Groves JT, Davis MM. TCR and Lat are expressed on separate protein islands on T cell membranes and concatenate during activation. Nat Immunol. (2010) 11:90–6. doi: 10.1038/ni.1832

 30. Schamel WW, Arechaga I, Risueno RM, van Santen HM, Cabezas P, Risco C, et al. Coexistence of multivalent and monovalent TCRs explains high sensitivity and wide range of response. J Exp Med. (2005) 202:493–503. doi: 10.1084/jem.20042155

 31. Kumar R, Ferez M, Swamy M, Arechaga I, Maria Rejas T, Jose Valpuesta M, et al. Increased sensitivity of antigen-experienced T cells through the enrichment of oligomeric T cell receptor complexes. Immunity (2011) 35:375–87. doi: 10.1016/j.immuni.2011.08.010

 32. Pageon SV, Tabarin T, Yamamoto Y, Ma Y, Bridgeman JS, Cohnen A, et al. Functional role of T-cell receptor nanoclusters in signal initiation and antigen discrimination. Proc Natl Acad Sci USA. (2016) 113:E5454–63. doi: 10.1073/pnas.1607436113

 33. Rossboth B, Arnold AM, Ta H, Platzer R, Kellner F, Huppa JB, et al. TCRs are randomly distributed on the plasma membrane of resting antigen-experienced T cells. Nat Immunol. (2018) 19:821–7. doi: 10.1038/s41590-018-0162-7

 34. Brameshuber M, Kellner F, Rossboth BK, Ta H, Alge K, Sevcsik E, et al. Monomeric TCRs drive T cell antigen recognition. Nat Immunol. (2018) 19:487–96. doi: 10.1038/s41590-018-0092-4

 35. Jung Y, Riven I, Feigelson SW, Kartvelishvily E, Tohya K, Miyasaka M, et al. Three-dimensional localization of T-cell receptors in relation to microvilli using a combination of superresolution microscopies. Proc Natl Acad Sci USA. (2016) 113:E5916–24. doi: 10.1073/pnas.1605399113

 36. Monks CR, Freiberg BA, Kupfer H, Sciaky N, Kupfer A. Three-dimensional segregation of supramolecular activation clusters in T cells. Nature (1998) 395:82–6. doi: 10.1038/25764

 37. Bousso P, Robey E. Dynamics of CD8+ T cell priming by dendritic cells in intact lymph nodes. Nat Immunol. (2003) 4:579. doi: 10.1038/ni928

 38. Mempel TR, Henrickson SE, Von Andrian UH. T-cell priming by dendritic cells in lymph nodes occurs in three distinct phases. Nature (2004) 427:154–9. doi: 10.1038/nature02238

 39. Huang J, Brameshuber M, Zeng X, Xie J, Li QJ, Chien YH, et al. A single peptide-major histocompatibility complex ligand triggers digital cytokine secretion in CD4+ T cells. Immunity (2013) 39:1–12. doi: 10.1016/j.immuni.2013.08.036

 40. Yokosuka T, Sakata-Sogawa K, Kobayashi W, Hiroshima M, Hashimoto-Tane A, Tokunaga M, et al. Newly generated T cell receptor microclusters initiate and sustain T cell activation by recruitment of Zap70 and SLP-76. Nat Immunol. (2005) 6:1253–62. doi: 10.1038/ni1272

 41. Campi G, Varma R, Dustin ML. Actin and agonist MHC-peptide complex-dependent T cell receptor microclusters as scaffolds for signaling. J Exp Med. (2005) 202:1031–6. doi: 10.1084/jem.20051182

 42. Hashimoto-Tane A, Saito T. Dynamic regulation of TCR–microclusters and the microsynapse for T cell activation. Front Immunol. (2016) 7:255. doi: 10.3389/fimmu.2016.00255

 43. Crites TJ, Padhan K, Muller J, Krogsgaard M, Gudla PR, Lockett SJ, et al. TCR microclusters pre-exist and contain molecules necessary for TCR signal transduction. J Immunol. (2014) 193:56–67. doi: 10.4049/jimmunol.1400315

 44. Marangoni F, Murooka TT, Manzo T, Kim EY, Carrizosa E, Elpek NM, et al. The transcription factor nfat exhibits signal memory during serial T cell interactions with antigen presenting cells. Immunity (2013) 38:237–49. doi: 10.1016/j.immuni.2012.09.012

 45. Das J, Ho M, Zikherman J, Govern C, Yang M, Weiss A, et al. Digital signaling and hysteresis characterize Ras activation in lymphoid cells. Cell (2009) 136:337–51. doi: 10.1016/j.cell.2008.11.051

 46. Simms PE, Ellis TM. Utility of flow cytometric detection of CD69 expression as a rapid method for determining poly- and oligoclonal lymphocyte activation. Clin Diagn Lab Immunol. (1996) 3:301–4.

 47. Shatrova AN, Mityushova EV, Vassilieva IO, Aksenov ND, Zenin VV, Nikolsky NN, et al. Time-dependent regulation of IL-2R α-chain (CD25) expression by TCR signal strength and IL-2-induced STAT5 signaling in activated human blood T lymphocytes. PLoS ONE (2016) 11:2e0167215. doi: 10.1371/journal.pone.0167215

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Baumgart, Schneider and Schütz. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	MINI REVIEW
published: 19 February 2019
doi: 10.3389/fphy.2019.00014






[image: image2]

Mechanical Proofreading: A General Mechanism to Enhance the Fidelity of Information Transfer Between Cells


Joshua M. Brockman1 and Khalid Salaita1,2*


1Wallace H. Coulter Department of Biomedical Engineering, Georgia Institute of Technology, Emory University, Atlanta, GA, United States

2Department of Chemistry, Emory University, Atlanta, GA, United States

Edited by:
Jorge Bernardino De La Serna, United Kingdom Research and Innovation, United Kingdom

Reviewed by:
Pavel Tolar, Francis Crick Institute, United Kingdom
 Lance Kam, Columbia University, United States

* Correspondence: Khalid Salaita, k.salaita@emory.edu

Specialty section: This article was submitted to Biophysics, a section of the journal Frontiers in Physics

Received: 08 November 2018
 Accepted: 23 January 2019
 Published: 19 February 2019

Citation: Brockman JM and Salaita K (2019) Mechanical Proofreading: A General Mechanism to Enhance the Fidelity of Information Transfer Between Cells. Front. Phys. 7:14. doi: 10.3389/fphy.2019.00014



The cells and receptors of the immune system are mechanically active. Single molecule force spectroscopy, traction force microscopy, and molecular tension probe measurements all point to the importance of piconewton (pN) molecular forces in immune function. For example, forces enhance the ability of a T-cell to discriminate between nearly identical antigens. The role of molecular forces at these critical immune recognition junctions is puzzling as mechanical forces generally facilitate bond dissociation, potentially increasing the difficulty for a receptor to recognize its cognate antigen. The advantage that molecular forces confer in the process of immune recognition is not clear. Why would cells expend energy to exert force on the critical, but tenuous bonds that mediate immune surveillance? Do molecular forces provide some advantage to the immune system? The premise of this review is that molecular forces provide a specificity advantage to immune cells. Inspired by the recent discovery that receptor forces regulate immune signaling in T-cell and B-cells, we dub this notion “mechanical proofreading,” akin to more classic kinetic proofreading models. During the process of mechanical proofreading, cells exert pN receptor forces on receptor-ligand interactions, deliberately increasing the energy cost of the immune recognition process in exchange for increased specificity of signaling. Here, we review the role of molecular forces in the immune system and suggest how these forces may facilitate mechanical proofreading to increase the specificity of the immune response.

Keywords: mechanical proofreading, molecular forces, mechanobiology, immune recognition, T-cell activation, mechanotransduction


INTRODUCTION

Immune cells must detect and respond to rare traces of malignancies or infection. Accordingly, the immune response must display extraordinary sensitivity and specificity. The requirements of specificity and sensitivity are often mutually exclusive: for example, if the signaling threshold required to initiate an immune response is set very high, the immune system is unlikely to make a mistake, but also more likely to miss an infection.

T-cell antigen recognition is a striking example of a vital immune recognition event that must balance both extreme sensitivity and specificity. The T-cell receptor (TCR) physically engages with peptide antigens bound to the major histocompatibility complex (pMHC). Virtually all nucleated cells present fragments of their proteome on the MHC for TCR inspection. When a TCR recognizes an antigen, TCR-pMHC binding triggers biochemical signaling leading to T-cell activation [1]. However, the origins of T-cell triggering in response to antigen binding are the subject of intense debate [2]. For example, TCR-pMHC affinity (as measured by 3D techniques such as surface plasmon resonance) is low, with dissociation constants in the range of 1–100 μM [3], one of the weakest measured affinities for receptor-ligand binding. Somehow, despite the poor TCR-pMHC affinity, single amino acid alterations in the peptide antigen can produce a 10,000-fold difference in T-cell activation [4] and some reports suggest that the TCR possesses single-molecule antigen sensitivity [5, 6]. TCR binding affinity (KD), off rates (koff), and on rates (kon) sometimes, but not always correlate with T-cell activity [7–9]. Additionally, a comparison of crystal structures of TCR-pMHC bound and unliganded TCRs, reveal only minor conformational shifts upon TCR-pMHC binding [10]. The mechanism through which TCR-pMHC binding produces a high-fidelity signal to trigger T-cell activation remains a mystery [2, 11].

Further complicating the issue of T-cell antigen recognition is the observation that T-cells are mechanically active. The pMHC-TCR interaction forms only when a T-cell physically touches target cells; thus, it is likely that the TCR-pMHC complex experiences force. In support of this notion, soluble, monovalent pMHC can bind to the TCR but fails to activate T-cells [12, 13], while pMHC attached to a planar lipid bilayer does activate T-cells [14]. Collectively, these results suggest that mechanical forces may regulate TCR triggering. A seminal optical tweezer study by Reinherz et al. demonstrated that T-cells trigger in response to forces exerted on the TCR-pMHC complex, positioning the TCR as a mechanosensor [15]. Furthermore, the TCR is not a passive recipient of external forces. Our group pioneered the development of molecular probes to map pN forces applied by cells [16–19]. In particular, DNA-based probes revealed that the TCR transmits defined piconewton forces to the pMHC, and that these forces facilitate TCR antigen discrimination (Figures 1A–D) [20, 22]. Traction force microscopy and micropillar measurements also demonstrate that T-cells transmit forces through the TCR-pMHC interaction and through the CD3 complex [23, 24]. Additionally, biomembrane force probe and optical tweezer measurements have revealed that TCR-pMHC bond lifetimes increase under force (catch bond behavior) for agonists, but decrease under force for non-agonist pMHC [21, 25–27] (Figures 1E,F). Additional studies have revealed the role molecular forces play in regulating the pore-forming capability of cytotoxic T-cells [28] and mediating the antigen recognition by CD8+ T-cells [20]. The many contexts in which receptor forces regulate immune processes have been reviewed elsewhere [29, 30]. Many mechanisms to explain T-cell antigen recognition have been proposed [2], but vital questions remain unanswered. Why would a T-cell expend energy to exert force on an already tenuous, low affinity interaction? How do molecular forces aid in immune recognition?
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FIGURE 1. Piconewton (pN) molecular forces are important to TCR antigen specificity. (A) Molecular tension probes are comprised of a fluorophore-quencher pair flanking a force-extensible domain. Molecular forces extend the probe, separating the fluorophore-quencher pair. DNA-based molecular tension probes, highlighted here, produce up to a 100x increase in fluorescence under the influence of cellular forces. (B) Using DNA molecular tension probes, OT-1 CD8+ T-cells were found to exert defined (12–19pN) forces through the TCR. (C) Tension gauge tethers rupture irreversibly when receptor forces reach a threshold, capping the maximum tension a cell can exert through a receptor. (D) OT-1 CD8+ T-cells exhibit more potent activation when the pMHC-TCR complex is more mechanically stable. (E) Optical tweezers, formed by trapping a bead near the focus of a tightly focused laser, enable precise control over the movement of the bead and are useful for exerting pN forces on receptor-ligand interactions. (F) Optical tweezer manipulation of pMHC-presenting beads enabled the application of pN forces to TCR-pMHC complexes. TCR-pMHC bond lifetime increases for agonist pMHC (catch bond behavior) but decreases for non-agonist pMHC (slip bond behavior). The TCR FG loop is thought to elongate under cellular force and to be responsible for catch bond behavior. Stabilizing the FG loop with the H57Fab frag further enhances bond lifetime. (A–D) Are adapted from with permission from Liu et al. [20] while panels (E,F) are adapted from Feng et al. [21] licensed under Creative Commons (CC BY 4.0). NSET, near surface energy transfer; BF, brightfield; RICM, reflection interference contrast microscopy which displays cell-surface contact area; TGT, tension gauge tether; Ttol, the tension tolerance of a TGT, the force at which the TGT ruptures within 2 s; bBSA, biotinylated bovine serum albumin; SA, streptavidin. *** Indicates p < 0.001 and **** indicates p < 0.0001.



Receptor forces have many potential effects on receptor-ligand binding which have been excellently reviewed elsewhere [31]. Many effects of molecular forces might hinder antigen recognition (Figure 2). For example, receptor forces alter equilibrium by shifting the energy landscape of bound and unbound receptor-ligand pairs (Figure 2A). Cell-generated forces may therefore destabilize receptor-ligand complexes critical to immune recognition events, potentially dampening cellular activation. Additionally, as predicted by the Bell model, tensile forces on receptor ligand interactions typically increase the bond dissociation rate in a force-dependent manner [32], a phenomenon-termed a slip-bond (Figure 2B). The increased dissociation rate reduces the number of bound receptors and is expected to dampen signaling. Individual slip bonds do not provide a specificity benefit under constant forces for pure affinity-based discrimination. For example, if a cognate antigen displays a koff, cognate = 1 s−1 while a non-cognate antigen has koff, non−cognate = 10 s−1 then the binding error rate (assuming identical on rates) is approximately the ratio of the off rates, koff, cognate/koff, non−cognate = 1/10. The Bell model (see equation, Figure 2B) dictates that force alters the off rate of both the non-cognate and cognate antigen by the same factor of exp(FΔx/kBT), leaving the ratio koff, cognate and koff, non−cognate unchanged when both antigens experience the same cellular force and assuming Δx is similar for both antigens. This simple analysis is valid for constant forces, but dynamic forces [33] will have more complex effects that are difficult to treat in the context of this review. In rare cases, forces increase the lifetime of receptor-ligand interactions under force, a phenomenon known as a catch bond [34, 35]. Catch bonds could conceivably stabilize receptor-ligand recognition under force, facilitating signaling. Finally, pN forces alter protein energy landscapes, which may facilitate conformational shifts (Figure 2C). Force-induced conformational changes may lead to the recruitment of accessory proteins to mechanically strained receptors, amplifying the signal of mechanically strained receptor-ligand complexes. Given the many possible effects of molecular forces, it is crucial to define the precise role of pN molecular forces in the immune system.
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FIGURE 2. Effects of pN forces on receptor-ligand interactions. (A) Molecular forces may skew the energy landscape of ligand binding. Under most conditions, pN molecular forces destabilize receptor-ligand complexes, shifting thermodynamic equilibrium. The plot depicts an idealized free energy diagram for a two-state receptor-ligand interaction in the presence and absence of pN force. G0, standard free energy of the interaction pathway in the absence of force; Δx, distance to the transition state of receptor-ligand unbinding; and ‡ indicates the transition states on the free energy diagram. (B) Molecular forces also generally reduce bond lifetime (increasing koff under force). This force-dependent reduction in bond lifetime is known as a slip bond and is well-described mathematically by the Bell model. Select bonds exhibit increased bond lifetime under force, a phenomenon known as a catch bond. The plot depicts the force-bond lifetime relationship for idealized catch and slip bonds. [image: image], zero-force off rate; kB, Boltzmann constant; T, temperature. (C) Molecular forces may also alter the energy landscape of a protein, facilitating conformational shifts, exposing cryptic binding sites for accessory proteins (dotted line). Accessory proteins may produce secondary messengers, amplifying the signal produced by force-induced conformational shifts.



The purpose of this review is to suggest that pN molecular forces provide a benefit to receptor-ligand interactions by increasing the specificity of signaling. In effect, cells expend energy in the form of pN receptor forces in exchange for increased specificity. With kinetic proofreading as a hallmark example, literature precedent exists for biological systems expending energy to purchase specificity. DNA replication and protein synthesis both leverage kinetic proofreading, increasing fidelity by using far-from-equilibrium intermediate states driven by triphosphate hydrolysis. These irreversible intermediate steps enable discrimination based on the off rates of “correct” vs. “incorrect” substrates [36]. In addition to kinetic proofreading, the serial engagement model has also been widely discussed as a mechanism to facilitate TCR antigen discrimination [37, 38]. These models have been reviewed elsewhere [2, 39], and are not the focus of this review. Instead, we focus on how molecular forces open many new possibilities to explain the specificity of immune recognition events.

Here, we review evidence for the importance of molecular forces in the immune system. Inspired by the work of Tolar [40], Zhu [25], Reinherz et al. [15], Lang et al. [21], and by our recent work [20], we interpret how forces might enable a cell to expend mechanical work to increase signaling accuracy. In an analogy to kinetic proofreading, we term the concept that cells harness mechanical work to increase the specificity of signaling “mechanical proofreading.”


Mechanisms of Mechanical Proofreading

We highlighted three potential mechanisms for mechanical proofreading. First, bond lifetime may be altered by molecular forces to facilitate mechanical proofreading. Most biological bonds decrease in duration under force (slip bonds), but a subset of bonds exhibit an increased lifetime under force, a phenomenon known as catch bonds [34, 35]. The change in bond lifetime due to molecular forces may provide a potent means of mechanical proofreading (Figures 2B, 3A). Through the alteration of the bond lifetime, mechanical proofreading may enable immune receptors to select for the rare ligands that produce catch bond behavior under force, increasing the fidelity of signaling. Second, mechanical proofreading could occur via a “stress test.” Stress is defined as force per unit area. Analogously, cells may apply forces too great for a single receptor-ligand interaction to withstand. Only clusters of proteins sharing cellular forces among many bonds reduce the applied stress below a threshold level, enabling longer, more stable bonds (Figure 3B). The mechanical proofreading stress test selects for multivalent interactions and does not require catch bonds to function. A third mechanism of mechanical proofreading is a “strain test.” Strain is defined as the change in length of a material due to mechanical stress divided by the original length of the material. Analogously, if a receptor-ligand bond can withstand forces applied to it, the force may produce a conformational change (loosely analogous to strain) in one or both binding partners. This conformational change could result in adaptor protein recruitment, or exposure of cryptic binding sites, producing downstream signaling (Figure 3C). The mechanical proofreading strain test selects for, and subsequently amplifies, the signal from mechanically stable individual receptor-ligand bonds that can survive mechanical forces. While the strain test mechanism may contribute to the formation of catch bonds, the signaling outcome of the strain model is not the increased bond lifetime, but rather the activation of a mechanosensitive switch that enhances the fidelity of receptor-ligand binding.
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FIGURE 3. Mechanisms of mechanical proofreading. (A) In rare cases, forces borne by receptor-ligand interaction reduce the off rate of that interaction, a behavior known as a catch bond. The TCR-pMHC bond is known to exhibit catch bond behavior. The increased bond lifetime under force may facilitate downstream signaling, acting as a form of mechanical proofreading. (B) Mechanical proofreading may occur via a stress test if single bonds are insufficient to withstand the applied cellular force. Only when the force is spread across many bonds will the entire force-bearing structure survive to produce biological signaling. This mode of mechanical proofreading may occur in BCR-antigen internalization. (C) Mechanical proofreading may occur via a strain test. Piconewton receptor forces act to produce a conformational shift in a receptor only if the strength of the receptor-ligand bond is sufficient. A potential example of the mechanical proofreading strain test is the LFA-1:ICAM bond. LFA-1 is known to extend in response to interactions with ICAM-1 and to modulate T-cell functions.






MODE 1: ALTERATION OF BOND LIFETIME

Receptor-ligand interactions at cell-cell or cell-extracellular matrix junctions frequently experience force. These pN forces alter receptor-ligand bond kinetics (Figures 2B, 3A). Most frequently, receptor-ligand forces produce reduced bond lifetime (slip bonds) [32]. In special cases, bond lifetime increases under force, a phenomenon known as a catch bond [34]. AFM measurements provided the first direct evidence for a catch bond between P-selectin and P-selectin glycoprotein ligand-1 [35]. Since this initial observation, catch bonds have been demonstrated in selectins, integrins, the platelet glycoprotein GPIbα, E-cadherin, and recently in the TCR-pMHC interaction [25, 35, 41–43].

Qualitatively, catch bonds provide a means to spend mechanical energy (from cyotoskeletal and motor protein forces) in exchange for specificity. Most molecular bonds exhibit slip bond behavior; therefore, if a cell expends mechanical energy via applying force to a receptor-ligand bond and bond lifetime increases, the interaction is very likely to be “correct.” This enhancement of bond lifetime under force may amplify the downstream effects of cognate ligand binding events relative to the shorter bond lifetime (under force) of non-cognate ligands through the classic kinetic proof reading model. Catch bonds thus complement the kinetic proofreading model and offer a potent means for mechanical proofreading.

T-cells are mechnaosensitive, transducing TCR forces into biochemical signals, such as calcium flux [15]. Additionally, the TCR transmits piconewton pN forces to the pMHC, and these forces are important to T-cell antigen recognition [20]. 2D affinity measurement of the TCR-pMHC bond demonstrated that agonist pMHC actually has a shorter bond lifetime than weak agonist pMHC [8]. Conversely, biomembrane force probe measurements revealed that the TCR-pMHC interaction exhibits catch bond behavior, but only for agonist antigen [25] (Figure 3A). The catch bond behavior of the TCR-pMHC bond was also confirmed by optical tweezer measurements [26]. Sibner and colleagues recently interrogated TCRs that bind pMHC but are not activated. When agonist peptides to the formerly non-responsive TCRs were generated, catch bonds that correlated with CD 45 exclusion from the T-cell antigen presenting the cell contact area were identified in the new, activating interactions [44]. This finding further emphasizes the importance of catch bonds, and thus mechanical proofreading, in T-cell antigen discrimination. The accumulation of TCR-pMHC bond lifetimes may link TCR forces with the serial-engagement model of T-cell activation [38], allowing the catch bond behavior of many TCR-pMHC interactions to cumulatively trigger sustained calcium signaling during T-cell activation [25, 45]. The increase in bond lifetime for agonist pMHC could serve as an extraordinarily specific indicator that a T-cell has found agonist antigen, specificity purchased at the cost of mechanical work.

Catch bonds are not limited to the TCR-pMHC interaction. A catch bond has been demonstrated in the bond between lymphocyte function-associated antigen-1 (LFA-1) and intercellular adhesion molecule 1 (ICAM-1) [41]. Combined with the observation that dendritic cells (DC) immobilize ICAM-1 on their surface in response to inflammatory signals [46], these results raise the possibility that that the LFA-1-ICAM-1 catch bond may help T-cells recognize stimulated DCs.

Finally, catch bonds likely mediate mechanical proofreading in non-immune biological systems. For example, the platelet glycoprotein GPIbα exhibits catch bond behavior when interacting with Von Willebrand factor [42]. Bacterial adhesion under flow is regulated by a catch bond between FimH and mannose [47]. Leukocyte adhesion against the flow of blood depends on a catch bond [35]. It is likely that catch bonds are a biologically general mechanism for mechanical proofreading, ensuring that biological processes occur only at specific, desirable interfaces via extremely specific mechanically stable receptor-ligand bonds.



MODE 2: STRESS TEST

Most receptor-ligand interactions are not catch bonds; however, slip bonds in groups of mechanically strained receptors can also facilitate mechanical proofreading. Receptor clustering is crucial to many biological signaling pathways and may also provide a mechanical advantage to force-bearing receptors. When force-bearing receptors cluster together, the stress (defined as force per unit area) applied at a cell-cell junction may be reduced because the force is distributed over many bonds. Receptor clustering therefore offers an opportunity for a mechanical proofreading “stress test,” which selects for cellular structures composed of many force-bearing proteins. Collectively, clustered proteins may withstand forces that would rupture any single bond. Note that for the stress test mechanism to function, the cellular force-generating machinery must be connected to groups of receptors (e.g., one actin stress fiber transmitting force to many integrins).

Consider a cluster of N receptors withstanding a total force F at a cell-cell junction. Force balance dictates that each receptor is bearing a force of approximately F/N. Clustering leads to an N-fold decrease in the force experienced per ligand-receptor pair. Based on the Bell model [32], the reduction in force on each receptor-ligand pair will lead to a significant enhancement in the bond lifetime, increasing the probability that the cellular structure will survive long enough to initiate biochemical signaling. To achieve the desired specificity and sensitivity, biological systems can alter both F and N. Increasing F produces shortened bond lifetime, decreasing sensitivity. Conversely, increasing N reduces the per-receptor force, facilitating signaling under force, potentially decreasing specificity. High F and N may achieve both high sensitivity and specificity by enabling only highly multivalent interations to initiate biochemical signaling.

B cell receptor (BCR) antigen internalization is an example of a mechanical proofreading stress test. BCR signaling is intricately related to the B cell cytoskeleton [48]. Clusters of BCRs are thought to use mechanical force to internalize antigen. Natkanski et al. demonstrated that B cells internalize plasma membrane sheet bound antigen in a myosin IIA dependent manner, and that clathrin-coated structures seem to be associated with antigen internalization [40]. Interestingly, BCR microclusters were observed to resist contractile forces for 20–30 s; however, AFM measurements demonstrated that single BCR-antigen bonds do not endure long enough for the observed membrane invagination to occur [40]. The authors hypothesize that forces exerted by B cells shorten the BCR-antigen bond lifetime, ensuring that only multivalent, high-affinity antigens which collectively withstand the cellular force are internalized (Figure 3B) [40]. These findings are supported by the observation that B cells exert measurable traction forces through the B cell receptor, and that the magnitude of traction force scales with the number of clustered BCRs involved in force transmission [49]. Additionally, DNA-based molecular tension sensor measurements demonstrated that the BCR utilizes molecular forces to extract antigen from follicular dendritic cells, and that stiff follicular dendritic cells produce stronger BCR forces and more stringent antigen affinity discrimination [50]. Collectively, this evidence points toward a mechanical stress test facilitating BCR selection for high-affinity antigen.

A mechanical stress test may also be important to TCR signaling. The TCR is known to exert pN forces on the TCR-pMHC bond and also on TCR-pMHC clusters [20, 22], but the importance of nanoclusters in TCR force transmission is not known. Super-resolution imaging has suggested that TCRs form nanoclusters, and that clustered TCRs are more likley to be phosphorylated and to participate in downstream signaling [51]. TCRs are known to cluster at the surface of microvilli on the T-cell surface [52] and TCR-bearing microvilli are selectively stabilized at the T-cell antigen presenting cell interface [53]. Collectively, this evidence raises the possibility that TCR nanoclusters, and potentially microvilli, may facilitate a mechanical stress test.

Mechanical stress within other supramolecular complexes may also be important. For example, the focal adhesion has been proposed to behave like a molecular clutch, with mechanical unfolding of adaptor proteins serving to recruit more integrins to the adhesion site to share the applied load [54]. Thus, focal adhesions may sense and respond to substrate stiffness via a mechancial proofreading stress test, where specific combinations of force and adhesion site density produce focal adhesion growth and maturation.



MODE 3: STRAIN TEST

Another mode of mechanical proofreading is a “strain test.” Strain is defined as the change in length of an object relative to its original length. Analogously, many receptors undergo conformational changes due to ligand or allosteric interactions. Some conformational shifts are facilitated by pN scale forces [55, 56]. Conformational shifts may expose cryptic binding sites, leading to protein recruitment or to phosphorylation of a previously inaccessible site. Force-reconfigurable proteins therefore offer a third potential mode of mechanical proofreading. In the mechanical proofreading strain test, a receptor-ligand bond must withstand a threshold force to produce a conformational shift before eliciting biochemical signaling. Note that for the strain test to function, a large energy threshold must prevent the receptor from spontaneously experiencing the conformational shift in the absence of a large input of mechanical work by a cell.

Integrins are well-studied examples of the mechanical proofreading strain test. They exhibit profound conformational shifts, existing in a low-affinity, bent conformation at rest, but able to adopt a high affinity extended state [57]. Integrins may be an ultrasensitive molecular switch, able to extend in response to pN forces [55].

In the context of lymphocytes, the integrin αLβ2, also known as LFA-1, binds to ICAM, and is important to immune cell-cell adhesion and to T-cell function [58]. LFA-1 undergoes outside-in activation in response to surface bound, but not soluble ICAM [59], and molecular forces increase the rate of LFA-1 extension and slow the rate of LFA-1 bending (Figure 3C) [56]. It is believed that actin forces transmitted through LFA-1 to immobilized ICAM-1 induce extension of LFA-1 and that actin is critical to the formation and maintenance of the immunological synapse [60]. Additionally, recent interference photoactivation localization microscopy (iPALM) measurements, which resolve the location of fluorophores along the microscope optical axis with ~10 nm resolution, have measured the extension of LFA-1 at a T-cell surface interface [61]. Outside-in activation of LFA-1 has functional consequences; for example, severing ICAM's cytoskeletal anchorage prevented natural killer cells from forming junctions with target cells and disrupted granule polarization [62]. Additionally, when DCs are induced to mature via treatment with lipopolysaccharide, they utilize their actin cytoskeleton to restrict ICAM-1 surface mobility. T-cells sense the change in ICAM-1 mobility, producing more extended LFA-1 on the T-cells surface [46]. Collectively, these findings demonstrate that LFA-1 exhibits force-sensitive outside-in activation, positioning LFA-1 as a potential mechanical proofreading strain sensor.

The T-cell receptor (TCR) may also utilize a mechanical strain test during T-cell antigen recognition. Optical tweezer measurements demonstrated a force dependent extension in the FG loop of the TCR [26]. The FG loop extends 8–15 nm under the influence of pN forces. Deleting the FG loop of the TCR removed the force-dependent extension behavior and reduced the ability of T-cells to respond to antigen as assessed by IL-2 production [26]. The FG loop extension of the TCR therefore presents another example of a potential mechanical proofreading strain test. Because TCR forces are between 12 and 19 pN [20], and because the FG loop extension is known [26], the height of the mechanical proofreading energy barrier that TCR forces must surmount has been calculated as ~37 kBT (assuming 10 nm displacement and 15 pN forces), or almost twice the energy of one ATP hydrolysis. This energy of discrimination could explain the remarkable specificity of T-cell antigen recognition [21]. The mechanical proofreading strain test is therefore capable of extreme specificity.

The strain test mode of mechanical proofreading is not limited to the immune system. For example, platelets action must be tightly regulated to prevent erroneous clot formation. The platelet integrin αIIbβ3 is anisotropically mechanosensitive, requiring lateral forces to undergo outside in activation to enable platelet spreading and activation on a surface [63, 64] which may explain why platelets ignore soluble fibrinogen in the blood, only binding to fibrinogen attached to other activated platelets. Additionally, the platelet glycoprotein complex GPIb-IX-V, has a mechanosensitive domain that extends several nanometers under force [65], making it another likely candidate for a strain test for mechanical proofreading.



COMBINATIONS OF MECHANICAL PROOFREADING MODES

The modes of mechanical proofreading may also work together to produce increased specificity. For example, the GP1b-IX-V:von-Willebrand factor bond is a catch bond [42]. The prolonged bond lifetime under force may facilitate the opening of the mechanosensitive domain of GP1b-IX-V [66]. Similarly, the TCR exhibits catch bond behavior, an extension of its FG loop, and receptor clustering [25, 26, 51]. Various mechanisms invoked to explain the extreme sensitivity and specificity of the TCR-pMHC bond involve each of the proposed modes of mechanical proofreading [2, 11]. The molecular clutch model of the focal adhesion [54, 67] argues that talin unfolding under force (a strain test) regulates integrin recruitment to the focal adhesion (regulating stress), thus these two models may work cooperatively in focal adhesions. Elucidating which mechanisms are critical to regulating cellular decision-making will require careful experimentation to isolate the effects of each of the modes of mechanical proofreading.



CONCLUSION

Here, we have focused on applications of mechanical proofreading within the immune system, but mechanical proofreading is likely a biologically general mechanism. Because mechanical forces generally disrupt receptor-ligand interactions, as described by the Bell model [32], careful examination of force-exerting systems is required to determine what functional benefit is derived by expending cellular energy on force generation. Mechanical forces may be vital to biological differentiation between soluble and a surface bound ligand. Soluble ligands are not capable of resisting mechanical force. Indeed, it is conceivable that from a mechanistic point of view, mechanical forces are the principle difference between cell-cell interfaces and receptors interacting with soluble ligands.

Mechanical proofreading likely has great physiological relevance. Zhu et al. found that during thymic selection, negative selection ligands produced cooperative trimolecular catch bonds (TCR-pMHC-CD8) while positive selection ligands formed slip bonds [68]. This result strongly suggests that mechanical proofreading, by means of catch bonds, assists in the elimination of strongly self-reactive thymocytes during negative selection. Additionally, Huse et al. recently found that the exertion of force by T-cells is spatially and temporally linked to the release of cytotoxin release and target cell killing [28]. Thus, mechanical proofreading is also implicated in the killing of target cells by cytotoxic T-cells. Finally, T-cells have been demonstrated to respond to increased stiffness of a substrate presenting activating antibodies to CD3 and CD28 with increased IL-2 secretion [69]. Importantly, human primary immune cells, including macrophages and dendritic cells, modulate their stiffness in response to inflammatory signals [70]. Collectively, the ability of antigen-presenting cells to modulate their stiffness in response to inflammatory signals combined with the stiffness sensitivity of T-cells suggests that mechanical proofreading may play a role in enabling T-cells to respond appropriately to complex environmental signals.

Additionally, mechanical proofreading has the potential to resolve longstanding debates in immunology. For example, mechanical proofreading may provide insight into how adaptive immune responses are initiated. TCR binding affinity for pMHC does not always correlate with T-cell activity [7–9]. The ability of a pMHC to bind to the TCR does not guarantee that the TCR will activate [71]. Garcia et al. recently interrogated TCRs that bind pMHC but are not activated. When agonist peptides were produced to the formerly non-responsive TCRs, these new agonist pMHC-TCR bonds exhibited catch bond behavior [44]. This finding further emphasizes the importance of mechanical forces, catch bonds, and mechanical proofreading in T-cell antigen discrimination.

Finally, mechanical proofreading may have utility for cell-based immunotherapies. Kam et al. have recently demonstrated the use of polydimethylsiloxane microbeads coated in activating antibodies to CD3 and CD28 to enhance the ex vivo activation and proliferation of both CD4+ and CD8+ T-cells for immunotherapy [72]. Intriguingly, T-cell expansion was found to be enhanced in soft beads, implicating a role for mechanical forces in ex vivo T-cell expansion. It is also possible that some variety of mechanical proofreading may operate in chimeric antigen receptor (CAR) T-cell recognition of antigen. Chen and colleagues recently rewired CAR-T-cells to recognize soluble antigen [73]. However, CAR signaling in these cells required ligand-mediated CAR dimerization, which the authors believe implicates the role of mechanotransduction in CAR signaling. Interestingly, the chimeric antigen-receptor is comprised of an antibody-derived fragment for ligand binding. Antibodies exhibit a slip bond character under force [74]. Mechanotransduction during CAR signaling likely proceeds via a different mechanism than the catch bond that influences TCR-pMHC interactions.

Experiments designed to test the models outlined here may be critical in determining the mechanical origins of cellular decision-making. For example, deletion of mechanically sensitive domains in the TCR reduced IL-2 production [26]. Likewise, the mecahnosensitivity of platelets has been partially explained via a mechanosensitive domain discovered in the platelet glycoprotein GpIbα [65]. Deletion of a portion of the mechanosensitive domain produces constitutive GpIbα signaling [75]. These experiments may be facilitated by the recent development of powerful molecular tools capable of measuring both the magnitude and orientation of molecular forces [18, 20, 22, 64, 76]. We anticipate that understanding the precise role of molecular forces in receptor-ligand interactions will provide fundamental insight into the exquisite specificiy of cellular decision-making.
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Maximilian Hörner1,2,3†, Julian Eble1,2†, O. Sascha Yousefi1,2,3†, Jennifer Schwarz1,3†, Bettina Warscheid1,2,3, Wilfried Weber1,2,3* and Wolfgang W. A. Schamel1,2,3,4*


1Faculty of Biology, University of Freiburg, Freiburg, Germany

2Signalling Research Centres BIOSS and CIBSS, University of Freiburg, Freiburg, Germany

3Spemann Graduate School of Biology and Medicine, University of Freiburg, Freiburg, Germany

4Centre for Chronic Immunodeficiency CCI, Medical Center, University of Freiburg, Freiburg, Germany

Edited by:
Jorge Bernardino De La Serna, United Kingdom Research and Innovation, United Kingdom

Reviewed by:
Gottfried Baier, Innsbruck Medical University, Austria
 Cosima T. Baldari, University of Siena, Italy

*Correspondence: Wilfried Weber, wilfried.weber@biologie.uni-freiburg.de
 Wolfgang W. A. Schamel, wolfgang.schamel@biologie.uni-freiburg.de

†These authors have contributed equally to this work

Specialty section: This article was submitted to T Cell Biology, a section of the journal Frontiers in Immunology

Received: 21 December 2018
 Accepted: 28 January 2019
 Published: 26 February 2019

Citation: Hörner M, Eble J, Yousefi OS, Schwarz J, Warscheid B, Weber W and Schamel WWA (2019) Light-Controlled Affinity Purification of Protein Complexes Exemplified by the Resting ZAP70 Interactome. Front. Immunol. 10:226. doi: 10.3389/fimmu.2019.00226



Multiprotein complexes control the behavior of cells, such as of lymphocytes of the immune system. Methods to affinity purify protein complexes and to determine their interactome by mass spectrometry are thus widely used. One drawback of these methods is the presence of false positives. In fact, the elution of the protein of interest (POI) is achieved by changing the biochemical properties of the buffer, so that unspecifically bound proteins (the false positives) may also elute. Here, we developed an optogenetics-derived and light-controlled affinity purification method based on the light-regulated reversible protein interaction between phytochrome B (PhyB) and its phytochrome interacting factor 6 (PIF6). We engineered a truncated variant of PIF6 comprising only 22 amino acids that can be genetically fused to the POI as an affinity tag. Thereby the POI can be purified with PhyB-functionalized resin material using 660 nm light for binding and washing, and 740 nm light for elution. Far-red light-induced elution is effective but very mild as the same buffer is used for the wash and elution. As proof-of-concept, we expressed PIF-tagged variants of the tyrosine kinase ZAP70 in ZAP70-deficient Jurkat T cells, purified ZAP70 and associating proteins using our light-controlled system, and identified the interaction partners by quantitative mass spectrometry. Using unstimulated T cells, we were able to detect the known interaction partners, and could filter out all other proteins.

Keywords: optogenetics, affinity purification, phytochrome, ZAP70, protein-protein interaction, mass spectrometry


INTRODUCTION

Most, if not all, biochemical processes in cells, such as signal transduction, rely on protein-protein-interactions (1, 2). In the cells of the immune system for example, signalosomes change in their composition upon stimulation of cell surface receptors (3, 4). A well-studied example is the binding of the T cell antigen receptor (TCR) complex to the tyrosine kinase ZAP70 in resting T cells (5–8). Upon ligand binding to the TCR, ZAP70 gets activated by phosphorylation and detaches from the TCR (9) leading to the generation of new intracellular interactions and the remodeling of signalosomes (10). As those protein-protein-interactions control cell behavior, their investigation is of key interest in immunological and biological research.

Interaction partners of proteins are usually identified by purification of a protein of interest (POI) and analyzing the co-purified proteins by mass spectrometry (11, 12). Besides the use of POI-specific antibodies, one common approach is the purification of the POI via an affinity tag. There, the POI is expressed as a fusion protein with an affinity tag that binds specifically to a resin material. Then the cells expressing the fusion protein are lysed with a detergent, insoluble material is removed by centrifugation, and the lysate is added to the resin. Subsequently, the POI together with its interacting proteins binds to the resin. After washing, the POI together with its interaction partners can be eluted from the resin, e.g., by a change in the pH (FLAG tag, HA tag), ion concentration (Poly-Arg tag), temperature (protein G tag), or by addition of metal chelators (CBP tag) or molecules that compete with the binding of the affinity tag to the resin (Strep tag, SBP tag, Poly-His tag) (13, 14). Alternatively, the affinity tag is linked to the POI using a sequence that can be cleaved by a protease, such as Tobacco Etch Virus (TEV) protease (15). Hence, elution is achieved by adding the protease, cleaving the POI off the resin. Importantly, all the different approaches have in common that the changed biochemical environment in the elution step can also result in the release of unspecifically bound proteins from the resin material resulting in false positive hits in the following analysis. One approach to reduce the number of contaminants in the eluate is the sequential usage of two different affinity tags, named tandem affinity purification (TAP) (16). However, due to the thereby prolonged time needed for purification, more transient and weak interactors may be lost during this procedure.

In this study, we address this problem by developing an optogenetics-based purification approach allowing elution of tagged proteins by simply changing the wavelength of light with which the resin is illuminated. Thus, all biochemical parameters, such as the ones mentioned above, stay constant, minimizing the elution of proteins that were bound to the resin and not to the POI. We made use of the light-dependent protein-protein interaction between phytochrome B (PhyB) and its phytochrome interacting factor 6 (PIF6) both from Arabidopsis thaliana (17). Upon illumination with 660 nm red light PhyB switches to its Pfr conformational state (PhyB far-red absorbing state) in which it interacts with PIF6 with a nanomolar affinity (18). With 740 nm far-red light PhyB undergoes a conformational transition to the Pr state (PhyB red absorbing state) preventing binding to PIF6. This light-dependent protein-protein interaction was applied for several optogenetic applications (19), such as the control of protein or organelle localization (18, 20), signaling (21), nuclear transport of proteins (22), or gene expression (23).

Here, we make the red light-dependent interaction between PhyB and PIF6 applicable to the affinity purification of protein complexes. To this end, we identified a truncated variant of PIF6 comprising only 22 amino acids that reversibly interacts with PhyB and therefore can be used as an affinity tag for the POI. After characterization of the key parameters of our light-controlled affinity purification approach, we applied our method for the identification of interaction partners of ZAP70 in resting T cells by quantitative mass spectrometry.



RESULTS AND DISCUSSION

In our new light-controlled affinity purification approach, a fusion protein between the POI and a truncated version of PIF6 is expressed in the desired cells (Figure 1). After cell lysis, the lysate is loaded under 660 nm light illumination onto agarose beads that have been functionalized with PhyB. Illumination with 660 nm light switches PhyB into the Pfr state, thus immobilizing the PIF-POI fusion protein and potential interaction partners to the PhyB beads. Afterwards the beads are washed under continued 660 nm illumination for removal of unspecific bound proteins. Finally, PIF-POI and its binding partners are eluted in the same buffer as used in the washing steps by simply changing illumination to 740 nm light, as light of this wavelength switches PhyB into the Pr state that terminates the interaction with PIF.
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FIGURE 1. Light-controlled affinity purification of proteins. The protein of interest (POI) is expressed in the desired cells as a fusion protein with a truncated variant of phytochrome interacting factor 6 (PIF) serving as the affinity tag. Biotinylated phytochrome B (PhyB*) is immobilized on NeutrAvidin (N)-functionalized agarose beads. Following cell lysis, the POI is bound via its PIF tag to PhyB* under 660 nm light. After washing to remove unspecifically bound proteins under continued 660 nm illumination, PIF-POI is eluted in washing buffer from PhyB* beads by switching illumination to 740 nm light. Interaction partners (1–3) of the POI are co-purified.




PhyB*-Functionalized Resin Material

In order to functionalize agarose beads with PhyB, we used a biotinylated and hexahistidine-tagged variant of PhyB comprising amino acids 1-651 (24). This protein was produced together with the enzymes for the biosynthesis of the required chromophore phycocyanobilin (PCB) in E. coli. We purified this PhyB variant (designated as PhyB*) via immobilized metal ion affinity chromatography and quantified its biotinylation by binding of the protein to NeutrAvidin-functionalized agarose beads. Using an excess of beads, we observed that ~98% of PhyB* was biotinylated (Supplementary Figure 1). To determine the PhyB* binding capacity of the NeutrAvidin agarose beads, we incubated a fixed amount of beads with increasing amounts of PhyB* and monitored a decrease in the ratio of beads-bound PhyB* (Supplementary Figure 1). Saturation of the beads was reached with approximately 0.2 nmol PhyB* per 1 μl beads. In the following, 1 μl NeutrAvidin beads were always incubated with ~0.27 nmol PhyB* resulting in a coupling of ~0.24 nmol PhyB* per 1 μl of beads (~89% coupling efficiency, designated as PhyB* beads).



Truncation of the PIF6 Tag

It was shown that the N-terminal 100 amino acids of A. thaliana PIF6 [PIF6(1-100)] are sufficient for the reversible and light-dependent interaction with PhyB (17, 18). It is desirable to minimize the size of an affinity tag in order to disturb the fused POI as minimally as possible and to reduce undesired protein binding to the tag. Therefore, we aimed to further truncate PIF6(1-100) while maintaining its light-dependent interaction properties with PhyB. To this end, we performed a sequence alignment of different PIF variants from several plants to identify a region within the N-terminal 100 amino acids that is well-conserved and hence should constitute the core domain of PIF6 responsible for the light-dependent interaction with PhyB (Supplementary Figure 2). We found a conserved region between amino acids 15 and 36. Thus, we tested four different truncated PIF6 variants containing different amino acids within the 15–36 region and compared them to PIF6(1-100) (Figure 2A). To this end, we expressed the green fluorescent protein (GFP) fused to the selected PIF6 variants together with the untagged red fluorescent protein mCherry in human embryonic kidney (HEK)-293T cells. Subsequently, PIF-tagged GFP was purified from the cell lysates with the PhyB*-functionalized beads and spin columns. During the purification process, we monitored the fluorescence of mCherry as a background control and of GFP as our POI (Figure 2B). We observed that all tested PIF tags allowed a light-controlled purification of the fused GFP. Remarkably, PIF6(15-33) and PIF6(15-36) showed a similar efficiency compared to PIF6(1-100). The amount of mCherry in the eluates was at least 4,000-fold reduced compared to the lysates, demonstrating the specificity of our purification protocol. Next, we compared our light-controlled purification approach with established affinity chromatography methods. These were based on the streptavidin binding peptide [SBP tag (25)] or on the TEV mediated cleavage of the POI from protein A [TEVCS-ProteinA tag (26)]. We observed a similar recovery (70–80%, Supplementary Figure 3) and purity of the eluates (Figure 2C).
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FIGURE 2. Evaluation of different truncated variants of PIF6 for the application as an affinity tag. (A) Design of the expression construct for testing of different affinity tags. GFP was fused to the depicted PIF6 variants or to the affinity tags TEVCS-ProteinA or SBP. The fusion proteins were expressed together with the untagged red fluorescent protein mCherry by a constitutive CMV promoter in human embryonic kidney cells (HEK-293T). IRES, internal ribosomal entry site; pA, poly(A) tail. (B) Monitoring of the light-controlled affinity purification process. Fluorescence of GFP and of the background control mCherry was measured using a plate reader and is shown as percentage normalized to the fluorescence of the initial cell lysate. For each replicate, 4 × 106 cells were lysed in 500 μl lysis buffer and proteins were purified with 50 μl of PhyB* beads. The proteins were eluted at 740 nm light for 30 min. FT, flow-through; W1-W3, wash 1-3. Data are means ± s.d. (n = 2). (C) Comparison of the purity of light-controlled affinity purification [PIF6(15-36) and PIF6(1-100)] with established purification methods (TEVCS-ProteinA and SBP). For each purification, 125 × 106 cells were lysed with 500 μl of lysis buffer and purified with 100 μl of beads and four washing steps. Coomassie-stained SDS-PAGE gel of the eluates is shown.





Characterization of the Purification Process

We characterized the purification process of GFP-PIF6(1-100) and GFP-PIF6(15-36) with PhyB* beads in more detail. We determined that within a binding period of 2 h at 660 nm illumination both PIF-tagged proteins were binding equally well to the PhyB* beads with a binding efficacy of ~85% (using an excess of PhyB* beads, Figure 3A). When the PIF-tagged proteins were in excess compared to PhyB*, ~0.21 nmol of GFP-PIF6(1-100) or GFP-PIF6(15-36) were binding per 1 μl of the PhyB* beads. We further observed that GFP-PIF6(1-100) was binding faster to the PhyB* beads under 660 nm light than GFP-PIF6(15-36) with 50% bound protein within 0.25 min compared to 15 min, respectively (Figure 3B). In contrast, GFP-PIF6(1-100) eluted slower from the PhyB* beads under 740 nm illumination than GFP-PIF6(15-36) with 80% released protein within 180 s compared to 16 s, respectively (Figure 3C).
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FIGURE 3. Characterization of the light-controlled affinity purification system. Lysates of HEK-293T cells containing mCherry and GFP-PIF6(1-100) or GFP-PIF6(15-36) as described in Figure 2A were used. (A) Binding efficiency and capacity of PhyB* beads. Different amounts of PhyB* beads were each incubated with 250 μl of cell lysate containing 1.5 nmol GFP-PIF6(1-100) or GFP-PIF6(15-36) for 2 h at 660 nm illumination. Afterwards, the ratio of bound protein was determined by measuring fluorescence of unbound GFP and mCherry. (B) Binding kinetics. Equal amounts of PhyB* beads (20 μl) were incubated with 125 μl of cell lysate containing 0.75 nmol of GFP-PIF6(1-100) or GFP-PIF6(15-36) for the indicated time periods under 660 nm light. Subsequently, the ratio of bound protein was determined by measuring fluorescence of unbound GFP and mCherry. (C) Elution kinetics. Equal amounts of PhyB* beads (40 μl) were incubated with 500 μl of cell lysate containing 3.0 nmol of GFP-PIF6(1-100) or GFP-PIF6(15-36) for 1 h at 660 nm illumination. After washing, the beads were incubated in 500 μl of wash buffer for the indicated times at 740 nm light for elution. The percentage of eluted protein was calculated by determining GFP fluorescence in the supernatant in comparison to the GFP amount on the beads before elution. All data are means ± s.d. (n = 3).





Generation of ZAP70-PIF6 Tag Cell Lines

We tested our light-controlled purification approach for the identification of interaction partners of the kinase ZAP70 by quantitative mass spectrometry. ZAP70 is a central kinase involved in TCR signaling, which interacts with the components of the TCR such as CD3δ, CD3ε, CD3γ, or CD247 (5, 6, 10). We transduced the ZAP70-deficient Jurkat cell line P116 (27) with constructs expressing PIF6(1-100)- or PIF6(15-36)-tagged human ZAP70 and the fluorescent protein ZsGreen1 (Figure 4A). Based on the fluorescence of the marker ZsGreen1, we sorted transduced cells with low ZsGreen1 expression levels using flow cytometry to avoid overexpression of our ZAP70 fusion proteins. As expected, most of the sorted cells stably expressed ZsGreen1 as shown by flow cytometry (Figure 4B). Expression and correct size of the fusion proteins were confirmed by SDS-PAGE and Western Blotting using an anti-ZAP70 antibody (Figure 4C). Both tagged ZAP70 proteins were expressed to lower levels than endogenous ZAP70 in the Jurkat cell line. ZAP70 is directly downstream of the TCR, transducing TCR signals into the cell, such as Ca2+ influx into the cytosol. Indeed, when stimulating the TCR with anti-CD3 antibodies we detected a Ca2+ response in Jurkat cells, but not in P116 cells (Figure 4D). Moreover, the restored anti-CD3 induced Ca2+ influx in our stable cell lines showed that the fusion of the PIF tags to ZAP70 did not impair the functionality of ZAP70 (Figure 4D). The reduced Ca2+-flux in comparison to Jurkat cells can likely be attributed to the reduced expression level of our PIF-ZAP70 fusion constructs in comparison to the endogenous ZAP70 level of Jurkat cells (Figures 4C,D).
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FIGURE 4. Generation and characterization of P116-based cell lines stably expressing ZAP70-PIF6(1-100) or ZAP70-PIF6(15-36). (A) Lentiviral vectors encoding the depicted constructs for expression of ZAP70-PIF6(1-100) or ZAP70-PIF6(15-36) and the fluorescent protein ZsGreen1 under control of the constitutive CMV promoter (PCMV). Transduced P116 cells were sorted based on ZsGreen1 fluorescence. (B) After culturing the two sorted cell lines generated in (A), ZsGreen1 fluorescence of the cell lines in comparison to parental P116 cells was analyzed by flow cytometry. (C) Expression of ZAP70 in different cell lines. The cell lines indicated were analyzed for ZAP70 and GAPDH expression by SDS-PAGE and Western blotting. (D) Restoring anti-CD3 induced Ca2+-flux in P116 cells stably expressing ZAP70-PIF6(1-100) or ZAP70-PIF6(15-36). The Indo-1 fluorescence of Indo-1-stained cells was measured by flow cytometry, as a readout for the intracellular Ca2+ concentration. After 240 s of the recording the cells were stimulated with 1 μg ml−1 of an anti-CD3 antibody (indicated by the arrow).





Identification of ZAP70 Interaction Partners by Mass Spectrometry

To test our new purification approach, we used both P116-derived stable cell lines in resting state, i.e., unstimulated. We purified PIF-tagged ZAP70 from these cell lines using our PhyB* beads and analyzed the cell lysates, the flow-throughs of the last washing step and the eluates by Western blotting against ZAP70 and GAPDH (Figure 5A). As a negative control, we performed the same purification with Jurkat cells expressing non-tagged ZAP70. As expected, the eluates of the stable cell lines contained PIF-tagged ZAP70 of the correct molecular weight whereas the eluates of the Jurkat cells did not contain detectable amounts of ZAP70. The eluates of all purified cells showed a massive reduction in the GAPDH level compared to the cell lysates. This experiment demonstrates that we were able to specifically purify our POI, in this case ZAP70, using the new light-controlled affinity purification approach.
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FIGURE 5. Analysis of light-controlled ZAP70-PIF purification by mass spectrometry. Jurkat cells and P116-derived cell lines stably expressing ZAP70-PIF6(1-100) or ZAP70-PIF6(15-36) were lysed and PIF-tagged proteins were light-controlled purified using PhyB* beads (n = 3 biological replicates). All eluates and the flow-throughs of the last washing were analyzed by mass spectrometry. (A) Analysis of the cell lysates, the flow-throughs of the last washing step and the eluates by SDS-PAGE and Western blot against ZAP70 and GAPDH. (B) Comparison of the 20 best hits (p < 0.05, sorted on protein enrichment) enriched in the eluates of each ZAP70-PIF6 cell line vs. the eluates from the Jurkat cell line. Known interaction partners of ZAP70 are written in bold. (C) Enrichment of proteins identified in the ZAP70-PIF6(1-100) eluate vs. the Jurkat eluate (x-axis) plotted against the enrichment of proteins in the ZAP70-PIF6(15-36) eluate vs. the Jurkat eluate (y-axis). The enrichment for each protein is shown as the mean log10 ratio of the label-free quantification (LFQ) intensities (3 biological replicates) of the compared samples. Known interaction partners of ZAP70 identified in (B) are highlighted in black and are labeled. All significant hits (p < 0.05) in the upper right quadrant are highlighted in red. The POI ZAP70 is highlighted in yellow. Dashed lines represent a ratio cut-off corresponding to a 3-fold enrichment compared to the Jurkat eluate. (D) Comparison of the 20 best hits (p < 0.05, sorted on protein enrichment) enriched in the eluates of each ZAP70-PIF6 cell line vs. the flow-throughs of the last washing step. Known interaction partners of ZAP70 are written in bold. CHCHD2/P9, CHCHD2, CHCHD2P9; CD247-i3, CD247 isoform 3; TRBC1/2, TRBC1, TRBC2.



To validate whether we are able to identify interaction partners of ZAP70 by our light-controlled purification approach and whether we can eliminate false positives, we used the unstimulated P116 cells expressing PIF6(1-100)- or PIF6(15-36)-tagged human ZAP70. The usage of unstimulated cells has the following advantage. ZAP70 was shown to interact with the TCR in resting cells (7) thus this interaction serves as our positive control. Importantly, this ZAP70 is not phosphorylated on tyrosines (7). Since these tyrosines have to be phosphorylated to serve as interactions sites for further signaling proteins (8), we do not expect any other interaction partners besides the TCR. Thus, we can assume that other proteins detected by mass spectrometry are false positives.

Next, we analyzed the eluates after 740 nm illumination and the flow-throughs of the last washing step of the above described unstimulated samples by mass spectrometry (3 biological replicates each, Supplementary Table 1). We first looked for proteins that were significantly enriched in the eluates derived from each ZAP70-PIF6 cell line compared to the eluates derived from the Jurkat cell line. We observed that for both ZAP70-PIF6 cell lines the 20 top hits (p < 0.05, sorted on protein enrichment) contained besides ZAP70 as the POI, the proteins CD247-i3 (i3, isoform 3), CD3D, CD3E, CD3G, and TRBC1/2 (Figure 5B). The different CD3 proteins, CD247 (also called CD3ζ) as well as TRBC1/2 (also called TCRβ chains) are all subunits of the TCR (28) which is known to associate with ZAP70 (5, 6, 29). As stated above, ZAP70 associates with the TCR in unstimulated primary T cells (7) and most likely also in unstimulated Jurkat cells although to lower levels (30, 31). Since ZAP70 that is associated with the resting TCR is not phosphorylated (7) and thus might not have other binding partners, we conclude that the other proteins might be false positives. The two PIF6 tags showed a similar performance as shown by the high overlap of the 20 best hits (14 out of 20) and as visualized by the clustering of the proteins along the diagonal when plotting the enriched proteins against each other (Figure 5C, Supplementary Table 2). Together, this indicates that both PIF6(1-100) and PIF6(15-36) are suitable affinity tags that allow purification, and identification of a POI together with its interaction partners.

As our light-controlled purification approach is characterized by the very mild elution condition (740 nm light), we next asked whether we could use the flow-throughs of the last washing step performed under 660 nm illumination as background control instead of the eluates from the Jurkat cell line (expressing untagged ZAP70). Indeed, using this procedure we could identify a similar enrichment of ZAP70 for both PIF6 tags and the known interaction partners CD247, CD247-i3, CD3D, CD3G, and TRBC1/2 within the 20 best hits (p < 0.05, sorted on protein enrichment, Figure 5D). Therefore, the flow-throughs of the last washing step offer an alternative as control to filter out unspecific and false positive proteins.

Finally, we asked whether we could combine the Jurkat eluates and the flow-throughs of the last washing step to confine the interaction partner analysis to the most relevant hits. To this end, we compared for each PIF6 tag separately the 20 best hits (p < 0.05, sorted on protein enrichment) enriched in the eluates compared to the Jurkat eluates and to the flow-throughs of the last washing step (Figure 6, Supplementary Tables 3, 4). Identical for both PIF6 tags only ZAP70 and the known interaction partners CD247-i3, CD3D, CD3G, TRBC1/2 were overlapping. This suggests that the other proteins were indeed false positives that we were able to filter out. Of note, CD3E was classified as a false positive although it is a known component of the TCR and thus an interaction partner of ZAP70. Together our data suggest that the combined usage of the Jurkat eluates and the flow-throughs of the last washing step as controls can be used to confine the identified proteins to true interaction partners eliminating false positives.
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FIGURE 6. Usage of two controls to confine the data to the most relevant interaction partners of the POI ZAP70. (A,B) Comparison of the 20 best hits (p < 0.05, sorted on protein enrichment) enriched in the eluates of the ZAP70-PIF6(1-100) (A)/ZAP70-PIF6(15-36) (B) cell line vs. the eluates from the Jurkat cell line or the flow-throughs of the last washing step. Known interaction partners of ZAP70 are written in bold. (C,D) Enrichment of proteins identified in the ZAP70-PIF6(1-100) (C)/ZAP70-PIF6(15-36) (D) eluates vs. the Jurkat eluates (x-axis) plotted against the enrichment of proteins in the ZAP70-PIF6(1-100) (C)/ZAP70-PIF6(15-36) (D) eluates vs. the corresponding flow-throughs of the last washing step (y-axis). The enrichment for each protein is shown as the mean log10 ratio of the label-free quantification (LFQ) intensities (3 biological replicates) of the compared samples. Known double-positive interaction partners of ZAP70 identified within the TOP 20 hits in (A)/(B) are highlighted in black and the names are indicated; the remaining hits of the TOP 20 are highlighted as bold black circles filled with the color corresponding to the group color used in the VENN diagram in (A)/(B). The POI ZAP70 is highlighted in yellow. Dashed lines represent a ratio cut-off corresponding to a 3-fold or 2-fold enrichment. CHCHD2/P9, CHCHD2, CHCHD2P9; CD247-i3, CD247 isoform 3; TRBC1/2, TRBC1, TRBC2.






CONCLUSION

In this study we established an optogenetics-based light-controlled affinity purification method making use of the plant PhyB/PIF system. The POI-PIF6 fusion protein is recombinantly produced and bound to a PhyB* resin. It is eluted after affinity purification by changing the wavelength of light from 660 to 740 nm. Compared to other affinity purification methods (see introduction), in which the biochemical or biophysical properties of the elution buffer are changed compared to the washing buffers, light in the red spectrum at the used low intensities is a mild elution condition. Thus, we can reduce the identification of false positives, especially if one uses two controls, namely the flow-through of the last washing step and control cells expressing the untagged POI.

The fast kinetics of the binding and dissociation of the PhyB/PIF system enable to conduct the affinity purification within a short time window, which is beneficial for the investigation of transient and weak interactions. Finally, we reduced the size of the PhyB-interacting fragment of PIF6 from 100 amino acids [PIF6(1-100)] to 22 amino acids [PIF6(15-36)]. The size reduction of the PIF6 tag increases its suitability as affinity tag by decreasing the probability to interfere with the function of the POI and to interact with other proteins. Furthermore, the 22 amino acids PIF6 fragment might also allow novel optogenetic applications using the PhyB/PIF system (19, 32).



MATERIALS AND METHODS


Construction of Plasmids

The design and construction of the plasmids generated in this study are described in Supplementary Table 5 and the oligonucleotides used for this purpose in Supplementary Table 6. DNA-fragments were amplified by polymerase chain reaction and assembled by an isothermal, enzymatic DNA assembly reaction as described previously (Gibson cloning) (33).



Production of PhyB* and Protein Quantification

PhyB* encoded by plasmid pMH17 was expressed in E. coli together with the biosynthesis genes for phycocyanobilin (PCB) encoded by plasmid p171 and purified by immobilized metal ion affinity chromatography (IMAC) as described previously (24). The fluorescent protein GFP-PIF6(1-100)-His6 encoded by plasmid pHB111 was used as fluorescence standard and was produced in E. coli and purified by IMAC as described previously (34). The protein concentrations of the purified proteins were determined by Bradford assay (Bio-Rad, Hercules, CA, cat. no. 500-0006) using bovine serum albumin (BSA, Sigma-Aldrich, St. Louis, MO, cat. no. 05479) as standard.

The fluorescent proteins GFP and mCherry were quantified by measuring their fluorescence (GFP: excitation: 488 nm, emission: 522 nm; mCherry: excitation: 588 nm, emission: 620 nm) with an Infinite M200 Pro microplate reader (Tecan, Männedorf, Switzerland). The concentration of all GFP-containing proteins expressed in HEK-293T cells was calculated based on the fluorescence using purified GFP-PIF6(1-100)-His6 in wash buffer [20 mM Tris/HCl, 137 mM NaCl, 2 mM EDTA, 10% (v/v) glycerol, pH 7.4] as standard. In Supplementary Figure 1, the concentration of unbound PhyB* was determined by measuring PhyB* fluorescence (excitation: 620 nm, emission: 680 nm) after 660 nm illumination (10 min, 20 μmol m−2 s−1) with an Infinite M200 Pro microplate reader.



Maintenance of Mammalian Cells

HEK-293T cells were maintained in DMEM complete medium [DMEM (PAN Biotech, Aidenbach, Germany, cat. no. P04-03550), 10% (v/v) fetal calf serum (FCS, PAN Biotech, cat. no. P30-3602), 100 U ml−1 penicillin, 100 μg ml−1 streptomycin]. Jurkat, P116 (27) and transduced P116 cells were cultivated in RPMI complete medium [RPMI 1640 (Thermo Fisher Scientific, Waltham, MA, cat. no. 31870-025), 10% (v/v) FCS (PeproTech, Hamburg, Germany, cat. no. 200-02), 2 mM L-glutamine, 100 U ml−1 penicillin, 100 μg ml−1 streptomycin, 10 mM HEPES (Thermo Fisher Scientific, cat. no. 15630-056)]. All cells were incubated in a humidified atmosphere at 37°C, 5% CO2.



Expression and Harvesting of GFP Fused to Different Affinity Tags

All constructs encoding untagged mCherry and GFP fused to different affinity tags (Figure 2A, Supplementary Table 5) were expressed in HEK-293T cells. To this aim, 6 × 106 HEK-293T cells were seeded per 15 cm culture dish and transfected 24 h later with the corresponding plasmid. Per 15 cm dish, 60 μg plasmid DNA, and 200 μg PEI (linear, MW: 25 kDa, Polysciences, Warrington, PA, cat. no. 23966-2) were mixed in 3 ml OptiMEM (Thermo Fisher Scientific, cat. no. 22600-134), incubated for 15 min at RT and added dropwise to the cells. After incubation for 5 h, the medium was exchanged and proteins were expressed for 48 h. Before harvesting, the cells were washed once with DBPS containing Ca2+ and Mg2+ (PAN Biotech, cat. no. P04-35500) and cells were lysed–if not stated otherwise–with 3 ml of lysis buffer [20 mM Tris/HCl, 137 mM NaCl, 2 mM EDTA, 10% (v/v) glycerol, pH 7.4, protease inhibitor cocktail (Sigma-Aldrich, cat. no. SRE0055), 0.5% (v/v) Brij97 (Sigma-Aldrich, cat. no. 431281-100ML)] per 15 cm culture dish for 20 min on ice. After clarifying the lysate by centrifugation at 16,500 × g for 15 min, the supernatant was either immediately further processed or shock-frozen in liquid nitrogen and stored at −80°C. The average yield of GFP-PIF6(1-100) was ~720 μg of purified protein per 15 cm dish.



Light-Controlled Affinity Purification

NeutrAvidin agarose beads (Thermo Fisher Scientific, cat. no. 29202) were washed once with Ni-Elution buffer (50 mM NaH2PO4, 300 mM NaCl, 250 mM imidazole, pH 8.0) and incubated afterwards with purified PhyB* in Ni-Elution buffer supplemented with 1 mM 2-mercaptoethanol (final PhyB* concentration: ~2 mg ml−1) for 2 h at 4°C under slight agitation. If not otherwise stated, 1 μl NeutrAvidin beads were incubated with 0.27 nmol PhyB*. After washing the beads twice with wash buffer, the beads were resuspended in lysis buffer and the indicated amounts of beads were transferred into a spin column (Thermo Fisher Scientific, cat. no. 69725). Subsequently, the cell lysate was added to the beads and the closed spin column was incubated on a rotator for 60 min under 660 nm illumination (10 μmol m−2 s−1) at 4°C. All following steps were performed under green safe light at 4°C. After incubation, the beads were washed by centrifugation of the spin column at 150 × g for 30 s, addition of 500 μl of wash buffer and incubation of the closed spin column for 10 min on a rotator under 660 nm illumination. This washing step was repeated for the indicated number of times (3 x if not indicated otherwise). Afterwards, the column was centrifuged before 500 μl of wash buffer were added and the column was incubated under 740 nm light (70 μmol m−2 s−1) on a rotator for 10 min. Finally, the eluted proteins were collected by centrifugation of the spin column.



Affinity Purification of GFP With SBP Tag

The indicated number of HEK-293T cells transfected with plasmid pMH501 (as described above) were lysed 48 h after transfection with 500 μl of lysis buffer. All following steps were performed at 4°C. The soluble fraction of the cell lysate was incubated with the indicated amount of prewashed streptavidin Sepharose beads (GE Healthcare, Freiburg, Germany, cat. no. 17-5113-01) within a closed spin column on a rotator at 4°C for 2 h. Afterwards, the beads were washed by centrifugation (150 × g, 30 s) of the column, addition of 500 μl of wash buffer and incubation of the closed spin column for 10 min on a rotator. After repeating this washing step for three times, the column was centrifuged and 500 μl of elution buffer (wash buffer supplemented with 2 mM biotin) was added and the closed spin column was incubated on a rotator at 4°C for 20 min. Finally, the eluted proteins were collected by centrifugation.



Affinity Purification of GFP With TEVCS-ProteinA Tag

The indicated number of HEK-293T cells transfected with plasmid pMH502 (as described above) were lysed 48 h after transfection with 500 μl of lysis buffer. All following steps were performed at 4°C. The soluble fraction of the lysate was incubated with the indicated amount of prewashed IgG Sepharose beads (35) within a closed spin column (Mobicol Classic with 35 μm pore size filter, MoBiTec, Göttingen, Germany, cat. no. M1003 and M513515) on a rotator at 4°C overnight. Afterwards, the beads were washed by centrifugation (150 × g, 30 s) of the column, addition of 500 μl of wash buffer and incubation of the closed spin column for 10 min on a rotator. After repeating this washing step three times, the columns were centrifuged and the beads were resuspended in 500 μl of wash buffer containing TEV protease (1 U TEV per 1 μl of beads, Thermo Fisher Scientific, cat. no. 12575015). After incubation on a shaker at 16°C for 3 h, prewashed Ni-NTA agarose beads (1 μl Ni-NTA beads per 2 μl of IgG beads) were added to remove the His6-tagged TEV protease and the sample was incubated for further 2 h. Finally, the eluted proteins were collected by centrifugation.



Generation of Stable Cell Lines

The P116-based cell lines stably expressing ZAP70-PIF6(1-100) or ZAP70-PIF6(15-36) were generated by transduction with lentiviral particles. For lentiviral particle production, 8 × 106 HEK293-T cells were seeded in DMEM lenti [Advanced DMEM (Thermo Fisher Scientific, cat. no. 12491015), 2% (v/v) FCS, 100 U ml−1 penicillin, and 100 μg ml−1 streptomycin, 10 μM cholesterol, 10 μM egg lecithin (Serva Electrophoresis, Heidelberg, Germany, cat. no. 27608), 1 x chemical defined lipid concentrate (Thermo Fisher Scientific, cat. no. 11905031)] per 15 cm dish. On the next day, the cells were transfected as described above with the plasmids pMH511 or pMH521, pLTR-G (36), and pCD/NL-BH*ΔΔΔ (37) in a mass ratio of 2:1:1 and the medium was replaced after 5 h with fresh DMEM lenti. After 48 h, the supernatant containing the lentiviral particle was harvested and filtered through a 0.45 μm filter. For transduction, P116 cells at a density of 3 × 105 cells ml−1 were diluted 1:2 with the filtered lentiviral particle-containing supernatant. After 96 h, cells with low expression of the fluorescent protein ZsGreen1 were sorted using an S3e Cell Sorter (Bio-Rad).



Lysis of T Cells

For Western blot analysis (Figure 4C) and for each mass spectrometry measurement, 1 × 106 or 250 × 106 cells were resuspended in 50 or 500 μl of lysis buffer supplemented with 1 mM phenylmethylsulfonyl fluoride, 5 mM iodoacetamide, 0.5 mM sodium orthovanadate, and 1 mM NaF, respectively. After incubation for 15 min on ice the lysate was clarified by centrifugation for 15 min at 16,500 × g. The supernatant was either mixed with SDS loading buffer for Western Blot analysis or used for light-controlled affinity purification (200 μl of PhyB* beads, four washing steps) and subsequent mass spectrometry analysis.



Western Blots

For Western blots, proteins were transferred after SDS-PAGE onto PVDF membranes and the membranes were blocked with TBS-T [TBS (50 mM Tris/HCl, 150 mM NaCl, pH 7.4) with 0.05% (v/v) Tween-20] containing 5% (w/v) milk powder for 1 h at RT. Afterwards, the membranes were incubated with the primary antibody (anti-ZAP70, dilution: 1:500, Santa Cruz Biotechnology, Dallas, TX, cat no. sc-30674 or anti-GAPDH, dilution: 1:100,000, Cell Signaling, Danvers, MA, cat. no. 5174) diluted in TBS-T supplemented with 3% (w/v) BSA and 0.02% (w/v) sodium azide at 4°C overnight. After washing the membrane three times with TBS-T, they were incubated with the secondary antibody (ZAP70: rabbit anti-goat IgG-HRP, dilution: 1:10,000, Thermo Fisher Scientific, cat. no. 31402 or GAPDH: goat anti-rabbit IgG-HRP, dilution: 1:10,000, Thermo Fisher Scientific, cat. no. 31460) diluted in TBS-T supplemented with 3% (w/v) BSA and 3% (w/v) milk powder for 1 h at RT. Following three washing steps with TBS-T, chemiluminescence was detected using ECL substrate and an ImageQuant LAS-4000 mini system (GE Healthcare).



Ca2+-Flux Measurements

For measuring of Ca2+-flux, 5 × 106 cells were washed with PBS and incubated in 1 ml starvation medium (RPMI complete containing 1% (v/v) FCS) containing 4 μM Indo-1 (Thermo Fisher Scientific, cat. no. I1223) and 0.1% (v/v) Pluronic F-127 (Thermo Fisher Scientific, cat. no. P3000MP) for 1 h at 37°C, 5% CO2. Afterwards, the cells were pelleted by centrifugation, resuspended in 500 μl of starvation medium and kept on ice in the dark until the measurement. Analyses of Ca2+-bound and unbound Indo-1 was performed with a customized MACSQuant Analyzer (Miltenyi Biotec, Bergisch Gladbach, Germany) using a 355 nm laser and 405/20 nm and 530/30 nm emission filters, respectively. Cells were stimulated with 1 μg ml−1 anti-CD3 antibody (UCHT1, Dr. Beverly, UK).



Mass Spectrometry

The proteins present within 400 μl of the sample (either eluate or flow-through of the last washing step from the light-controlled affinity purification) were precipitated by addition of 1.6 ml of ice-cold acetone and incubation at −20°C overnight. Afterwards, the precipitated proteins were pelleted by centrifugation at 10,000 × g for 10 min at 4°C and the air-dried pellet was resolubilized in 10 μl of buffer (60% (v/v) methanol in 50 mM NH4HCO3). The disulfide bonds were then reduced with 5 mM tris(2-carboxyethyl)phosphine (TCEP) for 30 min at 65°C, and afterwards alkylated with 50 mM 2-chloroacetamide for 30 min at RT. The reaction was quenched by addition of 25 mM dithiothreitol (DTT), diluted with 25 μl buffer and the proteins were digested with 1 μg trypsin (Promega, Mannheim Germany, cat. no. V5111) at 42°C for 4 h. The samples were dried in a vacuum concentrator and resuspended in 15 μl of 0.1% (v/v) trifluoroacetic acid (TFA) prior to mass spectrometry (MS) analysis.

Liquid chromatography-tandem mass spectrometry (LC-MS/MS) analysis was performed with an UltiMate 3000 RLSCnano HPLC System (Thermo Fisher Scientific) coupled online to a Q Exactive Plus instrument (Thermo Fisher Scientific) essentially as described previously (38). Samples were washed on a C18 pre-column (Ø 0.3 × 5 mm; PepMap, Thermo Fisher Scientific) using 0.1% (v/v) TFA for 15 min, which was thereafter switched in line with the analytical column (Acclaim PepMap (ID: 75 μm × 250 mm, 2 μm, 100 Å, Dionex LC Packings/Thermo Fisher Scientific), equilibrated in 96% solvent A [0.1% (v/v) formic acid (FA)] and 4% solvent B (0.1% (v/v) FA, 86% (v/v) CH3CN). A gradient of 100 min (4–40% solvent B in 95 min and 40–95% solvent B in 5 min) at a flow rate of 0.250 μl min−1 was applied to separate the peptide mixture. The column was washed for 5 min with 95% solvent B, before re-equilibration for 15 min. The Q Exactive Plus acquired mass spectra from m/z 375 to 1,700, with a resolution of 70,000 at m/z 200 [parameters: automatic gain control (AGC), 3 × 106 ions; maximum fill time, 60 ms]. The instrument operated in the data-dependent mode, using a TOP 15 method for the isolation of precursor ions (parameters: AGC target, 1 × 105 ions; fill time, 120 ms; isolation window, 3 m/z; normalized collision energy, 28; underfill ratio, 1.2%; dynamic exclusion, 45 s).



Mass Spectrometry Data Analysis

For mass spectrometry data analysis, MaxQuant version 1.5.5.1 with its integrated search engine Andromeda was used to search peak lists against the Uniprot proteome set H. sapiens (database 19/09/2018, 95109 entries) (39, 40). The search was conducted with default parameters (e.g., FDR 1% on protein and peptide level; precursor mass tolerance 20 ppm for the first search, 4.5 ppm for the main search), except the following adjustments: trypsin was selected as proteolytic enzyme and up to three missed cleavages were allowed. As variable modifications oxidation on methionine and acetylation on protein N-termini were selected. Cysteine carbamidomethylation was set as fixed modification. Protein identification required at least one unique peptide. Label-free quantification (LFQ) (41) was enabled, the LFQ minimal ratio count was set to 2 and fast LFQ was disabled. “Match between runs” was enabled with default parameters.

The LFQ intensities from the proteingroups.txt output file of MaxQuant were loaded into Perseus version 1.5.5.3 (42). Entries from contaminants, reverse hits and hits only identified by modified peptides were discarded. LFQ intensities were log10-transformed and proteingroups with 3 out of 3 valid values (3 independent biological replicates) in the ZAP70-PIF pulldown samples were used for further data analysis. Subsequently, for missing values of the control and wash samples random numbers were imputed from normal distribution (width of the distribution 0.5, down shift 1.8) to simulate values below the detection limit. To identify significantly enriched proteins, a right-sided, two-sample t-test was performed. Results were imported into Origin Pro 2017 (OriginLab, Northampton, MA) and visualized as scatter plots.
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The homeostasis of T cell populations depends on migration, division and death of individual cells (1). T cells migrate between spatial compartments (spleen, lymph nodes, lung, liver, etc.), where they may divide or differentiate, and eventually die (2). The kinetics of recirculation influences the speed at which local infections are detected and controlled (3). New experimental techniques have been developed to measure the lifespan of cells, and their migration dynamics; for example, fluorescence-activated cell sorting (4), in vitro time-lapse microscopy (5), or in vivo stable isotope labeling (e.g., deuterium) (6). When combined with mathematical and computational models, they allow estimation of rates of migration, division, differentiation and death (6, 7). In this work, we develop a stochastic model of a single cell migrating between spatial compartments, dividing and eventually dying. We calculate the number of division events during a T cell's journey, its lifespan, the probability of dying in each compartment and the number of progeny cells. A fast-migration approximation allows us to compute these quantities when migration rates are larger than division and death rates. Making use of published rates: (i) we analyse how perturbations in a given spatial compartment impact the dynamics of a T cell, (ii) we study the accuracy of the fast-migration approximation, and (iii) we quantify the role played by direct migration (not via the blood) between some compartments.
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1. INTRODUCTION

T cells are descendants of bone marrow progenitors that migrated to the thymus and underwent processes of maturation, gene rearrangement and selection (8). The surface of a T cell is populated with tens of thousands of copies of a T-cell receptor. A repertoire of T cells is maintained in a mammal's body that enables recognition of and response to the many benign and pathogenic microorganisms that are encountered over its lifetime, although the T-cell receptor of any individual cell only recognizes a tiny fraction of them (9, 10). An individual T cell may circulate between different tissues of the body for months or years, never encountering cognate antigen. Their interactions with self antigens, generally weak, are occasionally strong enough to cause one round of cell division. Strong interaction between the T-cell receptor and non-self antigens, mounted on MHC on the surface of antigen-presenting cells in lymph nodes (11), initiates a programme of multiple rounds of cell division and phenotypic changes that generate effector and memory T cells with different lifetimes and migration patterns (2, 12–15).

Blood is a dynamic conduit through which T cells pass, in homeostasis and during immune responses (16). Blood is also the only tissue from which it is easy to obtain samples of T cells from healthy humans, although only about two percent of the body's T cells are in the blood at any one time (17, 18). The fraction of T cells found in a particular tissue depends on how likely a T cell is to enter the tissue and on how long it stays there. At any one time, for example, the fraction of T cells in lymph nodes and spleen is large, not because a T cell in the blood is most likely to go there, but because, when they do enter, they remain there a long time (3). Direct counts of T cell numbers in organs of mice are sometimes possible (19, 20); direct measurement of the kinetics of recirculation is more difficult. Mathematical models of the full kinetics of recirculation are the basis of a systematic extrapolation from measurements to residence times and migration probabilities.

Ganusov and Auerbach (3) constructed a model, based on experimental data, in which the migration history of a T cell consists of short intervals in the blood (less than a minute each) between longer sojourns in lung, liver, spleen and lymph nodes. We adopt their star-shaped migration topology pattern here. We also adopt a Markov description, in which the next event in the lifetime of a T cell (migration, division or death) is stochastic, but governed by parameters that depend only on the cell's current position. We treat a division event as the birth of one new cell, that follows the same rules as its mother, and a continuation of the life of another. In our modeling, we have in mind the homeostasis of naive CD4+ T cells, without explicitly taking the effect of aging (15, 19, 21) into account.

Novel labeling techniques are providing an increasing amount of information about recirculation and other properties at the single cell level (4–6), which lead to new hypotheses and new experiments aimed at elucidating the kinetic properties of a cell's journey. Techniques such as staining or barcoding are ideal for quantifying dynamics at the single cell level, since they are able to track individual cells, their interactions with the extra-cellular environment and other cells and to help understand single cell lifetime dynamics (22, 23).

Although they are able to provide a substantial amount of quantitative data, experimental techniques are still far from being able to provide a full picture of lymphocyte dynamics in vivo, even in mice (24, 25). Thus, a partnership between experimental and in silico approaches is required. Deterministic continuous time models (based on ordinary differential equations) are the usual approach to study the kinetics of cell recirculation (7, 26, 27) when describing large cell populations. On the other hand, these deterministic approaches can miss some crucial behavior due to the stochastic nature of cellular heterogeneity and cellular interactions (28, 29). Stochastic processes are more appropriate when studying observables at the single cell level, instead of at the population level (30, 31).

This work is inspired by these new experimental techniques, and by the work of Ganusov and Auerbach (3), where the authors analyse the kinetics of lymphocyte recirculation. Our aim is to show how new analytical approaches can be applied to these systems to study the stochastic journey of a single cell during its lifetime. Based on the assumption that there are many more migration events than division and death events, we propose a fast-migration approximation. Finally, we carry out a range of numerical experiments to test the approximation, and to show the impact that cellular events occurring in a given spatial compartment can have on the whole system.



2. THEORY


2.1. Description of the General Model

We consider a model of a T cell that migrates between different spatial compartments, where it may divide one or more times, before ultimately dying. Inspired by the representation of Ganusov and Auerbach (3, Figure 2), these compartments can represent blood, lymph nodes, lung, liver, spleen and Peyer's patches. We denote the blood compartment by B and denote M additional compartments by {C1, …, CM} (see Figure 1).


[image: image]

FIGURE 1. Schematic description of the model. The nodes represent spatial compartments where the CD4+ T cell can be located at a given time. The arrows connecting them represent the migration of the cell between compartments, with migration rates {(ξB,Cj, ξCj, B), j ∈ {1, …, M}}. Division events are represented by curved arrows with rates λB and {λCj, j ∈ {1, …, M}}. Finally, the state ∅ represents the death of the cell (with different death rates μB and {μCj, j ∈ {1, …, M}}, depending on the location where cell death takes place).



The journey of a T cell during its lifetime is summarized by the diagram in Figure 1. A cell can migrate between compartments, divide or die (reaching the state ∅). Our model is an absorbing continuous-time Markov chain (CTMC) [image: image] defined on the space of states [image: image], where Y(t) identifies the position of the cell at time t ≥ 0. We note that division does not affect the position of the cell, Y(t), and therefore, we keep division events in our description as events that leave the process in the same state, as described in Figure 1. When tracking a given T cell, if a division event occurs, one of the two resulting cells is the daughter, while the other is taken to be the original cell.

Our aims are: (i) to show how the dynamics of a T cell (see Figure 1) can be studied by means of a number of summary statistics (or stochastic descriptors) in section 2.2, inspired by current single cell experimental techniques; (ii) to present in section 2.3 a fast-migration approximation which allows us to simplify the analysis when migration rates are much larger than division and death rates; and (iii) to quantify the impact of changes occurring in a single spatial compartment (section 3).



2.2. Single Cell Descriptors

Recent studies have highlighted the importance of improving the existing experimental and analytic toolset for continuous single cell dynamics. While some tools such as TimeLapseAnalyzer (32) or TLM-Tracker (33) are fully automated, successful in vitro single cell tracking by long-term time-lapse microscopy usually requires combined automated methods and manual curation. It is worth mentioning here the recently developed single cell tracking and quantification software toolset consisting of The Tracking Tool and qTFy (34), which allows for robust and efficient analysis of large amounts of time-lapse imaging data, is not limited to specific cell types, and allows for some degree of manual curation after automated processing.

These and similar tools have led to the quantification of cellular dynamics corresponding to a single cell or the whole lineage descended from a founder cell. When this cellular dynamics is represented in terms of a stochastic process consisting of division, migration and death events, such as the one in Figure 1, our aim is to define and analyse a number of summary statistics that can be compared to the dynamics observed experimentally, at least in in vitro experiments. In particular, the Markovian representation of the process in Figure 1 allows us to make use of first-step arguments to analyse a number of summary statistics for the cellular dynamics. In this section, we present the summary statistics of interest together with exact formulæ for their computation, while the mathematical details to obtain these expressions can be found in the Appendix.

These summary statistics are directly inspired by data obtained from the experimental analysis of single cell dynamics and cell pedigrees. For example, when analysing a single founder B cell in in vitro experiments, Hawkins et al. (35) were able to obtain data regarding its lineage tree and quantified the times for cell division and death of the founder and descendent cells [see Figure 2A in Hawkins et al. (35, Supplementary Material)]. Similar dynamics and analysis can be found in Piltti et al. (36, Figure 2) for in vitro experiments with neural stem cells. On the other hand, if one was to consider a simulation of the stochastic process described in Figure 1, a realization would resemble Figure 2. In the same manner, in Reinhardt et al. (37), the authors show how the time-course of OT-II counts can be tracked in different locations in vivo (blood, spleen, lymph nodes, …). This experimental setup contains valuable information about total counts or even cumulative numbers in each spatial compartment. For long enough times, these counts could be directly linked to the total number of divisions in each compartment. This kind of long-time experiments can be found, for instance, in Masopust et al. (38) where CD8+ T cells were tracked for almost three months, or in Sathaliyawala et al. (39) where the count is made in humans at the time of death of the donors.


[image: image]

FIGURE 2. One realization of the stochastic process shown in Figure 1, and interpretation of the summary statistics. The dynamics mimics that of Hawkins et al. (35, Supplementary Material, Figure 2A) and Piltti et al. (36, Figure 2). In this example, M = 2, and a striped color identifies the original cell being tracked. A given color indicates the spatial location of each cell (red: blood, blue: C1, green: C2). In this realization, GB = 11, NB = NB(B) + NB(C1) + NB(C2) = 1 + 0 + 1 = 2. The compartment before death is C2.



Motivated by these experimental achievements, we introduce different stochastic descriptors (also known as summary statistics). Not all of them can be straightforwardly quantified but, interestingly, combined they give information about specific aspects of the cellular dynamics that are unattainable using standard population dynamics approaches. In particular, the process in Figure 2, similarly to that in Hawkins et al. (35, Supplementary Material, Figure 2A) or Piltti et al. (36, Figure 2), can be quantified in terms of the following statistics:

• Lifetime of a CD4+ T cell and number of division events of this cell during its lifetime,

[image: image]

for i ∈ {B, C1, …, CM}. If we define mi = 𝔼(Ti) and [image: image], one can show that

[image: image]

We note that although we only report here expressions for the mean values, the Laplace-Stieltjes transform of Ti, as well as the complete probability mass function of Ni, can be explicitly obtained.

• It is clear that the number of division events can be split as [image: image], where Ni(j) is the number of division events of a given cell taking place in the spatial compartment j ∈ {B, C1, …, CM}. The mean values (and the complete probability mass function, see section 1 in the Appendix) of these random variables Ni(j), [image: image], can also be analytically computed:

[image: image]

where 1A is a function equal to 1 if A is satisfied, and equal to 0 otherwise.

• One can identify the spatial compartment where the cell dies, in terms of the following probabilities

[image: image]

These probabilities are given by

[image: image]

• Finally, the summary statistics introduced above refer to a single cell, without keeping track of the daughters produced by cell division. To this end, one can analyse for a given original cell in Figure 1 its complete genealogy in terms of the random variable

[image: image]

and the mean values of these random variables, [image: image], can be computed as

[image: image]

For a particular realization of the stochastic process described by Figure 1, we show in Figure 2, the definition of this summary statistics.

We note that if on average, a larger number of division events take place than death ones, the corresponding branching process depicted in Figure 2 might explode. This means that, depending on the parameter values, one might have ℙ(Gi = +∞) > 0 and thus, 𝔼(Gi) = +∞. We find that sufficient conditions on the parameters to ensure ℙ(Gi = +∞) = 0, are given by

[image: image]

[image: image]

We also note that there is an intuitive interpretation of these conditions. In particular, for each spatial compartment Ci, the total rate of removing cells from this compartment (migration of cells, ξCi, B, or death, μCi) needs to be larger than the corresponding division rate λCi, so that cells do not indefinitely accumulate in this compartment. This is represented by Equation (1). On the other hand, it is not enough to export these cells to a different compartment if these cells cannot die sufficiently fast in a different compartment after they migrate, which is summarized by Equation (2), where blood acts as a special migration hub.



2.3. Fast-Migration Approximation

As we show in section 3 for CD4+ T cells in mice, the migration rates, {(ξB,Ci, ξCi, B), i ∈ {1, …, M}}, are of the order of min−1, and division, (λB, λC1, …, λCM), and death rates, (μB, μC1, …, μCM), are of the order of days−1. Thus, migration is several orders of magnitude faster. One can use this fact to propose a fast-migration approximation for the summary statistics above, and thus, to study a much simpler birth-and-death (or branching) process without spatial compartments.

We propose to approximate the journey of the cell under analysis, and its progeny, by considering a birth-and-death stochastic process within a single spatial compartment, with birth and death rates given by

[image: image]

where fj represents the fraction of time that the cell under study spends in each spatial compartment j ∈ {B, C1, …, CM}, in the absence of division and death (i.e., if only migration is considered in Figure 1). One could imagine that this birth-and-death process would approximate well the division and death dynamics of the original one when migration occurs at a much faster rate than division and death, so that steady state conditions (i.e., fi values) for the spatial location of the cell can be assumed before any division or death event occurs.

In order to compute the fraction fj, one needs to calculate the steady state probabilities for the process in Figure 1, in the absence of division and death, which satisfy the following system of equations

[image: image]

which leads to the solution

[image: image]

where we have introduced

[image: image]

Once this birth-and-death approximation has been introduced, one can propose the following simplifications:

• The average lifetime of the cell in the original model can be approximated by [image: image], which is its average lifetime in the fast-migration approximation, and does not depend on the initial compartment i. From now on, and when implementing the fast-migration approximation, we remove the initial compartment (labeled by i) in the notation.

• The average number of division events during the lifetime of a given cell in the original model can be approximated by [image: image], which is the average number of division events in the fast-migration approximation. Since [image: image], as explained in section 2.2, where N(j) is the number of division events in compartment j ∈ {B, C1, …, CM}, one can propose [image: image].

• The time for the progeny of a single cell to become extinct in the original process is not easy to analyse, and was not considered in section 2.2. Yet, it can be approximated by the time to extinction of a birth-and-death process with birth rate [image: image] and death rate [image: image], for one single cell starting the process. This time follows a phase-type distribution (40), and its mean is given by [image: image] (41).

• The probability of the original cell dying in compartment j ∈ {B, C1, …, CM} can be approximated by [image: image].

• The number of cells in the genealogy of a single cell in the original process can be approximated by the number of cells in the genealogy of a branching process with division rate [image: image] and death rate [image: image]. In particular, we can write (see section 1 in the Appendix for further details)

[image: image]



2.4. The Effect of Non-blood Mediated Migration

Thus far, we have considered that, as described in Figure 1, cells can only migrate from one compartment to another through blood. However, in Ganusov and Auerbach (3), the authors made a compelling case for direct migration between compartments, namely, non-mediated by blood. In this section, we make use of the same model as before, but allow for cells in compartment C1a to migrate directly to compartment C1b. The new scenario is described in Figure 3, where the dashed arrow is the new migration rate. Note that, following Ganusov and Auerbach (3), we do not allow for migration from C1a to blood.


[image: image]

FIGURE 3. New process inspired by Ganusov and Auerbach (3, Figure 2), where T cells can migrate between two compartments (C1a and C1b) without transitioning through the blood.



In order to keep the notation consistent, we split the former compartment C1 into two compartments, labeled C1a and C1b, respectively. Thus, the process of Figure 1 represents the dynamics of Figure 3, when one is not interested in deciphering where exactly a given cell is located in C1 (i.e., if the cell is in C1a or C1b).

The summary statistics defined in section 2.2 could be analyzed for the process of Figure 3 in a similar way, but we do not present the details here. On the other hand, the fast-migration approximation can be implemented by considering the steady state migration dynamics of Figure 3, which leads to the new set of equations

[image: image]

One can solve this system of equations to find

[image: image]

Let us introduce

[image: image]

and [image: image], to be able to write

[image: image]

Interestingly, by adding the fractions in compartments C1a and C1b, we can map this model to the previous one if we define

[image: image]

and

[image: image]

We note that Equations (7)–(8) imply that the parameters (ξC1, B, ξB,C1) can be considered as effective migration rates between the blood and compartment C1, when C1 is merged from compartments C1a and C1b. The rate of a cell migrating from the blood to C1a or C1b, if one is not interested in where exactly it migrates to (i.e., migration to C1), would then be given by ξB,C1 = ξB,C1a + ξB,C1b [see Equation (7)]. On the other hand, for a cell in C1, the mean time to reach the blood ([image: image]) can be computed from the following analysis

[image: image]

Finally, Equation (8) can be derived by noting that

[image: image]




3. NUMERICAL RESULTS

In this section we carry out a numerical study to illustrate our analytical results and the fast-migration approximation, to compare our analytical results with those obtained from stochastic numerical simulations, and to show how dynamics occurring in a particular compartment can have a significant impact on the whole system. We propose in section 3.1 parameter values for the process described by Figure 1, based on those considered in den Braber et al. (1) and Ganusov and Auerbach (3). In section 3.2, we compare analytical and numerical results with those obtained from our fast-migration approximation. We analyse in section 3.3 the role played by the asymmetry in the death rates of the different spatial compartments. We focus in section 3.4 on the potential impact of (not blood-mediated) migration between compartments, inspired by the model considered in Ganusov and Auerbach (3).


3.1. Parameters

In Table 1, we provide baseline parameter values obtained from den Braber et al. (1) and Ganusov and Auerbach (3), for the model described in Figure 1 with M = 5. These spatial compartments represent, according to Ganusov and Auerbach (3), the blood (B), mesenteric lymph nodes and Peyer's patches (C1), lung (C2), liver (C3), spleen (C4) and subcutaneous lymph nodes (C5). In order to show the goodness of the fast-migration approximation, and to show the impact of spatial asymmetry in this system, we vary in section 3.2, section 3.3 and section 3.4 the division and death rates in the different spatial compartments, so that the values μ and λ in Table 1 should be considered baseline parameters for CD4+ T cells according to den Braber et al. (1).



Table 1. Parameter values considered in the numerical study. Blood and M = 5 additional spatial compartments as in Ganusov and Auerbach (3, Figure 2).

[image: image]




We also note that the model in Ganusov and Auerbach (3) considers Peyer's patches and mesenteric lymph nodes as two different compartments (i.e., C1a and C1b, respectively, described in section 2.4). We propose in section 3.2 and section 3.3 to merge these compartments and analyse the cellular dynamics without deciphering where exactly a given cell in C1 is (i.e., if the cell is in the Peyer's patches or in the mesenteric lymph nodes), by using Equations (7)–(8) to obtain effective migration rates (ξB,C1, ξC1, B) in Table 1. In section 3.4 we carry out a numerical study of our second model, described in Figure 3, where the migration rates (ξB,C1a, ξB,C1b, ξC1b, B, ξC1a, C1b) are those in Ganusov and Auerbach (3). Finally, we note that for all the parameter values considered in this section, Equations (1)–(2) are satisfied.



3.2. Gillespie Simulations, Analytic Results, and Fast-Migration Approximation

In this section we set the migration rates {(ξB,Ci, ξCi, B), i ∈ {1, …, 5}} as given in Table 1. In order to show the goodness of the fast-migration approximation we set

[image: image]

for varying values of R > 0. We note that in the rest of the paper, but this section, we set R = 1. R = 1 corresponds to a completely symmetric scenario, where all compartments have death rate μ and division rate λ. For increasing values of R, the scenario becomes asymmetric, where division in the blood is less likely to occur compared to division in other compartments, while death rates are still the same in all spatial compartments. However, division and death rates for large values of R become comparable (similar order of magnitude) to migration rates.

In Figure 4, we plot (starting with a single cell in the blood) a) the mean number of division events in the blood and b) the mean number of division events in compartments {B, C1, C2}, as a function of log(R). The fast-migration (FM) approximation mostly provides reliable results when log(R) < 1.0. In this case, results obtained by simulations agree with the analytic results (obtained as detailed in section 2.2), and with the fast-migration approximation (computed as explained in section 2.3). We note that values log(R) < 1.0 correspond to division and apoptotic rates of the order of 10−5−10−4 min−1, and migration rates are of the order of 10−3−100 min−1. For log(R) > 1.0, division and death rates become comparable to some of the migration rates, and the fast-migration approximation provides results in Figure 4 which significantly differ from those obtained by numerical simulations and analytic methods. We also note that even for small values of log(R), other variables of interest cannot be well captured by the fast-migration approximation. This is the case for [image: image], the mean number of division events occurring in the blood for a cell starting in the blood. While the fast-migration approximation provides reliable results for log(R) = 0, once log(R) > 0 the true (analytic) value of [image: image] fastly decays to zero. This behavior is captured by the stochastic simulations in Figure 4B, but not by the fast-migration approximation.


[image: image]

FIGURE 4. Effect of changing the value of R on (A) the mean total number of division events [image: image], and (B) the mean number of division events occurring in compartment j, [image: image], for j ∈ {B, C1, C2}. We consider a single cell starting in the blood. Analytic solution (solid), fast-migration approximation (dashed) and 104 stochastic simulations (dots).



In Figure 5, we plot a) the probability of the original cell dying in compartments {B, C1, C2}, and b) the mean total number of cells in the genealogy of the original cell, as a function of log(R) and for a cell starting in the blood. Similar comments to the ones above apply to the results in Figure 5A, where the fast-migration approximation behaves well for log(R) < 1.0. We also note that for small values of R we get βB(C1) > βB(B) > βB(C2) for the cell starting in the blood, which shows the importance of the migration dynamics in the fate of a given cell. However, the probability of the cell dying in the blood increases with increasing values of R as one would expect, since if division and death rates increase, the starting position of the cell has a larger impact on its proliferation and death dynamics and the impact of migration rates accordingly decreases. It is also interesting to note that the fast-migration approximation provides reliable results for all the values of R explored in Figure 5B. In this case, we study the mean number of cells in the genealogy, which is a population-based descriptor rather than a descriptor only related to a given cell. This result is striking, since division and death rates for log(R) > 2.0 are of the order of 10−3−10−2 min−1, which are comparable to the migration rates in Table 1. This might indicate that the fast-migration approximation could behave better when dealing with population-based summary statistics, while it is reliable when analysing single cell descriptors only for small enough values of the division and death rates (compared to migration rates).


[image: image]

FIGURE 5. Effect of changing the value of R on (A) the probability of the cell dying in compartment j, for j ∈ {B, C1, C2}, and (B) the mean total number of cells in the genealogy of the original cell, [image: image]. We consider a single cell starting in the blood. Analytic result (solid), fast-migration approximation (dashed) and 104, for (A), and 103, for (B), stochastic simulations (dots).



It is also worth noting that simulating stochastic processes with different timescales is a challenging problem from a computational point of view, which in our case means simulating the migration of cells (timescales of the order of minutes), until some division or death events occur (in days). This is even more challenging when dealing with a population of cells (see Figure 5B) rather than a single cell (Figures 4, 5A). For these computational reasons, 103 stochastic simulations were used to compute the values in Figure 5B, compared to 104 simulations for Figures 4, 5A. Thus, our results in Figure 5B illustrate the need for developing the analytical results of section 2.2, or related approximations, such as the one in section 2.3, instead of using standard stochastic simulations to analyse cellular dynamics in these systems.



3.3. The Role of Different Death Rates in Different Compartments

We have assumed that death rates are the same in all compartments. However, taking into account that migration rates determine the relative weight of each compartment in the overall behavior of the system, in this section we analyse the role of different death rates in compartments C1 (where migration from blood is around six times faster than the reverse) and C3 (where migration from blood is around one third slower than the reverse) (3).

Figure 6A shows the impact of varying the death rate μC1 in compartment C1 (with respect to the one in Table 1 μC1 = μ, shown as a vertical solid line). It is interesting to note how compartment C4 is one of the most sensitive to this parameter in spite of the fact that we are only changing the death rate of compartment C1. The rationale behind this result is related to the relative immigration to emigration rates in each compartment. In particular, using the migration rates of Table 1 we find K1 = 6.115, K2 = 0.843, K3 = 0.360, K4 = 8.000, K5 = 7.647 (namely, immigration in C1 is 6.115 times larger than emigration). The three compartments with higher immigration/emigration ratios are C1, C4 and C5. Thus, when μC1 increases, the weight of the dynamics is shifted to the compartment with the highest such ratio. On the other hand, in Figure 6B, as compartment C3 has low K3 = 0.360, the most sensitive probability of death with respect to parameter μC3 is βB(C3).


[image: image]

FIGURE 6. Effect of varying μCi on the probability βB(j) of dying in different compartments j ∈ {B, C1, …, C5}, for a cell starting at blood. (A) Varying μC1; (B) Varying μC3. The vertical black line represents the value μ.



Similarly, Figure 7A shows the effect of changing μC1 on the mean lifetime of a cell. Again, the role of Ki is very relevant. While in both cases (changing μC1 or μC3) the mean lifetime decreases (as expected), the effect is milder in the case of μC3. This is related to the fact that, due to the reduced immigration rate into compartment C3, the odds of finding the cell in that compartment are relatively low. On the contrary, as the cell spends more time in compartment C1, varying the death rate in that compartment increases/decreases quickly the mean lifetime when the death rate decreases/increases, respectively.


[image: image]

FIGURE 7. Effect of changing the value of one death rate, μCi on (A) the mean lifetime, E(TB), and (B) the mean number of cells in the genealogy, E(GB), for a cell starting at blood. The vertical black line represents the value μ.



Finally, in Figure 7B we show the mean number of cells produced by a single cell during its lifetime (the size of the offspring tree). Again, in the case of compartment C1, reducing slightly the death rate produces a transition from finite to infinite number of descendants, which is directly related to the conditions given by Equations (1)–(2), and relates to the asymptotic behavior observed in Figure 7B. In this case, small changes in the parameters might have a huge impact on the cell population dynamics.

Overall, these analyses show that, not only migration rates, but the ratio between immigration and emigration rates affect the overall dynamics of the system. Thus, analysing these ratios, and their interplay with the apoptotic and proliferation rates, can help to identify the most relevant locations of the immune system related to the fate of a single cell.



3.4. The Role of Direct Migration Between Compartments

To test the relevance of migration between compartments (as emphasized in Ganusov and Auerbach (3)) we compute the fractions, fB, fC1a, …, fC5 using the parameters from Table 1. We have

[image: image]

where, as we defined above, fj represents the fraction of time that the cell under study spends in each spatial compartment j ∈ {B, C1, …, CM}, in the absence of division and death. Furthermore, in Figure 8 we show the dependence of these fractions on the rate connecting compartments C1a and C1b, ξC1a, C1b. Clearly, as ξC1a, C1b → 0, compartment C1a becomes a sink of cells so that fC1a → 1 and the rest tend to 0.


[image: image]

FIGURE 8. Effect of the migration rate ξC1a, C1b on the fraction of time spent in each compartment, fj, for j ∈ {B, C1a, C1b, C2, …, C5}. The vertical black line represents the value ξC1a, C1b in Table 1, as in Ganusov and Auerbach (3).





3.5. Sensitivity Analysis

For the original model in Figure 1, we can use Equation (3) to compute the sensitivity matrix S. Using the parameters in Table 1, we find that the matrix S is given by

[image: image]

where the rows stand for fB, fC1, …, fC5 and the columns for ξB,C1, ξC1, B, …, ξC5, B. That is, matrix S is defined so that

[image: image]

While this matrix is informative, it does not reflect a property of Equation (3); namely, that the relevant quantities are not migration rates themselves but, rather, the immigration/emigration ratio for each spatial compartment. Thus, one can obtain a simpler version of the sensitivity matrix with respect to the ratios Ki, i ∈ {1, …, 5}:

[image: image]

where each row corresponds to a given fraction, fj, and with the columns representing (K1, K2, K3, K4, K5), where K1 = 6.115, K2 = 0.843, K3 = 0.360, K4 = 8.000, K5 = 7.647, so that

[image: image]

Due to some symmetries in Equation (3) with respect to Ki, the reduced sensitivity matrix has many repeated entries. Biologically, this is a remarkable result as it shows that events occurring in different compartments can affect equally a given one. Another conclusion can be derived from the sign of the elements of [image: image]. These signs can be easily understood by noting that, since Ki represents the fraction of immigration to emigration events in a given compartment, the higher Ki the higher the probability of finding a cell in compartment Ci.




4. DISCUSSION AND CONCLUSIONS

We propose a mathematical model for the migration, proliferation and death of a CD4+ T cell, and focus on a number of observables which refer to the single cell journey during its lifetime, as well as to the dynamics of its progeny. We have presented analytical methods to study these observables and have provided conditions for this cellular system not to explode. A fast-migration approximation can be proposed when migration events occur significantly faster than division and death, so that steady state conditions can be assumed for the spatial location of the cell.

Our numerical results show that most of the stochastic observables under study can be properly captured by means of the fast-migration approximation, when migration rates are (at least) one order of magnitude larger than division and death rates. The fast-migration approximation is able to appropriately capture the mean number of cells in the genealogy of a given cell, even when migration events occur at a similar rate to those of division and death events. It is also worth mentioning that our numerical results illustrate how perturbing a single rate in a given spatial compartment can have a significant impact on the cellular dynamics and observables corresponding to other compartments, which indicates the clear interplay between cellular dynamics in the different spatial compartments, and which depends on the specific migration structure (and rates) of the system. Finally, a particular feature of our analytical approach is that it allows for an exact sensitivity analysis of each of the observables with respect to each kinetic rate. In this way the contribution that each particular rate (i.e., event) has on a given stochastic observable can be assessed.

Recent experimental advances allow us to observe biological processes at the single cell level, but at the same time these new experimental techniques are still far from being able to provide a full picture of migration, division and death events in vivo. Thus, experimental observations need to be combined with mathematical and computational models which allow one to test hypotheses, shed some light on cellular dynamics or to design new or different experiments. As a consequence, two main challenges that directly arise are: (i) to develop new analytical techniques to study different observables in these cellular systems, which can be compared to experimental measurements, and (ii) to propose new and more advanced methodologies for calibrating these mathematical models by using experimental data. Although our focus in this work is on (i), our results can have a direct impact on (ii), since the distributions and mean values computed in section 2 could be used to calculate the likelihood function when applying Bayesian statistical methods for parameter estimation and model calibration.

Finally, it is worth noting that, unlike population dynamics models (based on collective counts of cells), our stochastic descriptors have two clear advantages. First of all, they represent variables directly related to the dynamics of a single cell, and thus, allow us to bridge between the novel experimental techniques described in section 2.2 and specific proliferation, death or migration rates at the cell level. Secondly, our descriptors allow us to quantify these individual rates. For instance, in practice only the net division rate can be measured but, combining descriptors, we can separate birth from death or migration rates. Naturally, these estimates require the use of both more sophisticated experiments and parameter estimation techniques (such as the Bayesian methods mentioned above).
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A T cell is a sensitive self-referential mechanical sensor. Mechanical forces influence the recognition, activation, differentiation, and function throughout the lifetime of a T cell. T cells constantly perceive and respond to physical stimuli through their surface receptors, cytoskeleton, and subcellular structures. Surface receptors receive physical cues in the form of forces generated through receptor-ligand binding events, which are dynamically regulated by contact tension, shear stress, and substrate rigidity. The resulting mechanotransduction not only influences T-cell recognition and signaling but also possibly modulates cell metabolism and gene expression. Moreover, forces also dynamically regulate the deformation, organization, and translocation of cytoskeleton and subcellular structures, leading to changes in T-cell mobility, migration, and infiltration. However, the roles and mechanisms of how mechanical forces modulate T-cell recognition, signaling, metabolism, and gene expression, are largely unknown and underappreciated. Here, we review recent technological and scientific advances in T-cell mechanobiology, discuss possible roles and mechanisms of T-cell mechanotransduction, and propose new research directions of this emerging field in health and disease.

Keywords: T cell, force, mechanotransduction, receptor-ligand interaction, T-cell recognition, T-cell activation, T-cell differentiation, metabolism


INTRODUCTION

T lymphocytes or T cells are white blood cells that play a central role in the adaptive immune system, where the body adapts specificity to foreign antigens. T cells are derived from hematopoietic stem cells and mature in the thymus, thus named T cells. Most T cells in the thymus express αβ T-cell receptors (TCRs) and approximately 5% bear the γδ TCRs. αβ T cells have been extensively studied while γδ T cells are much less known. This review will focus on αβ T cells which can be generally divided into two major populations based on their co-receptors and immune functions: CD4+ helper T cells and CD8+ cytotoxic T cells. CD4+ helper T cells orchestrate the full panoply of immune responses by releasing cytokines and chemokines to help other immune cells while CD8+ cytotoxic T cells can directly kill pathogen-infected cells [1–3]. Due to the essential role of T cells in the adaptive immune system, they have been extensively studied in immunology. In recent years, the development of T-cell based cancer immunotherapy has shifted the paradigm of cancer treatment. Both checkpoint inhibitors and chimeric antigen receptors (CAR) T cells have been approved by FDA for cancer therapy and showed unprecedented success in clinics [4–9]. Throughout the lifetime and phenotypical trajectory of T cells, they constantly evolve themselves and execute their immune functions in different biochemical and biomechanical coupled environments. The role of biochemical cues in regulating T cells have been extensively studied in the context of T-cell development, migration, activation, differentiation, and function. However, the role of mechanical force, despite its critical importance, is much less investigated, understood, and appreciated. In this paper, we will review some recent advances in T-cell mechanobiology with focuses on T-cell recognition, signaling, metabolism, and genetics, discuss possible key questions and challenges in T-cell selection, differentiation, metabolism, and fate decision and propose new biomechanical approaches to tackle these important problems.



FORCE IN T-CELL RECOGNITION

T cells patrol the body, using their TCRs to search for foreign antigens presented on antigen-presenting cells (APCs) and trigger antigen-specific immune responses, a process called antigen recognition. T-cell antigen recognition is essential to cell-mediated adaptive immune responses. It has been found that T cells can specifically [10, 11] and sensitively [12–14] detect a small number of antigenic peptide-bound major histocompatibility complexes (pMHCs) in the ocean of endogenous ligands displayed on the surface of professional APCs, including B cells [12–17] and dendritic cells [18]. How T cells achieve this sensitivity to antigenic but not endogenous ligands is still enigmatic, but mechanical forces can critically regulate the entire process of T-cell recognition (Figure 1). It has been observed that T cells migrate to the infection sites, deform their shapes, interact with their target APCs, survey their antigens, reorient their cell organelles, and release cytokines or cytotoxins to mediate the antigen-specific adaptive immune responses. All these steps require and involve mechanical forces, which are largely understudied and/or under appreciated. T-cell recognition is the first and essential step for initiating T-cell signaling and activation. Here we review the challenges in fully understanding T-cell recognition, examine current knowledge in T-cell recognition, and discuss how mechanical forces regulate T-cell recognition at the molecular and cellular levels.


[image: image]

FIGURE 1. Force in T-cell recognition. T cells scan APCs where they are able to sensitively discriminate activation cues from a large pool of non-activation cues by the TCR binding to MHC presenting self or non-self ligands [10–14]. The 2D agonist pMHC/TCR interaction is further mediated by co-receptor binding [19–22], checkpoint inhibition [23–25], and force through a catch-bond mechanism [11, 26–28]. Once sufficiently triggered, the TCR complexes accumulate together, sliding along the membrane in lipid rafts where they form microclusters and eventually the immunological synapse to localize internal signaling and release of effector molecules [14, 29–33]. This process is mediated by force through the cytoskeleton [34] where polymerizing actin provides tension in the microvilli that scan APC surfaces [35], at the membrane to stabilize the receptor and facilitate receptor sliding [36], and at the synapse to promote adhesion and release of effector molecules.




Challenges in T-Cell Recognition

There is considerable controversy about the molecular mechanism of antigen recognition by T cells, which is a complex process by which TCRs bind to pMHCs displayed on APCs' surface, propagate surface binding across the plasma membrane, trigger T-cell signaling, and ultimately influence immune function. Mechanical forces are involved throughout each step of the recognition process, including cell trafficking, antigen survey, cell adhesion, cytoskeleton reorientation, transmembrane signaling, and cytokine release or cell killing. The spatial scale ranges from a single molecule (~10 nm) to a single cell (~10 μm), and the temporal scale spans from molecular interactions (~ms) to cellular immune responses (~hr). T-cell recognition has the following important characteristics: (1) it is very sensitive—TCRs can recognize even a single foreign pMHC in the presence of abundant self-pMHCs, (2) it is very specific—TCRs can discriminate between closely related amino acids, and (3) it is subjected to substantial mechanical forces. The complexity reflects the uniquely demanding nature of T-cell recognition, which requires the detection of a weak “signal” (very rare foreign pMHCs) in the presence of considerable “noise” (abundant self-pMHCs) at the surface of the cell being surveyed, and precise propagation of such a weak recognition signal across the cell membrane via mechanical force. Many models have been proposed based on the structure, thermodynamics, kinetics, and signaling, but the molecular mechanism of T-cell recognition remains elusive [37–41]. One of the major caveats is that most of these existing models neglect the importance of mechanical forces. In addition, most state-of-the-art mechanical methods utilize artificial or surrogate APCs to present antigens to T cells [11, 19, 42, 43]. It is important to note that future studies should consider using real and physiological relevant APCs such as dendritic cells, B cells and macrophages to study T-cell recognition, as the cellular environment and type of APC could significantly affect the force, signaling, and function of T cells. To fully explain the entire process of T-cell recognition including signal reception, signal transduction, and cellular response, one needs to measure the binding-signaling coupled mechanotransduction of TCRs with enough spatiotemporal resolution under physiological conditions.



The Mechanosensor TCR

TCR-CD3 Complex and TCR Diversity

The cell surface TCR-CD3 complex serves as the unique mechanosensor for T-cell recognition and signaling. Structurally, an extracellular TCR αβ domain is noncovalently associated with a multisubunit CD3 signaling apparatus, consisting of one CD3εγ heterodimer, one CD3εδ heterodimer, and one CD3ζζ homodimer, which collectively form the TCR–CD3 complex. The CD3εγ and CD3εδ subunits each consist of a single extracellular Ig domain and a single immunoreceptor tyrosine-based activation motif (ITAM), whereas CD3ζ has a short extracellular domain and three ITAMs [44–47]. It is generally thought that the cell surface TCR binds to the pMHC and the CD3 initiates T-cell signaling through phosphorylation. However, far less is known about how TCRs relay the binding of antigens to initiate the CD3 intracellular signaling. Although mechanical force is generally believed to be one of the critical factors in mediating this signaling propagation process, the molecular details remain unclear. Possible solution requires simultaneous examination of TCR-pMHC binding, TCR-CD3 conformational dynamics, and CD3 phosphorylation with high spatiotemporal resolution.

To combat the enormously diverse types of antigens in infections and cancer, the human body needs to generate enough TCR clonotypes with high antigen specificity. Genetically, the diversity of the TCR repertoire is generated by V(D)J recombination in the thymus in a nearly random fashion that rearranges of variable (V), joining (J), and in some cases, diversity (D) gene segments [37]. After recombination, random insertion, deletion, and substitution, a small set of TCR genes can theoretically generate 1015 to 1020 different TCR clonotypes [48]. Although the actual diversity of a person's TCR repertoire is much less [49] and difficult to accurately estimate [48], this process results in amino acid sequences in the antigen-binding regions of TCRs that allow for the recognition of antigens from nearly all foreign pathogens as well as mutated self-antigens as seen in cancer [50]. Because T cells stimulate both humoral and cellular immune responses, it is crucially important that T cells only react with foreign antigens while ignoring the large excess of self-peptides. It remains enigmatic how T cells maintain such a diverse TCR repertoire with high specificity to foreign antigens. TCR-pMHC binding kinetics and affinity have been used to explain the molecular mechanism of TCR antigen recognition. So far, most studies measured the kinetic parameters using purified TCRs and pMHCs in solution in which both proteins can diffuse three dimensionally, and therefore termed as 3D binding kinetics and affinity [38]. However, in the physiological conditions, both TCRs and pMHCs are anchored on the live cell membrane, where their orientation, diffusion, association, and dissociation are occurring at the two-dimensional cellular environment subjected to mechanical forces [51], governing the signaling, activation, function, and survival of T cells.

Two-Dimensional TCR Binding Kinetics

Different from molecular interactions between antibody and antigen or cytokine and its receptor, where at least one molecule is in solution and can freely diffuse in a three-dimensional (3D) environment, the antigen recognition by T cells is mediated by molecular interactions occurring at the two-dimensional (2D) immunological synapse formed between a T cell and an APC [17, 52], depicted in Figure 1. Most studies have used surface plasmon resonance, a sensitive technique to measure molecular interactions using purified receptors and ligands in a 3D fluid phase [53–56]. Some other studies used pMHC tetramers to study the binding kinetics [57–59]. Although these in vitro 3D measurements nevertheless provide the basic kinetic information of TCR-pMHC interactions, they cannot faithfully reveal the physiological binding properties of TCRs in situ, as these measurements removed the molecules from their cellular environment, where they initiate signaling and function. Most 2D TCR-pMHC measurements at cell membrane are significantly different from 3D TCR–pMHC binding in solution. These differences have prompted us to re-examine our current views of TCR recognition.

The kinetic differences between 2D and 3D TCR-pMHC interactions come from both the reaction dimension and the complexity of the cellular microenvironment. Firstly, these two interactions are geometrically different. For 3D interactions, at least one molecule is in solution that can diffuse three dimensionally without the constraints of the cell to encounter its counterpart molecule for binding. While for 2D interactions, both the receptors and ligands are surface-bound and only can diffuse at the cell membrane. In order to have 2D interactions, two cells must first make contact so that the surface receptors and ligands can encounter and interact with each other. The dimensional differences result in different units for binding affinity Ka (molecular concentration, M−1 for 3D and molecular density, m2 for 2D) and on-rate kon for 2D or 3D interactions, although they have the same unit of off-rate koff (time, s−1). The second difference is from the complex cellular environment in which the molecules reside. Surface molecules are often linked to cytoskeleton, sitting on the lipid bilayer of the cell membrane, or associated with intracellular signaling molecules. It has been found that the molecular length, dimension and orientation, cell surface roughness, membrane nanostructure, cytoskeleton polymerization, lipid composition, and molecular/cellular signaling can profoundly impact 2D receptor-ligand binding kinetics [11, 19, 29–31, 60–66]. Several 2D techniques have been used to measure the molecular interactions at live T-cell membranes with pMHCs presented by surrogate APCs or supported planar lipid bilayers. These techniques can be generally classified as mechanical-based and fluorescence-based methods. The pros and cons of some of the 2D techniques have been summarized in a previous review paper [67]. Here we will review some representative papers and summarize their results.

There are several major fluorescence-based 2D kinetic measurements, including a single-molecule fluorescence resonance energy transfer (smFRET) [20], a single-molecule diffusion assay [68], a single-molecule TCR-pMHC-ZAP70 tracking assay [69], and a DNA-based TCR imaging method [70]. Here we will mainly focus on the smFRET assay to highlight the uniqueness and importance of measuring 2D receptor-ligand interactions in the physiological cellular microenvironment [20]. To use smFRET to measure the kinetics of TCR–pMHC binding in situ, individual TCRs on the live primary T-cell surface and single pMHCs embedded in the planar lipid bilayer are, respectively, labeled with a pair of FRET donor and acceptor fluorophores. The TCR-pMHC interaction brings the donor and acceptor into close proximity and trigger smFRET. The off-rate is derived by monitoring the duration of smFRET signals during synapse formation after photobleaching correction. The 2D binding affinity is estimated by measuring the concentrations of free TCRs, free pMHCs and TCR-pMHC complexes in the 2D immunological synapse as well as individual TCR microclusters. Compared to 3D measurements, the 2D on-rate and off-rate increased ~100-fold and ~10-fold, respectively. Molecular orientation and clustering of TCRs have been suggested by the authors to be the causes of 2D and 3D kinetic differences. In a following study, Klein used a same FRET system to measure the 2D off-rate of 5C.C7 TCR in bulk [71]. However, his bulk FRET results (koff = 0.17 s−1) are significantly different from those obtained by smFRET (koff = 0.41–6.36 s−1) [20]. Such differences were further revealed by a study from the Groves group, who used a single-molecule tracking 2D assay to measure the dwelling time of 5C.C7 TCR and found a value of 5.2 s (koff = 0.19 s−1) [69]. Although it is not clear which factors caused such a discrepancy among different studies, more work need to be done to fully address this issue, which is of critical importance in understanding TCR recognition.

Simultaneously, we used two mechanical methods, the micropipette adhesion frequency assay and the thermal fluctuation assay, to measure the TCR–pMHC interactions at the live T-cell membrane [11]. Both mechanical methods, described in detail later in section Methods to Study Force-Mediated Receptor-Ligand Interactions, used a human red blood cell (RBC) as sensitive force sensor to detect single TCR-pMHC bond with piconewton sensitivity. Unexpectedly, the 2D off-rates are up to 8,300-fold faster than the 3D off-rate. Although we cannot directly compare on-rate and affinity between 2D and 3D measurements because they have different units in this case, we have found that 2D affinities and on-rates of the TCR for a panel of pMHC ligands possess far broader dynamic ranges and they are excellent predictors of T-cell responses [11]. Please note that the kinetics and affinities measured here were in the absence of external force (or zero force). In the following sections, we will discuss how force regulates TCR-pMHC binding kinetics and bond lifetime. Our two biomechanical assays consistently show fast kinetics in the 2D cellular environment. Also, disruption of cytoskeleton and lipid rafts by pharmacological agents dramatically changed the 2D binding kinetics and affinity in our biomechanical assays, highlighting the importance of cellular environment to the TCR-pMHC interaction in situ.

There are major differences between fluorescent assays and biomechanical methods [51]. The mechanical methods probe the formation of a small number of bonds within a few seconds of transient cell contacts, while fluorescent assays measure interactions over minutes of continuous cell contacts at the ordered structure of immunological synapse (although the measurements are at the single-molecule level). Another difference is that fluorescent assays measure the TCR-pMHC interactions in the presence of adhesion molecules such as B7 and ICAM-1, while mechanical methods purely measure the TCR-pMHC interaction without other interactions. The presence of other receptor-ligand interactions in an ordered structure could greatly affect TCR ligand binding. Also, directly comparing 2D affinities and on-rates between fluorescent assays and mechanical methods are not established, one of the difficulties being precise measurements of the effective contact areas in both assays.

Force Measurements of TCR/pMHC Interaction

During T-cell recognition, T cells actively migrate to the infection sites, contact with target cells, scan target cell surface antigens, form immunological synapses, and initiate immune responses (Figure 1). T cells are subject to external forces as well as generate their own internal forces. The external forces include shear stress, compression, and tension in the circulation system while internal forces are generated by cell adhesion, membrane tension, and actomyosin cytoskeleton contraction, depicted in Figure 1. Several studies have suggested that the TCR is a mechanosensor [72–74]. As TCR/pMHC interaction is the key molecular event that initiates and governs the T-cell immune response, we need to fully understand how mechanical forces regulate TCR recognition in a physiological setting. It has been shown that mechanical forces trigger T-cell signaling via TCR/pMHC interactions but not other receptor-ligand interactions on the T-cell surface [75]. Also, the forces mediating T cell/dendritic cell interactions are peptide-dependent and match the potencies of the peptide in activating T-cells [18], shown as force controlled calcium signaling and IL-2 secretion. In addition, mechanical forces generated from receptor sliding or movement during clustering as well as from actin flow, drive TCR-dependent recognition and signaling [76, 77]. It has been shown that mechanical force regulates the TCR/pMHC binding kinetics [78] as well as increases the T-cell recognition sensitivity by a magnitude of ~100-fold [79]. Recently, a type of bond that changes its kinetics in response to force, named catch bond, has been identified as an important mechanism for antigen discrimination by the mechanosensor TCR [26, 27, 78], and we will discuss this in details below.

TCR-pMHC Catch Bond

A catch bond is a noncovalent bond whose lifetime increases with tensile force applied to the bond. Catch bond is counterintuitive because bond lifetimes are expected to decrease with force, termed as slip bond [80]. Catch bond was initially proposed by Dembo et al. [81] and was first decisively observed in selectin-ligand interactions by Zhu and colleagues in 2003 [82]. Since then, catch bond have been found in many other receptor-ligand interactions [83–88]. Recently, Zhu and colleagues further found that TCR-pMHC interaction forms catch bond [26, 78]. Using the biomembrane force probe (BFP, described in section Methods to Study Force-Mediated Receptor-Ligand Interactions) and CD8+ OT-I transgenic TCR system, Zhu and colleagues found that force regulates bond lifetimes and activation levels in a peptide-specific manner. Importantly, catch bond was found for agonists while slip bond was found for antagonists in both CD4+ and CD8+ T-cell systems. The peak lifetimes of catch bond and slip bond are at ~10 pN and 0 pN, respectively. This provides an explanation for the puzzling negative correlation between peptide potencies and off-rates at zero force, because it is hard to directly explain the observation that the off-rate of an agonist is faster than those of weak ligands [11, 78]. When the force reaches ~10 pN, the negative correlation is reversed to positive correlation by the catch bond mechanism, shown as that the agonist has the longest lifetime (slowest off-rate) compared to other weak ligands [26]. The catch bond mechanism reconciles the appearing contradiction of TCR dwelling time [11] and the kinetic proofreading model [28, 89–91]. In addition, it has been found that both the magnitude and duration, i.e., the accumulation of force are important for the activation of the T-cells. In summary, force reinforces antigen discrimination between closely related peptides through this catch-slip mechanism. Mechanistically, the fast off-rate at zero force allows fast scanning of antigens by TCRs. Following binding, forces generated from the cellular environment drive the formation of catch bonds to stabilize the TCR-pMHC interaction of agonist but not the weak ligands, thereby selectively prolonging the cumulative bond lifetime of agonist ligands to trigger antigen-specific activation of T-cells.

The TCR-pMHC catch bond was also found using optical tweezers, a method described later in section Methods to Study Force-Mediated Receptor-Ligand Interactions [27]. This work shows that TCR is a mechanosensor that can be activated by force upon pMHC ligation. The authors discovered a catch-and-release TCR structural conversion correlating with ligand potency wherein a strongly binding/compact state transitions to a weakly binding/extended state. They proposed an allosteric mechanism that the CβFG loop region allosterically controls the V domain module's catch bond lifetime and peptide discrimination via force-driven conformational transitions.

Catch bond also can be used to examine whether a TCR-pMHC interaction is productive. We previously found the 2D TCR-pMHC binding affinity correlates with TCR activation using a panel of pMHC ligands [11]. However, Garcia et al. found that high frequency of human TCRs are refractory to activation by pMHC ligands with high binding affinity [28]. Analysis of 3D affinity, 2D dwell time, and crystal structures of stimulatory vs. non-stimulatory TCR-pMHC interactions failed to explain their differences in signaling outcome. Recently, they found that TCRs use the catch bond mechanism to differentiate stimulatory from non-stimulatory interactions with same robust binding. Therefore, force-dependent catch bonds may serve as a checkpoint in governing TCR immune responses.



Co-receptor CD4/8 and PD-1 Molecule

In addition to TCRs, T-cell recognition also involves many other surface receptors. Here we will focus on co-receptor CD4/CD8 and programmed cell death protein 1 (PD-1). The co-receptor CD4/CD8 plays a critical role in T-cell signaling. It is generally thought that co-receptor CD4/CD8 binding to MHC brings Lck to mediate the phosphorylation of CD3 and ZAP-70. It has been found that blocking co-receptor CD4/CD8 significantly reduces T-cell signaling by more than 100-fold [15, 20, 92–95]. However, co-receptors CD4 and CD8 bind to MHC ligands with very low 3D affinities (KD, ~100 μM) [21, 96–98]. Consistently, 2D CD8-MHC interaction has a very low 2D affinity [99] and 2D CD4-MHC binding is too weak to precisely quantify by current techniques [78]. Clearly, there is a significant discrepancy between the strong signaling and weak binding of co-receptor CD4/CD8. In addition, there might be differences between CD4 and CD8 as well. It has been previously found that CD8 greatly promotes TCR recognition in 2D binding [19, 22]. In sharp contrast, CD4 does not appear to affect the both the 2D and 3D kinetics of TCR–pMHC interactions [20, 21]. We speculate that forces might play an important role in mediating co-receptor CD4/CD8 binding and signaling. To our limited knowledge, we did not find any conclusive force experiments that quantitatively measure how forces regulate the interactions between co-receptor CD4/CD8 and MHC ligand. However, recent studies show CD8 participates in a trimolecular catch bond with TCR-pMHC in a peptide specific manner, beginning to address the link between 2D affinity, force, and CD8 co-receptors, postulating a possible mechanism for thymocyte selection [42, 100]. Such force measurements will be critical to elucidate the major discrepancy between signaling and binding of co-receptors as well as the differences between CD4 and CD8.

PD-1, one of the checkpoint and key molecules for immunotherapy [101–103], has been extensively studied biochemically, although its detailed mechanisms regarding modulation of T-cell immune responses are still not fully understood. It has been found that PD-1 mediated inhibition is through both CD28 [104, 105] and the TCR complex [23–25], with CD28 as the primary target. Interestingly, PD-1 mediates not only trans PD-1/PD-L1 interactions between the T cell and the target cell, but also cis PD-1/PD-L1 and PD-L1/B7-1 interactions at the same cell surface [106, 107].The co-existing trans- and cis-interactions suggest a much more complex regulation network of T-cell activation and inhibition. Zhu and colleagues have measured 2D binding kinetics for PD-1 and ligand interactions [43]. However, no force measurements have been performed for PD-1 yet. It is highly possible that, similar to the TCR or integrin, forces could regulate the binding and signaling of PD-1-mediated inhibition. Therefore, further mechanotransduction studies should include PD-1 as an important research focus. Such investigations will not only advance our understanding of the inhibitory signaling pathway of T cells, but also can guide the rational design of immunotherapy for effective cancer treatment.



Cytoskeleton, Lipid and Receptor Nanostructure

The cytoskeleton is a highly dynamic network of filamentous proteins that exists in the three-dimensional space to connect and integrate different regions and components of a T cell. Upon TCR-pMHC ligation, T cells undergo a series of complex cytoskeleton-dependent, force-mediated activities, including cell adhesion [108–110], receptor clustering [29–31], cellular polarization [111], actin depletion [112], CD45 exclusion [113], synapse formation [17, 114], signaling [34, 79, 115, 116], and immune functions [112, 117, 118] (Figure 1). The cytoskeleton provides the dynamic cellular framework to orchestrate these processes to ultimately control T-cell signaling [111]. We have previously found that disruption of the cytoskeleton dramatically reduced 2D TCR-pMHC binding [11] and 3D pMHC dodecamer staining [119]. Evidently, T cells generate and apply mechanical forces to regulate molecular and cellular events through their cytoskeleton. Accumulating evidence further supports the importance of force in T-cell signaling and function that directly involves cytoskeleton regulations [79, 116, 117], including a recent study showing that forces generated by T cells are regulated by dynamic microtubules at the interface [120]. Actin polymerization and turnover are energy dependent and essential for force generation by T cells. Actin polymerization requires ATP and some metabolic enzymes have been shown to be dynamically regulated by the cytoskeleton [121–124]. To fully elucidate the T-cell recognition mechanism, the role of forces generated and transduced by the cytoskeleton during antigen recognition needs to be fully addressed and understood at the molecular and cellular levels: one needs to understand how the multifunctional cytoskeleton provides active transportation of TCRs and other surface molecules, how the cytoskeleton uses energy to generate and transduce mechanical force, how the cytoskeleton works as an efficient machine to transduce signals in a fast manner, and how these processes are integrated together to facilitate T-cell recognition.

Simultaneously, TCRs and other surface receptors are residing at the T-cell plasma membrane, which consists of a lipid bilayer with embedded proteins. It has been suggested that most plasma membrane-associated proteins are clustered in cholesterol-enriched “islands” (lipid rafts) that are separated by “protein-free” and cholesterol-low membrane [29, 36], shown in Figure 1. The composition of the membrane is regulated by lipid metabolism, which has been implicated in generating lipid rafts to facilitate T-cell function but the details remain unclear [125]. Epifluorescence, total internal reflection fluorescence (TIRF), and super-resolution microscopy experiments have together shown that TCRs form microclusters for effective antigen recognition and signaling [14, 29–33]. TCR microclusters are considered to be the signaling hotspots [32, 33], where the large CD45 protein tyrosine phosphatase molecules [126] are excluded to facilitate the binding and signaling of TCRs [32, 33, 61, 62, 113, 127]. The formation of TCR clusters is sensitive to the disruption of lipid rafts and the cytoskeleton [34, 36] and a recent study shows that cholesterol sulfate inhibits T-cell signaling [16]. We have also previously found that disruption of lipid rafts greatly reduced the 2D binding affinity of TCRs [11]. These studies together highlight the importance of the membrane lipid microenvironment in modulating cell surface receptor activation. However, the force regulation of lipid membrane signaling is not well studied. Recently, Xu and colleagues used single-molecule atomic force microscopy (AFM) to study conformational dynamics of the CD3ε cytoplasmic domain binding to the lipid plasma membrane and reveal multiple conformational states with different openness of three functional motifs [128]. This study suggests the fundamental importance of force in regulating lipid and T-cell signaling. To fully understand how mechanical forces regulate lipid rafts and TCR binding and signaling, more mechanistic studies combining force, metabolism, and signaling measurements are required to fully elucidate this interplay between forces and lipid structures at the T-cell membrane.




T-CELL MECHANOTRANSDUCTION STRATEGIES

T cells live in a three-dimensional microenvironment in which they not only contribute to but also exert and respond to mechanical forces of varying magnitude, direction, and frequency [129]. Throughout their life cycles, T cells are exposed to a wide range of tissues with distinct mechanical microenvironments and subjected to varying hemodynamic forces in the lymphatic and blood circulation [67]. In addition to the external forces, internally generated forces such as actin cytoskeleton contraction and ligand-receptor catch bond have also been implicated in regulation of major T-cell functions as described in previous sections, and further depicted here [73, 111]. Here we review biomechanical regulation of T-cell functions, describe a cohort of bioengineering tools applicable to investigate these functions, and discuss several force sensors for quantification of physical forces exerted by T cells over multiple time and lengths scales.


Bioengineering Strategies to Study External Mechanical Force Regulation on T-Cells Function

Application of fundamental engineering principles and recent advances in manufacturing biomechanics, materials sciences, and tissue engineering enable specific mechanical perturbations at the cellular and subcellular levels for mechanistic mechanobiology studies. Here we discuss a few bioengineering tools that model pathophysiological mechanical forces exerted by T cells at the cellular or subcellular levels for mechanistic investigation of T-cell biology.

Extracellular Matrix (ECM) Manipulation for Microenvironmental Mechanical Cues

T cells encounter and function in a wide range of tissues comprising distinct cell populations and extracellular matrix (ECM) components through their development and during surveillance (Figure 2). Mechanical forces applied to and exerted by T cells are therefore dictated by the composition, architecture, and crosslinking of cell–extracellular matrix in these tissues with very distinct ECM elasticities. For instance, the Young's modulus is estimated ~50 Pa in mucus and circulation, 0.5–1.5 kPa in bone marrow, 3–15 kPa in spleen, and 1,000–1,500 in cartilage [135]. It is important to note that the Young's modulus is ~100,000 kPa in tissue culture plastic and ~70,000,000 kPa in rigid glass slides which are commonly used to culture T cells but do a poor job to recapitulate native microenvironmental mechanical cues. ECM mechanics are instrumental to cellular migration, growth, differentiation, morphogenesis, and tissue homeostasis [136], important biological processes intimately linked to T-cell functions and biology. Therefore, in vitro T-cell studies incorporating controlled matrix stiffness mimicking mechanical environments of tissues of interest may significantly strengthen the in vivo relevance of the findings. An array of biomaterials has been employed to engineer in vitro culture systems mimicking the in vivo mechanical properties of endogenous ECM mainly composed of elastic fibers, fibrillar collagens, glycosaminoglycans (GAGs), and proteoglycans (PGs). For instance, polyacrylamide hydrogels (in both 2D and 3D formats) have been widely used to engineer the microenvironments of variable stiffness for cellular studies in adhesion, differentiation, migration, proliferation, force generation, and cell-matrix interaction [130, 137, 138]. The elasticity of polyacrylamide hydrogels can be tuned precisely by altering the ratio of acrylamide monomer to the cross-linker of bis-acrylamide. Cellular responses to varying matrix stiffness from a few to hundreds of kPa have been investigated utilizing this tunable polyacrylamide hydrogel system. In addition to polyacrylamide, other materials such as Poly(dimethylsiloxane), Poly(ethylene glycol), alginate, and hyaluronic acid have also been utilized to engineer hydrogels with tunable elasticity for cell culture [139]. Using a 2D culture composed of poly(dimethylsiloxane)-based silicone elastomer, O'Connor et al. reported that ex vivo proliferation of human CD4+ and CD8+ T cells is significantly increased when cells are seeded in a substrates with Young's modulus <100 kPa when compared to those on stiffer substrates with Young's modulus >2 MPa [131]. In addition, the numbers of IFNγ-producing Th1 T cells are considerably increased when naïve CD4+ T cells are expanded on softer substrates (E<100 kPa) when compared with stiffer substrates (>2 MPa) [131]. Besides controlling mechanical properties of the tissues, ECM molecules connect to the cells through integrins, syndecans, and other receptors. Synthetic polymers with functional groups therefore are ideal to engineer hydrogels conjugating ECM proteins to study the biological consequences of different matrix protein–integrin pairs. Indeed, integrins on T cells not only bind to receptors on APCs and endothelium but also ECM proteins such as collagen, laminin, and fibronectin. For instance, fibronectin has been shown to co-stimulate T-cell proliferation via integrins α4β1 and α5β1 [132]. Nevertheless, the interplay between ECM elasticity and ECM protein composition in regulating T-cell action remains largely unexplored at the molecular level.
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FIGURE 2. T-cell mechanical environment. T cells are subjected to various mechanical environments throughout their lifetime. During development and differentiation, T cells migrate between tissues of varying elasticity and extracellular matrix components which has been shown to affect their signaling and differentiation [130–132]. In the periphery, they are subjected to fluid flow-mediated forces which apply shear stress to the cells and their receptor/ligand interactions. In this environment, T cells are able to crawl along the vascular bed, adhere at the correct location, deform their shape, and propel themselves into the interstitial space to perform their immune function, all of which requires internally generated force as well as external mechanical regulation [133, 134]. *Estimation based on measured Young's modulus on similar organs [135].



Flow Devices for Defined Hemodynamics

In the lymphatic and blood circulation as well as in the interstitial space, T cells are constantly exposed to hemodynamic forces generated by the flowing fluid, as shown in Figure 2. For instance, during immune surveillance naïve T cells dynamically circulate between the vasculature and lymph nodes where the interactions of fluid flow with local vessel geometry create complex hemodynamic characteristics including heterogeneous spatiotemporal shear stresses on the vessel wall. Hemodynamic shear stresses therefore not only govern major vascular functions but also play an important role in regulating critical T-cell functions such as crawling and extravasation (diapedesis) at the endothelial interface. Although underused in studying T-cell biology, an array of systems has been developed to apply well-defined hemodynamics investigating cellular responses to complex hemodynamic forces observed in the lymphatic and blood circulation as well as in interstitial space. For instance, parallel-plate flow chambers have been widely utilized to simulate fluid shear stresses on various cell types such as endothelial cells, smooth muscle cells, osteoblasts, osteocytes, cancer cells, and immune cells including leukocytes and T cells [133, 140–142]. In addition, cone-and-plate rheometers have been adapted to apply complex flow waveforms to cells that successfully elucidate novel mechanobiology insights related to cell morphology, gene expression, metabolic switch, and epigenome regulation [143–146]. A few studies using above-mentioned systems have provided lines of evidence supporting the importance of hemodynamic forces in regulating key T-cell functions. Steiner et al. employed a parallel flow chamber system showing T cells preferentially crawl against the direction of flow on the blood–brain barrier endothelial surface [133]. Using a cone-and-plate device, Schreiber et al. reported that hemodynamic shear stress promotes T-cell pseudopodial protrusions and consequent chemotaxis during lymphocyte extravasation from vascular endothelial cell monolayer [134]. Moreover, Woolf et al. reported using a parallel-plate flow chamber that shear flow interacts with CCL21 and integrin ligands to promote robust integrin-mediated adhesion of T cells to the endothelial monolayer [147]. However, molecular insights related to hemodynamic regulation of T-cell biology remain poorly understood. Recent advances in microfluidic devices that simultaneously model multiple mechanical cues (ECM stiffness and fluid flow) [148] could provide a powerful platform for future investigations of single T-cell responses to biophysical stimuli in a high-throughput fashion.

Methods to Study Force-Mediated Receptor-Ligand Interactions

T cells are able to sense and respond to external mechanical stimuli through a milieu of surface receptors, whose binding kinetics are mediated by force. For example, the TCR catch-bond forms selectively between an agonistic peptide but not an antagonistic peptide, described in section TCR-pMHC Catch Bond and depicted in Figure 1. Therefore, applying and measuring force to single surface molecules is critical to understanding how cells interpret and propagate mechanical signals to influence cell functions.

A common method for applying and measuring forces exerted by cells is Atomic Force Microscopy (AFM) [149]. In AFM, deflection of a spring-like cantilever scanned across a substrate can give topography of a sample at resolution on the order of fractions of a nanometer. As the tip of the cantilever comes into close proximity of the sample, the cantilever bends due to the force between the tip and sample. This deflection is monitored and is proportional to the force. Because the spring properties of the cantilever are known, and the tip can be tightly controlled spatially and temporally to make contact with the sample, AFM can be used not only as a means of imaging but also to both measure and apply forces at the few piconewton level. The tip can be functionalized to study receptor-ligand dynamics by adding a biotinylated ligand of interest to the streptavidin coated tip. This has been done to quantify adhesion forces and frequencies of the TCR/pMHC in both CD8+ [22] and CD4+[150] T cells. AFM can be coupled with fluorescence microscopy to allow for multiplexing fluorescent readouts such as calcium sensitive dyes, labeled receptors, or cytoskeletal rearrangement, enabling powerful real-time imaging.

Another method capable of studying single-molecule interactions is optical tweezers, which utilize the angular and linear momentum of light to manipulate microscopic objects [151, 152]. Optical traps are formed by tightly focusing an infrared laser beam to create a gradient of light intensity. Objects will be attracted to the point of highest intensity and “trapped” in three dimensions. The trapped object, normally a dielectric object such as a bead, will act as a Hookean spring where displacements can be correlated to force. Optical tweezers can be used to both measure or apply nanometer displacements corresponding to piconewton forces on single molecules attached to the bead, sometimes in the presence of an aspirated cell. For example, applying or measuring force at the TCR/pMHC interaction [27, 74, 79]. However, the use of isolated molecules functionalized to beads limits the physiological relevance of each measurement. Moreover, the beads can achieve angstrom spatial scale and second timescale but users have reported high experimental noise at longer timescales. Though the optical system allows for multiplexing other imaging modalities such as fluorescence or multiple optical traps, there are limitations to the amount of molecules that can be monitored at once which is a significant challenge for capturing the molecules' native environment, especially in the context of T cells where multiple activation, co-stimulatory, checkpoint, and adhesion receptors cluster together and dynamically regulate each other's kinetics.

The majority of force measuring methods utilize cells interacting with molecules functionalized to a bead, tip, or substrate. In order to encompass the complexity of a single molecules environment, methods that utilize cell-cell interactions can be used to monitor force such as the micropipette aspiration system [153]. In this system, single cells are held in place by aspiration into a micropipette. The pipettes can be driven by a piezoelectric translator to ensure contact of the two cells. Though one cell can be replaced by a bead, the strength of this system is being able to keep molecules within their semi-native environment to take real-time 2D kinetic measurements which has been shown to play an integral role in T-cell responsiveness [11, 154]. For TCR/pMHC interactions, an RBC is used as a surrogate APC to present pMHC, which is brought in and out of contact with a primary T cell aspirated by another micropipette with precisely controlled contact area and duration to yield an adhesion frequency. After generating adhesion frequencies over a range of contact durations, the binding affinity and off-rate are extracted using a monovalent binding kinetic model [153].

In another micropipette set-up, a functionalized probe bead can be attached to an aspirated cell and brought into close contact with another target bead. Named the biomembrane force probe (BFP), the RBC acts as an ultrasensitive force transducer, whose spring properties and deflection can be translated to sub-piconewton forces. For the thermal fluctuation assay [155], the RBC is attached by a pMHC-coated glass bead to form a biomembrane force probe, which is real-time tracked with nanometer spatial and sub-millisecond temporal resolution. The thermal fluctuation of the BFP is damped by the formation of a TCR-pMHC bond, allowing direct visualization of bond formation and dissociation and precise determination of bond lifetime in real time. The off-rate of single TCR-pMHC bond is extracted from the distribution of lifetime using a first-order irreversible dissociation model [11, 155]. A dual BFP has been developed to allow for multiple for temporally distinct ligand presentation to study crosstalk between surface receptors [156]. Finally, deformations of the aspirated cell morphology can be used to monitor pushing and pulling forces, which has been applied to studying T-cell responses to antibodies [157]. Similarly, to the aforementioned methods, any of these micropipette systems can incorporate fluorescent probes into the existing imaging system to monitor receptor clustering, and downstream signaling of binding events.



Biophysical Force Sensors to Measure Internal Force Translation and Generation in T Cells

Recent biomechanical studies in cell biology have led to a cohort of force measurement systems that enable dynamic quantification of physical forces in cells on multiple scales from the cellular, subcellular, to molecular levels [158]. Here we review a few recently developed force sensors that serve as physical devices of known mechanical properties to receive biomechanical stimuli and transform them into measurable physical quantities. Particularly, force sensors that dynamically detect intracellular force changes due to cytoskeleton remodeling will certainly inform new molecular insights of T-cell biology given that T-cell trafficking and immunological synapse formation are actively regulated by the structure and function of cytoskeleton [73].

Traction Force Measured by Microscopy

Traction force microscopy (TFM) was developed to map and quantify the forces generated by cells against their substrates at the cellular and subcellular levels [159, 160]. Briefly, cells of interest are embedded in well-defined elastic hydrogel matrices (2D or 3D) that contain fluorescent microspheres. Traction forces exerted by the adherent cells are transmitted to the ECM via focal adhesions composed of structural and signaling molecules that form physical links between actin cytoskeleton and ECM. The deformation of the substrate, the result of cell contractile forces generated by the actomyosin cytoskeleton, can be detected by the displacement of fluorescent beads and quantified by elastic mechanics of matrices to yield vector maps of traction forces at the subcellular level. Notably, the substrate can be coated with varying ECM proteins to mimic the extracellular matrix of interest or with a ligand to study forces generated at the receptor-ligand interface [161]. TFM using ICAM-1–coated silicone-based gel was utilized to demonstrate that integrin-mediated force transmission in T cells requires actin-binding protein filamin A [162]. In addition to the continuous elastic substrates such as hydrogels, the elastic substrate can be microfabricated to form pillar arrays instead of a flat substrate so that each pillar acts as an independent cantilever [163]. TFM with micrometer-scale elastomer pillar arrays was used to show that T cells generate significant traction forces through TCRs and CD28 [76]. TFM can be easily integrated into existing fluorescent microscopy set-ups with modular cost and modification. However, TFM only reports cell-generated forces on an artificial substrate and is therefore not suitable for applying specific force to the cell or for studying cell-cell interactions.

Intramolecular Forces Measured by FRET

As described above, common methods for quantifying cellular forces can achieve physiological range but all either measure force generation onto extracellular substrates or apply known forces extracellularly to observe how cells respond. Since extracellular mechanical force is transmitted through surface receptors to the cytoskeleton and organelles, a method to measure internal forces between specific molecules is critical to understand the physiological relevance and mechanism of mechanosensitivity. In order to interrogate these mechanical interactions between single molecules at or beneath the cell surface, researchers have developed tension probes capable of entering cells that rely on the principles of FRET to reliably quantify force. FRET is commonly used to observe and quantify molecular interactions due to the distance dependent transfer of photons between two fluorophores. Because the efficiency of this transfer is dependent on proximity, changes in FRET efficiency can correspond to force-induced displacement of a small fluorophore labeled tensor [164]. One such tool utilizes DNA as the tension sensitive molecule to quantify TCR force transmission [165]. DNA is a popular tension sensor due to its simple synthesis, ease of fluorophore conjugation, and ability to tune the force required for unfolding at the piconewton level based on GC content and stem-loop structure [166, 167]. The FRET pair can also be connected via a flexible polypeptide linker to generate a completely genetically encoded tension sensor [168]. The sensor can be encoded between different molecules to measure intra- and inter-molecular tension such as between α and β integrin domains and between integrins and cytoskeleton within T-cells [65]. These DNA based molecular sensors allow for interrogation of single-molecule force transmission intracellularly which will be critical to understanding T-cell internal mechanobiology.



TCR Signaling as a Result of Force

Following force-mediated activation via the TCR, there are multiple signaling pathways that propagate throughout the cell to coordinate the effector function of the lymphocyte. Here we will focus on the major signaling pathways that follow T cell activation via the TCR, though they are coupled with co-stimulatory receptor and cytokine receptor signals, and describe the limited but promising evidence linking force to signaling. Receptor clustering following antigen recognition and activation at the immunological synapse localizes the internal signaling domains of the TCR co-receptors, CD4 and CD8, which bind the Src family protein tyrosine kinase Lck. Lck phosphorylates the immunoreceptor tyrosine-based activation motifs (ITAMs) on the CD3 cytoplasmic domains [169], which are able to recruit SH2-domain-containing proteins including ZAP70 to the TCR complex. Lck will also activate ZAP70, which will phosphorylate scaffolding transmembrane adaptor linker for activation of T cells (LAT) [170], creating docking sites for adaptor molecules which will recruit and activate multiple signaling molecules [171], serving as a activation signaling hub. For example, VAV1 activates RHO-family GTPases RAC and cell division control protein 42 (CDC42) to initiate actin polymerization and gene transcription. Cytoskeletal rearrangement is critical for synapse formation and cell motility but also can propagate force to other cellular components including the endoplasmic reticulum (ER), nucleus and mitochondria, possibly linking force at the synapse to T cell function, as depicted in Figure 3. Another LAT-docked signaling molecule is PLCγ1 which will catalyze the production of second messengers to increase intracellular calcium by ER release and membrane channel opening, thereby activating calcineurin which will induce the nuclear localization of key transcription factor nuclear factor of activated T cells (NFAT). Both cytoskeleton rearrangement and intracellular calcium levels are critical to carrying out T cell function and a feedback mechanism between the two helps sustain this activation[172]. Interestingly, the translocation of the mitochondria close to the plasma membrane by the cytoskeleton can sustain calcium influx, thereby maintaining activation of T cells. Additional transcription factors including activator protein 1 (AP-1) and nuclear factor-κB (NF-κB) will become activated or localized to the nucleus by other signaling effectors, mitogen-activated protein (MAP) kinases and protein kinase C (PKC), collectively resulting in cell proliferation, cytokine production, and proliferation. Though TCR signaling has been extensively studied, how force regulates TCR signaling remains largely unknown.
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FIGURE 3. T-cell mechanotransduction. T cells perceive environmental force cues such as ligand binding, substrate stiffness, and shear stress through their surface receptors and membrane structure. These forces are internalized and transmitted at the cytoplasmic side of the receptors (1) and by the cytoskeleton, converted into biochemical signaling, then propagated to organelles such as the endoplasmic reticulum (ER) where calcium is released (2), the nucleus where the chromatin landscape and transcription changes (3), the mitochondria (4) or cytoskeletal-bound glycolytic compartments (5) to change energy production or back out to the surface of the T cell at the immunological synapse (6) or extracellular matrix (7) to modulate adhesion and cytokine release. Though accumulating evidence links force to T cell recognition, signaling, differentiation, metabolism, and genetics in T cells and others, the mechanisms require further study. However, energy-dependent cytoskeletal rearrangement is most likely the key to providing future investigators direction for uncovering the molecular players of T-cell mechanotransduction and elucidating force-dependent function.



Recent studies have started to assess canonical downstream T-cell signaling in the context of force. However, more studies need to be done to fully address how the mechanical environment and properties of T cells influence signaling and consequent function. The force-dependent TCR catch bond, described earlier in section TCR-pMHC Catch Bond, is required for triggering and sustaining calcium mobilization by prolonging the TCR-pMHC lifetime [26]. High calcium levels required early and rapid accumulation of TCR-pMHC bond lifetimes. High interaction forces between T cells and peptide ligands displayed on dendritic cells promoted calcium mobilization and IL-2 secretion, a key cytokine produced by activated T cells to induce proliferation [18]. Extracellular matrix stiffness has been shown to significantly influence key signaling pathways in T cells. Seeding on softer substrates (<100 kPa) has been shown to increase proliferation of both CD4+ and CD8+ T cells and activated effector Th1 T cells, or IFNγ-producing, increased after naïve CD4+ T cells were grown on softer substrates [131]. Similarly, naïve CD4+ T cells activation, measured by attachment and IL-2 secretion correlates with increasing the Young's modulus of the substrate up to 200 kPa. Phosphorylation of signaling molecules including ZAP70 was also increased, indicating the mechanical environment is playing a role in the activation and downstream signaling of these cells [161]. In addition to the biomechanical cues provided by the extracellular matrix, T cells are constantly exposed and respond to the hemodynamic forces generated by the blood flow and interstitial fluid. For instance, fluid shear stress regulates transendothelial migration of T cells via cytoskeleton and Gi protein-mediated chemokine signaling [173] and modulates lymph node chemokine-induced T cell migration by integrin-dependent signaling [147]. Though the readouts of the key T cell mechanobiology studies reviewed here include calcium flux, signaling protein phosphorylation, and cytokine production, the links between purely mechanical stimuli and downstream signaling require further elucidation but most likely involve critical regulation and propagation by the cytoskeleton as accumulating evidence suggests [79, 111, 116, 117, 174]. Nevertheless, future studies should seek to define the force-mediated signaling pathway to determine how exactly external force is translated into biochemical energy to better understand T cell activation and function.




FUTURE DIRECTIONS

The interplay between mechanical forces and cellular functions was first suggested in early twenty century by D'Arcy Thompson who postulated a possible contribution of physical forces in controlling the size and shape of living organisms [175]. How cells sense and transduce biomechanical forces into biological signaling has since become an intensely studied field and the frontier of current cell biology. Nevertheless, T-cell mechanoimmunology is still in its infancy and understanding how T cells actively respond to varying biomechanical cues could lead to not only novel molecular insights in mechanobiology but also fruitful discoveries to facilitate the emerging T cell-based therapies. Here we pose outstanding questions and likely directions of T-cell mechanobiology, depicted in Figure 3.


Force in T-Cell Selection and Differentiation

Although the field of T-cell immunology has started to realize the importance of mechanical forces in T-cell activation, very little is known about whether and how mechanical forces regulate T-cell selection and differentiation. It is known that T-cell selection and differentiation are controlled by chromatin landscape and transcription factors in T-cell programming [176]. It is also known that mechanical forces can regulate chromatin structures: changes in the mechanical properties of the perinuclear cytoskeleton, nuclear lamina and chromatin are critical for cellular responses and adaptation to external mechanical cues. It has been found that altered nuclear mechanics are associated with many human diseases [177, 178]. However, it is poorly understood how forces regulate T-cell selection and differentiation.

For T-cell selection, the recognition of self-pMHCs on thymic APCs is critical for determining the fate of developing T cells. Somewhat paradoxically, recognition of self can elicit diametrically opposed outcomes. According to the classical affinity model, weak interaction is required for cell survival (positive selection) while strong interaction causes cell death (negative selection). However, the strength of binding affinity that determines negative and positive selection is poorly defined, mainly described as weak or strong interactions. It is not clear which affinity value/threshold can lead to positive selection or negative selection. It also does not take into account the fact that positive and negative selection largely occur in discrete thymic microenvironments, namely the cortex and the medulla, respectively. In addition to biological cues, both compartments have different force loads, thereby providing very different biomechanical microenvironments that orchestrate a spatial and temporal segregation of thymocyte selection [179, 180].

For T-cell differentiation, it is generally thought that the cytokine environment plays a central role in cell fate determination and effector function. The distinctive differentiated states of the various T-cell subpopulations are determined largely by the set of transcription factors they express and the genes they transcribe [181]. Although we know that T cells migrate and differentiate into distinct subpopulations at different organs of the human body, where they encounter different antigens and are subjected to different mechanical forces, the importance of TCR binding strength and the environmental mechanical cues are mainly ignored or understudied. It has been found that the matrix elasticity controls stem cell fate [130], and it is not known whether and how the TCR binding strength and forces regulate T-cell differentiation. We have known that binding of the TCR to different pMHCs exhibits different interaction characteristics in T-cell selection and activation. However, the role of TCR binding force in determine T-cell differentiation and memory is much less understood. For example, why the majority of effector cells undergo apoptosis but only a small subset (5%) of T cells change to a memory phenotype after the clearance of infections. Besides cytokines, do other environmental cues like force play a role in this process?

To fully understand the mechanisms of T-cell selection and differentiation, in addition to existing biological and chemical cues, we need to link the mechanical forces with traditional biochemical cues under physiological settings using precise quantitative analyses, instead of only qualitative descriptions.



Force in T-Cell Metabolism and Genetics

In addition to aforementioned mechanotransduction mechanisms we discussed in this review, we believe that the integration of emerging research fields such as cellular metabolism and human genetics may significantly influence future T-cell mechanoimmunology investigations. Accumulating evidence strongly suggests the pervasive role of metabolism, the sum of biochemical reactions in living organisms that produce or consume energy, in regulating essentially every aspect of biological functions [182]. Core metabolic pathways such as glycolysis and oxidative phosphorylation (OXPHOS) have been long recognized to provide energy source for cells to sustain life. In addition to molecule degradation for energy release (catabolism), cellular metabolism is the major control for complex macromolecules synthesis and biomass creation (anabolism) which are instrumental to lymphocyte signaling and functions. For instance, naïve T-cells primarily rely on OXPHOS and exhibit low anabolic capacity given limited need for de novo synthesis of DNA, lipids, and proteins while integrated signals from pre-TCR, Notch1, and CXCR4 can temporarily increase glycolysis and promote anabolic metabolism during times of T-cell proliferation in thymus. Metabolic reprogramming is equally important during effector T-cell differentiation/activation. TCR ligation, co-stimulation, and cytokine signaling have been shown to collectively induce metabolic remodeling of naïve T-cells to promote anabolic growth and biomass accumulation [183] necessary for clonal expansion of antigen-specific T cells. Notably, phenotypic switch to activated effector T-cells requires not only elevated OXPHOS but also aerobic glycolysis (Warburg effect), a biological process in which glucose is converted into lactate even in the presence of normal levels of oxygen. It is thought that although OXPHOS (which produces 32 ATP per molecule of glucose) can sufficiently supply the ATP demands during T-cell activation, aerobic glycolysis (which produces only 2 ATP per molecule of glucose) is necessary for redox balance (NAD+/NADH) in the cell and the synthesis of metabolic intermediates important for cell growth and proliferation [184]. Moreover, emerging studies demonstrate that metabolic pathways and signal transduction are tightly regulated in a reciprocal fashion and strategic integration of metabolic and signaling cues allows cells to modulate key activities such as proliferation and differentiation depending on the metabolic status [185]. For instance, the cooperation between transcription factors and the chromatin landscape, important for the spatiotemporal control of gene expression programs and cell lineage determinations, are dynamically regulated by intermediate metabolites of cellular metabolic pathways. Acetyl-CoA and NAD+ generated from oxidative metabolism are key substrates for histone acetyltransferase (HAT) and histone deacetylase (HDAC) which control histone acetylation/deacetylation and consequent chromatin remodeling [186] crucial for regulation of cytokine gene expression during T-cell differentiation and activation. Whether and how mechanical forces regulate immune cell metabolism (“Mechanoimmunometabolism”) remains virtually unexplored but few lines of evidence from non-immune cells may provide some possible molecular insights. First, fluid flow shear stress has been recently reported to be a critical regulator of endothelial metabolic reprograming [146, 187]; unidirectional blood flow promotes endothelial OXPHOS while reduced shear stress increases glycolysis by stabilizing HIF-1α. Second, Notch1 that is necessary for T-cell lineage commitment was recently identified as a fluid shear stress sensor during vasculogenesis [188] and in adult artery [189]. At the molecular level, Hu et al. reported that actin cytoskeleton remodeling induced by small GTPase Rac1 directly regulates glycolytic outputs in epithelial cells by freeing the low-activity state, actin-bound aldolase A [124].

Recent human genetics studies not only significantly advanced our knowledge in the genetic basis of complex diseases associated with T-cell functions but also provide a new avenue for future T-cell mechanotransduction investigations. Human genetic mutations have been well-established as major regulators of T-cell homeostasis and dysfunctions related to a variety of diseases such as multiple sclerosis, autoimmune disease, and acute lymphoblastic leukemia [190–192]. Although the putative role of genetic variants in regulating T-cell mechanosensing biology remains to be elucidated, recent investigations have suggested that genetic predisposition provides a previously unappreciated layer of regulatory control in cellular mechanosensing mechanisms. For instance, mutations in DPP homolog 4 (SMAD4) in humans is hypothesized to promote epithelial β1-integrin mechanosignaling, leading to matricellular fibrosis, increased tissue tension, and tumor progress [193]. In addition, a genetic variant at phospholipid phosphatase 3 (PLPP3) implicated in coronary artery disease and ischemic stroke by genome-wide association studies (GWAS) has been shown to regulate endothelial mechanosensing responses to hemodynamic forces [194]. It remains poorly understood regarding the interplay between genetic predisposition and mechanosensing mechanisms converging on key T-cell functions, an area has tremendous potential to provide novel molecular insights in diagnosing and treating human genetic diseases associated with T-cell homeostasis and dysfunction.



Concluding Remarks

Major efforts of mechanotransduction investigations have been focusing on identifying putative mechanosensors and cellular components in isolation. It remains poorly understood how the whole cell and entire tissue process and integrate this molecular scale information and further orchestrate physiologically relevant responses in the context of the multiscale architecture of our whole bodies. T cells serve as an ideal model system for an integrated approach to elucidate the dynamic interactions of individual components that operate at multiple spatiotemporal scales to mediate the cellular mechanosensing responses. Not only are T cells uniquely exposed to diverse external environments with distinct mechanical cues during their life cycle but major “–omics” techniques and systems biology approaches are becoming mature in T-cell investigations. These would allow investigators to monitor and record T-cell responses to mechanical perturbation at multiple levels of regulatory controls in a high-throughput fashion, providing novel molecular insights by which biological information flows from DNA to proteins to metabolites to cell structures to cell interactions in the context of T-cell mechanobiology.
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The interaction of T-cell receptors (TCRs) with self- and non-self-peptides in the major histocompatibility complex (MHC) stimulates crucial signaling events, which in turn can activate T lymphocytes. A variety of accessory molecules further modulate T-cell signaling. Of these, the CD4 and CD8 coreceptors make the most critical contributions to T cell sensitivity in vivo. Whereas, CD4 function in T cell development is well-characterized, its role in peripheral T cells remains incompletely understood. It was originally suggested that CD4 stabilizes weak interactions between TCRs and peptides in the MHC and delivers Lck kinases to that complex. The results of numerous experiments support the latter role, indicating that the CD4-Lck complex accelerates TCR-triggered signaling and controls the availability of the kinase for TCR in the absence of the ligand. On the other hand, extremely low affinity of CD4 for MHC rules out its ability to stabilize the receptor-ligand complex. In this review, we summarize the current knowledge on CD4 in T cells, with a special emphasis on the spatio-temporal organization of early signaling events and the relevance for CD4 function. We further highlight the capacity of CD4 to interact with the MHC in the absence of TCR. It drives the adhesion of T cells to the cells that express the MHC. This process is facilitated by the CD4 accumulation in the tips of microvilli on the surface of unstimulated T cells. Based on these observations, we suggest an alternative model of CD4 role in T-cell activation.
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INTRODUCTION

In vertebrates, T lymphocytes (also called T cells) continuously scan tissues for foreign antigens. On the surface of these cells, T-cell receptors (TCRs) recognize the antigens as short peptides bound to the major histocompatibility complex (MHC) on antigen-presenting cells (APCs; Figure 1). Thus, TCR-peptide-MHC (pMHC) pairs determine the specificity of the T cell-dependent immune response. However, several other surface receptors of T cells (e.g., CD2, CD4, CD5, CD8, CD28, and LFA-1) and of APCs (e.g., CD58, CTLA-4, and ICAM-1) can regulate the sensitivity and output of T cell responses. Of these receptors, CD4 and CD8 most critically contribute to the T cell function in vivo and thus are known as coreceptors of TCR. CD4 and CD8 share ligands with TCRs by binding to invariant segments of the MHC (Figure 1). As discussed below, CD4 and CD8 also contribute to T-cell development, homeostasis and antigenic response. However, the mechanisms behind these activities are not yet fully understood. This is especially true for CD4, which has extremely low affinity for its ligand but which is also essential in T-cell development and in the removal of pathogens during T cell-dependent immune responses.
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FIGURE 1. CD4 and CD8 coreceptors. (A) The CD4 glycoprotein is composed of a single chain. Its functional motifs, such as the Lck-binding site (in magenta) and the palmitoylation site (in yellow), are in the sole intracellular domain. The extracellular part of CD4 is composed of four Ig-like domains, and the MHC binding site is in the N-terminal D1 domain. Short linker connects CD4 extracellular domains with the transmembrane domain. (B,C) Two forms of CD8 exist: the αβ heterodimer (B) and the αα homodimer (C). The α subunit of CD8 contains the Lck-binding site, and the β subunit contains the palmitoylation site. A single Ig-like domain and a long stalk region (in light gray) form the extracellular parts of the CD8 subunits. Binding of CD4 (A) and CD8αβ (B) to MHC is illustrated with the antigenic receptor because these coreceptors support receptor function in T cells. The TCR/CD3 complex is composed of at least eight subunits. CD3 subunits γ, δ, and ε contain one immunoreceptor tyrosine-based activation motif (ITAM; in dark blue) and three ITAMs are in each ζ subunit. Cognate peptides are depicted in dark brown, self-antigens in light brown.



In this work, we focus on dual role of CD4 in peripheral T cells. Contributions of CD4 to antigen-dependent TCR signaling are well-established. However, its antigen-independent function has not been studied in detail. After a brief introduction to the biochemistry of initial events, we focus on providing more in-depth insight into the spatio-temporal organization of signaling events in T cells so as to highlight the importance of nanoscopic localization of molecules. In later sections, we present and discuss the accumulated knowledge on function of CD4 in TCR signaling, with an emphasis on spatial organization of CD4 in T cells. Finally, we describe antigen-independent role of CD4 and speculate on its role in T-cell activation.



T CELLS AND ANTIGEN-INDUCED SIGNALING

T cells originate in bone-marrow haematopoietic stem cells. The progenitors of these cells migrate to the thymus, where thymocytes undergo a series of maturation and selection processes to complete the TCR expression and to avoid stimulation by self-antigens. This process, called thymic T cell development, gives rise to the peripheral pool of T cells, which mainly express αβTCR. Although 1–10% of T cells express γδTCR on their surface, these cells recognize non-peptidic antigens (1). This review focuses on peripheral αβ T cells.

TCRs are heterodimers formed by the subunits α and β, each of which contains two extracellular immunoglobulin (Ig)-like domains, a single transmembrane domain and a short intracellular tail that lacks any known structural or functional motif (Figure 1). The αβ heterodimer forms a complex with the CD3 subunits (γ, δ, ε, ζ) for surface expression and full function (Figure 1). The intracellular tails of CD3 subunits contain immunoreceptor tyrosine-based activation motifs (ITAMs), which are involved in TCR-induced signaling. The TCR/CD3 complex lacks enzymatic activity. This distinguishes TCRs (and other immunoreceptors) from the receptors that directly stimulate downstream events upon binding to a ligand (e.g., receptor kinases).

Based on the current understanding of these processes, it is predicted that the interaction between TCRs and the pMHC is the first step toward antigen-induced T-cell activation. Consequently, early signaling events can be detected when Lck kinase phosphorylates ITAMs in the cytosolic tails of the CD3 subunits that are associated with TCR. Each ITAM contains two phosphorylated tyrosines, which serve as high-affinity docking sites for the tandem SH2 domains of ZAP-70 kinase. Lck also phosphorylates and binds ZAP-70 to induce its full activation (2). As Lck is bound to ZAP-70 via its SH2 domain, its open form provides a docking site (the SH3 domain) for the LAT adaptor protein. This leads to bridging between ZAP-70 and its substrates, LAT and SLP-76 (3). The ZAP-70 phosphorylation of the activating tyrosines on LAT forms a platform for the interactions of LAT with signaling molecules such as SLP-76, Grb2/Sos, PLCγ1, and Vav1, and for the formation of a signalosome that regulates the downstream effector events associated with T-cell activation (4). Although the signaling pathways that are downstream of LAT have been thoroughly described, the initial events of the T-cell activation are still incompletely understood (5). Importantly, there is a lack of clarity regarding how and when Lck associates with the TCR-signaling complex. CD4 and CD8 potentially play important roles in this process because, in resting T cells, a large fraction of Lck is associated with these molecules (6, 7).



T-CELL ACTIVATION EVENTS: SPATIOTEMPORAL ORGANIZATION

After recognizing an antigen, T cells form tight contact with target cells. The instruction to stop the crawling of T cells comes from the interaction of TCRs with a cognate pMHC. This process, which is called inside-out signaling, enhances integrin affinity for its ligands [e.g., ICAM-1; (8, 9)]. Consequently, a site of extensive contact between T cells and APC forms. The contact site remains dynamic but is also highly organized in time and space. As such sites are reminiscent of the synapses formed between neurons they are named immunological synapses [IS; Figure 2; (10, 11)]. In addition to TCRs and pMHC, diverse stimulatory and inhibitory receptor-ligand pairs, as well as intracellular signaling molecules are localized in the IS during T-cell activation (4).
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FIGURE 2. Spatio-temporal organization of T-cell activation. (A) The contact site between T cells and antigen-presenting cells (which form conjugates) is called the immunological synapse due to its similarity to neuronal synapses. Live-cell confocal microscopy reveals the supramolecular organization of molecules within the immunological synapse, with the receptors and effector molecules accumulating in the center of the mature synapse (cSMAC) and adhesion molecules forming a peripheral ring (pSMAC; i.e., the bull's eye model). (B) Motile T cells form asymmetric kinapses instead of stable and symmetric synapses. Kinapses are similar to motile fibroblast cells with lamellipodium (dSMAC), lamella (pSMAC), and uropod (cSMAC). (C) Total internal-reflection fluorescence microscopy reveals that T-cell signaling is initiated in small microclusters that are assembled upon antigenic stimulation in actin-rich distal regions of the immunological synapse (A; dSMAC). Small rings of adhesion molecules and actin surround TCR microclusters and could serve to stabilize those microclusters.



In the classical model of IS, the TCR receptor and signaling molecules accumulate in the center of a structure that is reminiscent of a bull's eye (Figure 2A). This area is called the central supramolecular activating cluster (cSMAC) and it is surrounded by an adhesive ring (LFA-1/ICAM-1) called a peripheral SMAC (pSMAC). The initial theory was that an IS functions as a stabilizing element, supporting sustained signaling via TCRs (12). Researchers challenged this concept after finding that T cells often lack a classical IS when conjugated with dendritic cells that are loaded with physiological levels of antigen (13). Several observations indicate that IS result from, rather than being a prerequisite for, T-cell signaling (14–17). It is thus evident that, at least in its early phase, the IS structure must be more dynamic than originally thought; this resulted in the concept of kinapses (18). When forming kinapses (Figure 2B), migrating T cells decelerate upon stimulation but do not stop to form stable, symmetric synapses. The T-cell leading edge, which is reminiscent of the lamellipodium in motile fibroblasts, forms a structure for TCR signaling initiation, whereas adhesive molecules and a densely branched actin cytoskeleton accumulate in the lamella. Importantly, the signaling and the adhesive molecules are spatially segregated in both modes of the T cell-APC contact site: synapses and kinapses. Primary T cells mainly form kinapses when interacting with stimulatory cells or surfaces, both in vivo and in vitro (17, 19).

Whereas, intravital microscopy confirms the formation of organized contact sites between T cells and APCs in vivo, a better understanding of spatio-temporal organization of signaling events required new microscopy techniques (e.g., total internal-reflection fluorescence and super-resolution microscopy) and supported planar bilayers functionalized with activating (pMHC) and adhesive (ICAM-1) molecules (20, 21). Improved imaging conditions enabled the discovery of signaling microclusters. For instance, TCR microclusters are formed in the distal regions of the IS (Figures 2A,C) and represent the sites of signal initiation (22, 23). These microclusters are associated with essential signaling components such as Lck, ZAP-70 and LAT, but they exclude CD45 phosphatase, which can dephosphorylate ITAMs (2, 15, 23). Interestingly, TCR microclusters are mobile assemblies. In response to strong antigenic stimulation, the microclusters move centripetally from the periphery toward the center of the IS [Figure 2C; (11, 15, 22)]. It is unclear how these structures stabilize during movement over several microns. The LFA-1/ICAM-1 micro-adhesive rings that surround microclusters, thus forming micro-synapses, may be a stabilizing factor [Figure 2C; (24)]. Of note, signaling microclusters gave way to nanoclusters due to improvements in microscopes, which provide more appropriate information about the size of these clusters: 100-500 nm (25–27).

The Varma group reported the existence of TCR microclusters in unstimulated T cells (28) and found that the number of TCR in microclusters remains constant upon stimulation. The LAT and Grb2 signaling molecules are associated with the pre-existing clusters, and CD45 is excluded from these structures even before the antigen stimulation (28). These results indicate that TCRs and effector molecules are pre-assembled in structures that are unresolvable using standard light microscopy [<300 nm; (29)]. Moreover, the data on the molecular organization of TCR microclusters are limited. Some researchers have reported the existence of TCR oligomers on the surface of T cells before antigen stimulation (30, 31), but others demonstrated that TCRs have random distribution and a monomeric character during ligand recognition (32–34). TCR assembly in higher-order structures then occurs upon stimulation (34). Importantly, pre-assembling of the receptor and the effector signaling molecules in higher-order structures could explain the rapid responsiveness of T cells (35). However, it is not clear whether these models authentically represent the T cells in the tissues of higher vertebrates. Current imaging technologies do not allow for high-resolution imaging of cellular structures in living animals.



T CELL CORECEPTORS

The previous sections focus on the essential molecules involved in T-cell activation and on descriptions of the morphological and molecular structures which were previously found to contribute to this process. These studies have usually investigated TCRs and downstream signaling molecules; they thus have provided little information about the involvement of coreceptors. The experiments have been often performed using stimulation with anti-CD3 or TCR antibodies, which overpass CD4 and CD8 coreceptors in the initial phase of signaling. Such simulation activates T cells, as determined by the IL-2 production and increased expression of the CD25 and CD69 activation markers (36).

In vivo, CD4 and CD8 are essential for proper T cell development and thymic selection. These two coreceptors control the MHC specificity of selected thymocytes by limiting availability of Lck for TCR signaling in the absence of the ligand binding (6, 37). In peripheral T cells, the expression of coreceptors is mutually exclusive. CD4+ T cells primarily provide help for B lymphocytes and innate immune cells during infections, whereas most CD8+ T cells exhibit cytotoxicity toward virally infected or tumor cells. However, this definition is insufficient because the periphery contains many subsets of T cells with highly specific functions (38). In this review, we focus on general role of CD4 in T-cell activation, irrespective of cell type. We are aware that the coreceptor levels vary in T-cell subsets and that this can affect CD4 function (39). However, there is insufficient data to elaborate on specific function of CD4 in all CD4+ T-cell subsets. Sewell and colleagues reviewed CD8 and its function in T cells (40); please also see the direct comparison of CD4 and CD8 coreceptors in Box 1.


Box 1. The CD4 and CD8 Coreceptors Are Structurally Diverse.

Even though both are called coreceptors, CD4 and CD8 have significantly different expression profiles and structures. CD8 is a dimer that occurs in two forms: the CD8αα homodimer and the CD8αβ heterodimer (Figure 1). It is predominantly expressed in a subset of T cells, but it can be found in some natural killer and dendritic cells (41–43). Little is known about the function of the CD8αα homodimer (44). The CD8αβ heterodimer supports TCR signaling when stimulated by antigens on MHC class I (45). In the heterodimer, two subunits with two intracellular tails can modulate TCR activity. Each subunit of CD8 also contains a single globular, Ig-like domain in the N-terminus; this domain is linked to the transmembrane domain via a long, flexible stalk. By contrast, CD4 comprises a single chain [Figure 1; (46)]. Its single intracellular part defines all functions in the downstream signaling. Moreover, CD4 extracellular part is composed of four globular, Ig-like domains that are linked to the transmembrane domain only via a few amino-acid residues. Thus, CD4 extracellular part is extended further from the T-cell membrane and exhibits less flexibility, as compared to the extracellular part of CD8. Both CD4 and CD8 coreceptors can be palmitoylated and can bind Lck. In CD8, the palmitoylation site is in the β subunit (45), and the Lck-binding site is in the α subunit (47, 48). Both motifs are in single cytoplasmic tail of CD4 [Figure 1; (47–49)]. These structural differences indicate that T cells use the specific properties of CD4 and CD8 to fine-tune their physiological roles.





STRUCTURE AND FUNCTION OF CD4

Extracellular domain of CD4, which is responsible for the recognition of its ligands, is composed of four globular Ig-like domains (D1-D4; Figure 1). Whereas, the binding site for IL-16 is in the membrane-proximal D4 domain, the N-terminal D1 domain binds to a segment of the non-polymorphic β2 domain of MHC class II (50, 51). Similarly, HIV (gp120) binds to D1 domain of CD4 (52). Important roles of CD4 in the life cycle of the HIV virus and in the activity of IL-16 in immune responses were reviewed recently (53, 54). To avoid the complexity of herein discussed processes, we focus on CD4 interaction with MHCII in the absence of other ligands.

The intracellular part is responsible for CD4 palmitoylation [residues 419 and 422 in human CD4 according to the UNIPROT numbering; (49)]. This reversible posttranslational modification is supposed to target proteins in lipid microdomains (55). It also contains a basic-rich motif (residues 423-427: sequence RHRRR) and a Lck-binding site (residues 445 and 447). The transmembrane domain of CD4 contains a conserved GGxxG motif, which was reported to mediate the dimerization of membrane proteins (56). However, such effect has not been confirmed for CD4. Rather, the mutation of this motif to GVxxL reduces the capacity of CD4 to enhance T cell sensitivity to weak antigens (57). This indicates that the importance of the CD4 transmembrane domain in T-cell activation but the molecular mechanism remains unknown.

The coreceptor CD4 is expressed in a subset of T cells, natural-killer (NK) cells, monocytes and macrophages. In macrophages and NK cells, CD4 plays a role in differentiation, migration and cytokine expression (58, 59). In T cells, it is involved in thymic development and antigen recognition in the periphery (46). Although function of CD4 in the thymus is well-known, its role in the activation of peripheral T cells remains enigmatic. Originally, two models of CD4 function in peripheral T cells were suggested: 1) CD4 stabilizes the ternary complex of pMHC-TCR [Model 1; Figure 3 (46)], and 2) CD4 recruits Lck kinase to the proximity of the TCR/CD3 complex in order to phosphorylate the ITAMs of CD3 molecules and initiate intracellular signaling during antigen-induced T cell activation [Model 2; Figure 3; (46, 60–62)].
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FIGURE 3. Models of CD4 role in T-cell activation. Model 1 (upper left panel). TCR and CD4 independently interact with pMHC, and the coreceptor stabilizes the receptor-ligand complex. Inactive Lck (yellow) becomes partially activated (light pink). Model 1.2 (upper middle). In this pseudo-dimer model, two TCRs interact with two pMHCs. One MHC always contains an agonist peptide (dark brown), but the other can have a non-stimulating (self) peptide (light brown) instead. The role of CD4 is to crosslink the two receptor-ligand pairs and to thus accelerate signaling. Model 2 (upper right). CD4 delivers the Lck kinase to the formed TCR-pMHC super-complex that has the antigenic peptide. Lck is fully activated (dark pink) by binding to ZAP-70 (not shown) and accommodating open conformation. Model 3 (lower panel). CD4 accumulates at the tips of T-cell microvilli. Independent of TCR, the CD4 that is on microvilli interacts with the pMHC that is assembled on similar membranous protrusions of antigen-presenting cells (APC). This multivalent interaction drives putative changes in the tips of the microvilli and activates Lck; it thus provides T cells and their TCRs with high sensitivity to antigenic peptides. The presented models are not mutually exclusive. Color-coding of CD4, TCR/CD3 complex, and MHCII as in Figure 1.



The interaction of TCRs with pMHCII is CD4-independent. In some cases, as in the presence of a very strong agonist, this interaction can activate T cells (63). However, CD4 is required for the recognition of most antigens in vivo. The presence of the CD4 coreceptor enhances T cell sensitivity to antigens by 30- to 100-fold (64–67) and reduces by approximately tenfold the number of antigenic peptides on APCs that are required for sustained TCR signaling (68). Therefore, CD4 is often depicted as a part of the tightly assembled TCR receptor complex, along with agonist pMHCII (Figure 3, Model 1). However, the plasma membrane organization of the CD4-TCR-pMHC assembly remains unknown. In crystallographic studies of the quaternary complex (which comprises the extracellular domains of TCR, pMHCII and CD4), researchers have revealed a V-shaped arch that is created when TCR and CD4 bind simultaneously to the same pMHCII (51). This structure suggests that TCR bound to pMHCII forms one arm of the arch and that CD4 forms the other arm. The CD4-pMHCII contact site appears as the apex of this structure. The geometry of the interacting extracellular domains of pMHCII, TCR and CD4 supports the formation of the quaternary complex (69). However, the lack of the extracellular CD3 domains and other membrane components in the studied complex has led to speculations regarding the CD4-TCR-pMHC assembly under the physiological conditions of two interacting cells.

The Davis group suggested an alternative structure known as the “pseudo-dimer” model [Model 1.2 in Figure 3; (70, 71)]. In this model, two TCR-pMHC pairs form a minimal signaling unit and CD4 bridges the two pairs by binding to MHCII, which contains an agonist (antigenic) peptide, as well as by associating with the TCR of the other TCR/MHCII pair, which contains endogenous (self) peptide (71). Importantly, in this model, they attempt to explain extreme sensitivity of CD4+ T cells by suggesting that endogenous peptides play a positive role in T-cell activation (70, 71). Most pMHCII on the surface of APCs contain peptides that are derived from endogenous proteins. Only very few antigenic peptides can be found on the MHCII of mature APCs (70, 72). Therefore, T cells must detect rare antigens in a sea of endogenous peptides by adjusting the TCR activation unit toward high sensitivity. However, T cells simultaneously have to distinguish small differences in affinities and/or the kinetics of TCR binding to agonist or self pMHCII (73). Recently, it was found that stimulatory TCR-pMHCII interaction involves numerous catch bonds; no such bonds exist for interactions that do not involve stimulation (74). This observation provides a new explanation for the numerous exceptions to the rule that 3D affinity of TCR for antigenic pMHCII is five- to seven-fold stronger than its affinity for ligands with endogenous peptides. On the other hand, this finding does not explain how such minor differences in TCR-pMHC binding lead to opposite outputs in T cells. It has been predicted that CD4 would stabilize stimulatory (antigenic) but not homeostatic (self) TCR-pMHC interactions. It remains unclear how a molecule with extremely low 3D (Kd > 2.5 mM) and 2D (Kd ~ 4800 molecules/μm2) affinity for MHCII could achieve this, however (75). CD4 has a negligible effect on the TCR-pMHCII interaction (76, 77). On the other hand, CD4 forms a rather stable unit with Lck kinase (7), and the TCR/CD3 complex lacks enzymatic activity. Therefore, the signaling capacity and the ability to localize to MHCII-rich areas of the IS must determine CD4 function in T cells.



CD4 IN THE IMMUNOLOGICAL SYNAPSE

Varying levels of CD4 were reported to accumulate in the IS between T cells and the APCs that contain agonists (78–80). These discrepancies were probably caused by the employment of different experimental conditions and the sensitivity of applied imaging techniques. CD4 relocalization to IS matches that of TCRs (78) in terms of timing, but CD4 may have faster kinetics (79). Whereas, TCRs and signaling molecules accumulate in the center of the IS upon strong stimulation (Figure 2A), CD4 was found to distribute evenly throughout the IS or preferentially locate to the periphery of the IS [>3 min; (78)]. Importantly, CD4 relocalization to the contact site with MHCII-expressing cells is an antigen-independent process (79). Unlike with TCRs, the presence of antagonist does not prevent CD4 relocalization toward the APC. These results and new observations from Kuhns and colleagues (81) indicate that CD4 moves in T cell membranes independent of TCR/CD3 complex and does not pre-associate with TCR in unstimulated cells.

At the plasma membrane, CD4 is strongly associated with Lck (7, 82). Therefore, CD4 localization to the IS results in Lck accumulation therein (68, 83). Lck shows a delayed association with the IS in CD4-knockout T cells, which in turn delays phosphorylation of the Lck activation site (residue Tyr394 in mouse) and reduces CD4-knockout T cells responsiveness to antigens (83). On the other hand, phosphorylation of activatory tyrosine in Lck is not crucial to T-cell activation because anti-CD3ε antibodies do not induce such phosphorylation but can stimulate T cells (82, 84, 85). This can be explained by the modest increase in Lck activity (two- to three-fold) upon phosphorylation of the activating tyrosine. CD4 thus delivers the crucial kinase to the site of TCR triggering and enables its full activation to maximize the sensitivity of T cells toward rare and weak antigens [Model 2 of the CD4 function in T cells - Figure 3; (62)]. Lck kinase activity does not affect CD4 accumulation in the IS because the Src-family kinase inhibitor (PP1) does not prevent localization of CD4 to the contact site with APCs (79).



ANTIGEN-INDEPENDENT ROLE OF CD4 IN T CELLS

CD4 was originally described as an adhesion molecule that enhances the contact between T cells and APCs (86, 87). In their pillar work, Doyle and Strominger found a direct correlation between the extent of cell-to-cell adhesion and the level of MHCII and CD4 expression. Using a monolayer of CD4-expressing fibroblasts and Raji B cell line, which expresses high levels of MHCII, they eliminated the possibility that TCR or other T cell-specific molecules are involved in the interaction (86); observing no adhesion of the cells that did not express MHCII to CD4+ cells, thus confirming the specificity of that interaction. However, using surface plasmon resonance assays, other researchers have shown that CD4 binds the MHCII molecule with an extremely low 3D affinity [see above; (75, 88)]. This is further supported by the results of 2D binding studies on MHCII-expressing cells and lipid bilayer-anchored extracellular domains of CD4 (as well as of CD2 to allow cell adhesion). In agreement with the adhesion studies (86), this binding is specific because the MHCII non-expressing cells did not bind to CD4 on supported planar bilayers (75). CD4 very weakly bound to MHCII (approaching the detection limit of the method) according to an adhesion frequency assay with micropipette-attached interacting cells (77). Therefore, it is unclear how CD4 facilitates adhesion between coreceptor- and MHCII-expressing cells.

The way to explain the ability of CD4-MHCII interaction to facilitate both cell-to-cell adhesion and the antigen-independent accumulation of coreceptors at contact sites with MHCII-expressing cells can be the organization of these molecules in higher-order structures. Multimerization enhances the avidity of the TCR-MHC interaction (89–91). Similarly, the multivalent interaction of CD4 and its ligand can provide this interaction with the appropriate strength. In this direction, it was suggested that palmitoylation targets CD4 to membrane lipid domains, called lipid rafts (55). Because the support for the existence of these domains in living cells remains inconclusive (92, 93), future studies must determine whether CD4 is associated with such entities and, if so, with what kinetics. Alternatively, CD4 can form large oligomers in unstimulated T cells (94). These oligomers must be disassembled upon stimulation because it is unlikely that such large structures are associated with the TCR/CD3 complex or with TCR microclusters. CD4 associates closely (< 5 nm distance, as determined by Forster resonance energy transfer, FRET) with the TCR/pMHC complex upon stimulation (68, 71, 79). Whereas, biochemical and functional data indicate the existence of CD4 dimers (or higher order oligomers) in unstimulated T cells (94, 95), direct observations of fixed or living cells using FRET has provided conflicting data (57, 96, 97). In these studies, FRET values are very low compared to the dimeric controls, which indicates either that only a small fraction of CD4 is oligomeric or that these structures are highly unstable. Moreover, the FRET-based characterization of CD4 oligomers may suffer from the limitations of this method which cannot distinguish between clustered molecules and oligomers, except only when a protein is assembled in a stable structure and when the appropriate data analysis methods are used (98). Such conditions have not yet been applied in studies of CD4 oligomerization. Thus, direct proof of CD4 oligomerization in living cells is still missing.

Another possible way to increase availability of CD4 for multivalent interactions is the formation of molecular clusters with a high density of coreceptors. Such CD4 nanoclusters exist in both unstimulated and stimulated murine T-cell blasts (99) and unstimulated Jurkat T cells (100). We also previously found that clustering depends on the presence of intact CD4 extracellular domains and palmitoylation sites (100). Clustering in nanoscopic structures (average diameter of ~100 nm) allows for multivalent ligand binding and frequent rebinding (29), which can provide the CD4-MHC interaction with sufficient strength to stabilize the sites of the contact between CD4- and MHCII-expressing cells (86, 87). Shapes and molecular densities of CD4 clusters (99, 100) are similar to those of TCR and associated effector signaling molecules (25, 101). On the other hand, the 2D character of the applied analytical methods does not provide a full understanding of these structures.

More recently, TCRs and their effector molecules were found to accumulate in the tips of membrane protrusions that are reminiscent of microvilli (102, 103). Microvilli are finger-like plasma membrane protrusions with diameter ~100 nm; they are formed by cross-linked actin bundles that are tightly associated with membranes (Figure 4A). In sensory cells (e.g., hairy cells) or intestinal epithelial cells, these structures form extensive cell surfaces and accumulate selected receptors on their tips. The functions of microvilli in lymphocytes (Figure 4B) are less understood. Using scanning electron microscopy, microvilli were found to form primary contact sites with antigen-presenting dendritic cells (104, 105). The molecular details of this interaction have remained unknown until very recently (103). CD4 also accumulates in the microvilli of cultured T cells in a process that is regulated by the coreceptor association with Lck (106, 107). It is, therefore, possible that CD4 nanoclusters are indeed molecular assemblies of the coreceptor on the tips of the microvilli (Figure 4C). CD4 accumulation in the tips of the microvilli could explain its ability to facilitate adhesion between T cells and MHCII-positive cells.
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FIGURE 4. Microvilli in T-cell activation. (A) A schematic illustration of a microvillus with villin, fimbrin and espin internally cross-linking compact actin bundles, which tightly fill the microvilli. The plasma membrane is also closely associated with the actin bundles via the ezrin, redoxin, and moesin (ERM) proteins; the dynamics of microvilli involve specialized myosins. The tips of the sensory (i.e., hairy) cell microvilli accumulate critical receptors. (B) The peripheral T cells are covered by finger-like protrusions that are reminiscent of microvilli on sensory cells. (C) Molecular organization of CD4 with respect to other T-cell signaling molecules (e.g., TCR) on microvilli remains unknown. These molecules may be randomly distributed (upper panel) or assembled into specific domains (lower panel). (B) Is adapted from Kim et al. (104) licensed under Creative Commons (CC BY 4.0).



Microvilli on dendritic cells interact with their counterparts on T cells during the antigen recognition (105). Biochemical and preliminary microscopy data indicate that MHCII accumulates in specialized membrane domains in a process that is regulated by members of the tetraspanins family, CD9 and CD63 (108–110). Tetraspanins CD9 and CD53 modulate the size and frequency of microvilli in leukocytes and epithelial cells (104, 111). However, it is unclear whether tetraspanins can enhance the sorting of MHCII to the tips of the microvilli; in addition, the organization of these structures on APCs must be characterized in the future.



CONCLUSIONS AND FUTURE PERSPECTIVES

The results of 30 years of research indicate that CD4 has a dual function in peripheral T cells (and potentially in thymocytes). Firstly, it interacts with its ligand in an antigen-independent manner so as to induce contact between T cells and MHCII-expressing cells (Model 3; Figure 3). Second, CD4 interacts with pMHCII-TCR in an antigen-dependent manner so as to deliver Lck kinase to the complex and thus enhance T cell sensitivity (Model 2). These two roles of CD4 do not have to be mutually exclusive. A direct role of CD4 in stabilizing the TCR-pMHCII interaction (Model 1) is not accepted any longer (62).

The antigen-independent function of CD4 is less understood. Its localization to microvilli (106) - as well as the evidence that the microvilli are the primary contacts between T cells and APCs (103–105) – indicates that CD4 can function as a scanning machinery, thus allowing T cells to select for cells that have MHCII on their surface. This may help to target TCRs toward the places with the highest MHC density and thus avoid interactions with cells that lack the ligand. The nanoscopic 3D organization of MHCII on APCs remains unknown. A full molecular anatomy of a synaptic vesicle (which was purified from neurons) indicates extreme protein density and reveals specific functional distribution of molecules in these structures (112). We believe that the creation of a similar model of microvillar tips on T cells and APCs will help to answer several intriguing questions regarding the initial phase of T-cell activation.

Importantly, the contact sites formed between T cells and APCs should also be explored using super-resolution techniques that have recently been adapted for living cells, including stimulated emission depletion (STED), super-resolution optical fluctuation imaging (SOFI) and lattice light sheet microscopy (103, 113, 114). Such studies are needed to confirm whether microvilli dominate the T cell-APC contact site and to determine the function of microvilli in T-cell activation. Other forms of membrane protrusions, such as filopodia and membrane ruffles, may also participate in this process. If CD4 scans the surface of the surrounding cells for MHCII-rich areas, it will be very important to determine whether such interactions stimulate changes in the T-cell membrane topology or molecular architecture of T cell microvilli, as has been observed in mechanosensory cells (115). Such changes may predetermine the local environment that TCRs require for rapid but highly selective antigen-induced signaling.

CD4 is one of the most studied molecules in the human body. This is mainly because it facilitates the infection of T cells with HIV-1. On the other hand, its function in various subsets of peripheral T cells remains poorly understood. New technologies that enable high-detail imaging of cellular structures provide previously unexplored ways to resolve such long-neglected topics. Using these techniques can lead to a better understanding of multifaceted role of CD4 in peripheral T cells and, potentially, in other CD4-expressing cells.
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Single-molecule localization microscopy (SMLM) techniques allow near molecular scale resolution (~ 20 nm) as well as precise and robust analysis of protein organization at different scales. SMLM hardware, analytics and probes have been the focus of a variety of studies and are now commonly used in laboratories across the world. Protocol reliability and artifact identification are increasingly seen as important aspects of super-resolution microscopy. The reliability of these approaches thus requires in-depth evaluation so that biological findings are based on solid foundations. Here we explore how different fixation approaches that disrupt or preserve the actin cytoskeleton affect membrane protein organization. Using CD4 as a model, we show that fixation-mediated disruption of the actin cytoskeleton correlates with changes in CD4 membrane organization. We highlight how these artifacts are easy to overlook and how careful sample preparation is essential for extracting meaningful results from super-resolution microscopy.
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INTRODUCTION

Super-resolution microscopy is a fundamental tool for exploring and understanding nanoscale biological assemblies. Single-molecule localization microscopy (SMLM) techniques in particular, such as photoactivated localization microscopy (PALM) (1) and stochastic optical reconstruction microscopy (STORM) (2), are the optical imaging gold standards to study membrane protein organization (3). SMLM techniques provide high spatial resolution (~ 20 nm) and allow for statistical, nonbiased analysis of membrane protein nanoscale organizations (1, 2, 4, 5). Thereby, super-resolution microscopy has provided new views on the organization of membrane receptors, from immune sensing to pathogen engagement (6). The organization of receptors into micro- and nanoclusters at the plasma membrane is a common feature and an important regulatory mechanism for cell signaling and activation (7–12). Thus, analyzing the nanoscale level organization of these molecules is critical to understand basic regulation of cellular signaling but also to understand the function of these proteins in disease. For example, CD4 plays an important role in immune cell activation through its ability to enhance T-cell receptor (TCR)-mediated signaling by binding to the antigen-presenting major histocompatibility complex II (MHCII) (13). Besides its importance in immune signaling, CD4 is also the primary cellular receptor for human immunodeficiency viruses (HIV) (13, 14). The importance of super-resolution in the study of membrane receptor organization and function cannot be overstated. A recent example is the characterization of the spatiotemporal dynamics and stoichiometry of the interactions between CD4 (and co-receptors) and HIV-1 in the context of viral entry, impossible to achieve without molecular imaging approaches (14).

A key component of membrane organization is the actin cytoskeleton (15, 16). The actin cortex underlies the plasma membrane and interacts with both lipids and membrane proteins, functioning as a dynamic scaffold providing support and force for the continuous remodeling of membrane receptor organization (17–19). It is not surprising that the actin cytoskeleton has been the subject of a considerable number of studies in a variety of biological settings, from viral engagement to axon organization using (super-resolution) microscopy (17, 20, 21).

The increased resolution and detailed analytic information provided by SMLM requires rigorous scrutiny of collected data (22–24). The succession of steps from the native organization of a receptor in the plasma membrane to the final super-resolution image can be significantly influenced by artifacts, particularly if imaging requires chemical fixation (22–24). Ideally, chemical fixation preserves the macroscopic structure of the sample as well as the native nanoscale organization of target proteins. However, true preservation at the subcellular level is not trivial, as known from electron microscopy studies (25, 26). Furthermore, chemical fixation does not immediately immobilize membrane-associated proteins (27). Thus, given the increase in resolution afforded by super-resolution microscopy, the effect of fixation has been the focus of several recent studies (22–24). Importantly, there are multiple chemical fixation methods, differing by the fixative used (e.g., paraformaldehyde, glutaraldehyde, glyoxal or methanol), the buffer composition (e.g., phosphate buffered saline, cytoskeleton stabilizing buffer or PIPES-EGTA-magnesium buffer), and physical conditions (temperature and duration) (22–24, 28–30). There is, at this stage, no standardized sample preparation protocol to study membrane protein organization. Moreover, to the best of our knowledge, there is no correlative study to understand how, in the same cells, fixation-induced changes in the actin cytoskeleton may affect membrane protein organization.

Here, we analyze how the morphology of the actin cytoskeleton changes with different chemical fixation protocols and how these changes correlate with the membrane organization of the membrane receptor CD4 (Figure 1). We show that conditions that have detrimental effects on cytoskeleton organization correlate with changes in the membrane organization of CD4. We suggest that careful sample preparation and handling during all steps leading to the final image is essential for all scientists.
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FIGURE 1. Schematics of the experimental workflow to correlate actin morphology with CD4 membrane organization. We analyse on the same cells how the actin cytoskeleton morphology changes with different chemical fixation protocols and how this correlates with the membrane organization and mobility of CD4. Cortical actin (white and gray circles); arrows represent protein mobility; GPI anchored GFP (GFP-GPI); artificial transmembrane protein with cytosolic and extracellular domains (mHoneydew and YFP, respectively - TM); CD4 fused to TagRFP-T (CD4-RFP).




Suboptimal Fixation Protocols Affect the Actin Cytoskeleton and CD4 Membrane Organization Differently

To understand the effect of suboptimal actin fixation protocols on CD4 membrane organization we correlated live-cell and fixed-cell actin and CD4 organization using NanoJ-Fluidics (31) (Figure 2A) and Structured Illumination Microscopy (SIM) (32).We imaged actin in live COS7 cells with an utrophin domain (UtrCH-GFP) (33) probe and CD4 tagged with TagRFP-T. We performed chemical fixation using three different chemical fixation protocols, 4% paraformaldehyde (PFA) in PBS at 23°C, 4% PFA in PEM (23) at 4°C or at 37°C (Figures 2B–D). Subsequently, using NanoJ-SQUIRREL (22), to compare the live-cell vs. fixed-cell organization of actin and CD4, we were able to identify the effects of the suboptimal (4% PFA in PBS at 23°C and 4% PFA in PEM at 4°C) fixation protocols on these targets and compare with the optimal protocol (37°C 4% PFA in PEM) (23). As expected (23, 24), using PBS we observed a loss of protrusive actin-based structures and actin stress fibers appear to be disassembled or disrupted (Figure 2B). The fixation resulted in an almost indiscernible actin cytoskeleton, which translates to a NanoJ-SQUIRREL error map exhibiting strong artifacts (Figure 2B). Using PEM buffer, more suited for actin preservation (23), but at a suboptimal temperature (4°C), we see less of the aforementioned defects on the actin organization (Figure 2C). Pre-warming the PFA-containing PEM buffer to 37°C yielded a similar difference between live and fixed sample as measured by NanoJ-SQUIRREL (Figure 2D). Regardless of the fixation approach we did not see an effect on CD4 membrane organization, quantified on the error maps where most of the differences are due to vesicle motion during fixation (Figures 2B–D).
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FIGURE 2. Effect of suboptimal fixation conditions on actin and CD4 organization. (A) NanoJ-Fluidics protocol to perform the live-to-fixed cell correlation under different suboptimal fixation conditions. (B) Epifluorescence and SIM imaging of COS7 cell expressing Utr(CH)-GFP and CD4-TagRFP-T live (Live) and fixed (Fixed) with 4% PFA in PBS at 23°C and corresponding NanoJ-SQUIRREL error maps (Error map). (C) same as in (B) but fixation was performed with 4% PFA in PEM at 4°C. (D) same as in (B) but fixation was performed with 4% PFA in PEM at 37°C. Scale bars are 10 μm.





The Fixation Protocol Influences CD4 Cluster Size and Cluster Density at the Cell Surface

To ascertain if CD4 membrane organization was correlated with fixation-mediated actin cytoskeleton disruption we repeated the live-to-fixed cell correlation using SMLM and PEM with different fixation temperatures. PEM is an ideal buffer for actin preservation (23), and the range of temperatures provide different fixation efficiencies, with decreasing efficiency from 37°C (ideal) to 23°C (intermediate) to 4°C (lowest efficiency). We took advantage of the versatile NanoJ-Fluidics (31) framework to correlate live and fixed cell imaging of COS7 cells (Figure 3A). As expected, regardless of the fixation strategy we obtain a fairly homogeneous distribution of CD4 on the surface of COS7 cells (Figure 3B) at an in-cell high-resolution [43–50 nm by FRC (22)]. To further explore the nature of the CD4 organization we used SR-Tesseler (4) to determine if the cluster sizes and cluster density of CD4 would change depending on the fixation approach (Figure 3C). Interestingly, despite the little changes observed by SIM (Figure 2), both CD4 cluster size and cluster density changed with the fixation approach. Whereas, the mean CD4 cluster size in ideal conditions (PEM buffer at 37°C) is 59 nm, reducing the temperature to 23 or 4°C is enough to change CD4 organization, increasing the mean cluster size to 65 nm (p < 0.001), albeit these differences are likely not biologically relevant (see section Discussion). The fixation conditions also influence the CD4 cluster density in COS7 cells, with densities of 1.3 clusters/μm2 at 37°C, 1.8 clusters/μm2 at 23°C, and 3.8 clusters/μm2 at 4°C.
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FIGURE 3. Correlation between CD4 membrane organization and actin structure fidelity upon fixation (A) NanoJ-Fluidics protocol to perform live-to-fixed cell correlation under different fixation conditions. (B) CD4 STORM imaging after fixation in different conditions (Top) and FRC map of the same region (Bottom). Scale bars are 5 μm. (C) CD4 cluster size and cluster density under different fixation conditions. (D) Diffraction limited (TIRF) live-to-fixed cell correlation using different fixation conditions. Red arrowheads highlight areas where actin disappeared upon fixation. Yellow arrowheads highlight areas where there is a difference in actin organization due to fixation. Scale bars are 1 μm. ****p < 0.001.





Fixation-Induced CD4 Reorganization Correlates With Actin Cytoskeleton Preservation

We posited that fixation-induced changes in CD4 organization could be related to disruption of the actin cytoskeleton (Figure 2). To determine if the actin cytoskeleton was affected we compared the actin organization in the cells pre- and post-fixation (Figure 3D). We observed a disruption of the actin cytoskeleton at 23 and 4°C when compared with fixation at 37°C (Figure 3D). Independent of the fixation condition the post-fixation actin organization is different from the live-cell actin organization (Figure 3D yellow arrowheads). With the decrease in fixation temperature there is a step-wise decrease in the fidelity of the fixed-cell actin structure in relation to the one observed in live-cells. At lower fixation temperatures, actin filaments disappear and there are gaps in the actin structure, possibly related to cell detachment from the substrate or actin cytoskeleton disruption (Figure 3D red arrowheads). These artifacts are less prevalent in cells fixed under conditions that preserve the actin cytoskeleton structure.



CD4 Membrane Reorganization Is not Related to Fixation-Induced Cell Membrane Disruption

The difference in membrane receptor organization could be the result of the dependence of fixation efficiency on temperature. Employing our live-to-fix approach, we sought to determine how quickly the addition of PFA-containing PEM buffer immobilizes membrane associated proteins (Figure 4). An artificial transmembrane protein with a ~30 kDa cytosolic and extracellular domain (mHoneydew and YFP, respectively) was expressed in COS7 cells and individual proteins tracked with uPAINT (34), i.e., by adding low concentration (~20 pMol) of Atto647N labeled anti-GFP nanobodies (Chromotek) to the medium (Figure 4B, first panel). Diffusion coefficients based on particle velocity were 0.27 ±0.06 μm2/s (mean). Exchanging the cell culture medium with 37°C pre-warmed 4% PFA in PEM immediately reduced the diffusion speed of transmembrane proteins (Figure 4B, middle panel, arrow) and, after 10 min fixation, 97% of proteins were immobilized (D < 0.05 μm2/s) (Figure 4C). Addition of cold (4°C) 4% PFA in PEM had similar effects on measured diffusion coefficients and mobility (Figure 4C). Next, we tested if the same was true for a GPI-anchored protein that lacks any cytosolic domain that might interact directly with the cytoskeleton. GPI-anchored GFP was tracked via anti-GFP nanobodies. Addition of warm (37°C) or cold (4°C) 4% PFA in PEM buffer to live cells reduced the mobility of tracked individual particles without immobilizing them completely (Figure 4D, middle panel, arrow). In contrast to the transmembrane probe, only some particles were immobilized after fixation for 10 min. The reduction of diffusion coefficients as measured by velocity or mean square displacement (Figure 4E, left and middle panel) was not significantly different based on temperature. The mobile fraction was reduced to 36 and 32% (mean) after warm and cold fixation, respectively. Thus, changes in diffusive behavior were more dependent on the type of membrane protein tracked, rather than the fixation conditions (Figures 4C,E), which is in agreement with previous publications (27). However, even with only 4% PFA and without any cross-linking fixatives, we observed a rapid immobilization of transmembrane proteins that would prevent artificial clustering by subsequent antibody labeling approaches. Comparison of trajectories during the 10 s before and after addition of the chemical fixative showed an immediate shift of the histogram of diffusion coefficients determined via MSD toward lower values (Figure 4F). While there was no striking difference between pre-warmed and ice-cold fixative, we observed a trend toward a faster decrease in mobility at the higher temperature.
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FIGURE 4. Single-particle tracking of membrane probes during live fixation. (A) Experimental workflow for live and fixed cell single-particle tracking. (B) Trajectories of a transmembrane probe with cytosolic and extracellular domains, tracked via fluorescently-labeled nanobodies on live cells (left). Middle panel show a typical trajectory with Brownian motion at the start (arrowhead) and immobilization upon addition of 4% PFA in PEM buffer (arrow). All transmembrane proteins appear immobilized in fixed cells. (C) Quantification of diffusion coefficient D based on velocity (left), mean-square displacement (middle) and percentage of mobile (D>0.05μm2/s) particles (right). No significant difference between chemical fixation at 4 or 37°C was observed. (D) Trajectories of GPI-anchored probe tracked via fluorescently labelled nanobodies on live cells (left). Middle panel show a typical trajectory with Brownian motion at the start (arrowhead) and reduced mobility upon addition of 4% PFA in PEM buffer (arrow). Some GPI-anchored proteins are immobilized in fixed cells while a fraction remains mobile. (E) Quantification of diffusion coefficient D based on velocity (left), mean-square displacement (middle) and percentage of mobile (D>0.05μm2/s) particles (right). (F) No significant difference between chemical fixation at 4 or 37°C was observed despite a trend toward faster fixation at warmer temperatures. Scale bars are 5 μm (left, right) and 500 nm (middle panels).





Chemical Fixation Immediately Stops Cellular Motion

We determined how long cellular processes such as the motion of intracellular vesicles or lamellipodia persist during chemical fixation with PFA and whether this process was temperature dependent. Live COS7 cells were imaged in phase-contrast (Figure 5A). Upon exchange of the medium with 4% PFA pre-warmed to 37°C all cellular motion stopped immediately as determined by correlating images with the previous frame for the entire field of view (Figure 5B) or selected regions (Figures 5C,D and Supplementary Movies 1, 2). The plateaus in correlations pre- and post PFA addition correspond to cellular motion and noise during imaging. Chemical fixation with ice-cold 4% PFA inhibited cellular motion equally fast (Figures 5E–G). The increased fluctuations in correlations (Figures 5F,G) were caused by a shift in the focal plane, also observed in the image sequence (Figure 5 and Supplementary Movies 3, 4).
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FIGURE 5. Cellular motion is immediately stopped by chemical fixation with PFA (A) Live COS7 cell imaged with phase contrast microscopy. (B) Image correlation between subsequent frames indicates an immediate stop of cellular processes at t = 0 min when the medium was replaced with warm 4% PFA. (C) Correlations for regions of interest with vesicles (purple) or lamellipodia (green). (D) Time-lapse of images before and after addition of the chemical fixative. Cellular features become static within 30 s. (E) Live COS7 cell imaged with phase contrast microscopy. (F) Image correlation between subsequent frames indicates an immediate stop of cellular processes at t = 0 min when the medium was replaced with cold 4% PFA. (G) Correlations for regions of interest with vesicles (purple) or lamellipodia (green). (H) Time-lapse of images before and after addtion of the chemical fixative. Cellular features become static within 30 s. Scale bars are 10 μm (A,E) and 3 μm (D,H).





Discussion

The super-resolution revolution in optical microscopy offers even inexperienced users up to 10-fold increased resolution on commercial systems that have become commonly available through imaging facilities. However, established sample preparation protocols that were previously acceptable may be inadequate for super-resolution microscopy, as the inaccuracies are no longer masked by the diffraction limit. While the importance of careful sample preparation is readily accepted, its assessment remains challenging. Neglecting to recognize this cost associated with increased resolution could render imaging results useless or worse might incorrectly inform researchers about a biological system. To demonstrate sample preparation inadequacies in imaging regimes, we took advantage of NanoJ-Fluidics (31) and NanoJ-SQUIRREL (22) to compare the pre- and post-fixation actin structures and CD4 cellular organization, in the same cells. We asked what would be the influence of chemical fixation using different imaging regimes with increasing resolution (TIRF, SIM and SMLM) by correlating pre- and post-fixation images. The actin cytoskeleton acts as a supporting scaffold that orchestrates the organization of the plasma membrane (35, 36). However, while actin filaments are strongly affected by chemical fixation conditions, the plasma membrane itself is affected to a lesser extent. Chemical fixation is usually fast and even a simple protocol can achieve structural preservation of the organization of transmembrane proteins in the plasma membrane. Despite the availability of chemical fixation protocols that preserve the actin cytoskeleton, the predominant approach for studying protein organization is fixation with 4% PFA in PBS. Our data suggests this is insufficient to produce reliable imaging data on receptor distributions for imaging modalities that break the diffraction limit. The chemical fixation protocol used was shown to play a crucial role on the introduction of artifacts. We applied SQUIRREL, a recently developed quality metric tool (22), to quantify how much cytoskeletal structures are distorted by chemical fixation at exemplary conditions. Our approach is widely applicable to determine the impact of any fixation protocol beyond those tested. Of course, a correlation between pre- and postfixation structures is required which, albeit greatly facilitated by NanoJ-Fluidics (31), is still a time-consuming quality control approach. However, in our opinion, the benefit of increased confidence in light microscopy data is worth the added effort. The increase in cluster size and density we observed could be due to: (1) disruption of the actin cytoskeleton organization that could affect to CD4 membrane organization via protein-protein interaction; (2) fixation-induced changes in membrane properties, which would cause artificial reorganization of membrane proteins; (3) a combination of both factors. Using super-resolution microscopy we could show that the changes in CD4 organization coincided with a disrupted actin cytoskeleton profile. The cluster size in optimal conditions suggests CD4 may be organized in dimers (as seen by the mean cluster size of ~60 nm), which is consistent with its suggested capacity to homo-dimerize, a process that may increase the avidity of its binding to MHCII (37). The differences observed between temperatures regarding CD4 cluster size are negligible (~6 nm) and likely related to the high number of data points skewing the statistical analysis. This is something the reader should always have in mind when analyzing statistical significance, as in this case the ~6 nm is significantly below the resolution our setup can provide and within the linker error introduced by using antibodies (~10 nm). The cluster density suggests a homogeneous distribution consistent with COS7 non-native CD4 expression. It is important to highlight that the considerable differences in cluster density are in a system where CD4 does not normally exist, hence lacking the regulatory machinery or native interactions that may normally regulate CD4 distribution. Presumably, the observed differences would be more striking in CD4-positive immune cells where CD4 is linked to p56/LCK (38). Interestingly, the degree of actin cytoskeleton disruption is consistent with the extent of the changes we observe in CD4 membrane organization. After chemical fixation at 4°C we observed almost complete disruption whereas at 23°C the cell displays a mixture of regions with disrupted and non-disrupted actin structures. This suggests that despite CD4 not existing in COS7 cells in native conditions, CD4 organization may be affected by the structure of the dense actin cortex (possibly through its cytoplasmic domain). Consequently, inadequate actin chemical fixation regimes can affect CD4 membrane organization and influence the biological information extracted from SMLM CD4 analysis. Challenging fields, such as the spatial distribution of immunomodulatory receptors require rigorous controls. For example, actin cytoskeleton dynamics affect clustering in immunological synapses (39, 40). Our approach could be employed to quantify the effects of actin perturbing drugs used on these cells.

We cannot exclude that membrane disruption and reorganization (such as membrane permeabilization or steep temperature mismatches between live-cell and fixation buffers, respectively) also plays a role in exacerbating the differences we observe. The importance of membrane composition and organization for surface protein distribution is well-known (41–43). Nonetheless, an indirect actin-related effect cannot be disregarded. The link between membrane composition and actin regulation is also recognized (44). For example, it is known that the pool of actin monomers is modulated by phosphoinositides (45, 46), or that alterations in the levels of cholesterol can change the membrane-cytoskeleton adhesion properties (47). However, our objective is to inform the reader on the possible outcomes that common sample preparation approaches (as multi-target IF or the use of intracellular epitopes, or different fixation temperatures) may have. If possible, cell membrane permeabilization and steep temperature changes should be avoided for their effect on the sample. Additionally, thermal drift affecting the optical system may reduce image quality or introduce artifacts.

These results are further supported by single-particle tracking experiments. Single-particle tracking of transmembrane proteins and a GPI-anchored protein showed that the size and orientation in the plasma membrane was more important than fixation conditions. GPI-anchored proteins that reside in the outer leaflet of the plasma membrane with only indirect interaction with the submembrane cytoskeleton (48) remain largely mobile in ideal actin-preserving conditions. Any distribution or clustering analysis must rule out post-fixation aggregation, e.g., by the use of single-binders such as nanobodies. This is in agreement with STED and FRAP data showing that appropriate fixation is critical for imaging of microclusters (49). In contrast, transmembrane proteins with a cytosolic domain such as CD4 or our artificial transmembrane probe are quickly immobilized, indicating an interaction with the submembrane cytoskeleton. During single-particle tracking of membrane probes at 45 Hz, we observed a trend toward faster immobilization in the first few seconds after addition of the pre-warmed chemical fixative. During phase contrast imaging at 0.066 Hz cellular motion was halted within 30 s for both conditions tested. The increased fluctuations in correlation analysis after addition of ice-cold fixative was likely due to thermal effects on sample structure and microscope optics and not diffusion or reaction rate of the fixative. Our observation that CD4 membrane organization is affected by poor actin chemical fixation should serve as a cautionary tale for sample preparation approaches to study membrane proteins. Optimal fixation approaches preserve the cortical actin cytoskeleton structure and the organization of transmembrane proteins in a near-native state (Figure 6). Conversely, suboptimal fixation conditions induce deformations of membrane and cytoskeleton that can result in artifacts that can influence the organization of membrane proteins, such as CD4 (Figure 6). Although, we and others (40, 50–54) suggest that the actin cytoskeleton, protein-protein interactions and the physiological context (e.g., temperature) are important for membrane proteins organization, many studies using SMLM focus on imaging unknown structures and distributions of proteins that do not have a known organization. It is important to highlight that this work does not intend to suggest a direct correlation between the actin cytoskeleton and CD4 surface organization (or other surface proteins). Rather that when performing essential protocol optimization, preservation of the overall cellular structure and physiological context should be a priority. This work also aims to highlight that there are already established protocols that serve as excellent starting points (23, 24, 29, 30), hardware that permits the optimization of such protocols to be streamlined (31, 55) and tools that allow for seamless analysis of possible bottlenecks (22, 55). In conclusion, to extract the most from SMLM experiments it is essential to use reliable and repeatable imaging protocols that preserve, as much as possible, the overall cellular structure.
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FIGURE 6. Model of changes induced by chemical fixation on membrane architecture. Optimized fixation with PFA preserves the cortical actin cytoskeleton structure in a state resembling live imaging and rapidly stops diffusion of transmembrane proteins. Suboptimal fixation conditions induce deformations of membrane and cytoskeleton and could thereby introduce artifacts. While the mobility of membrane probes is reduced similarly to optimized chemical fixation the overall organization could be altered due to interruptions of the cytoskeleton. GPI anchored GFP (GFP-GPI); artificial transmembrane protein with cytosolic and extracellular domains (mHoneydew and YFP, respectively - TM); CD4 fused to TagRFP-T (CD4-RFP).






METHODS


Cell Lines

COS7 cells were cultured in phenol-red free DMEM (Gibco) supplemented with 2 mM GlutaMAX (Gibco), 50 U/ml penicillin, 50 μg/ml streptomycin (Penstrep, Gibco) and 10% fetal bovine serum (FBS; Gibco). Cells were grown at 37°C in a 5% CO2 humidified incubator. Cell lines have not been authenticated.



Plasmids

The plasmid expressing the calponin homology domain of utrophin fused to GFP (GFP-UtrCH) was a gift from William Bement (33) (Addgene plasmid #26737). The plasmid expressing the cluster of differentiation 4 (CD4) fused to TagRFP-T was constructed for this study by fusing the CD4 (56) and TagRFP-T (57, 58) genes by overlapping PCR, with a 10 amino-acid linker (GGGGSGGGGS) encoded in the overlap primers, and cloning the resulting fragment into pcDNA3.1+ (Thermo Fisher Scientific) using HindIII and XhoI restriction enzymes (Promega). This plasmid is available from Addgene (Addgene plasmid #119238). The plasmid expressing GPI-GFP was a kind gift from Ari Helenius. The plasmid expressing the artificial transmembrane probe was constructed based on Patrick Keller's L-YFP-GT46 (59) by adding the beta-barrel fluorophore mHoneydew on the cytosolic side to increase size (60).



Live-to-Fixed Super-Resolution Imaging

The NanoJ-Fluidics syringe pump array was installed on a Zeiss Elyra PS.1 microscope equipped with 405, 488, 561, and 642 nm lasers (50, 200, 200, and 160 mW at the optical fiber output). All steps after cell transfection were performed on the microscope, using NanoJ-Fluidics (31, 61). COS7 cells (kind gift from Dr. A. Saiardi) were seeded on ultraclean (62) 25 mm diameter thickness 1.5H coverslips (Marienfeld) at a density of 0.3–0.9 × 105 cells/cm2. One day after splitting, cells were transfected with UtrCH-GFP and pCD4-TagRFP-T using Lipofectamine 2000 (Thermo Fisher Scientific) according to the manufacturer's recommendations. Cells were imaged 1–2 days post transfection in culture medium using an Attofluor cell chamber (ThermoFisher), covered with the lid of a 35 mm dish (ThermoFisher), that was kept in place using black non-reflective aluminum tape (T205-1.0 AT205, THORLABs).

Cells were fixed at 4, 23, or 37°C for 15 min with freshly prepared 4% paraformaldehyde (PFA) in the cytoskeleton-preserving buffer “PIPES-EGTA-Magnesium” (PEM: 80 mM PIPES pH 6.8, 5 mM EGTA, 2 mM MgCl2) (23) or at 23°C for 15 min with 4% PFA in Phosphate Buffer Saline (PBS: 0.14 M NaCl, 10 mM NaH2PO4, 10 mM Na2HPO4).

For stained cells (Figure 2), after fixation cells were permeabilised (PEM with 0.25% Triton-X-100) for 20 min (at 23°C), blocked with blocking buffer [5% Bovine Serum Albumin (BSA) in PEM] for 30 min (at 23°C), and stained with anti-CD4 mAb (OKT4, 6 μg/ml) for 60 min (at 23°C), followed by anti-mouse Alexa Fluor 568 secondary Ab (Molecular Probes) for 60 min (at 23°C).

Structured Illumination Microscopy (SIM) imaging was performed using Plan-Apochromat 63x/1.4 oil DIC M27 objective, in a Zeiss Elyra PS.1 microscope (Zeiss). Images were acquired using 5 phase shifts and 3 grid rotations with the 561 and 488 nm lasers (at 5–10% of maximum output), and filter set 4 (1,851–248, Zeiss). Images were acquired using a sCMOS (pco.edge sCMOS) camera.

Total Internal Reflection Fluorescence (TIRF) imaging of live COS7 cells was performed at 37°C and 5% CO2 on a Zeiss Elyra PS.1 microscope with 488 nm and 561 nm laser illumination at 0.5% of maximum output. A 100x TIRF objective (Plan-APOCHROMAT 100x/1.46 Oil, Zeiss) with additional 1.6x magnification was used to collect fluorescence onto an EMCCD camera (iXon Ultra 897, Andor), yielding a pixel size of 100 nm. TIRF STORM imaging of anti-CD4 Alexa Fluor 568 in fixed cells was performed on the same system. 50,000 frames were acquired with 33 ms exposure and 561 nm laser illumination at maximum output power with 405 nm pumping when required (0.5–1% of maximum output when the blinking density was bellow 1 particle/μ m2). STORM imaging was performed in GLOX buffer (150 mM Tris, pH 8, 1% glycerol, 1% glucose, 10 mM NaCl, 1% β-mercaptoethanol, 0.5 mg/ml glucose oxidase, 40 μg/ml catalase). Single-particle tracking was performed in medium at 37°C and 5% CO2 on a Zeiss Elyra PS.1 microscope in TIRF mode by acquiring 250/500 frames at 45 FPS with 642 nm laser illumination at 5% of maximum output. Live fixation during phase contrast imaging was performed in medium at 37°C and 5% CO2 on a Zeiss Elyra PS.1 microscope at 0.066 FPS with white LED illumination. For live-fixation, medium was replaced by either ice-cold or 37°C pre-warmed 4% PFA in PEM buffer.



Image Reconstruction and Analysis

For Figure 2 images were processed using the ZEN software (2012, version 8.1.6.484, Zeiss). For channel alignment, a multi-colored bead slide was imaged using the same image acquisition settings. For STORM datasets localizations were detected and rendered using ThunderSTORM (63) with default settings. Fourier Ring Correlation (FRC) values were obtained using NanoJ-SQUIRREL after reconstruction of original data separated into two different stacks composed of odd or even images (22). NanoJ-SQUIRREL and ThunderSTORM are available in Fiji (64). Statistical analysis (ordinary one-way ANOVA) was performed using Prism7 (GraphPad). Single-particle tracking data was analyzed using Trackmate (65) in Fiji and MSDanalyzer (66) in MATLAB (Mathworks). Images sequences for movies were bleach corrected (Fiji) and drift corrected (NanoJ).

Cross-correlation analysis was performed to analyse the stability of samples pre- and post-fixation. Analysis was performed using a custom-written plugin for Fiji (64) using tools from the NanoJ-Core software package (55). Phase contrast images were first drift-corrected using the drift correction functionality of NanoJ-Core. A normalized 2D cross-correlation matrix (CCM) was calculated between each frame of the image series and the frame immediately preceding it. The peak intensity in the CCM indicates the similarity between the two images, where a value of 1.0 indicates perfect similarity between the images. The plugin for this analysis is including in the latest release of the NanoJ-Core software package as “Similarity Evolution”.
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Phosphoinositides, together with the phospholipids phosphatidylserine and phosphatidic acid, are important components of the plasma membrane acting as second messengers that, with diacylglycerol, regulate a diverse range of signaling events converting extracellular changes into cellular responses. Local changes in their distribution and membrane charge on the inner leaflet of the plasma membrane play important roles in immune cell function. Here we discuss their distribution and regulators highlighting the importance of membrane changes across the immune synapse on the cytoskeleton and the impact on the function of cytotoxic T lymphocytes.

Keywords: T cells, cytotoxic T lymphocytes (CTLs), phospholipids, phosphatidylinositol 4,5-bisphosphate (PI(4,5)P2), diacylglycerol (DAG), phosphatidylinositol 3,4,5-trisphosphate (PI(3,4,5)P3)


CYTOTOXIC T CELLS, THE IMMUNE SYNAPSE AND PHOSPHOLIPIDS

Cytotoxic T lymphocytes (CTLs) are important for the clearance of cancerous and virally infected cells. Their task is more difficult as cancers and virally infected organs present as a mosaic of diseased and healthy cells within the tissue. CTLs specifically target infected or cancerous cells using the T cell receptor (TCR) recognizing peptide-loaded, major histocompatibility complex class one (pMHC I) on the surface of an antigen presenting cell [APC; reviewed in (1)]. TCR activation triggers a cascade of signaling events that results in the formation of a characteristic cell-to-cell contact between APCs and the CTLs referred to as the immune synapse [reviewed in (2)]. In CTL TCR clusters at the center of the synapse and lytic granule secretion occurs at a specialized secretory domain, next to the site of signaling (3, 4).

Actin depletion is an essential event that regulates lytic granule secretion at the synapse of both CTLs and natural killer cells (5–8). Although phospholipids and phosphoinositides have been well-characterized as regulators of actin reorganization during phagocytosis and macropinocytosis (9), their role in actin reorganization at the synapse has only recently emerged with more accurate lipid probes allowing visualization of their distribution and regulation across the synapse (10).

Figure 1 shows the metabolic pathways involved in lipid signaling events within the plasma membrane and endocytic system. Upon initial contact between the CTLs and APCs, F-actin initially accumulates across the forming interface before rapidly depleting as TCR activation triggers changes in the lipid composition across the immune synapse (7, 11). These changes are initiated by TCR activation of the LAT signalosome with Slp76, Gads and phospholipase C gamma 1 (PLCγ1) which rapidly accumulates in clusters as the synapse forms, recruiting other effector proteins that together potentiate signaling (12, 13). DAG, the product of PLCγ1 mediated cleavage of phosphatidylinositol 4,5-bisphosphate (PI(4,5)P2), accumulates as PI(4,5)P2 diminishes across the synapse. Together with other changes an area of membrane specialization is formed (Figure 2).
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FIGURE 1. Metabolic pathways and location of signaling lipids in cells. PS, phosphatidylserine; PE, phosphatidylethanolamine; PA, phosphatidic acid; PC, phosphatidylcholine; PI, phosphatidylinositol; PI(3)P, phosphatidylinositol 3-phosphate; PI(4)P, phosphatidylinositol 4-phosphate; PI(5)P, phosphatidylinositol 5-phosphate; PI(4,5)P2, phosphatidylinositol 4,5-bisphosphate; PI(3,4)P2, phosphatidylinositol 3,4-bisphosphate; PI(4,5)P2, phosphatidylinositol 3,5-bisphosphate; PI(3,4,5)P3, phosphatidylinositol 3,4,5-trisphosphate; DAG, diacylglycerol; I(1,4,5)P3, inositol 1,4,5-trisphosphate; I(1,3,4,5)P4, inositol 1,3,4,5-tetrakisphosphate; PSD, phosphatidylserine decarboxylase; PIK3C2, Phosphatidylinositol 4-phosphate 3-kinase C2 domain-containing subunit α/β/γ; PIKFYVE, Phosphatidylinositol 3-phosphate 5-kinase/FYVE finger-containing phosphoinositide kinase; MTM1/MTMR, Myotubularin/Myotubularin related 1-14; Fig4 Polyphosphoinositide phosphatase; Tmem55b/a, Type 2 phosphatidylinositol 4,5-bisphosphate 4-phosphatase/Type 1 phosphatidylinositol 4,5-bisphosphate 4-phosphatase; PIP4KII Phosphatidylinositol 5-phosphate 4-kinase type-2α/β/γ; PI4K2/III, Phosphatidylinositol 4-kinase type 2α/β/Phosphatidylinositol 4-kinaseα/β; PIP5K, Phosphatidylinositol 4-phosphate 5-kinase α/β/γ; PI3K, Phosphatidylinositol 4,5-bisphosphate 3-kinaseα/β/γ/δ; SHIP1/2, SH2 domain-containing inositol 5′-phosphatase 1/SH2 domain-containing inositol 5′-phosphatase 2; Inpp5e, Inositol polyphosphate 5-phosphatase E; OCRL1, Inositol polyphosphate 5-phosphatase; SynJ1/2, Synaptic inositol 1,4,5-trisphosphate 5-phosphatase1/2; PTEN, Phosphatidylinositol 3,4,5-trisphosphate 3-phosphatase and dual-specificity protein phosphatase; Inpp5k, Inositol polyphosphate 5-phosphatase K; PLCγ1, phospholipase C γ1; DGK, diacylglycerol kinaseα/ζ PAP PLD1/2 phospholipase D1/2; Inpp4a/b, Type I inositol 3,4-bisphosphate 4-phosphatase/Type II inositol 3,4-bisphosphate 4-phosphatase; ER, endoplasmic reticulum.
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FIGURE 2. Schematic of the signaling events during initial contact and across the immune synapse of CTL. Cartoons showing the changes in distributions of phosphoinositides, phospholipids, DAG, and regulators between the initial contact between CTL (light orange) and APC (light blue) and the synapse formed. Lower panel provide details on the lipid content of the membrane at the observed point. As the synapse matures the cSMAC (dark red), pSMAC (green), and dSMAC (light orange) form together with the secretory domain (blue). F-actin (orange hashes) PI(4)P, PI(4,5)P2, PIP5K, and PI(3,4,5)P3 are depleted and PLCγ1, PI(3,4)P2 and DAG accumulate across the center of the synapse as indicated by the intensity on the gray scale.





LIPID REGULATION GENERATES MEMBRANE SPECIALIZATION

Low levels of phosphoinositides in membranes allow for exquisite regulation of signaling, with small changes modulating recruitment of signaling proteins. In CTLs the key event in response to changes initiated by TCR activation of PLCγ1 is the loss of PI(4,5)P2 across the immune synapse, which results in a loss of cortical actin across the membrane, allowing granule secretion to occur (10). Equally important to events driving the loss of actin across the synapse are the mechanisms that prevent PI(4,5)P2 being rapidly replenished by the PIP5 kinases (PIP5K). Although PIP5K family members are recruited to the immune synapse in Jurkat cells, these studies did not examine dynamic temporal events (14, 15). When PIP5K dynamics were examined it was found that these kinases are also depleted across the synapse upon TCR activation, and the ability to replenish PI(4,5)P2 via this pathway is also lost (10). Exactly how this coordinated loss of PI(4,5)P2 and the kinase that usually maintains PI(4,5)P2 levels in the plasma membrane occurs in response to TCR activation also emerged from these studies. Several different mechanisms have been shown to control PIP5K membrane association in different cell types, including recruitment via Rac1, ARF6, AP-2, beta-arrestin, talin, and PI(4)P (16–20). However, in macrophages the mechanism for PIP5K membrane association occurs via an electrostatic switch, by virtue of a series of polybasic amino acids that project from a conserved alpha-helix and interact with negatively charged PI(4,5)P2 in the membrane (21, 22). This electrostatic mechanism also functions in T cells and provides a very elegant way of coupling TCR activation with membrane changes that control secretion. Upon TCR activation the loss of PI(4,5)P2 by PLCγ1 also causes a loss of negative charge as DAG replaces PI(4,5)P2. This rapid loss of negative charge causes PIP5K to dissociate from the plasma membrane across the synapse so that PI(4,5)P2 can no longer be replenished via this route. This rapid loss of PI(4,5)P2 drives a rapid loss of actin favoring granule secretion (10). In this way, a small shift in the balance of phosphoinositides is able to control CTL killing.

One challenge to maintaining lipid specialization is that most lipids are highly diffusible within the plasma membrane. DAG has been reported to be a highly diffusible lipid when tracked with the PKC-theta C1 domain probe in B cells (23); nevertheless a DAG gradient is maintained at the synapse membrane by the interplay of lipases and kinases (24). Using diacylglycerol kinase (DGK) α or ζ null mice and TIRFM on activating membranes this study shows that CD8 and CD4 T cells deficient in DGKα have a centrosome polarization defect. This was due to the diffuse distribution of DAG across the synaptic membrane suggesting that the restriction of DAG in the cSMAC is an important feature for centrosome recruitment to the membrane and that DGKα acts to ensure the focus of DAG in the membrane. Importantly, DGKα localized to the dSMAC suggesting it fences in the DAG to the central synapse (24). Any DAG that moves toward the periphery at the concentration of active DGKα is metabolized to PA, which may also constrain RasGrp signaling to the central synapse (25, 26). This limits DAG to a relatively tight area of the membrane and this in turn maintains the polarizing signal (24). More importantly, DAG would create a spatially regulated docking site for centrosome delivery to the synapse. DGKζ deletion had no effect on the spatial regulation of DAG at the synapse and did not prevent centrosome polarization (24). Although, the role of DGKζ is less clear at the synapse where it is implicated in the regulation of signal strength at the synapse through its control of the Ras and Erk pathways (27).

Intriguingly many other proteins have specific domains or positively charged outer surfaces that allow sensing of charge changes at the plasma membrane [reviewed in (21),(28–32)]. A number of synthetic probes exist to detect charge in the membrane, based on arginine and lysine rich amino acid chains, with a lipidation motif at their C-terminus. These include the Kras+8 probe, R-pre probe, and the MCS+ probe based on R-pre [described in detail in (32–34)]. The drop in charge in both the CTL synapse and in Jurkat cells has been detected with these probes (10, 33), suggesting this is a general mechanism for modulating the immune synapse membrane.



PI(4,5)P2, PIP5K, AND PLCγ1 REGULATE THE ACTIN CYTOSKELETON IN THE SYNAPSE

F-actin dynamics at the synapse are important for TCR signaling and delivery of granules to the synapse membrane (7, 35, 36). Several lines of evidence support a link between the loss of PI(4,5)P2 and the loss of actin across the synapse. First, the loss of PI(4,5)P2 correlates both spatially and temporally with the loss of actin [(7); Figure 2]. Second, the phospholipase C inhibitor, U73122, which inhibits PLCγ1, blocks actin loss from the central synapse region. Thirdly, blocking the depletion of PIP5K proteins from the synapse by tagging PIP5Kβ with the palmitoylation domain of Lyn protein, blocks actin depletion across the synapse.

The role of PI(4,5)P2 in recruiting actin to the cortical membrane is mediated by a number of actin-recruiting proteins that bind directly to PI(4,5)P2. These include the Ezrin/Radaxin/Moesin (ERM) proteins which interact with PI(4,5)P2 via their FERM domains (37). Phosphorylation of ERM proteins stabilizes their open conformation and allows for bridging of the actin cytoskeleton and PI(4,5)P2 (38, 39). PIP5Ks have also been shown to recruit ERM to the membrane of primary 5C.C7 TCR T cells by production of PI(4,5)P2 (40). Interestingly, ERM proteins deplete across the CD4 T cell synapse after initial contact between T cell and APC (41). Furthermore, cleavage of PI(4,5)P2 by PLCγ1 triggers depletion of Ezrin from the membrane in CTLs (39).

Wiskott-Aldrich syndrome protein (WASp) also plays a role in actin recruitment, interacting directly with PI(4,5)P2 via a polybasic region. Interestingly, WASp has a direct role in TCR activation and regulation of PLCγ1 activity in the CTL membrane. WASp recruitment to TCR complexes is thought to be required for efficient activation of TCR and the subsequent recruitment of PLCγ1, PI(4,5)P2 metabolism and calcium signaling; all of which were defective in WASp null T cells (36). This suggests that TCR activation via WASp occurs early in signaling when the membrane has abundant levels of PI(4,5)P2, or occurs later at the periphery of the maturing synapse where PI(4,5)P2 is also abundant. Alternatively, low levels of PI(4,5)P2 present in the central synapse might be sufficient to recruit WASp, or perhaps WASp might be recruited via PI(3,4)P2, which is a mirror image of the PI(4,5)P2 and is abundant at the central synapse membrane.



PI(3,4,5)P3 DISTRIBUTIONS LEAD TO FORCES ACROSS THE SYNAPSE

Most research to date has focused on understanding the interplay of signaling proteins on the CTL side of the immune synapse. However, this is only half the story in the interaction between T cell and target. The membrane tension generated on the target side of the synapse is an important regulator of perforin-mediated killing. Phosphoinositides, actin and integrins are all thought to mediate forces sensed by the target. The phosphoinositide PI(3,4,5)P3 controls actin movement in the periphery through Rac1 activity, a potent regulator of actin cytoskeletal dynamics. These actin mediated forces are focused in the dSMAC where engulfment and cell motility protein 1 (ELMO) is recruited to the plasma membrane via PI(3,4,5)P3. Here it interacts with dedicator of cytokinesis protein 2 (DOCK2) activating Rac1 to initiate WAVE driven actin dynamics (42).

More recently a role for PI(3,4,5)P3 in force generation at the synapse was demonstrated using deflection of micropillars to measure forces. Consistent with the earlier findings, loss of DOCK2 resulted in a loss of force across the synapse (43). This elegant system was also able to reveal force direction and showed that early forces pushed in to the periphery in a process termed mechanopotentiation. These results suggested that these forces, which were myosin II dependent and were increased when PTEN was silenced, increased membrane tension across the APC membrane, potentiating perforin-mediated killing (35, 43).

Integrin interactions, supported by the local lipid microenvironment, also play an important role in generating actin-driven forces across the synapse. Integrin activators kindlin-3 and talin, which stabilize the extended conformation of the integrin in to the extracellular milieu, depend on the presence of PI(3,4,5)P3 and PI(4,5)P2 (44, 45). Kindlin-3 may be dispensable for synapse formation and integrin activation in T cells (46–48), whereas talin and vinculin's interaction with integrins drives TCR responses in CD4 T cells (49). PI(3,4,5)P3 is thought to drive actin flow at the periphery of the synapse which in turn regulates integrin and WAVE activation (43). Integrins are drawn in the direction of the actin flow in CTLs, with continued ruffling between CTLs and APC generating tension (50). The actin cytoskeleton in the dendritic cell also supports T cell interaction through the stabilization of ICAM-1contributing to the forces generated (51). Although the direction of actin flow in the synapse is controversial, with TIRF imaging interpreted as showing a centripetal inward flow of actin to the dSMAC (52), while lattice light sheet showed a rearward flow of peripheral lamellipodial actin toward the uropod of CTL (7), the direction of actin flow in the synapse will have an important role in integrin activation and forces generated at the synapse.

TCR activation in the periphery also drives inside out integrin activation and tension creation, as CasL, a phosphoprotein with multiple kinase docking sites is recruited to the peripheral TCR complexes and support larger TCR clusters when present. CasL recruitment led to integrin activation at the immune synapse (53), further building on the hypothesis that continued actin dynamics, TCR activation and integrin activation support each other in synapse formation. Activation of integrin leukocyte function-associated molecule 1 (LFA-1; CD11a/CD18 heterodimer) in the CD4 T cell immune synapse results in a significant increase in TCR activation (49, 54, 55). TCR activation, actin dynamics and integrin adhesion in the periphery clearly increase further TCR:MHCI interactions, potentiating signaling and synapse lifetime. This may suggest why PI(3,4,5)P3 supported actin dynamics in the distal synapse region is important for CTL killing.



DIACYLGLYCEROL AT THE IMMUNE SYNAPSE

As already mentioned phosphoinositide changes play a role in directing granules to the synapse. DAG, generated by the initial cleavage of PI(4,5)P2, controls the movement of the centrosome to the synapse membrane through its activation of kinases and motor proteins (56–58). Inositol 1,4,5-trisphosphate (IP3) either binds receptors in the endoplasmic reticulum activating calcium release from intracellular stores or is converted into IP4 and involved in ITK signaling (59). The importance of DAG is clear from studies in which the conversion of PI(4,5)P2 to DAG or un-caging of DAG (independent of calcium signaling) by fluorescence activation are sufficient to polarize the centrosome to the plasma membrane (58). Computer modeling of DAG in membranes suggests that DAG is a mediator of gross biophysical changes within the membrane due to changes in head group spacing and hydrophobic fatty acid packing. These changes in local membrane spacing would allow for improved localization of the DAG dependent protein kinase C (PKC) family members and C1 domain containing proteins (60). DAG plays many other roles at the synapse, supporting the activation of PKC family members, protein kinase D (PKD) and RAS guanyl-releasing protein/RasGRP (57, 61, 62).

Production of DAG at the T cell synapse membrane is important for recruiting PKD. PKCβ, which is a transient resident of the synapse, activates PKD at the synapse after DAG binding (57, 62). There are multiple targets for PKD after activation including transcription factors, the actin cytoskeleton and multiple serine/threonine and tyrosine kinases. This suggests that formation of DAG at the synapse has a significant effect on the post-translational and transcriptional profile of the CTL (63).

Recruitment of the Tec kinase, ITK relies on PI(3,4,5)P3 for its localization and this is enhanced by pleckstrin homology (PH) domain binding of IP4. Inositol 1,4,5-trisphosphate (IP3) 3-kinase B (ItpkB) generates IP4 after PLCγ1 converts PI(4,5)P2 to DAG and IP3. T cells from ItpkB deficient mice were unable to recruit ITK to the immune synapse. T cells recruited less DAG at the synapse and displayed reduced Erk signaling, which may explain why ItpkB null mice have a T cell deficiency (64). This suggests that ItpkB and ITK may act as a signal multiplier, supporting large-scale activation of PLCγ1 at the synapse. This in turn generates more substrate for ItpkB that supports further ITK activation. ITK null CTLs show reduced killing capacity suggesting it does not only affect differentiation of T cell or T cell selection but also regulates effector cell function (65). Mathematical modeling of how IP4 levels play a role in enhancing ITK activation through increased PI(3,4,5)P3/PH domain binding, indicated there is also a negative feedback loop regulating the pathway. As IP4 increases due to continued activation of PLCγ1 and activity of ItpkB, IP4 outcompetes the PI(3,4,5)P3 binding site in the PH domain. This results in dissociation of ITK from the membrane and loss of PLCγ1 activation through ITK activity (66). ITK/ItpkB/IP4/ may therefore regulate the total available DAG created at the membrane during synapse formation independently of other signaling events and ITK through this signaling negative feedback loop may regulate T cell activation and lipid dynamics. Pleckstrin2 is also recruited to the plasma membrane including the synapse of Jurkat cells via the PH domain, co-localizing with actin (67) although the mechanism is not as thoroughly studied as for Itk yet.



PHOSPHATIDYLSERINE AND PHOSPHATIDIC ACID AT THE SYNAPSE

Several other species of phospholipids contribute to membrane specialization in cells including PI(5)P, PI(3)P, PS, PA, and PI(3,5)P2 (Figure 1). Many have specific functions in pathways such as endosome sorting, membrane charge, endocytosis and autophagy. PS is a negatively charged phospholipid; however, it is not significantly depleted from the central synapse region as negative charge decreases (10, 33). It is possible that the influx of positive ions (such as Ca2+ or Mg2+) during TCR signaling may neutralize the charge of these lipid head groups during the charge depletion event, as seen in macrophages where calcium influx limited plasma membrane charge (32, 33, 68). In some CTL, PS appeared to concentrate at the actin-rich distal region of the synapse; F-actin is reported to slow down PS dynamic in the membrane as PS transiently binds with actin-membrane linker proteins (69).

PA, which is the product of DAG phosphorylation by DGK, does not appear to change across the synapse as it forms, suggesting that DAG is not significantly modified during synapse formation (10). This is important, as PA in the plasma membrane has been shown to regulate PIP5K activity (70). As PA does not increase while actin recovers this implies that it is unlikely to be responsible for the recovery of PIP5K, PI(4,5)P2, and actin observed after granule secretion (8).

Several lipids are yet to be visualized in the synapse in T cells as the probes used to investigate their distribution are not specific (71) or express poorly in CTLs. However, it has been shown that phosphatidylinositol 5-phosphate (PI(5)P) can be produced via other routes including the 4'-phosphatase activity of Tmem55a/b on PI(4,5)P2 (Figure 1); myotubularin 3'phosphatases acting on PI(3,5)P2 and inhibition of PIP4K activity or the expression of IpgD (72–74). Interestingly, PI(5)P increases have been shown to lead to increases in cytokine production and Src family kinase signaling in activated T cells (72, 75, 76). Until specific protein sensors become available, information on these lipids is limited.



MEMBRANE SPECIALIZATION ACROSS THE PRIMARY CILIUM AND THE IMMUNE SYNAPSE

One of the most remarkable findings about the phosphoinositide specialization observed across the synapse is its striking similarity to the phosphoinositide signature across the primary cilium with PI(4,5)P2 and PI(3,4,5)P3 depleted relative to other areas of the plasma membrane in both cilia and the synapse. Primary cilia are specialized sensory organelles that extend from the plasma membrane into the extracellular space that are important for hedgehog and platelet derived growth factor signaling in cells. Primary cilia accumulate receptors in to a specialized region of the membrane concentrating many signaling molecules important for development (77–80). While cells readily produce primary cilia in response to stress or starvation, cells of the haemopoietic lineage do not. This is somewhat surprising as studies in immortalized B and T-cells have demonstrated that these hematopoietic cells do contain the machinery required to form cilia (81).

Cilia formation is dependent on the activities of Inpp5e and Inositol polyphosphate 5-phosphatase/OCRL1/Inpp5f (5' lipid phosphatases), which convert PI(4,5)P2 and PI(3,4,5)P3 into PI(4)P and PI(3,4)P2, respectively (82–86). This acts to exclude concentrations of PI(4,5)P2 and PI(3,4,5)P3 to the transition zone at the basal body, in favor of PI(4)P and possibly PI(3,4)P2. The localization of PI(3,4)P2 in the cilium is yet to be shown, but must be present if PI(3,4,5)P3 is also converted (Figure 3). Furthermore, Bardet-Biedl Syndrome protein 5, part of a complex thought to transition G-protein coupled receptors into the cilium across the transition zone (87), have PI(3,4)P2 binding PH domains implicating the presence of PI(3,4)P2 in the cilium or as a regulator of protein transport to the cilium (88). Initiation of ciliary signaling and dissolution of cilia results in a shutdown of the lipid phosphatase pathway and production or entry of PI(4,5)P2 into the ciliary membrane. Actin is recruited to cilia after PI(4,5)P2 accumulation (89, 90). After lytic granule delivery, actin is also recovered over the synaptic membrane of CTLs. This suggests that actin is an effective barrier to signaling at the cilia and synapse (7). Interestingly the centrosome uses the interplay between PIP5K and Inpp5e to control the balance of PI(4)P and PI(4,5)P2 in either Golgi associated vesicles or at the plasma membrane. These lipids differentially regulate the recruitment of the distal appendage protein Cep164 or Tau tubulin kinase 2 to mediate ciliation after appropriate signaling occurs (91). In T cells PIP5K and levels of PI(4,5)P2 play a similar role in synapse formation (10). These findings highlight the similarities in membrane specialization in the immune synapse and cilia, supporting the idea that there may be a functional link between the structures.
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FIGURE 3. Protein and phospholipid content of primary cilia and the immune synapse. Schematic of the membrane phospholipid content in the primary cilium and the immune synapse. Phospholipid enriched regions of the membrane are represented by the key, while protein areas of influence are also highlighted by colored membranes or regions. Specific membrane regions or ciliary domains are defined through bracketing. PI(3,4)P2 localization in the cilium is inferred from the description of PI(3,4,5)P3 localization and the proposed activity of the Inpp5e in the cilium which converts PI(3,4,5)P3 into PI(3,4)P2, although this could diffuse away or be converted into other metabolites.



After granule delivery to the CTL membrane both PI(4,5)P2 and actin are restored across the synapse. Likewise, it appears that actin is only present before formation or after dissolution of cilia (90, 92, 93). This suggests actin may also act as a significant barrier in cilia, also regulated by changes in PI(4,5)P2 and PI(3,4,5)P3 (94) (Figure 3). Interestingly, actin dynamics slowed the flow of receptors transitioning between the cilium membrane and the plasma membrane peripheral to the cilia (93), while actin flow is also thought to play an important role in the coalescence of TCR clusters in T cells (95, 96).



THE FUTURE OF LIPIDS AT THE SYNAPSE

Phospholipids and their associated signaling molecules transmit information and support the accumulation of protein signaling platforms. They also shape the actin cytoskeleton and thereby sculpt higher order structures in cells. The lipases, kinases, and phosphatases involved in phospholipid metabolism shape the inner leaflet of the membrane without the need for structural proteins that mediate diffusion barriers. Many questions remain, and there are gaps in our knowledge that are not understood from the current literature, or via the use of exogenously expressed, available bio-probes. For example how do TCR complexes that depend on PI(4,5)P2 transition from the periphery, into the cSMAC, where PI(4,5)P2 is depleted? Does depletion of phospholipid head groups result in significant biophysical changes in the membrane? Understanding these mechanisms will provide unique insights as to how regulators of granule delivery could be targeted, perhaps even therapeutically, and may also hold information that transfers to a diverse portfolio of cellular organelles in a diverse range of cells.
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Multivesicular bodies (MVB) are endocytic compartments that enclose intraluminal vesicles (ILVs) formed by inward budding from the limiting membrane of endosomes. In T lymphocytes, ILVs are secreted as Fas ligand-bearing, pro-apoptotic exosomes following T cell receptor (TCR)-induced fusion of MVB with the plasma membrane at the immune synapse (IS). In this study we show that protein kinase C δ (PKCδ), a novel PKC isotype activated by diacylglycerol (DAG), regulates TCR-controlled MVB polarization toward the IS and exosome secretion. Concomitantly, we demonstrate that PKCδ-interfered T lymphocytes are defective in activation-induced cell death. Using a DAG sensor based on the C1 DAG-binding domain of PKCδ and a GFP-PKCδ chimera, we reveal that T lymphocyte activation enhances DAG levels at the MVB endomembranes which mediates the association of PKCδ to MVB. Spatiotemporal reorganization of F-actin at the IS is inhibited in PKCδ-interfered T lymphocytes. Therefore, we propose PKCδ as a DAG effector that regulates the actin reorganization necessary for MVB traffic and exosome secretion.

Keywords: T lymphocytes, immune synapse, protein kinase C δ, multivesicular bodies, exosomes, cytotoxic activity, cell death


INTRODUCTION

T cell receptor (TCR) stimulation by antigen presented by major histocompatibility complex (MHC) molecules on an antigen-presenting cell (APC) induces the formation of the immunological synapse (IS), the convergence of the secretory granules of T lymphocytes toward the microtubule-organizing center (MTOC) and, almost simultaneously, the polarization of the MTOC to the IS (1, 2). This ensures the specificity of T cell effector responses by enabling polarized secretory traffic toward the APC (1, 2), spatially and temporally focusing secretion at the synaptic cleft (3). The polarization of the MTOC toward the IS is conducted by a transient increase in cortical actin at the IS, followed by a decrease in cortical actin density at the central region of the immune synapse (cIS) that contains the secretory domain. The central supramolecular activation cluster (cSMAC) next to this secretory domain is also located within the F-actin-low region at cIS (Fact-low cIS) (2, 4, 5). In parallel, F-actin accumulation occurs at the edge of the T lymphocyte/APC interface, which constitutes the distal SMAC (dSMAC) and delimits the synaptic contact region (6, 7). The secretory granules from cytotoxic T lymphocytes (CTL) (also called “lytic” or “cytotoxic” granules) contain diverse apoptosis-inducing molecules (8), including Fas ligand (FasL). Among several pro-apoptotic mechanisms, CTL kill Fas+ target cells by rapidly exposing intact, pre-formed FasL on the plasma membrane at the IS (9). FasL induces cross-linking of the Fas death receptor on the target cell and subsequent apoptosis (10). In resting CTL, FasL is located at the limiting membrane of secretory multivesicular bodies (MVB) (9). In addition, FasL can be sorted from the limiting membrane of the MVB to the intraluminal vesicles (ILV) via inward budding, which occurs during maturation of MVB in CTL, CD4+ T lymphoblasts and Jurkat, a CD4+ T helper (Th) type cell line (11–13). Upon TCR activation of CTL and MTOC reorientation, lytic granules undergo fusion with the plasma membrane at the IS (5). As a consequence, two mechanisms for the transport of pro-apoptotic FasL to the extracellular milieu may coexist: relocalization of FasL to the cell surface (9), and secretion of FasL-containing ILV as lethal extracellular nanovesicles (50–100 nm size) called exosomes (13–15). While exosomes are constitutively secreted by a variety of cell lineages and tumor cells, in T and B lymphocytes exosome secretion is triggered upon activation of cell surface receptors, which in turn regulates antigen-specific immune responses (16). Exosomes are involved in important processes related to TCR-triggered immune responses, including T lymphocyte-mediated cytotoxicity, activation-induced cell death (AICD) of CD4+ lymphocytes, antigen presentation, intercellular miRNA exchange (11–13, 17, 18) and thymic development (19). However, the mechanisms underlying MVB traffic and exosome secretion are poorly understood. In this context, it is known that MTOC reorientation in CTL is initially guided by a diacylglycerol (DAG) gradient centered at the IS (20), which is de novo produced by TCR-stimulated phospholipase C (PLC) activation. DAG activates, among others, several members of the protein kinase C (PKC) and the protein kinase D (PKD) families (21). Phosphorylation of DAG by diacylglycerol kinase α (DGKα) to produce phosphatidic acid (PA) (22) is one of the mechanisms involved in the spatiotemporal control of the DAG gradient (23) and MTOC reorientation to the IS (20). Furthermore, several authors have described DGKα as a crucial factor in the polarization of late endosomes/MVB (24). We have shown that DGKα controls the polarized secretion of exosomes containing FasL in Th lymphocytes (13, 25) and that the kinase activity of DGKα inhibits ILV formation during MVB maturation (25). In addition, we have identified a DAG-activated enzyme, PKD1/2, as a key component of this DGKα-controlled pathway involved in MVB maturation and exosome secretion (26). Besides this early regulation, DGKα also controls MTOC and MVB polarization toward the IS both in CTL and CD4+ T lymphocytes (20, 25, 27), although the molecular basis underlying this second checkpoint remains unclear. The fact that the novel PKC family member PKCδ, a DAG-activated PKC isotype, is necessary for the polarization of lytic granules and cytotoxicity in mouse CTL (28, 29) prompted us to study the function of PKCδ in MVB polarized trafficking and exosome secretion in human T lymphocytes.



MATERIALS AND METHODS


Cells

J-HM1-2.2 Jurkat cells expressing human muscarinic type 1 receptor (HM1R) and high levels of PKCδ have been used as a model system to trigger phosphatidylinositol turnover and DAG production at the plasma membrane upon carbachol (CCH) stimulation (30). Raji B and Jurkat T (clone JE6.1) cell lines were obtained from the ATCC. Cell lines were cultured in RPMI 1640 medium containing L-glutamine (Invitrogen) with 10% heat-inactivated FCS (Gibco) and penicillin/streptomycin (Gibco). Jurkat cells (clone JE6.1) transfected with control and PKCδ shRNA-encoding plasmids were selected with puromycin (1 μg/ml) and clones isolated by limiting dilution. Human primary T lymphoblasts from healthy volunteers were obtained and cultured as described previously (31).



ShRNA Plasmids, Expression Vectors, Transfection Assays, and Isolation of Clones

Plasmids used in this study were as follows: pEFbos-GFP was described previously (13, 23); pEFGFP-C1bosCD63 and pECFP-C1CD63 were provided by G. Griffiths; mouse pEGFP-PKCδwt (GFP-PKCδWT), pEGFP-PKCδDR144/145A constitutively active mutant (GFP-PKCδCA) (32) and pEGFP-PKCδK376A kinase-dead mutant (GFP-PKCδKD) (33, 34) were obtained from A. Zweifach and D. M. Reyland. GFP-C1bPKCθ expression plasmid was kindly provided by I. Mérida; UpwardDAG2 (U.DAG2) (35) was generously provided by A.M. Quinn (Montana Molecular Inc.). In some experiments, human DGKα was silenced using the pSUPER RNAi System (pSR-GFP bicistronic or pSuperplasmids; Oligoengine, Seattle, WA, USA) with the appropriate hairpin as described (25). pDsRed2-PKD1wt plasmid was previously described (26). U.DAG2 is a genetically encoded, fluorescent protein-containing DAG sensor based on the insertion of the circularly permuted (cp) EGFP into a PKCδ coding sequence that was modified by deleting only the N-terminal region containing the C2 domain (35). The U.DAG2 sensor maintains the C1, DAG-binding domain and the catalytic domain of PKCδ and, upon DAG production, is recruited to cellular membranes following DAG binding and undergoes conformational changes, leading to a rapid fluorescence increase (35, 36). This sensor was demonstrated to produce rapid, robust and reversible changes in green fluorescence in a live-cell assay (35).

Control short-hairpin RNA (Cont shRNA) plasmid-A (Santa Cruz Biotechnology), PKCδ shRNA plasmid (h) (Santa Cruz Biotechnology) or a mixture of three pSIREN-RetroQ retroviral vectors (Clontech) encoding shRNAs against human PKCδ (37) were used to generate stable JE6.1 Jurkat clones. All these plasmids expressed a puromycin resistance gene for the selection of stably transfected clones. The plasmids were verified by sequencing. For characterization of control and PKCδ-interfered Jurkat stable clones, PKCδ levels were analyzed by WB and cell surface levels of CD3/TCR, CD2, CD4, LFA-1, CD28, CD45, and CD95 (Fas) were analyzed by flow cytometry after expansion of the cell clones obtained by limiting dilution. For transient transfection experiments, J-HM1-2.2 and Jurkat clones were transiently transfected with 20–30 μg of the plasmids as described (13). For exosome secretion experiments, mouse PKCδ expression constructs were transiently co-transfected with exosome reporter GFP-CD63 expression plasmid in a 3:1 molecular ratio (26). Human primary T lymphoblasts were cultured in the presence of IL-2 as previously described (31) and were transfected, between 3 and 7 days after the addition of IL-2, with 2 μg of the indicated expression and interference plasmids, by using an appropriate nucleofector kit (Amaxa® Human T Cell Nucleofector® Kit, Program T-20 or T-23 for Nucleofector® I).



Antibodies and Reagents

Antibodies used in this study were obtained from the indicated sources: rabbit monoclonal anti-human PKCδ EP1486Y (Abcam) for WB (this antibody does not recognize mouse PKCδ); rabbit polyclonal anti-rat PKCδ C-17 (Santa Cruz Biotechnology) for WB (recognizes both human and mouse PKCδ); anti-human CD3 UCHT1 (BD Biosciences and Santa Cruz Biotechnology) for cell stimulation and immunofluorescence; rabbit polyclonal anti-phospho-PKCδThr505 (Cell Signaling Technology) for WB; mouse monoclonal anti-CD63 clone NKI-C-3 (Oncogene) for WB; mouse monoclonal anti-CD63 clone TA3/18 (Immunostep) for immunofluorescence; and mouse monoclonal anti-γ-tubulin (SIGMA) for immunofluorescence. Fluorochrome-coupled secondary antibodies (goat-anti-mouse IgG AF488 A-11029, goat-anti-rabbit IgG AF488 A-11034, goat-anti-mouse IgG AF546 A-11030, goat-anti-mouse IgG AF647 A-21236) for immunofluorescence were from ThermoFisher. All horseradish peroxidase (HRP)-coupled secondary Abs (goat anti-mouse IgG-HRP, sc-2005 and goat anti-rabbit IgG-HRP, sc-2004) were obtained from Santa Cruz Biotechnology. Cell tracker blue (CMAC) and phalloidin were from ThermoFisher. Annexin V-PE was from Immunostep. Carbachol (CCH) and staphylococcal enterotoxin E (SEE) were from SIGMA and Toxin Technology, Inc (USA), respectively. Blocking antibody directed against CD95 (Fas), clone DX2, was from BDBiosciences.



Isolation and Quantitation of Exosomes

Exosomes produced by equal numbers of cells for each experimental condition were isolated from cell culture supernatants as previously described (14, 15, 26). No significant differences in β-actin levels (i.e., Figure 3) were observed in the lysates of cells, stimulated or not, at the end of the cell culture period for exosome secretion, showing that the exosomes were produced by equal numbers of viable cells. Using these standard protocols, culture supernatants of 20 x 106 Jurkat cells were centrifuged in sequential steps to eliminate cells and cell debris/apoptotic bodies (38), and the exosomes were recovered by ultracentrifugation (100,000xg for 12 h) as described (14). In some experiments, to quantify exosomes and to analyze their size distribution, the cell culture supernatant collected just before the ultracentrifugation step was diluted (1/5) in Hank's balanced salt solution (HBSS) and analyzed by Nanoparticle Tracking Analysis (NTA) with the use of NANOSIGHT equipment (LM10, Malvern) that was calibrated with 50 nm, 100 nm and 400 nm fluorescent calibration beads (Malvern). The hydrodynamic diameter measured by NTA, although apparently higher than that originally described for exosomes using electron microscopy (50–100 nm), certainly corresponds to the real size of canonic, unfixed exosomes in solution, as described (39). The NTA measurements of exosome concentration (particles/ml) were normalized by the exosome-producing cell number, by referring exosome concentration to β-actin or endogenous CD63 signals in the WB of the cell lysates. CD63 is characteristically present in MVB, ILVs and hence in exosomes, but also in secretory lysosomes and the plasma membrane. Plasma membrane CD63 localization is produced by degranulation of MVB and diffusion of CD63 from the limiting membrane of MVB to the plasma membrane upon MVB fusion (25, 26). This protein and its chimeras (GFP-CD63) have been used as appropriate reporters for MVB/exosomes (13, 40, 41), and allow the quantitation of exosome secretion in Jurkat cells and primary human T lymphoblasts (13, 25, 38). To analyze the exosomes from cells expressing the exosome reporter GFP-CD63, a similar protocol was performed, although 1 × 106 Jurkat cells or human T lymphoblasts were used and the WB signals in exosome lysates were normalized by the expression levels of GFP-CD63 among different transfections and stimuli in the WB corresponding to the cell lysates (25, 41). It has been established that the exosomal CD63 WB signal correlates well with the results of exosome number obtained by flow cytometry (42), by electron microscopy (43) and by nanoparticle concentration analysis (nanoparticles/ml), using NTA (26). Thus, WB analysis of endogenous or GFP-tagged CD63 in isolated exosomes constitutes a bona fide method to measure exosome production (25, 26).



Western Blot Analysis of Cell and Exosome Lysates

Cells and isolated exosomes were lysed in RIPA lysis buffer containing protease inhibitors. Approximately 50 μg of exosomal proteins was recovered in the 100,000xg pellet from 20 × 106 cells. Exosomes were resuspended in 60 μl of RIPA lysis buffer and 20 μl of exosomal or cell lysates were separated on SDS-PAGE under reducing conditions and transferred to Hybond™ ECL™ membranes (GE Healthcare). For CD63 detection, proteins were separated under non-reducing conditions as described (13). For WB analysis of exosomes, each lane contained the total exosomal protein that was recovered in the culture medium from the same number of cells, untreated or treated with stimuli. Blots were incubated with mouse anti-CD63 (clone NKI-C-3, Oncogene) and developed with the appropriate HRP-conjugated secondary antibody using enhanced chemiluminescence (ECL). Autoradiography films were scanned and the bands were quantified with the use of Quantity One 4.4.0 (Bio-Rad) and ImageJ (Rasband, W.S., ImageJ, National Institutes of Health, Bethesda, Maryland, USA, http://rsb.info.nih.gov/ij/, 1997-2004) software.



Time-Lapse Microscopy, Immunofluorescence Experiments, and Image Analysis

Jurkat clones transfected with the different expression plasmids were attached to glass-bottom IBIDI microwell culture dishes using fibronectin (0.1 mg/ml) at 24–48 h post-transfection and stimulated in culture medium at 37°C. In some experiments, Raji cells attached to glass-bottom IBIDI microwell culture dishes using fibronectin were labeled with CMAC and pulsed with 1 μg/ml SEE, and then mixed with transfected Jurkat clones and the immune synapses were analyzed as described (25). In other experiments, transfected Jurkat clones were stimulated with plastic-bound anti-TCR UCHT1 Ab (10 μg/ml) or directly in suspension with CCH (500 μM) or phorbol myristate acetate (PMA, 100 ng/ml). Immunofluorescence of fixed synapses was performed as previously described (44), and additional fixation was made between each fluorochrome-coupled secondary antibody and subsequent fluorochrome-coupled primary antibody staining, to exclude any potential cross-reaction of secondary antibodies. Time-lapse experiments were performed using an OKO-lab stage incubator (OKO) on a Nikon Eclipse TiE microscope equipped with a DS-Qi1MC digital camera and a PlanApo VC 60x NA 1.4 objective (NIKON). Time-lapse acquisition and analysis were performed by using NIS-AR software (NIKON). Subsequently, epi-fluorescence images were improved by Huygens Deconvolution Software from Scientific Volume Image (SVI) using the “widefield” optical option. Deconvolution is a computational image processing technique that can improve image resolution and contrast up to two times, down to 150–100 nm in XY and 500 nm in Z-axis (https://svi.nl/Deconvolution). Deconvolution requires the knowledge of the idealized or measured point spread function (PSF) of the microscope and the imaging technique used (45). One example of the power of deconvolution applied to epifluorescence videos on the polarized traffic of MVB at the IS is provided (25), (video before deconvolution, https://www.youtube.com/watch?v=mID0m3usQOQ; video after deconvolution, https://www.youtube.com/watch?v=Aj0vPj6WAII). For quantification, digital images were analyzed using NIS-AR (Nikon) or ImageJ software (Rasband, W.S., ImageJ, National Institutes of Health, Bethesda, Maryland, USA, http://rsb.info.nih.gov/ij/, 1997-2004). For quantification of relative fluorescence intensity (FI) in time-lapse experiments, analysis of average FI in floating regions of interest (ROI) (i.e., ROI changing over time) was performed using NIS-AR software. These measurements were performed in deconvoluted time-lapse series because of the enhanced signal-to-noise ratio of the images, although raw time-lapse series yielded comparable results. In several experiments, to define the central immune synapse region (cIS), subcellular relocalization of DsRed2-PKD1 to the synapse was evaluated in parallel (i.e., Supplementary Video 6), since PKD1 relocalizes to central synapse and cSMAC via DAG binding (46). Confocal microscopy imaging was performed by using a SP8 Leica confocal microscope, with sequential acquisition, bidirectional scanning and the following laser lines: UV (405 nm, intensity: 33.4%), supercontinuum visible (633 nm, intensity: 15.2%), supercontinuum visible (550 nm, intensity: 20.8%), supercontinuum visible (488 nm, intensity: 31.2%). Deconvolution of confocal images was performed by using Huygens Deconvolution Software from Scientific Volume Image (SVI) with the “confocal” optical option. Colocalization analyses were accomplished by using the Jacop plugin from ImageJ. The velocity of movement of MVB was measured by analyzing the trajectories of CFP-CD63+ vesicles in videos with the use of NIS-AR software and the ImageJ MJTrack plugin. In polarization experiments, to establish the relative ability of the MTOC and MVB to polarize toward the IS, MTOC and MVB polarization indexes (Pol. Indexes) were calculated by measuring the distance of the cell's center of mass (cellC) to the IS (“B” distance), and the distances between the projections of the MTOC or MVB centers of mass (MTOCC and MVBC, respectively) to the cellC (“A” distance) (Supplementary Figure 1C). CellC position was taken as the origin to measure distances, and those “A” values in the opposite direction to the synapse were taken as negative. Pol. Indexes were calculated, as described in Supplementary Figure 1C, as the ratio of distances A and B (Pol. Index = A/B), ranging from +1 to −1. Therefore, Pol. Index values were normalized by cell size and shape (Supplementary Figure 1C). The cut-off value for Pol. Indexes was arbitrarily set up at 0.25 (synapses displaying Pol. Index >0.25 were scored as “polarized” and those with Pol. Index <0.25 as “not polarized”) (Supplementary Figure 1D). The percentage of synapses with polarized MVB/MTOC that measures polarization efficiency was calculated considering this cut-off value (Supplementary Figure 1D, Figures 1C, 2C).
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FIGURE 1. PKCδ regulates the polarization of the MTOC and MVB. (A) PKCδ expression levels in different control (C3, C7, and C9) and PKCδ-interfered (S4, P5, and P6) Jurkat clones. Cell lysates were analyzed by WB with anti-PKCδ antibody, and β-actin was used as a loading control. In the lower panel, normalized levels of PKCδ expressed as arbitrary units (AU), means plus standard deviations (SD) (n = 3), is represented. (B) C3, C7, C9 (control) and S4, P5, P6 (PKCδ-interfered) Jurkat clones were challenged with CMAC-labeled SEE-pulsed Raji cells to induce synaptic conjugate formation. After 1 h cells were fixed, permeabilized, stained with phalloidin and anti-CD63 or anti-γ-tubulin Abs, and imaged by fluorescence microscopy to analyze MVB and MTOC polarization toward the IS. Representative examples of the polarized C3 control clone and non-polarized (S4 and P5) PKCδ-interfered clones are shown. White arrows indicate the IS areas and yellow arrows CD63+ MVB or MTOC. CMAC labeling of Raji cells in blue, phalloidin in green, CD63 in red in left panels and green in right panels and anti-γ-tubulin in magenta. Scale bars, 10 μm.) (C) The percentage of the control and PKCδ-interfered Jurkat clones forming synapses with polarized MVB (left) and MTOC (right) after 1 and 2 h challenge with SEE-pulsed Raji cells was determined as indicated in the Materials and Methods section by measuring the respective MVB and MTOC polarization indexes in control and PKCδ-interfered Jurkat clones (see also Supplementary Figure 1). Data are means plus SD (n = 3, analyzing at least 50 synapses from 15 different microscopy fields per experiment). Single-factor analysis of variance (ANOVA) was performed between the indicated groups. **p ≤ 0.05.
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FIGURE 2. GFP-PKCδ expression restores the polarization of MVB. C3 and C9 control and S4 and P6 PKCδ-interfered Jurkat clones were transfected or not with GFP, GFP-PKCδWT, or GFP-PKCδKD mutant. (A) WB of lysates from C3, C9, S4, and P6 clones, transfected or not with GFP-PKCδWT, was carried out with an anti-ratPKCδ, anti-humanPCKδ and anti-β-actin Abs. (B) Cells were challenged with CMAC-labeled SEE-pulsed Raji cells to induce synaptic conjugate formation. After 1 h cells were fixed, permeabilized, stained with anti-CD63 Abs and imaged by fluorescence microscopy. Transmittance (TRANS) plus CMAC is shown in the left panel, and the white arrows indicate the IS areas. CMAC labeling of Raji cells in blue, GFP-PKCδ in green and CD63 in red. Representative examples of polarized C3 GFP-PKCδWT+ clone, non-polarized P6 clone and polarized P6 GFP-PKCδWT+ clone are shown. Scale bar, 10 μm. (C) Quantification of MVB polarization in C9, C3 (control) and S4, P6 (PKCδ-interfered) Jurkat clones transfected or not with GFP-PKCδWT and challenged with CMAC-labeled, SEE-pulsed Raji cells for 1 and 2 h. The percentage of synapse-forming clones with polarized MVB, expressing or not expressing GFP-PKCδWT, was determined as indicated in Materials and Methods section (see also Supplementary Figure 1). Data are means plus SD (n = 3, analyzing at least 50 synapses from 15 different microscopy fields per experiment). Single-factor ANOVA was performed between the indicated groups. NS, not significant, **p ≤ 0.05. (D) Upper panel: Lysates of C3 and P6 clones transfected with either GFP or GFP-PKCδKD mutant were analyzed by WB with an anti-ratPKCδ, anti-humanPKCδ and anti-β-actin Abs. Lower panel: quantification of MVB polarization efficiency in C3 control and P6 PKCδ-interfered Jurkat clones transfected with either GFP or GFP-PKCδKD and challenged with CMAC-labeled, SEE-pulsed Raji cells for 1 h. The percentage of synapse-forming clones with polarized MVB, expressing or not expressing GFP-PKCδKD, was determined as in (C) Data are means plus SD (n = 3, analyzing at least 40 synapses from 15 different microscopy fields per experiment) and single-factor ANOVA was performed between the indicated groups. NS, not significant, **p ≤ 0.05. (E) C3 control Jurkat clone was transfected with GFP-PKCδWT and challenged with non-pulsed (Cont) or SEE-pulsed (SEE) Raji cells for 1 h. Cells were lysed and lysates analyzed by WB with anti-phosphoThr505-PKCδ, anti-rat PKCδ Ab (C-17) and anti-β-actin to normalize. In the lower panel, mean fold induction plus SD (n = 3) of normalized phosphoThr505-PKCδ signal is represented.



The relative area of the F-actin-low region at the cIS (Fact-low cIS) was measured on confocal microscopy images using the 3D Viewer ImageJ plugin. Briefly, a 2D face on view of the synapse observing from the T lymphocyte (IS interface) (i.e., Supplementary Video 10 and Figure 9A) was generated, and the boundary of the T lymphocyte/APC synaptic contact is defined by the distal SMAC (dSMAC), which consists of a circular array with F-actin accumulating at the edge of the T cell/APC interface (6, 47). Thus, the IS area was delimited by the edge of the F-actin signal. When necessary, the definition of the regions of interest (ROI) to measure the areas of the F-actin-low region at the center of the IS (Fact-low cIS area) and the F-actin accumulation region at the IS (IS area) was performed by using the automated algorithm “auto-detect ROI/segmentation” from NIS-AR or by ImageJ segmentation software. Next, these defined ROI areas (Fact-low cIS area and IS area) were measured, and the relative area of the F-actin depleted region at cIS (Fact-low cIS area/IS area) was determined (Supplementary Figures 7B,C). This allowed normalization by cell size and IS contact area. The cut-off value for synapses substantiating a F-actin depleted region at cIS was arbitrarily set up at 0.1 (those synapses displaying area ratio >0.1 were scored as “depleted”; Supplementary Figure 7C). The percentage of synapses with F-actin depleted at cIS was calculated considering this cut-off value (Supplementary Figure 7C, Figure 9C). The plot profile analyses of FI corresponding to phalloidin along the indicated ROIs at the IS interfaces were performed by using ImageJ. Image analysis data correspond to at least three different experiments, analyzing a minimum of 30 synapses from 15 different, randomly selected microscopy fields per experiment. ANOVA analysis was performed for statistical significance of the results using Excel and IBM's SPSS Statistics software.



Apoptosis Experiments

GFP-PKCδ transfected and untransfected Jurkat clones were challenged with CMAC-labeled, SEE-pulsed Raji cells or Raji cells as a control. After the indicated culture periods, the percentage of apoptotic cells (Annexin-V+ cells) was analyzed by end point, flow cytometry analysis. Since both size and complexity of Jurkat clones and Raji cells are similar it is not possible, using Forward Scatter (FS) and Side Scatter (SS), to gate cell types using these parameters. Therefore, we have only used CMAC fluorescence gating to exclude the death of Raji cells of the analyses. In some experiments, for the optimal correlation between the formation of synaptic conjugates with apoptosis measurements, these co-cultured cells were continuously imaged by time-lapse microscopy to visualize some early signs of AICD (i.e., plasma membrane blebbing and subsequent cell shrinkage) in the Jurkat clones (CMAC negative) forming stable synapses (Supplementary Video 3). In other experiments, Jurkat clones were pre-incubated for 30 min with a blocking antibody directed against human Fas (clone DX2, 1 μg/ml), before the challenge with the SEE-pulsed Raji cells.




RESULTS


PKCδ Regulates the Polarized Traffic of MTOC and MVB Toward the IS

To study the role of PKCδ in the polarized traffic of MVB in human T lymphocytes, we generated several PKCδ-interfered clones. PKCδ-interference was analyzed by WB, and 3 Jurkat clones expressing PKCδ-shRNA-encoding plasmids showed a reduction in PKCδ levels (P5 and P6, and in lower extension S4, Figure 1A), when compared to Jurkat clones transfected with control shRNA plasmid (C3, C7, and C9), and were used in further studies. The PKCδ-interfered clones P5, P6, and S4 had similar levels of the cell surface molecules relevant for T lymphocyte interaction with APC when compared to control clones (Supplementary Figure 1A). We then analyzed the formation of synaptic conjugates in a human IS model with the use of CMAC-labeled Raji cells presenting superantigen (SEE). The formation of synaptic conjugates was not affected by PKCδ interference (i.e., Supplementary Video 1), and the percentage of cells undergoing conjugate formation after 1 h of challenge with SEE-pulsed APC was similar in the different clones (i.e., 67 ± 4% of C3 control clone cells underwent conjugate formation vs. 70 ± 7% of P5 PKCδ-interfered clone cells, mean±SD in 3 different experiments, not significant, Supplementary Figure 1B). Next, to analyze the traffic of MVB and to study synaptic architecture, we used an approach based on time-lapse studies combined with end point immunofluorescence analysis in fixed cells. This double approach allowed us, on one hand, to study the traffic of CD63+ MVB shortly after IS formation in living cells and, on the other hand, to label endogenous MVB and MTOC with anti-CD63 or anti-γ-tubulin, respectively, in fixed cells to perform end point 3D analysis of F-actin and synaptic architecture. Both approaches were complementarily required, since when the formation of synaptic conjugates was analyzed at the single cell level by time-lapse microscopy, we observed that IS formation constitutes an asynchronous (Figure 8A), stochastic process (26, 45), as previously shown (48). We have studied the kinetics of conjugate formation by time-lapse microscopy in control and PKCδ-interfered clones, and we observed that after 30 min of challenge only 30% of cells formed conjugates, whereas after 1 h of challenge the efficiency rose to 65% and after 2 h reached 75% (Supplementary Figure 1B). In addition to this fact, and since preliminary results with the different clones showed both the maximal conjugate formation (measured as the percentage of Jurkat cells forming synaptic conjugates) and the maximal polarization (the percentage of Jurkat cells forming synapses with polarized MVB/MTOC, see below) occurred between 1 and 2 h after challenge with APCs, we decided to use these time points in our end point experiments with fixed synapses (Figure 1). However, it should be pointed out that these time points indicate only the period elapsed after Jurkat clone addition to the SEE-pulsed APCs, but not the beginning of the conjugate formation period (Figure 8A). For all these reasons, end point analysis in fixed cells provided neither temporal information regarding the onset of these synapses nor a dynamic, realistic view of the progression of MVB convergence and MVB/MTOC polarization (48), however this was indeed achieved by time-lapse studies (45) (i.e., Supplementary Video 1). For both approaches, CD63 staining was analyzed since this molecule is the canonical marker of MVB and exosomes across a multitude of cell types (http://exocarta.org/exosome_markers_new). Thus, we analyzed the polarization of MVB in a human IS model with the use of CMAC-labeled Raji cells presenting superantigen (SEE) to challenge the different Jurkat clones, either untransfected or expressing the MVB reporter CFP-CD63 (25). Time-lapse microscopy showed that upon IS formation, CFP-CD63 vesicles in the C3 control clone progressively accumulate in the vicinity of the IS, as previously reported (25, 26). This feature was not observed in the P5 PKCδ-interfered clone (Supplementary Video 1, Supplementary Figure 2A). End point analysis of the polarization of endogenous CD63+ vesicles and the MTOC were performed in synapses established by the different clones during the two different times (1 and 2 h) after challenge with SEE-presenting Raji cells (Figures 1B,C). In Figure 1B, images of polarized (C3) and non-polarized (S4 and P5) clones forming synapses are shown, representing the data obtained when all control (C3, C7 and C9) and PKCδ-interfered clones (P6, P5, and S4) were compared (Figure 1C, Supplementary Figure 1D). The MVB and MTOC Pol. Indexes were determined and the percentage of synapses with polarized MVB/MTOC (i.e. synapses substantiating Pol. Indexes >0.25) was calculated (Supplementary Figure 1). Despite remarkable dispersion in Pol. Index values for each clone, significant differences among all the control and all the PKCδ-interfered clones existed (Supplementary Figures 1C,D). PKCδ-interfered clones forming IS exhibited lower polarization percentages (15–50%) for both MVB and the MTOC when compared with control clones (50–75%) (Figure 1C). Remarkably, we found a strong lineal correlation between MVB and MTOC Pol. Indexes for each clone (i.e. Pearson's lineal correlation coefficient of 0.962 and 0.949 for C3 and P5 clones, respectively). Furthermore, in all the analyzed synapses the MTOCC was coincident or very proximal to the MVBC (i.e., white crosses in Supplementary Figure 1C), regardless of polarization. In addition, when we continuously analyzed the Pol. Index during 4 and 15 h of synapse formation in time-lapse experiments, the lower efficiency in MVB polarization in PKCδ-interfered clones was maintained (Supplementary Figure 2B). No significant differences were found between the average velocity of MVB movement in the PKCδ-interfered clones when compared with that of control clones (mean ± SD = 3.2 ± 0.4 μm/s and 3.1 μm/s ±0.3 for C3 and P5 clones, respectively, analyzing 200 CFP-CD63+ vesicles per clone, not significant). Therefore, PKCδ-interfered clones exhibited a continuously reduced ability to polarize the secretory machinery toward the IS, although the velocity of MVB remained unaffected. To determine the specificity of PKCδ silencing in MVB polarization, we carried out rescue experiments with a mouse PKCδ GFP-tagged construct resistant to shRNA inhibition (Figure 2A). Untransfected or GFP-PKCδ-transfected control and PKCδ-interfered Jurkat clones were challenged with SEE-pulsed Raji cells to induce IS formation, and the MVB polarization was analyzed by time-lapse microscopy and immunofluorescence. CFP-CD63+ vesicles polarized toward the IS in P6 PKCδ-interfered cells expressing high levels of GFP-PKCδ (i.e., Supplementary Video 2, lower right panel), while very low expression levels of GFP-PKCδ did not restore MVB polarization when analyzed at the single cell level (i.e., Supplementary Video 2, lower left panel). More extensive end point analyses in fixed synapses were performed in C3 control and P6 PKCδ-interfered clones expressing high levels of GFP-PKCδ, and C9 control and S4 PKCδ-interfered clones expressing low levels GFP-PKCδ (Figure 2A). When we determined the percentage of synapses with polarized MVB we found that MVB polarization was restored in P6 PKCδ-interfered, GFP-PKCδWT-transfected clone to the levels observed for the C3 control clone (Figures 2B,C, lower panel). Similar results were obtained when low levels of GFP-PKCδWT were expressed in S4 PKCδ-interfered clone (Figure 2C, upper panel). In contrast, the expression of a kinase-dead, a dominant-negative PKCδ mutant (GFP-PKCδKD) (Figure 2D, upper panel), inhibited MVB polarization in the C3 control clone, and did not reestablish the polarization of the P6 PKCδ-interfered clone to the levels obtained in the C3 control clone (Figure 2D, lower panel). Thus, PKCδ kinase activity appears to be necessary for the positive effect of PKCδ on MVB polarization. In addition, we observed that GFP-PKCδ underwent activation upon IS formation, as assessed by WB analysis of T505 phosphorylation (3–4 fold induction) at the activation loop of GFP-PKCδ (Figure 2E) (34), in agreement with PKCδ activation described in mouse CTL (28). Altogether, these data indicate that PKCδ is required for the polarization of both MVB and the MTOC toward the IS in T lymphocytes.



PKCδ Regulates Exosome Secretion

Since the polarization and degranulation of MVB at the IS are necessary for exosome secretion and apoptosis induction in T lymphocytes (13, 14, 25), we next studied the consequences of deficient MVB polarization on exosome secretion by several approaches. For the first approach, control and PKCδ-interfered Jurkat clones expressing the MVB/exosome reporter GFP-CD63 were challenged with untreated (control) or SEE-pulsed Raji cells (SEE). After 6 h of stimulation, exosomes were purified from the cell culture supernatants and quantified by WB analysis of GFP-CD63 (26). This allowed us, on one hand, to enhance the sensitivity of the assay (25) and, on the other hand, to exclusively quantitate and normalize the exosomes secreted by the Jurkat clones, avoiding the exosomes secreted by the Raji cells. We found that normalized inducible exosome secretion was decreased in P5 and P6 PKCδ-interfered clones when compared with C3 and C9 control clones (Figures 3A,B). Second, we transiently co-expressed in the C3 control clone the exosome reporter plasmid GFP-CD63 together with different GFP-PKCδ versions or GFP, as a control, and challenged them with SEE-pulsed Raji cells. WB analysis showed similar levels of expression of the GFP-PKCδ chimeras before the synaptic challenge (Figure 3D, right panel) and somewhat variable after the challenge (Figure 3C, right panel). The expression of a dominant-negative, kinase-dead PKCδ mutant (GFP-PKCδKD) strongly reduced the normalized secretion of exosomes induced upon IS formation (Figures 3C,D), in agreement with the data obtained in PKCδ-interfered clones (Figure 3B). By contrast, expression of a constitutively active PKCδ mutant (GFP-PKCδCA) strongly enhanced exosome secretion induced after IS formation (Figures 3C,D). Third, we stimulated control and PKCδ-interfered Jurkat clones with anti-TCR and, subsequently, we measured the number of secreted exosomes by nanoparticle tracking analysis (NTA). We observed a significant reduction in the concentration of exosomes (particles/ml) secreted upon TCR stimulation in the P5 PKCδ-interfered clone when compared with the C3 control clone (Supplementary Figure 3). However, the size distribution of the exosomes was not affected by PKCδ interference (Supplementary Figure 3). Next, we extended the results obtained in the Jurkat cells to human primary T lymphoblasts. As shown in Figure 3, both the interference in PKCδ expression and the transient expression of GFP-PKCδKD mutant (Figure 3E) inhibited TCR-stimulated exosome secretion (Figure 3F). Together, these results demonstrate that PKCδ is necessary for inducible exosome secretion in T lymphocytes.
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FIGURE 3. PKCδ regulates polarized exosome secretion. (A) GFP-CD63-expressing C3 control and P5 PKCδ-interfered Jurkat clones were challenged with either untreated (Cont) or SEE-pulsed (SEE) Raji cells for 6 h to induce synaptic conjugate formation and subsequent secretion of GFP-CD63+ exosomes. Exosomes were isolated, quantified by WB analysis of the GFP-CD63 reporter (using anti-CD63 Ab) (left panel) and normalized for cell number and cellular GFP-CD63 content in the corresponding cell lysates (right panel). (B) GFP-CD63-expressing C3 and C9 control, P5 and P6 PKCδ-interfered Jurkat clones were challenged with either non-pulsed (Cont) or SEE-pulsed (SEE) Raji cells for 6 h to induce synaptic conjugate formation and subsequent secretion of GFP-CD63+ exosomes. Exosomes were isolated and quantified by WB as in (A). Data are means of normalized exosome secretion expressed as x-fold induction with respect to the non-stimulated control plus SD obtained from several experiments as described in (A) (n = 3), and single-factor ANOVA was performed between the indicated groups. **p ≤ 0.05. (C) C3 control clone that co-expressed GFP-CD63 together with GFP, GFP-PKCδWT, GFP-PKCδCA, or GFP-PKCδKD was challenged as described above and exosomes were isolated. WB analysis of the GFP-CD63 reporter in exosomes (left panel) and cellular GFP-CD63 and β-actin (right panel) for normalization was performed as in (A). In addition, WB of cell lysates was developed with anti-ratPKCδ to analyze the expression of the different PKCδ mutants in all conditions after the synaptic challenge (± SEE). (D) In the left panel, data are means of normalized exosome secretion expressed as x-fold induction plus SD from several experiments as described in (C) (n = 3). In the right panel, cell lysates were immunoblotted with anti-ratPKCδ to compare the levels of the different GFP-PKCδ constructs before the synaptic challenge. A non-specific band with an apparent mobility near the GFP-PKCδ chimeras was observed in lysates from cells co-transfected with GFP. (E) Human primary T-lymphoblasts were transduced by nucleofection with GFP-CD63 and the indicated interference or expression plasmids, and subsequently analyzed for endogenous PKCδ expression or ectopic GFP-mouse-PKCδ expression. (F) Subsequently, cells were stimulated with plastic-bound anti-TCR and exosome secretion was analyzed as in (A). Data are means of normalized exosome secretion expressed as x-fold induction with respect to the non-stimulated control plus SD obtained from several experiments (n = 3); and single-factor ANOVA was performed between the indicated groups. **p ≤ 0.05.





PKCδ Regulates AICD

FasL-containing exosomes secreted upon IS formation are involved in autocrine T lymphocyte AICD (13, 14). Thus, it is conceivable that the decreased exosome secretion observed in PKCδ-interfered clones may affect AICD. To test this hypothesis, control and PKCδ-interfered Jurkat clones were challenged with non-pulsed or SEE-pulsed Raji cells for 6 h and end point apoptosis was measured by Annexin-V binding and flow cytometry analysis. We observed a 3.4-fold increase in apoptosis in the C3 control clone (9% apoptotic cells without SEE vs. 32% apoptotic cells with SEE). However, the apoptosis induction in P6 PKCδ-interfered clone was lower, with a 1.8-fold increase (8% apoptotic cells without SEE vs. 15% apoptotic cells with SEE) (Figure 4A, left panel). Comparable results were obtained when other control and PKCδ-interfered clones were challenged in parallel (C9 and P5, Figure 4B). The AICD produced upon synaptic challenge was dependent of Fas ligand/Fas interaction, since apoptosis was inhibited when C3 and P6 clones were pre-incubated with a blocking antibody directed against human Fas (clone DX2) (13) before the challenge with SEE-pulsed Raji cells (Figure 4A, right panel). In addition, time-lapse imaging of GFP-PKCδ-expressing clones showed evidence for early apoptosis (i.e. plasma membrane blebs and cell shrinkage) between 2 and 5 h after IS formation (Supplementary Video 3, red arrows), in agreement with our previous results (25). Furthermore, expression of both high and low levels of GFP-PKCδ in the C3 control and P6 PKCδ-interfered clones (Figure 4C, right panel) showed a similar percentage of apoptotic cells upon stable IS formation (Supplementary Video 3), as assessed by flow cytometry (Figure 4C). Thus, deficient apoptosis was rescued when GFP-PKCδWT was expressed in P6 PKCδ-interfered Jurkat clone, in accordance with the observed increase in MVB polarization toward the IS (Figure 2C). However, the expression of a kinase-dead PKCδ mutant (GFP-PKCδKD) in the P6 PKCδ-interfered clone did not restore the AICD to the levels obtained in the C3 control clone (Figure 4D). Thus, PKCδ kinase activity seems to be required for the positive effect of PKCδ on AICD as it was for MVB polarization and exosome secretion. Together these data indicate that PKCδ is required for the secretion of FasL-containing exosomes and subsequently AICD.
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FIGURE 4. PKCδ regulates AICD. (A) Left panel, C3 control and P6 PKCδ-interfered Jurkat clones were challenged either with CMAC-labeled non-pulsed (Cont) or SEE-pulsed (SEE) Raji cells for 6 h, and the percentage of Annexin-V+ apoptotic cells (line marker) was determined by flow cytometry analysis after gating to exclude CMAC+ Raji cells. Right panel, same as left panel, but the Jurkat clones were preincubated or not (–) with blocking anti-Fas antibody (DX2) before the challenge with SEE-pulsed Raji cells. Data are means of the percentage of apoptosis plus SD obtained from several experiments (n = 3). (B) C3, C9 (control) and P5, P6 (PKCδ-interfered) Jurkat clones were challenged as in (A), and the percentage of Annexin-V+ apoptotic cells was determined by flow cytometry analysis after gating to exclude CMAC+ Raji cells. Data are means of the percentage of apoptosis plus SD obtained from several experiments (n = 3). (C) Left panel, C3 control and PKCδ-interfered P6 Jurkat clones transfected with GFP or different amounts of GFP-PKCδWT expression plasmids (high = 30 μg, low = 10 μg) were challenged with CMAC-labeled, SEE-pulsed Raji cells for 12 h, and apoptosis induction was assessed in the transfected cells as shown in (B). Right panel, WB analysis of GFP-PKCδ expression in cells used in the experiment from the left panel. (D) C3 control and P6 PKCδ-interfered Jurkat clones were transfected with the indicated expression plasmids and were challenged with CMAC-labeled, SEE-pulsed Raji cells for 12 h and apoptosis induction in the transfected cells was assessed as shown in (B,C). Data are means plus SD (n = 3). Single-factor ANOVA was performed between the indicated groups. NS, not significant; **p ≤ 0.05.





DAG Recruits PKCδ to Polarized MVB but Not to the IS

To improve our understanding of the molecular basis underlying the PKCδ effect on MVB polarization, we first analyzed the dynamics of PKCδ subcellular localization upon IS formation. Imaging of control Jurkat clones expressing GFP-PKCδ showed that IS formation induced a partial redistribution of GFP-PKCδ from cytosol to a ring-shaped area nearby the MVB and proximal to the IS that was concomitant to its activation (Supplementary Video 2 -top right panel-, Figures 2B, 5). It has been described that DAG recruits PKCδ to membranes through its C1 DAG-binding domains, and this leads to PKCδ activation (49). Thus, in order to optimally detect subcellular changes in the PKCδ activator DAG, we used U.DAG2, which upon DAG binding increases its fluorescence (35, 36). We first validated the sensor transfecting J-HM1-2.2 cells with U.DAG2 and stimulated them with either CCH or PMA. We used GFP-C1bPKCθ, another DAG sensor based on the C1b domain of PKCθ, as a control since it does not enhance its fluorescence when it binds DAG (50). The FI ratio along time for each construction was calculated as the average FI corresponding to the cell ROI at different time points relative to the average FI of the same cell ROI at the initial time point. CCH and PMA induced recruitment of both DAG sensors to the plasma membrane (although the effect with PMA was stronger than CCH), and a concomitant increase in relative U.DAG2 FI, as opposed to relative GFP-C1bPKCθ FI (Supplementary Figure 4 and Supplementary Video 4, first concatenated video). We then co-expressed CFP-CD63 and U.DAG2 in J-HM1-2.2 cells and stimulated them with either plastic-bound anti-TCR (51) or with CMAC-labeled SEE-pulsed Raji cells to test whether DAG was generated during MVB polarization. Time-lapse imaging showed an increase in the U.DAG2 FI ratio (Figure 5B) upon TCR stimulation, concomitant with the centripetal convergence of MVB toward the center of the cell in contact with the coverslip surface, that corresponded to the secretory domain next to cSMAC (52) (Supplementary Video 4, 2nd concatenated video, Figure 5B). Furthermore, during IS formation, accumulations of U.DAG2 co-migrating with MVB and a simultaneous enhancement of U.DAG2 FI, were also observed (yellow arrows in Figure 5C, Supplementary Video 5 and Supplementary Figure 6). Interestingly, when we co-expressed CFP-CD63 and GFP-PKCδ, we observed GFP-PKCδ accumulations that may co-migrate with MVB toward the IS (yellow arrows in J-HM1-2.2 and P6 panels, Figure 5C and Supplementary Video 2), although temporal segregation between these subcellular structures was also evident (yellow arrows in C3 panel, Figure 5C and Supplementary Video 2). To further study this potential association and to analyze the subcellular localization of U.DAG2 and GFP-PKCδ with respect to the MVB, we carried out confocal microscopy. We found that the accumulation of U.DAG2 observed in living cells upon IS formation colocalized with the MVB marker CD63 (Figure 6A). Furthermore, GFP-PKCδ also partially colocalized with CD63+ structures (Figure 6B). These partial colocalizations of U.DAG2 and GFP-PKCδ with CD63 were indeed specific, since Pearson's correlation coefficients of scatter plot fluorograms were significantly different from those corresponding to the analysis of U.DAG2 or GFP-PKCδ vs. cytosolic CMAC, (Figure 6C). Remarkably, we could not detect any recruitment of GFP-PKCδ to the synaptic membrane (Supplementary Video 6) whereas, in parallel, relocalization of PKD1 or C1bPKCθ domain to this membrane was evident (Supplementary Videos 6, 7). The relocalization of both PKD1 and C1bPKCθ was dependent on transient DAG production at the IS, since interference in DGKα that enhances both DAG levels (24) and PKD1 activation (26), increased PKD1 and C1bPKCθ residence half-life at the synapse as assessed by time-lapse video analysis (Supplementary Video 7 and Supplementary Figure 5). DGKα attenuation significantly enhanced mean DsRed2-PKD1 residence half-life at the synaptic membrane from 15–20 up to 40 min and GFP-C1bPKCθ half-life from 40 up to 75 min (Supplementary Figure 5). Together, these results suggest that upon synaptic activation DAG species, capable of recruiting a portion of PKCδ to endomembranes including MVB but not the IS, are produced.
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FIGURE 5. Subcellular localization of GFP-PKCδ and U.DAG2 upon activation. (A) C3 control Jurkat clone expressing GFP-PKCδWT was challenged with CMAC-labeled, SEE-pulsed Raji cells and the synaptic conjugates imaged by time-lapse fluorescence microscopy. Relevant frames corresponding to Supplementary Video 2 (top right panel) are shown. The yellow arrow indicates accumulation of GFP-PKCδ (B) J-HM1-2.2 cells co-expressing CFP-CD63 and U.DAG2 were untreated (Control) or challenged with plate-bound anti-TCR (α-TCR), imaged by time-lapse fluorescence microscopy, and the U.DAG2 FI ratio was calculated. Left panels show relevant frames of two fluorescence channels corresponding to the 2nd time-lapse video from concatenated (Supplementary Video 4) (TCR stimulation). Right panel, U.DAG2 FI ratio was calculated as the average FI corresponding to each cell ROI at different times relative to the average FI at t = 30 min (FI at the indicated time point/FI at t = 30 min) and corresponded to untreated cells (n = 2, discontinuous lines) and cells challenged with plate-bound anti-TCR (n = 4, continuous lines). (C) J-HM1-2.2 cells co-expressing CFP-CD63 and U.DAG2 (left panels), and C3 control and P6 PKCδ-interfered Jurkat clones co-expressing CFP-CD63 and GFP-PKCδ (right panels) were challenged with CMAC-labeled, SEE-pulsed Raji cells and imaged by time-lapse microscopy. Relevant frames corresponding to J-HM1-2.2 cells (Supplementary Video 5), C3 control clone (Supplementary Video 2, top left panel) and P6 PKCδ-interfered clone (Supplementary Video 2, lower right panel) are shown. The yellow arrow indicates the accumulations of MVB, U.DAG2 and GFP-PKCδ. CMAC labeling of Raji cells in blue, CFP-CD63 in cyan and U.DAG2 or GFP-PKCδ in green. Scale bars, 10 μm.
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FIGURE 6. Colocalization analysis of GFP-PKCδ, U.DAG2 and CD63. (A) J-HM1-2.2 cells expressing U.DAG2 were challenged with CMAC-labeled SEE-pulsed Raji cells. After 1 h of conjugate formation, fixed cells were immunolabeled with anti-CD63 Ab to visualize the MVB and imaged by confocal microscopy. Maximal Intensity Projection (MIP) (top row), representative single focal plane (Z = 7, 2x zoom, bottom row) and colocalization mask of the same field are shown. The right-hand bottom panel shows the merged images with structures containing both CD63 and U.DAG2 appearing white (Pearson's correlation coefficient of fluorogram = 0.69). (B) P6 PKCδ-interfered clone expressing GFP-PKCδ was challenged with CMAC-labeled SEE-pulsed Raji cells. After 1 h, fixed cells were immunolabeled and imaged as in (A) MIP (top row), representative single focal plane (Z = 5, 2x zoom, bottom row) and colocalization mask (Pearson's correlation coefficient of fluorogram = 0.26) of the same field are shown. CMAC labeling of Raji cells in blue, CD63 in red and U.DAG2 or GFP-PKCδ in green. Scale bars, 10 μm. (C) C3 control clone expressing U.DAG2 or GFP-PKCδ were challenged as in (A) for 1 h, fixed and immunolabeled with anti-CD63. In control experiments developed in parallel, Jurkat cells were preloaded with CMAC, and the respective correlation coefficients of GFP-PKCδ and U.DAG2 with respect to cytosolic CMAC (as a negative control for colocalization analyses) were analyzed. Immuno-labeled cells were imaged by confocal microscopy and pairwise, Pearson's correlation coefficient of scatter-plot (fluorogram) between the indicated channels was calculated as indicated in Material and Methods. Results are expressed as means plus SD (n = 3) analyzing at least 20 synapses per experiment. Single-factor ANOVA was performed between the indicated groups. **p ≤ 0.05.





PKCδ Regulates the Spatiotemporal Reorganization of Cortical Actin at the IS

It has been reported that the polarizations of the MTOC and cytotoxic granules toward the IS are conducted by a transient increase in cortical actin reorganization at the IS (4). This burst in cortical actin at the IS is followed by the clearance, and subsequent recovery, of cortical actin density at cIS. These events appear to be required for lytic granule and cytokine secretion in CTL and CD4+ lymphocytes, respectively (4, 5, 53). Thus, we studied whether actin reorganization at the IS occurs during traffic of MVB in T lymphocytes and whether PKCδ regulates this reorganization. To perform this analysis and to correlate actin reorganization at the IS with MVB polarization, we challenged control and PKCδ-interfered Jurkat clones, co-expressing GFP-actin and CFP-CD63, with SEE-pulsed Raji cells, and analyzed the changes of relative actin fluorescence intensity (FI) at the IS and at the cIS by time-lapse microscopy (Figures 7, 8; Supplementary Videos 8, 9). In actin reorganization kinetic experiments (Figure 8A), the actin FI ratio was calculated as the average actin FI corresponding to each subcellular ROI (synapse or central synapse regions) relative to the average FI of the indicated ROI (cell or synapse) at the same time point. In the C3 control clone, we observed a transient accumulation of cortical actin at the IS (closed white arrow, Figure 7), followed by the temporary depletion of actin at the cIS (open white arrows, Figure 7) and, almost simultaneously, the convergence and polarization of the initially scattered MVB toward the F-actin-low region at the cIS (yellow arrows in Figure 7 and Supplementary Video 8). Next, we analyzed the kinetics of the accumulation of cortical actin at the IS, defined as the time period showing a relative actin FI at the synapse (IS FI/cell FI) >1 (Supplementary Video 9 and Figure 8, first and third rows). In the left side of Figure 8A, some representative frames from Supplementary Video 9 at the indicated times after the addition of clones to the SEE-pulsed Raji cells and, below, the superimposed ROIs (cell, IS and cIS) used in these analyses are depicted. The C3 and C9 control clones showed significantly longer actin accumulation at the IS than the P5 and P6 PKCδ-interfered clones (Figure 8B, Supplementary Video 9). In addition, a difference in the magnitude of the F-actin reorganization process (measured as the maximal relative actin FI at the synapse) between the control and the PKCδ-interfered clones was observed (Figure 8A, right graphs, and Figure 8C). Moreover, no depletion of cortical actin at the cIS was observed in the P5 PKCδ-interfered clone, since the relative value of actin FI in the cIS (cIS FI/IS FI) remained >1 (Figure 8A, fourth row, Supplementary Video 9), while a transient actin depletion at cIS (cIS FI/IS FI remained <1) was observed in the C3 control clone (Figure 8A, second row).
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FIGURE 7. Reorganization of cortical actin and polarization of MVB at the IS. C3 control clone co-expressing GFP-actin and CFP-CD63 was challenged with CMAC-labeled, SEE-pulsed Raji cells and imaged by time-lapse fluorescence microscopy. Some representative frames from Supplementary Video 8 are shown. Left panel, transmittance and CMAC channels; middle panel, GFP-actin and CMAC channels; right panel, CFP-CD63 and CMAC channels. The initial burst of actin reorganization at the IS occurring upon synaptic contact (closed white arrow), the cortical actin depletion at the cIS (open white arrow) and the polarization of MVB (yellow arrow) toward the IS are indicated. CMAC labeling of Raji cells in blue, CFP-CD63 in cyan and GFP-actin in green. Scale bars, 10 μm.
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FIGURE 8. Kinetic analysis of cortical actin reorganization at the IS in PKCδ-interfered cells. C3, C9 (control) and P5, P6 (PKCδ-interfered) clones expressing GFP-actin were challenged with CMAC-labeled SEE-pulsed Raji cells and imaged by time-lapse fluorescence microscopy. (A) Kinetic image analysis to evaluate actin FI ratio at the synapse (IS) and at the central synapse (cIS) using the indicated ROIs (cell ROI, red line; synapse ROI, green line; central synapse ROI, yellow line) for C3 and P5 clones asynchronously developing synapses. Representative frames from Supplementary Video 9 at the indicated times after the addition of clones to the SEE-pulsed Raji cells and below the corresponding, superimposed ROIs, are depicted (left panels) as a reference. Kinetic analyses of the relative cortical actin FI at the IS (IS FI/cell FI) and at the cIS (cIS FI/IS FI) are shown (right graphs) for C3 (upper graphs) and P5 (lower graphs). The time t = 0 of the X axis scale corresponds to the addition of clones to the SEE-pulsed Raji cells, which occurred 45 min (for C3) and 30 min (for P5) before the beginning of the time-lapse capture (thick lines in the graphs) of Supplementary Video 9. The beginning of conjugate formation, which corresponds to the peak of actin FI ratio at the IS, occurred at 62 min (17 plus 45 min) for the C3 clone and 46 min (16 plus 30 min) for the P5 clone after the addition of clones to the SEE-pulsed Raji cells. Double-headed dark arrows correspond to the time intervals during which actin ratio values were different to 1 (i.e., length of the actin reorganization period). CMAC labeling of Raji cells in blue and GFP-actin in green. Scale bars, 10 μm. (B) Results are expressed as average duration of the interval of actin reorganization for C3, C9 (control) and P5, P6 (PKCδ-interfered) clones. (C) Same as (B) but results are expressed as average maximal actin FI ratio at the IS. Data are means plus SD (n = 3, analyzing at least 12 synapses from several different microscopy fields per experiment). Single-factor ANOVA was performed between the indicated groups. **p ≤ 0.05. This figure is related to Supplementary Video 9.



Since 2D (X, Y) time-lapse analysis did not provide spatial information of the synaptic actin architecture, we analyzed 3D distribution of F-actin at the IS in confocal microscopy image stacks. To perform these measurements, we generated 2D projections of the IS interface of both control and PKCδ-interfered clones, labeled with phalloidin (Supplementary Video 10 and Figure 9). The boundary of the T lymphocyte/APC synaptic contact was defined by the distal SMAC (dSMAC), which consists of a circular array of F-actin accumulation at the edge of the T cell/APC interface (6) (47) (Supplementary Figure 7B). Thus, the IS area was delimited by the edge of the F-actin signal. When necessary, the definition of the regions of interest (ROI) to measure the F-actin-low (Fact-low) cIS area and the IS area was performed by using automated algorithms as described in the Materials and Methods section. Next, these defined ROI areas (Fact-low cIS area and IS area) were measured, and the relative area of the F-actin depleted region at cIS (Fact-low cIS area/IS area) was determined (Supplementary Figures 7B,C). In addition, the intensity of F-actin along the IS interface was analyzed (Supplementary Video 10 and Figures 9A,B). We found a significant reduction in the percentage of synapses substantiating a F-actin-low region at cIS, with relative area > 0.1 in the P5 PKCδ-interfered cells when compared with C3 control cells (80%±6 F-actin depleted synapses in C3 clone vs. 48%±4 in P5 clone; Supplementary Figure 7C and Figure 9C). Similar results were obtained when C9 control and P6 (PKCδ-interfered) clones were compared (Figure 9C). In addition, the expression of GFP-PKCδWT both in the P5 and P6 PKCδ-interfered clones restored the percentage of synapses exhibiting the depletion of F-actin at cIS to the levels observed for the C3 and C9 control clones (i.e., 48% ± 4 in P5 clone vs. 85% ± 9 in P5 clone expressing GFP-PKCδ (Figure 9C). In contrast, the expression of a kinase-dead PKCδ mutant (GFP-PKCδKD) in P5, PKCδ-interfered clone, did not recover the depletion of F-actin at cIS to the levels obtained in C3 control clone (Figure 9C). Together these data indicate that PKCδ participates in the spatiotemporal reorganization of actin at the IS and the subsequent polarization of MVB toward the F-actin-low region at the cIS and exosome secretion.
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FIGURE 9. PKCδ regulates the spatial organization of cortical actin at the IS. C3 control and P5 PKCδ-interfered clones were challenged with CMAC-labeled SEE-pulsed Raji cells for 1 h, fixed, stained with phalloidinAF488 and imaged by confocal fluorescence microscopy. (A) Top views correspond to the Maximal Intensity Projection (MIP) of the indicated, two merged channels, in a representative example. White arrows indicate the direction to visualize the face on views of the synapse (IS interface) enclosed by the boxed ROIs (white rectangles) as shown in Supplementary Video 10. (B) Face on views of the IS. The enlarged ROIs from (A) (1.5x and 2.5x zoom, respectively) were used to generate (as shown in Supplementary Video 10) the IS interface images shown in the upper panels. The IS interface images of the phalloidin channel correspond to frame no. 44 of Supplementary Video 10. The plot profile analysis of phalloidin FI for this frame along the indicated rectangular ROIs is shown in the lower diagrams. CMAC labeling of Raji cells in blue and phalloidin in green. Scale bars, 10 μm. (C) Left panel, C3, C9 (control) and P5, P6 (PKCδ-interfered) clones were untransfected or transfected with GFP-PKCδWT or GFP-PKCδKD. Subsequently the clones were challenged with CMAC-labeled SEE-pulsed Raji cells for 1 h, fixed, immunolabeled with phalloidin AF546 and imaged by fluorescence microscopy. Subsequently, the face on views of synapses were generated as in (B) and the percentage of synapses with an F-actin depleted region at the central IS for the different cellular groups was calculated as described in Supplementary Figure 7. Data are means plus SD (n = 3) analyzing at least 54 synapses per experiment. Single-factor ANOVA was performed between the indicated groups. **p ≤ 0.05.






DISCUSSION

In this work we have established that activation of TCR at the IS induces PKCδ activation, which is necessary for the polarization of MTOC and the polarized secretory traffic of MVB toward the IS and exosome secretion. Concomitantly, we demonstrate that PKCδ-interfered T lymphocytes are defective in Fas-FasL dependent AICD. Since exosomes containing FasL have been shown to be involved in AICD (13, 14), a key process in regulating T lymphocyte homeostasis (10), our data support a new role of PKCδ in exosome-controlled immune regulatory processes. Both FasL and Fas deficiencies are involved in the development of several autoimmune lymphoproliferative syndromes (ALPS) both in humans and mice (10, 54). In this context, human patients were identified with a homozygous loss-of-function mutation of PKCδ resulting in deficient PKCδ expression. These patients developed ALPS resembling the phenotype of PKCδ KO mice (55). Thus, PKCδ is important for the maintenance of T lymphocyte homeostasis as well as the FasL/Fas system. Regarding the functional consequences of defective exosome secretion occurring in PKCδ-interfered cells, it has been reported that exosomes contribute to thymic development (19). Negative selection in thymocytes, which is induced via TCR-controlled apoptosis (AICD), is considered an important mechanism regulating thymocyte development and immune tolerance (56). In addition, immature thymocytes from PKCδ KO mice were protected from apoptosis, indicating a clear pro-apoptotic role of PKCδ (57). It remains to be established whether the systemic autoimmune phenotype and lack of tolerance observed in PKCδ KO mice and human patients with autosomal recessive mutations in PKCδ (58) might be due to defective exosome secretion and subsequent AICD occurring during thymic development.

T and B lymphocytes are the only cells in which triggering of cell surface receptors such as TCR and BCR controls induce exosome secretion (16). Following their secretion, exosomes participate in several antigen-dependent, important immune functions (59). We have described how exosome secretion in Th lymphocytes follows TCR stimulation and IS formation (13, 25). Regarding the TCR-regulated secretory traffic of MVB, several reports have previously established the essential role of DAG and its negative regulator DGKα in the polarized traffic of MVB/late endosomes and lytic granule secretion (13, 20, 24, 25), but the molecular basis by which DAG regulates this traffic remained largely unknown. To address this important point, we have analyzed Jurkat-Raji synapses because of the closeness of this experimental system to the biological reality (T cell-APC synaptic conjugates). This analysis has used scanning confocal microscopy and time-lapse fluorescence microscopy combined with post-acquisition deconvolution, due to the enhanced signal-to-noise ratio of the images, high temporal resolution, and adaptability to the simultaneous acquisition of multiple fluorochromes in developing synapses (45). As a drawback, only those APC-T cell interfaces that were perpendicular to the plane of focus along the Z-axis could be properly analyzed (45). Since other experimental models that may facilitate image capture and analyses do not mimic the complex, irregular surface of an APC or a target cell, and may raise to non-physiological interactions in the IS (60–63), we consider the experimental system used here appropriate to address some biological events occurring at the IS. In addition, with the use of the PKCδ C1-based U.DAG2 sensor, we have shown that upon synaptic activation, DAG species are produced that may recruit PKCδ at endomembranes including MVB. The U.DAG2 sensor was described to produce rapid and robust changes in green fluorescence in a live-cell assay, and these changes were reversible, since fluorescence returns to baseline levels 20–30 s after stimuli removal (35). In addition, there was an additional fluorescence increase of the U.DAG2 sensor due to the conformational changes (35, 36); this was an additional reason to use the sensor in our effort to reveal potential subtle DAG changes that may occur. Thus, the sensor indeed appears to be sensitive enough, although we cannot fully exclude that some very transient or very small DAG changes may not be detectable by the sensor. In addition, we cannot entirely exclude that the PKCδC2 domain (absent in the U.DAG2 probe) may have an indirect, additional role on the selectivity of PKCδ for DAG species produced at the plasma membrane or endomembranes. In this context, we could not detect any U.DAG2 accumulation or PKCδ recruitment at the IS membrane, although DAG-mediated accumulation of C1bPKCθ or PKD1 at the IS was induced in parallel (Supplementary Videos 6, 7), as shown by other researchers (20, 50, 64). Thus, most probably, DAG species that were produced upon PLC activation by TCR were capable of recruiting PKCθ (65) or PKD1 (46) to the IS via their C1 domains, but not PKCδ (66). In addition, our results support that, also upon synaptic activation, distinct DAG species to those generated at the IS are produced into endomembranes (such as MVB), which are capable of recruiting and activate PKCδ. Supporting our data, PKCδ has been found in lytic granules form CTLs (28). In this context, it has been shown that differences in intrinsic affinities and selectivities among the C1 and C2 DAG-binding domains for different DAG species control the rate, magnitude, duration, and subcellular localization of the diverse PKC isotypes (67, 68). The data from other authors, based on the lack of recruitment of PKCδ to the IS (64), may apparently argue against a contribution of PKCδ to MTOC polarization. However, we propose that TCR signaling regulates the production of distinct DAG species at different subcellular locations (IS and MVB endomembranes), with each species recruiting different PKC isotypes, which may be together necessary for MTOC polarization. Indeed, this may conciliate these data with our results regarding the involvement of PKCδ in MTOC polarization toward the IS. Regarding the molecular bases that may underlie the PKCδ effect on F-actin reorganization, it has been described that phosphorylation of paxillin, an actin regulatory protein, by PKCδ regulates integrin-mediated adhesion and migration of lymphoid cells (69). In particular, PKCδ phosphorylates paxillin at T538, leading to the depolymerization of the actin cytoskeleton (69). In addition, paxillin phosphorylation is required for the degranulation of CTL (70). Thus, we are analyzing the phosphorylation of paxillin at T538 in control Jurkat clones. Our preliminary data suggest that both pharmacologic (PMA), anti-TCR stimulation and synaptic stimulation of Jurkat control clones induced a strong phosphorylation of paxillin at T538 (not shown). Further experiments are required to analyze whether PKCδ-interfered clones substantiate comparable paxillin phosphorylation upon stimulation. The results from these experiments may provide some clue to explain the PKCδ role on F-actin reorganization leading to MTOC polarization.

Here we have studied the role of cortical actin reorganization in the polarized traffic of MVB leading to exosome secretion at the IS in Th lymphocytes. PKCδ-interfered clones forming synapses exhibited quantitative alterations (duration and magnitude of actin reorganization) but also qualitative differences (absence of depletion of F-actin at the cIS) in actin rearrangement at the IS when compared with control clones. Any of these alterations acting alone or in combination, have been described to affect T-cell activation, polarized secretion, AICD and CTL effector functions [reviewed in (3)]. In fact, the phenotype we describe here resembles the alterations found in T lymphocytes deficient in TAGLN2 (71) or HS1 (51). Thus, the altered actin stabilization at the IS we found may underlie the deficient MVB polarization occurring in PKCδ-interfered clones. The initial increase in F-actin at the IS was followed by a decrease in F-actin density at the cIS, and this event appears to be the limiting step for exosome secretion. This process is similar to the degranulation of cytotoxic granules and cytokine-containing secretory granules at the F-actin-depleted region that contains a specialized secretory domain in CTL and Th lymphocytes (4, 5, 53). Interestingly, in both cell types cortical actin reorganization at the IS, followed by the polarization of MTOC and secretory granules toward the IS, was also reported (4, 47, 53, 72). Thus, these sequential events are essentially common to IS formed by CTL or Th cells, although both the nature and cargo of the secretory granules in these cells are quite different. In addition, CTL form much more transient synapses than Th cells, lasting only a few minutes, as the target cells are killed (2, 5). This is probably due to the fact that the optimal CTL function requires rapid and transient contact in order to deliver as many lethal hits as possible to several target cells, whereas stable, lengthy synapses (>20–30 min up to several hours) formed by Th cells, as we studied here, are necessary for both directional and continuous secretion of stimulatory cytokines (2, 5). Accordingly, in CTL the directional movement of MTOC toward the synapse lasts very few minutes, whereas in long-lived synapses made by Th lymphocytes the MTOC, but also the MVB as we have shown (26), takes from several minutes up to hours to move and dock to the IS (2, 5, 73). Thus, the contribution of the actin reorganization to the polarization of secretory granules is a qualitative feature shared by CTL and Th cells, as well as some of the molecular components that control this reorganization (i.e., WASP, TAGLN2) (3, 71, 74). Nevertheless, there must be quantitative differences in signals, and probably in some molecular mechanisms that govern the actin cytoskeleton dynamics between the cytolytic and helper synapses (5, 75).

Recently, it has been shown in CTL and Jurkat cells that secretory granule convergence toward the MTOC and MTOC polarization to the IS are two mechanistically distinct processes (76). Interestingly, in our analysis of MVB and MTOC migration to the IS at the single cell level, we have found that both MVB and MTOC do not efficiently polarize in PKCδ-interfered cells, but their center of mass converge at nearby positions in control and interfered cells (Figure 1B and Supplementary Figure 1C), correlating in their migration tendency. In addition, our data show that diminished levels of PKCδ did not affect the average centripetal velocity of MVB. Instead, PKCδ appears to specifically regulate the subsequent step of the secretory traffic (i.e., MTOC translocation to the IS). These findings are in part compatible with what was found in PKCδ-KO mouse CTL, in which the lytic granules underwent convergence toward the MTOC, but these granules did not polarize to the IS and the subsequent cytotoxicity was inhibited (29). However, although in these cells the absence of PKCδ inhibited polarization of cytolytic granules, the MTOC polarization toward the IS was not affected (29). Currently, we lack a clear explanation for the observed partial discrepancy, but it is certain that in the mentioned study no simultaneous assessment of MVB and MTOC polarization was performed at the single cell level as we have performed here. Additionally, and most likely, differences between cytotoxic and helper synapses may cause this apparent disagreement (see above).

In conclusion, aside from the well-known role of the PKCθ isotype and the redundant action of PKCε and PKCη isotypes in the polarization of the secretory machinery in CD4+ T cells (2, 77), we have identified a positive regulatory role of the PKCδ isotype in MVB polarization and exosome secretion upon IS formation in Th lymphocytes. Regarding the biological significance of such a regulatory mechanism, it is remarkable that melanocytes, among other cell types, undergo multidirectional dispersion of secretory organelles for efficient distribution of their granule contents (78). In these cells, convergence of secretory granules toward the MTOC, which remains at the perinuclear area, prevents (but does not promote) degranulation (78). In contrast, the MTOC polarization to the IS, acting in coordination with the convergence of secretory granules toward the MTOC, is necessary for optimal polarized and focused secretion in many cell types of the immune system, including innate NK cells (79, 80), CTL (4, 76), primary CD4+ T cells (47) and Jurkat cells [(76) and the present report]. This mechanism that now includes the key player PKCδ appears to specifically provide the immune system with a finely-tuned strategy to increase the efficiency of crucial secretory effector functions, while minimizing nonspecific, bystander cytokine stimulation, target cell killing and AICD.
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REFERENCES

 1. de la Roche M, Asano Y, Griffiths GM. Origins of the cytolytic synapse. Nat Rev Immunol. (2016) 16:421–32. doi: 10.1038/nri.2016.54

 2. Huse M. Microtubule-organizing center polarity and the immunological synapse: protein kinase C and beyond. Front Immunol. (2012) 3:235. doi: 10.3389/fimmu.2012.00235

 3. Billadeau DD, Nolz JC, Gomez TS. Regulation of T-cell activation by the cytoskeleton. Nat Rev Immunol. (2007) 7:131–43. doi: 10.1038/nri2021

 4. Ritter AT, Asano Y, Stinchcombe JC, Dieckmann NM, Chen BC, Gawden-Bone C, et al. Actin depletion initiates events leading to granule secretion at the immunological synapse. Immunity. (2015) 42:864–76. doi: 10.1016/j.immuni.2015.04.013

 5. Griffiths GM, Tsun A, Stinchcombe JC. The immunological synapse: a focal point for endocytosis and exocytosis. J Cell Biol. (2010) 189:399–406. doi: 10.1083/jcb.201002027

 6. Ritter AT, Angus KL, Griffiths GM. The role of the cytoskeleton at the immunological synapse. Immunol Rev. (2013) 256:107–17. doi: 10.1111/imr.12117

 7. Le Floc'h A, Huse M. Molecular mechanisms and functional implications of polarized actin remodeling at the T cell immunological synapse. Cell Mol Life Sci. (2015) 72:537–56. doi: 10.1007/s00018-014-1760-7

 8. Peters PJ, Borst J, Oorschot V, Fukuda M, Krahenbuhl O, Tschopp J, et al. Cytotoxic T lymphocyte granules are secretory lysosomes, containing both perforin and granzymes. J Exp Med. (1991) 173:1099–109. doi: 10.1084/jem.173.5.1099

 9. Bossi G, Griffiths GM. Degranulation plays an essential part in regulating cell surface expression of Fas ligand in T cells and natural killer cells. Nat Med. (1999) 5:90–6. doi: 10.1038/4779

 10. Nagata S, Golstein P. The Fas death factor. Science. (1995) 267:1449–56. doi: 10.1126/science.7533326

 11. Monleon I, Martinez-Lorenzo MJ, Monteagudo L, Lasierra P, Taules M, Iturralde M, et al. Differential secretion of Fas ligand- or APO2 ligand/TNF-related apoptosis-inducing ligand-carrying microvesicles during activation-induced death of human T cells. J Immunol. (2001) 167:6736–44. doi: 10.4049/jimmunol.167.12.6736

 12. Zuccato E, Blott EJ, Holt O, Sigismund S, Shaw M, Bossi G, et al. Sorting of Fas ligand to secretory lysosomes is regulated by mono-ubiquitylation and phosphorylation. J Cell Sci. (2007) 120(Pt 1):191–9. doi: 10.1242/jcs.03315

 13. Alonso R, Rodriguez MC, Pindado J, Merino E, Merida I, Izquierdo M. Diacylglycerol kinase alpha regulates the secretion of lethal exosomes bearing Fas ligand during activation-induced cell death of T lymphocytes. J Biol Chem. (2005) 280:28439–50. doi: 10.1074/jbc.M501112200

 14. Martinez-Lorenzo MJ, Anel A, Gamen S, Monle n I, Lasierra P, Larrad L, et al. Activated human T cells release bioactive Fas ligand and APO2 ligand in microvesicles. J Immunol. (1999) 163:1274–81.

 15. Blanchard N, Lankar D, Faure F, Regnault A, Dumont C, Raposo G, et al. TCR activation of human T cells induces the production of exosomes bearing the TCR/CD3/zeta complex. J Immunol. (2002) 168:3235–41. doi: 10.4049/jimmunol.168.7.3235

 16. Thery C, Ostrowski M, Segura E. Membrane vesicles as conveyors of immune responses. Nat Rev Immunol. (2009) 9:581–93. doi: 10.1038/nri2567

 17. Peters PJ, Geuze HJ, Van der Donk HA, Slot JW, Griffith JM, Stam NJ, et al. Molecules relevant for T cell-target cell interaction are present in cytolytic granules of human T lymphocytes. Eur J Immunol. (1989) 19:1469–75. doi: 10.1002/eji.1830190819

 18. Mittelbrunn M, Gutierrez-Vazquez C, Villarroya-Beltri C, Gonzalez S, Sanchez-Cabo F, Gonzalez MA, et al. Unidirectional transfer of microRNA-loaded exosomes from T cells to antigen-presenting cells. Nat Commun. (2011) 2:282. doi: 10.1038/ncomms1285

 19. Lundberg V, Berglund M, Skogberg G, Lindgren S, Lundqvist C, Gudmundsdottir J, et al. Thymic exosomes promote the final maturation of thymocytes. Sci Rep. (2016) 6:36479. doi: 10.1038/srep36479

 20. Quann EJ, Merino E, Furuta T, Huse M. Localized diacylglycerol drives the polarization of the microtubule-organizing center in T cells. Nat Immunol. (2009) 10:627–35. doi: 10.1038/ni.1734

 21. Carrasco S, Merida I. Diacylglycerol, when simplicity becomes complex. Trends Biochem Sci. (2007) 32:27–36. doi: 10.1016/j.tibs.2006.11.004

 22. Topham MK, Prescott SM. Mammalian diacylglycerol kinases, a family of lipid kinases with signaling functions. J Biol Chem. (1999) 274:11447–50. doi: 10.1074/jbc.274.17.11447

 23. Sanjuan MA, Jones DR, Izquierdo M, Merida I. Role of diacylglycerol kinase alpha in the attenuation of receptor signaling. J Cell Biol. (2001) 153:207–20. doi: 10.1083/jcb.153.1.207

 24. Rainero E, Caswell PT, Muller PA, Grindlay J, McCaffrey MW, Zhang Q, et al. Diacylglycerol kinase alpha controls RCP-dependent integrin trafficking to promote invasive migration. J Cell Biol. (2012) 196:277–95. doi: 10.1083/jcb.201109112

 25. Alonso R, Mazzeo C, Rodriguez MC, Marsh M, Fraile-Ramos A, Calvo V, et al. Diacylglycerol kinase alpha regulates the formation and polarisation of mature multivesicular bodies involved in the secretion of Fas ligand-containing exosomes in T lymphocytes. Cell Death Differ. (2011) 18:1161–73. doi: 10.1038/cdd.2010.184

 26. Mazzeo C, Calvo V, Alonso R, Merida I, Izquierdo M. Protein kinase D1/2 is involved in the maturation of multivesicular bodies and secretion of exosomes in T and B lymphocytes. Cell Death Differ. (2016) 23:99–109. doi: 10.1038/cdd.2015.72

 27. Chauveau A, Le Floc'h A, Bantilan NS, Koretzky GA, Huse M. Diacylglycerol kinase alpha establishes T cell polarity by shaping diacylglycerol accumulation at the immunological synapse. Sci Signal. (2014) 7:ra82. doi: 10.1126/scisignal.2005287

 28. Ma JS, Haydar TF, Radoja S. Protein kinase C delta localizes to secretory lysosomes in CD8+ CTL and directly mediates TCR signals leading to granule exocytosis-mediated cytotoxicity. J Immunol. (2008) 181:4716–22. doi: 10.4049/jimmunol.181.7.4716

 29. Ma JS, Monu N, Shen DT, Mecklenbrauker I, Radoja N, Haydar TF, et al. Protein kinase Cdelta regulates antigen receptor-induced lytic granule polarization in mouse CD8+ CTL. J Immunol. (2007) 178:7814–21. doi: 10.4049/jimmunol.178.12.7814

 30. Desai DM, Newton ME, Kadlecek T, Weiss A. Stimulation of the phosphatidylinositol pathway can induce T-cell activation. Nature. (1990) 348:66–9. doi: 10.1038/348066a0

 31. Izquierdo M, Downward J, Graves JD, Cantrell DA. Role of protein kinase C in T-cell antigen receptor regulation of p21ras: evidence that two p21ras regulatory pathways coexist in T cells. Mol Cell Biol. (1992) 12:3305–12. doi: 10.1128/MCB.12.7.3305

 32. Hirai S, Izumi Y, Higa K, Kaibuchi K, Mizuno K, Osada S, et al. Ras-dependent signal transduction is indispensable but not sufficient for the activation of AP1/Jun by PKC delta. EMBO J. (1994) 13:2331–40. doi: 10.1002/j.1460-2075.1994.tb06517.x

 33. DeVries TA, Neville MC, Reyland ME. Nuclear import of PKCdelta is required for apoptosis: identification of a novel nuclear import sequence. EMBO J. (2002) 21:6050–60. doi: 10.1093/emboj/cdf606

 34. Pores-Fernando AT, Ranaghan MY, Zweifach A. No specific subcellular localization of protein kinase C is required for cytotoxic T cell granule exocytosis. J Biol Chem. (2009) 284:25107–15. doi: 10.1074/jbc.M109.011866

 35. Tewson PH, Quinn AM, Hughes TE. A multiplexed fluorescent assay for independent second-messenger systems: decoding GPCR activation in living cells. J Biomol Screen. (2013) 18:797–806. doi: 10.1177/1087057113485427

 36. Tewson P, Westenberg M, Zhao Y, Campbell RE, Quinn AM, Hughes TE. Simultaneous detection of Ca2+ and diacylglycerol signaling in living cells. PLoS ONE. (2012) 7:e42791. doi: 10.1371/journal.pone.0042791

 37. Singh R, Andreadis ST. EGF receptor activation decreases retroviral gene transfer through protein kinase C-delta. Mol Therap. (2007) 15:369–77. doi: 10.1038/sj.mt.6300050

 38. Thery C, Amigorena S, Raposo G, Clayton A. Isolation and characterization of exosomes from cell culture supernatants and biological fluids. Curr Protoc Cell Biol. (2006) Chapter 3:Unit 3 22. doi: 10.1002/0471143030.cb0322s30

 39. Skliar M, Chernyshev VS, Belnap DM, Sergey GV, Al-Hakami SM, Bernard PS, et al. Membrane proteins significantly restrict exosome mobility. Biochem Biophys Res Commun. (2018) 501:1055–9. doi: 10.1016/j.bbrc.2018.05.107

 40. Raiborg C, Rusten TE, Stenmark H. Protein sorting into multivesicular endosomes. Curr Opin Cell Biol. (2003) 15:446–55. doi: 10.1016/S0955-0674(03)00080-2

 41. Trajkovic K, Hsu C, Chiantia S, Rajendran L, Wenzel D, Wieland F, et al. Ceramide triggers budding of exosome vesicles into multivesicular endosomes. Science. (2008) 319:1244–7. doi: 10.1126/science.1153124

 42. Ostrowski M, Carmo NB, Krumeich S, Fanget I, Raposo G, Savina A, et al. Rab27a and Rab27b control different steps of the exosome secretion pathway. Nat Cell Biol. (2010) 12:19–30. doi: 10.1038/ncb2000

 43. Ventimiglia LN, Fernandez-Martin L, Martinez-Alonso E, Anton OM, Guerra M, Martinez-Menarguez JA, et al. Cutting Edge: Regulation of Exosome Secretion by the Integral MAL Protein in T Cells. J Immunol. (2015) 195:810–4. doi: 10.4049/jimmunol.1500891

 44. Jambrina E, Alonso R, Alcalde M, del Carmen Rodriguez M, Serrano A, Martinez AC, et al. Calcium influx through receptor-operated channel induces mitochondria-triggered paraptotic cell death. J Biol Chem. (2003) 278:14134–45. doi: 10.1074/jbc.M211388200

 45. Calvo V, Izquierdo M. Imaging polarized secretory traffic at the immune synapse in living T lymphocytes. Front Immunol. (2018) 9:684. doi: 10.3389/fimmu.2018.00684

 46. Spitaler M, Emslie E, Wood CD, Cantrell D. Diacylglycerol and protein kinase D localization during T lymphocyte activation. Immunity. (2006) 24:535–46. doi: 10.1016/j.immuni.2006.02.013

 47. Ueda H, Zhou J, Xie J, Davis MM. Distinct roles of cytoskeletal components in immunological synapse formation and directed secretion. J Immunol. (2015) 195:4117–25. doi: 10.4049/jimmunol.1402175

 48. Yi J, Wu X, Chung AH, Chen JK, Kapoor TM, Hammer JA. Centrosome repositioning in T cells is biphasic and driven by microtubule end-on capture-shrinkage. J Cell Biol. (2013) 202:779–92. doi: 10.1083/jcb.201301004

 49. Giorgione JR, Lin JH, McCammon JA, Newton AC. Increased membrane affinity of the C1 domain of protein kinase Cdelta compensates for the lack of involvement of its C2 domain in membrane recruitment. J Biol Chem. (2006) 281:1660–9. doi: 10.1074/jbc.M510251200

 50. Carrasco S, Merida I. Diacylglycerol-dependent Binding Recruits PKCθ and RasGRP1 C1 Domains to specific subcellular localizations in living T lymphocytes. Mol Biol Cell. (2004) 15:2932–42. doi: 10.1091/mbc.e03-11-0844

 51. Gomez TS, McCarney SD, Carrizosa E, Labno CM, Comiskey EO, Nolz JC, et al. HS1 functions as an essential actin-regulatory adaptor protein at the immune synapse. Immunity. (2006) 24:741–52. doi: 10.1016/j.immuni.2006.03.022

 52. Comrie WA, Babich A, Burkhardt JK. F-actin flow drives affinity maturation and spatial organization of LFA-1 at the immunological synapse. J Cell Biol. (2015) 208:475–91. doi: 10.1083/jcb.201406121

 53. Chemin K, Bohineust A, Dogniaux S, Tourret M, Guegan S, Miro F, et al. Cytokine secretion by CD4+ T cells at the immunological synapse requires Cdc42-dependent local actin remodeling but not microtubule organizing center polarity. J Immunol. (2012) 189:2159–68. doi: 10.4049/jimmunol.1200156

 54. Nagata S, Suda T. Fas and Fas ligand: lpr and gld mutations. Immunol Today. (1995) 16:39–43. doi: 10.1016/0167-5699(95)80069-7

 55. Kuehn HS, Niemela JE, Rangel-Santos A, Zhang M, Pittaluga S, Stoddard JL, et al. Loss-of-function of the protein kinase C delta (PKCdelta) causes a B-cell lymphoproliferative syndrome in humans. Blood. (2013) 121:3117–25. doi: 10.1182/blood-2012-12-469544

 56. Palmer E. Negative selection: clearing out the bad apples from the T-cell repertoire. Nat Rev Immunol. (2003) 3:383–91. doi: 10.1038/nri1085

 57. Pfeifhofer-Obermair C, Thuille N, Baier G. Involvement of distinct PKC gene products in T cell functions. Front Immunol. (2012) 3:220. doi: 10.3389/fimmu.2012.00220

 58. Salzer E, Santos-Valente E, Keller B, Warnatz K, Boztug K. Protein Kinase C δ: a Gatekeeper of immune homeostasis. J Clin Immunol. (2016) 36:631–40. doi: 10.1007/s10875-016-0323-0

 59. Robbins PD, Morelli AE. Regulation of immune responses by extracellular vesicles. Nat Rev Immunol. (2014) 14:195–208. doi: 10.1038/nri3622

 60. Fooksman DR, Vardhana S, Vasiliver-Shamis G, Liese J, Blair DA, Waite J, et al. Functional anatomy of T cell activation and synapse formation. Annu Rev Immunol. (2010) 28:79–105. doi: 10.1146/annurev-immunol-030409-101308

 61. Bertolet G, Liu D. The planar lipid bilayer system serves as a reductionist approach for studying NK cell immunological synapses and their functions. Methods Mol Biol. (2016) 1441:151–65. doi: 10.1007/978-1-4939-3684-7_13

 62. Dustin ML. Supported bilayers at the vanguard of immune cell activation studies. J Struct Biol. (2009) 168:152–60. doi: 10.1016/j.jsb.2009.05.007

 63. Martinelli R, Carman CV. An endothelial planar cell model for imaging immunological synapse dynamics. J Vis Exp. (2015) 2015:e53288. doi: 10.3791/53288

 64. Quann EJ, Liu X, Altan-Bonnet G, Huse M. A cascade of protein kinase C isozymes promotes cytoskeletal polarization in T cells. Nat Immunol. (2011) 12:647–54. doi: 10.1038/ni.2033

 65. Monks CRF, Freiberg BA, Kupfer H, Sciaky N, Kupfer A. Three-dimensional segregation of supramolecular activation clusters in T cells. Nature. (1998) 395:82–6. doi: 10.1038/25764

 66. Melowic HR, Stahelin RV, Blatner NR, Tian W, Hayashi K, Altman A, et al. Mechanism of Diacylglycerol-induced Membrane Targeting and Activation of Protein Kinase Cθ. J Biol Chem. (2007) 282:21467–76. doi: 10.1074/jbc.M700119200

 67. Kamiya Y, Mizuno S, Komenoi S, Sakai H, Sakane F. Activation of conventional and novel protein kinase C isozymes by different diacylglycerol molecular species. Biochem Biophys Rep. (2016) 7:361–6. doi: 10.1016/j.bbrep.2016.07.017

 68. Gallegos LL, Newton AC. Spatiotemporal dynamics of lipid signaling: protein kinase C as a paradigm. IUBMB Life. (2008) 60:782–9. doi: 10.1002/iub.122

 69. Romanova LY, Holmes G, Bahte SK, Kovalchuk AL, Nelson PJ, Ward Y, et al. Phosphorylation of paxillin at threonine 538 by PKCdelta regulates LFA1-mediated adhesion of lymphoid cells. J Cell Sci. (2010) 123(Pt 9):1567–77. doi: 10.1242/jcs.060996

 70. Robertson LK, Mireau LR, Ostergaard HL. A role for phosphatidylinositol 3-kinase in TCR-stimulated ERK activation leading to paxillin phosphorylation and CTL degranulation. J Immunol. (2005) 175:8138–45. doi: 10.4049/jimmunol.175.12.8138

 71. Na B-R, Kim H-R, Piragyte I, Oh H-M, Kwon M-S, Akber U, et al. TAGLN2 regulates T cell activation by stabilizing the actin cytoskeleton at the immunological synapse. J Cell Biol. (2015) 209:143–62. doi: 10.1083/jcb.201407130

 72. Ueda H, Morphew MK, McIntosh JR, Davis MM. CD4+ T-cell synapses involve multiple distinct stages. Proc Natl Acad Sci USA. (2011) 108:17099–104. doi: 10.1073/pnas.1113703108

 73. Xie J, Tato CM, Davis MM. How the immune system talks to itself: the varied role of synapses. Immunol Rev. (2013) 251:65–79. doi: 10.1111/imr.12017

 74. De Meester J, Calvez R, Valitutti S, Dupre L. The Wiskott-Aldrich syndrome protein regulates CTL cytotoxicity and is required for efficient killing of B cell lymphoma targets. J Leukoc Biol. (2010) 88:1031–40. doi: 10.1189/jlb.0410197

 75. Huse M, Quann EJ, Davis MM. Shouts, whispers and the kiss of death: directional secretion in T cells. Nat Immunol. (2008) 9:1105–11. doi: 10.1038/ni.f.215

 76. Nath S, Christian L, Tan SY, Ki S, Ehrlich LIR, Poenie M. Dynein separately partners with NDE1 and dynactin to orchestrate T cell focused secretion. J Immunol. (2016) 197:2090–101. doi: 10.4049/jimmunol.1600180

 77. Kong K-F, Altman A. In and out of the bull's eye: PKCs in the immunological synapse. Trends Immunol. (2013) 34:234–42. doi: 10.1016/j.it.2013.01.002

 78. Alexandra A. Nascimento, Joseph T. Roland a, Gelfand VI. Pigment cells: a model for the study of organelle transport. Ann Rev Cell Dev Biol. (2003) 19:469–91. doi: 10.1146/annurev.cellbio.19.111401.092937

 79. Mentlik AN, Sanborn KB, Holzbaur EL, Orange JS. Rapid lytic granule convergence to the MTOC in natural killer cells is dependent on dynein but not cytolytic commitment. Mol Biol Cell. (2010) 21:2241–56. doi: 10.1091/mbc.e09-11-0930

 80. Hsu H-T, Mace EM, Carisey AF, Viswanath DI, Christakou AE, Wiklund M, et al. NK cells converge lytic granules to promote cytotoxicity and prevent bystander killing. J Cell Biol. (2016) 215:875–89. doi: 10.1083/jcb.201604136

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Herranz, Aguilera, Dávila, Sánchez, Stancu, Gómez, Fernández-Moreno, de Martín, Quintanilla, Fernández, Rodríguez-Silvestre, Márquez-Expósito, Bello-Gamboa, Fraile-Ramos, Calvo and Izquierdo. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.





[image: image]


OPS/images/fimmu-09-02333/math_1.gif
Ip=A%""
=A% ()





OPS/images/fimmu-09-02333/math_2.gif
ts=In2* 1 (2)





OPS/images/fimmu-09-02333/math_3.gif
10 =T, A~ @? +4app 2 (3





OPS/images/fimmu-09-02333/math_4.gif
0.88w
4t,;

@





OPS/images/fimmu-09-02333/fimmu-09-02333-g002.gif
(4449903

Jurkat CD6-GFP

sj0ds £qOP U0 v





OPS/images/fimmu-09-02333/fimmu-09-02333-g003.gif
A _oCO3 _phyr  Merge B _oCDS _LFAA _Merge 203 _F-actin__Merge

cos
Morge GFF_aco

Timo poiod
shown in kymograph blow

|

CDE.GFP ocD3.

JRENNSE————

i






OPS/images/fimmu-09-02333/fimmu-09-02333-g004.gif
osdeuts eaboiounu ue
Bunuio) 460 0 Uonoes

5000 440900 961N 000 440900 900N,






OPS/images/fimmu-09-02333/fimmu-09-02333-g005.gif





OPS/images/fimmu-09-02333/crossmark.jpg
©

2

i

|





OPS/images/fimmu-09-02333/fimmu-09-02333-g001.gif
spot

o1y






OPS/images/fimmu-10-00226/fimmu-10-00226-g003.gif





OPS/images/fimmu-10-00226/fimmu-10-00226-g002.gif





OPS/images/fimmu-10-00226/fimmu-10-00226-g001.gif





OPS/images/fimmu-10-00226/crossmark.jpg
©

2

i

|





OPS/images/fphy-07-00014/inline_1.gif





OPS/images/fphy-07-00014/fphy-07-00014-g003.gif





OPS/images/fphy-07-00014/fphy-07-00014-g002.gif
oo+ onbouns

eacion coordnate

ey biocremical
"ror + g 52 TCR oG ot

catcn bona
3 3 \sorons

=orco oM
o)
sgnal
ampfcatione 0
k)






OPS/images/fphy-07-00014/fphy-07-00014-g001.gif





OPS/images/fimmu-09-02373/crossmark.jpg
©

2

i

|





OPS/images/fimmu-09-02373/fimmu-09-02373-g001.gif





OPS/images/fimmu-09-02373/fimmu-09-02373-g002.gif
_ Rl -2

=Ll

- T )





OPS/images/fimmu-09-02348/fimmu-09-02348-g003.gif





OPS/images/fimmu-09-02348/fimmu-09-02348-g004.gif





OPS/images/fimmu-09-02348/fimmu-09-02348-g005.gif





OPS/images/fimmu-09-02348/fimmu-09-02348-g006.gif





OPS/images/fimmu-09-02348/crossmark.jpg
©

2

i

|





OPS/images/fimmu-09-02348/fimmu-09-02348-g001.gif





OPS/images/fimmu-09-02348/fimmu-09-02348-g002.gif





OPS/images/fimmu-09-02085/fimmu-09-02085-g004.gif
-

FEiiii

o2

NS






OPS/images/fimmu-09-02085/fimmu-09-02085-g005.gif





OPS/images/fimmu-09-02085/crossmark.jpg
©

2

i

|





OPS/images/fimmu-09-02085/fimmu-09-02085-g001.gif





OPS/images/fimmu-09-02085/fimmu-09-02085-g002.gif





OPS/images/fimmu-09-02085/fimmu-09-02085-g003.gif





OPS/images/fimmu-09-01983/fimmu-09-01983-g010.gif
o]
o4
03
02
o)

& oy
08
04
03
02
o3

0% W S O BT
Temperature (°C) _ Temperature (*C)

=huse






OPS/images/fimmu-09-01983/fimmu-09-01983-g011.gif





OPS/images/fimmu-09-01983/fimmu-09-01983-g012.gif
RLU (x109)
']

53

L) — 1]

- 4
S S [
258

P

< oo

L1

DNSODNSO
0.82% 10%

1Bs9s

AMD3100]





OPS/images/fimmu-09-01983/fimmu-09-01983-g013.gif
X %Q % o
o o
Tompersture () Tempersure (0)
| B
T m ow e e Y k% e aw

Temperature (°C)

Temperature (°C)





OPS/images/fimmu-09-02215/fimmu-09-02215-g002.gif





OPS/images/fimmu-09-02143/crossmark.jpg
©

2

i

|





OPS/images/fimmu-09-02143/fimmu-09-02143-g001.gif





OPS/images/fimmu-09-02215/crossmark.jpg
©

2

i

|





OPS/images/fimmu-09-02215/fimmu-09-02215-g001.gif





OPS/images/fimmu-09-02085/inline_1.gif
Jooan

F -





OPS/images/fimmu-09-02085/inline_2.gif





OPS/images/fimmu-09-02152/crossmark.jpg
©

2

i

|





OPS/images/fimmu-09-02152/fimmu-09-02152-g001.gif
A Microcluster

TeRmicrodusers TCR

adousier
Footprinsof
w ol
o Footprintsof L
&
1 ntetoce

Qdousiyer

0. Colocalzation of :
M+ MCs ey — gt
oot Tchneoste

s





OPS/images/fimmu-09-02085/fimmu-09-02085-g006.gif





OPS/images/fimmu-10-00194/fimmu-10-00194-g004.gif
logry T

200 uorsiazp
o Jo saqunu wojy

tur “spuana uoisiagp
Jo soquinu uvapy





OPS/images/fimmu-10-00194/fimmu-10-00194-g003.gif





OPS/images/fimmu-10-00194/fimmu-10-00194-g002.gif





OPS/images/fimmu-10-00194/fimmu-10-00194-g001.gif





OPS/images/fimmu-10-00194/crossmark.jpg
©

2

i

|





OPS/images/fimmu-10-00226/fimmu-10-00226-g006.gif





OPS/images/fimmu-10-00226/fimmu-10-00226-g005.gif





OPS/images/fimmu-10-00226/fimmu-10-00226-g004.gif





OPS/images/fimmu-10-00194/fimmu-10-00194-g006.gif





OPS/images/fimmu-10-00194/fimmu-10-00194-g005.gif
log(R)

wop Jo 5.35

log(R)





OPS/images/fimmu-09-02638/fimmu-09-02638-g003.gif





OPS/images/fimmu-10-00194/inline_24.gif





OPS/images/fimmu-09-02638/fimmu-09-02638-g002.gif
& kinapse

celmovement

© " §/— 1 —pee [Junt I mon § ron oum
oy

. s 4 s
(@ wo e s Jows e | men
ey g contesions






OPS/images/fimmu-10-00194/inline_23.gif
E(Gy)
iy =





OPS/images/fimmu-09-02638/fimmu-09-02638-g001.gif
shear force (blood flow)
transmigration

aae by wes oSSR, e g
@

b

e T

receptor

© '+ Jiow Gran G comwe T mesn

sherforco






OPS/images/fimmu-10-00194/inline_22.gif
#5 ()





OPS/images/fimmu-09-02638/crossmark.jpg
©

2

i

|





OPS/images/fimmu-10-00194/inline_21.gif





OPS/images/fimmu-09-02373/fimmu-09-02373-t001.jpg
Research applications
Cytometry Cytokine and surface
markers

Signaling and activation
dynamics

Cytotoxicity
Immunophenotyping
Sorting
MICROSYSTEMS.

Nano wells Antibody and drug
screening

Activation dynamics
Gytotoxicity

Inter and intra cellular
communication
Gytokines and signaling
molecules release

MICROFLUIDICS

Trap-Based Inter and intracelluler
communication
Gytotoxicity

Signaling and activation
dynamics

Cytokines and signaling
molecules release

Valve-based Signaling and activation
dynamics

Cytokines and signaling
molecules release

Monitor transcription factors
activity

Migration

Droplet-based Inter and intracellular
‘communication
Cytokines and signaling
molecules release
Activation dynamics
Antibody screening

Gytotoxicity

Advantages

High throughput
Quick to run (on the order of
several hours)

Ability to sort cells based on
expression of molecules

High-throughput
Possibilty to recover cells
from the wells

Simple to use
Multiplexing and real time
monitoring

Quantitative analysis of
proteins

Possibilty to pair multiple
cells in each well

Eficient cell pairing and
fusion

Abilty to monitor cellular
behavior, from the point of
cellular interaction and
contact

Multiplexing and real time
monitoring

High throughput

Complete automation
Replication of dynamic
cellular microenvironment
Sensitive (addressable cell
chambers with very small
volume)

Low sample volume

Both real time monitoring
and end-point analysis

High throughput
Noise-free celular
microenvironment due to
compartmentalization

Both real time monitoring
and end point analysis
Muttiple as well as single cell
pairing

Sensitive (low reaction
volurne)

Small sample and reagent
volume

Limitation Commercial vendors
BD Biosciences,
MillporeSigma, Miltenyi
Biotec, Thermo Fisher
Scientific

Spectral overlaps
Expensive

Not possible to replicate
dynamic cellular
microenvironment

Static snapshot over time

Seeding cells under the
effect of gravity lowers the
efficiency of cell loading
Manual operation

Limited control over the
fuidic and celllar
microenvironment

Random distribution of cells
in wells

WwFluidix, microfluidic
ChipShop

Stimulation of cells in bulk
and not on-chip (Juxtacrine
and paracrine interactions
before loading the cells
cannot be ruled out)
Controlled on-chip
stimulation is not possible
Cells are ot isolated from
each other (The trapped
cells and secreted
molecules are not
completely confined and
this can influence the
behavior of the neighboring
cells by paracrine
communication)

W Fuiix, microfluidic
ChipShop

Laborious and
time-consuming fabrication
Not portable (additional
equipment for operation)
Low to medium throughput

Fluidigm C1

Not possible to replicate
dynamic cellular
microenvironment
Random encapsulation
(follows Poisson
Distribution)

Difficult to incorporate.
washing steps

W Fuidix, microfluidic
ChipShop, Dolomite,
Fluigent, 10X
Genormics (Chromium
Controlier) BIORAD
(ddSEQ)
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The applications described here are what is presented in this review as well as all the other potential applications of the design for immune cell analysis at single-cell level.
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Shear stress (or shear force)
Catch bond/Sip bond

Mechanosensing

Mechanosensor
Passive mechanosensing
Active touch sensing

Mechanotransduction
Stiffness (or elastic modulus)
Durotaxis.

Shear stress is the tangential force applied by a flowing fluid on the surface of an object

A catch bond is a bond that becomes stronger (increased lifetime) when a pulling force is applied to it. By contrast, a slip bond becomes
weaker (decreased lifetime) with applied force

Mechanosensing is the process through which cells or proteins detect and respond to variations of forces and mechanical properties of
their environment

A mechanosensor is a molecie/protein that mediates mechanosensing
During passive mechanosensing, a mechanosensor detects applied mechanical stimul (without applying force or tension itself

Active touch sensing is the process through which cels actively probe the mechanical properties of their environment (for instance
substrate stiffness)

Mechanotransduction is the process during which mechanosensors translate mechanical inputs into intracellular signaling events
Stifiness is a measure of the abilty of an object or a substance to resist deformation upon an applied force

Migrating cells can sense stifiness of the substrate they migrate in or on, typically via active touch sensing. Durotaxis is the abilty of cells
to move up rigidity gradients.
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Parameter References Value (min=1)

0, © 0.53 x 1072

8.0y ©® 1.06 x 102

18 [€) 034 x 1072

1001 © 034 x 1072

0, Equation (7)« 159 x 10-2

.8 Equation (8)« 260 x 10-3

tc, @ 183

t0,8 ® 217

8.0 ® 041

toy8 ® 1.14

8.0, @ 56x 1072

fcu8 [€) 70x 1078

&8.05 ©® 26x 1072

o [€) 34x 1078

I (1) 1.478 x 10-5(~ 1/47 days~")
* ) 1.458 x 10~5(~ 1/48 days™")

Ci: Peyer's patches (Cra) and mesenteric lymph nodes (Ciw); Ca: lungs; Ca: liver; Ca:
spleen; and Cs: subcutaneous lymph nodes. Time units: min". (x) We have estimated
these parameters combining the parameters in Ganusov and Auerbach (3) according to
Equations (7)~(8).
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‘GENERAL PARAMETERS

p.... probabity of an individual haybale to contain a neede (ie., to be a relevant instance)

n...number of checked haybales

k...number of detected relevant instances
PROBABILITY FOR A SINGLE HAYBALE TO CONTAIN A NEEDLE

p=H

The probabilty of an individual haybale to be a relevant instance is given by the number of bales M that contain a needle divided by
the total number of bales N.

‘GLOBAL AND LOCAL TRUE POSITIVE RATES (TPR, tpr)

P

- AT
TPR= par = TPirN

e = o

‘The global true positive rate (TPR) is the probabiliy of correctly identifying a haystack that contains a needle as a relevant case. It is
given by the number of true positives (TP) divided by the number of al relevant instances, which is equal to the sum of true positives
and false negatives (TP + FN).

The local true positive rate (tor) s the probability of correctly identifying an indivicual haybale containing a needle as a relevant case. It
is calculated analogously to TPR.

‘GLOBAL AND LOCAL FALSE POSITIVE RATES (FPR, fpr)

I3 P
FPR= 2= fP

e i
for= 2= ﬁ%ﬁ

The global false positive rate (FPR) is the probability of incorrectly classifying a haystack that does not contain any needle as a
relevant case. It is given by the number of false positives (FP) divided by the number of all irtelevant instances, which is equal to the
sum of true negatives and false positives (TN + FP).

The local false positive rate (for) is the probability of incorrectly classifying an individual haybale that does not contain any needle as a
relevant case. It is calculated analogously to FPR.

‘GLOBAL AND LOCAL TRUE NEGATIVE RATES (TNR, tnr)

_IN_ W
TNR= fr. = TNzFP

"
r= 7. = nip

The global true negative rate (TNR) s the probabilty of correctly identfying a haystack that contains no needle as an irrelevant case. It
is given by the number of true negatives (TV) divided by the number of allrrelevant instances, which is equal to the sum of true
negatives and false positives (TN + FP).

The local true negative rate () is the probability of correctly identifying an individual haybale containing no needle as an irrelevant
case. ltis calculated analogously to TPR.

‘GLOBAL AND LOCAL FALSE NEGATIVE RATES (FNR, fnr)

= N _ FN.
FNR= pel. = FsTP

The global faise negative rate (FNR) s the probabity of incorrectly classifying a haystack that contains a needle as an ielevant case.
Itis given by the number of false negatives (V) divided by the number of all elevant instances, which is equal to the sum of false
negatives and true positives (FN + TF).

The local false positive rate (for) is the probabilty of incorrectly classifying an individual haybale that contains a needle as an irelevant
case. ltis calculated analogously to FPR
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Simulated condition Number of tracks Fitted value of D (ums-) Fitted value of N (ums-) R? value of fit
1.6 pmis™, no noise 1,679 1.72(1.68, 1.76) 2.24(2.15,2.39) 09892
1.6 pmis™", noise 401 2.19(2.12,2.25) 1.75(1.67, 1.83) 09777
10 s, no noise 1519 10.21(9.77,10.6) 2.7 (2.08, 2.45) 09343
10 pmis™, noise 463 10.04 (953, 10.54) 2.77 (2.47,308) 08968

Noise or no noise refers to the presence of Gaussian white noise proportional to the intensity in the simulation. 95% confidence intervals are given in brackets.
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Condition nt  Number of
measurements

Theoretical with stokes 123+01

radius 3.48 nm

FCS 188103 27 traces

FRAP 7103 30 repeats

Single-molecule tracking 9304 2,608 tracks

(ftted 1,113 mobile tracks

Variation on the theoretical value is due to a potential +2°C temperature change in the
laboratory.
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AF647
labeled
chemokine

CXCL13
coLg

Theoretical  Fitted Error  Number  Reof
diffusion  diffusion  (um?s) of highly combined
coefficients ~ coefficient mobile fit
inwater  (umes~) tracks
(um?s~)
149 62 03 1,930 0.980
146 84 02 4,859 0984

Optimized values were found by fitting a two gamma distribution to single-molecule

tracking diata.
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Molecules

migM homocimer

lg-a/lg-p
IgM-BCR TM domain

IgM-BCR TM domain

Configuration

Symmetric homodimer
Asymmetric homodimer
Heterodimer

migM symmetric homodimer
& Ig-a/ig-p heterodimer
migM asymmetr. homodimer
& lg-a/lg-p heterodimer

Abbreviation

BM-A
BM-B
BM-«
BM-A-1, BM-A-2

BM-B-1, BM-B-2
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Step?  Aim Resolution®  Simulation time®  Number of (Simulations)®

1 migM homodimer assembly (resulting in BM-A and BM-B configurations) cG 5000 ns. 104

2 Ig-a/lg-f heterodimer assembly (resulting in BM-a configuration) ca 5000 ns 105

3a IgM-BCR assembly of binding modes BM-A and BM-« cG 5000 ns 176

3 1gM-BCR assembly of binding modes BM-B and BM-er ca 5000 ns 190

4 Stabilty assessment of BM-A, BM-8, BM-«, BM-A-1, BM-A-2, BM-B-1 and BM-B-2  AA 500ns 7x3°
5 Mermbrane domain preference of different IgM-BCR TM configurations (BM-A-1, ca 2000 ns ax10f

BM-A-2, BM-B-1, and BM-B-2)

6 Dimerization of IgM-BCR TM domains CG 10000 ns 110
7 Stabilty assessment of IgM-BCR cluster AA 500ns 3

aFor clarity, the workllow was divided into 7 parts.
bSimulations were carried out either at all-atom (AA) or at coarse-grained (CG) resolution.

“Simulation time of each simulation.

INumber of replica simulations.

©Three all-atom simulations were performed for each Ig-BCR TM configuration (BM-A, BIM-B, BM-a, BM-A-1, BM-A-2, BM-B-1, and BM-B-2).
110 CG simulations were performed for each lgM-BCR TM configuration (BM-A-1, BM-A-2, BM-B-1 and BM-B-2).
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