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Editorial on the Research Topic
 The Deadly Secrets of C. difficile—Insights Into Host-Pathogen Interaction




INTRODUCTION

Clostridioides (formerly Clostridium) difficile is an anaerobic, spore-forming bacterium, widely distributed in soil, water, animals and the gut of healthy humans (Hall and O'Toole, 1935; al Saif and Brazier, 1996; Lawson et al., 2016). The symptoms of C. difficile infection (CDI) range from relatively mild diarrhea to severe life-threatening pseudomembranous colitis, toxic megacolon and a subsequent sepsis (Lessa et al., 2015). In the last two decades, an emerging number of nosocomial and community-acquired infections was reported worldwide (Bartlett, 2006; Rupnik et al., 2009; Lessa et al., 2015). CDI is commonly, but not necessarily associated with previous administration of antibiotics. Further risk factors are age, cancer treatment and immunosuppression. However, CDI also affects individuals without these classical risk factors (Bignardi, 1998; Rupnik et al., 2009).

According to the US Center for Disease Control and Prevention (CDC), C. difficile caused almost half a million infections in the USA each year, two-third of the infections were health-care associated1. About 1 in 6 patients suffers from recurrent infections. Within a month of diagnosis, 9% of the patients over age 65 died of a healthcare-associated CDI in the US in 2015 (Lessa et al., 2015). According to the European Center for Disease Prevention and Control (ECDC), the burden of healthcare-associated CDIs in acute care hospitals in the US was estimated at 300,000 cases in 2015 (Lessa et al., 2015).



METHODS

The challenges of genetic modifications, handling and cultivation procedures of C. difficile require individualized methods of analyzing C. difficile compared to other bacteria. Maikova et al. summarized recent advances in understanding the CRISPR-Cas system in C. difficile and discussed possible applications. Trautwein et al. developed a novel metabolic labeling strategy with 15N-labeled media for quantitative proteomics in C. difficile. Beyond the current ribotyping techniques, Emele et al. developed a proteotyping approach for the rapid identification ribotype 027 isolates.



THE IMPACT AND FUNCTIONALITY OF TOXINS

C. difficile harbors various secreted and surface proteins responsible for colonic colonization and subsequent inflammatory reactions. The most important and best characterized ones are three large clostridial toxins: toxin A and toxin B and in some bacterial strains, the binary toxin CDT. The phage-derived holin system is involved in toxin export in C. difficile. Mehner-Breitfeld et al. report on the different TcdE isoforms present in C. difficile and their effect on cell growth and lysis. Following export, the toxins have a wide range of effects on the host cell system. Comparison of the Ras-glucosylating activity of the two toxins from C. difficile with the lethal toxin of Clostridium sordellii by Genth et al. showed that lethal toxin and toxin A glucosylate Ras toxin B does not. Toxin B but not toxin A is primarly responsible for inflammatory responses. Further articles of the Research Topic focus on role and functionality of toxin B. Junemann et al. focus on the quantitative phosphoproteome of epithelial cells in response to toxin B treatment. Their data show the response of more than 1,200 phosphosites, predominantly a response of the MAPK-dependent signaling pathways. The role of Cys-2232 of toxin B was evaluated by Chung et al.; its exchange indirectly reduced binding to two identified toxin B receptors, namely FZD2 and RVRL3. In a further report on toxin receptors, Schöttelndreier et al. report that the putative cell surface receptors for toxin B including ZD2/7, CSPG4, and PVRL3 are in fact not internalized after toxin binding and, thus are merely binding proteins. Toxin B is further an interesting target for drug development. Fühner et al. report on the development of neutralizing and non-neutralizing antibodies by targeting different epitopes of toxin B.



EPIDEMIOLOGY AND EVOLUTION

Infections with C. difficile have been reported from many countries worldwide. However, there seems to be differences in clade and toxinotype distributions that also reflect different clinical outcomes. In humans, colonization by non-toxigenic C. difficile strains are associated with a lower risk of CDI. Dayananda and Wilcox review the effect of co-infecting or colonizing on the infection of C. difficile strains to identify potential exploitable mechanisms to prevent C. difficile infection. Hernández et al. studied the fecal microbiota associated with C. difficile infection and Akkermansia to be predictive for the presence of a C. difficile infection and highlight that co-infection with other pathogenic agents are to be considered in treatment. In three further publications, the focus is set on the worldwide impact of C. difficile. Li et al. report on an outbreak in an intensive care unit of a teaching hospital in China and highlight the importance of routine testing in a clinical setting. A comparative study by Seugendo et al. shows the different prevalence at sites in Ghana, Indonesia and Germany reflecting different ribo- and toxinotypes and resistances likely reflecting the distinct use of antibiotics. In a study with non-toxigenic isolates from patients in Mexico, Camorlinga et al. highlight heterogenous but still distinctive phenotypic characteristics that differentiate them from toxigenic strains.



PHYSIOLOGY AND HOST RESPONSE

During gut colonization C. difficile is exposed to the host immune response, multiple stress factors and also bacteriophages. Fortier summarized the current knowledge on C. difficile bacteriophages and additionally discussed the role of phages in the therapeutic effectiveness of fecal microbiota transplantation and its therapeutic perspectives. The structure of the bacteriophage tail-like bacteriocin of C. difficile itself was studied by Schwemmlein et al. In a study by Bernal et al., they provided a first link between C. difficile metabolism and the innate T cell-mediated immunity in humans with hypervirulent strains being most competent in provoking mucosal-associated invariant T (MAIT) cell activation. A report by Horvat and Rupnik established an in vitro model for co-cultivation and described how different fecal microbiota samples have an impact on C. difficile growth and sporulation as well as the microbiota itself.

Suitable animal models are widely discussed in the scientific community. Accepted model systems are hamster and mouse models, both with specific limitations and drawbacks. Nevertheless, the murine model systems contribute valuable information on the in vivo role of bacterial proteins and probiotics. Combining a murine model system with enzymatic assays, Ünal et al. identified the role of the peptidyl-prolyl-cis/trans-isomerase PrsA2 as a virulence modulator influencing crucial processes such as sporulation, germination and bile acid resistance. Quigley et al. identified a Lactobacillus grasseri APC 678 in a co-culture system as well as in a mouse model as potential probiotic to target CDI by increasing the bacterial diversity. In a study by Xu et al., it was shown that Pediococcus pentosaceus exhibited a protective effect by improving the functionality of tight junctions resulting in down-regulation of the inflammatory response. In a targeted approach, Peng et al. showed that a fusion protein of bacteriophage lysin with human defensin effectively mitigated symptoms of CDI and reduced spore and toxin levels in the murine model.



METABOLISM

The unique metabolism of C. difficile employs multiple fermentation pathways coupled to membrane ion gradient formation for ATP generation. Major pathways utilize branched chain amino acids, cysteine, proline and further amino acids with the formation of corresponding organic acids. In parallel, the central carbon metabolism comprises a versatile sugar catabolism and an incomplete tricarboxylic acid cycle to prevent unnecessary NADH formation. Neumann-Schaal et al. summarized central features of the metabolism with a focus on the metabolic principles of energy generation. Changes of the metabolism during the onset of stationary phase were the focus of the publication by Hofmann et al. showing complex and highly specific adaption to substrate availability. In a multi-omics approach, Berges et al. provided a detailed picture on iron limitation and regulation even beyond the fur regulon in C. difficile. The important role of bile acids on germination and sporulation are widely discussed and Sievers et al. draw our attention to the stress response of C. difficile upon bile acid exposure. In a study on ribotype 027 isolates, Steglich et al. reported on the loss of an ABC transporter and the impact on the metabolism.



CONCLUSIONS AND OUTLOOK

The current special issue “The Deadly Secrets of C. difficile – Insights into Host-Pathogen Interaction” with almost 30 contributions to toxin function, epidemiology, physiology, gene regulation and metabolism provides broad novel insights into the molecular strategies of a deadly bacterial pathogen. Since corresponding detrimental infection are still highly relevant, especially to our more and more elderly societies, these multiple novel insights into certain molecular aspect of the infection process might provide a nucleus for further therapeutic strategies. Future investigation might include holistic system biology approaches for the dynamic integration of the knowledge on the various detailly worked out adaptation strategies. Bioinformatic-based modeling and predictions about the C. difficile infection process might constitute a solid knowledge basis for the development of novel intervention strategies.



AUTHOR CONTRIBUTIONS

All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.



FOOTNOTES

1https://www.cdc.gov/cdiff/index.html



REFERENCES

 al Saif, N., and Brazier, J. S. (1996). The distribution of Clostridium difficile in the environment of South Wales. J. Med. Microbiol. 45, 133–137.

 Bartlett, J. G.. (2006). Narrative review: the new epidemic of Clostridium difficile–associated enteric disease. Ann. Intern. Med. 145, 758–764. doi: 10.7326/0003-4819-145-10-200611210-00008

 Bignardi, G. E.. (1998). Risk factors for Clostridium difficile infection. J. Hosp. Infect. 40, 1–15.


 Hall, I. C., and O'Toole, E. (1935). Intestinal flora in new-born infants: with a description of a new pathogenic anaerobe, Bacillus difficilis. Am. J. Dis. Child. 49, 390.


 Lawson, P. A., Citron, D. M., Tyrrell, K. L., and Finegold, S. M. (2016). Reclassification of Clostridium difficile as Clostridioides difficile (Hall and O'Toole 1935) Prevot 1938. Anaerobe 40, 95–99. doi: 10.1016/j.anaerobe.2016.06.008

 Lessa, F. C., Mu, Y., Bamberg, W. M., Beldavs, Z. G., Dumyati, G. K., Dunn, J. R., et al. (2015). Burden of Clostridium difficile Infection in the United States. N. Engl. J. Med. 372, 825–834. doi: 10.1056/NEJMoa1408913

 Rupnik, M., Wilcox, M. H., and Gerding, D. N. (2009). Clostridium difficile infection. Nat. Rev. Microbiol. 7, 526–536. doi: 10.1038/nrmicro2164

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Neumann-Schaal, Groß, Just and Jahn. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 27 March 2018
doi: 10.3389/fmicb.2018.00566






[image: image]

Incidence and Outbreak of Healthcare-Onset Healthcare-Associated Clostridioides difficile Infections Among Intensive Care Patients in a Large Teaching Hospital in China

Chunhui Li1, Yuan Li2, Yang Huai2, Sidi Liu1, Xiujuan Meng1, Juping Duan1, John D. Klena2,3, Jeanette J. Rainey2,3, Anhua Wu1* and Carol Y. Rao2,3

1Infection Control Center, Xiangya Hospital Central South University, Changsha, China

2International Emerging Infections Program, Division of Global Health Protection, Center for Global Health, U.S. Centers for Disease Control and Prevention, Beijing, China

3Division of Global Health Protection, Center for Global Health, U.S. Centers for Disease Control and Prevention, Atlanta, GA, United States

Edited by:
Uwe Groß, Universitätsmedizin Göttingen, Germany

Reviewed by:
Diamantis Plachouras, European Centre for Disease Prevention and Control, Sweden
Ulrich Nübel, Deutsche Sammlung von Mikroorganismen und Zellkulturen, Germany

*Correspondence: Anhua Wu, xywuanhua@csu.edu.cn

Specialty section: This article was submitted to Infectious Diseases, a section of the journal Frontiers in Microbiology

Received: 10 January 2018
Accepted: 12 March 2018
Published: 27 March 2018

Citation: Li C, Li Y, Huai Y, Liu S, Meng X, Duan J, Klena JD, Rainey JJ, Wu A and Rao CY (2018) Incidence and Outbreak of Healthcare-Onset Healthcare-Associated Clostridioides difficile Infections Among Intensive Care Patients in a Large Teaching Hospital in China. Front. Microbiol. 9:566. doi: 10.3389/fmicb.2018.00566

Background: Clostridioides difficile infection (CDI) is an important cause of morbidity and mortality among hospitalized patients. In China, however, hospital staff do not routinely test for CDI, leading to under-diagnosis and poor patient outcomes. Locally generated CDI data can help assess the magnitude of the problem and strengthen approaches for CDI prevention and control.

Methods: We prospectively monitored hospital-onset hospital-associated (HOHA) CDI in four intensive care units (ICUs) from June 2013 to September 2014 in a large teaching hospital in China. We collected clinical information from all ICU patients with ≥ 3 episodes of diarrhea occurring within a 24-h period at least 48 h following admission (suspect case definition). Stool specimens were collected from all suspect cases of CDI and cultured for C. difficile. Polymerase chain reaction (PCR) was used to detect toxin genes from positive isolates; multi-locus sequence typing (MLST) was used for typing and identifying novel strains. We estimated the incidence rate as the number of HOHA CDI cases per 10,000 patient days; 95% confidence intervals were generated to assess rate differences between the four ICUs.

Results: A total of 593 hospital-onset diarrhea patients met the suspect case definition during the study period. Of these, 47 patients (8%) were positive for C. difficile and toxin genes. The HOHA-CDI incidence rate was 14.1 cases per 10,000 patient days (95% CI: 10.5–18.6). Six patients with HOHA CDI died. ST54 (n = 14, 20%) was the most common type of HOHA-CDI strain circulating in the hospital during the study period and was linked to a temporal cluster (outbreak) involving two (NICU and GICU) of the four ICUs.

Conclusion: HOHA-CDI occurs among ICU patients at this teaching hospital, supporting the importance of routine testing for CDI. Information on strain distribution can help detect CDI outbreaks. Detection of ST54 strain in a temporal cluster suggests possible gaps in infection control practices that should be investigated and addressed as needed.

Keywords: Clostridioides difficile infection (CDI), incidence, outbreak, antibiotic associated diarrhea (AAD), global health security


INTRODUCTION

Clostridioides difficile infection (CDI) is an important cause of hospital-associated infections (HAI) worldwide. Clinically, CDI can range from mild diarrhea to severe pseudomembranous colitis (PMC) (Yassin et al., 2001). Epidemics of CDI have occurred in North America and Europe over recent decades, and the epidemiology of CDI in these regions is generally well documented. These epidemics have been largely due to the hypervirulent C. difficile RT027/ST1, a strain frequently associated with increased mortality (Garey et al., 2008; Jamal et al., 2010; Abou Chakra et al., 2015). Common risk factors for CDI are well known and include hypervirulent strains, age, underlying conditions, and use of antibiotics, as well as immune suppression and exposure to CDI (Garey et al., 2008; Jamal et al., 2010; Lai et al., 2014; Abou Chakra et al., 2015).

In China, a country with more than 5,000 secondary and tertiary hospitals, CDI is currently not notifiable through national, provincial, or hospital-based surveillance systems (Zhang et al., 2016). Except for a few specific studies, information is scarce about the burden and strain distribution of CDI in the country. Two C. difficile 027 isolates were identified in Beijing from two patients coming for outpatient visits in 2012 and 2013 (Cheng et al., 2016). Physicians tend to rely on clinical assessments for identifying CDI cases, and laboratory confirmation for C. difficile is not routinely performed in most hospitals. Challenges in isolating CDI as well as the costs associated with identifying toxigenic strains create additional barriers to diagnostic testing. We suspect this lack of laboratory confirmation leads to under-diagnosis and poor patient outcomes, particularly among vulnerable patients in intensive care units.

To address this gap, we conducted a prospective surveillance project for CDI in intensive care units (ICUs) at Xiangya Hospital at Central South University, located in the city of Changsha in Hunan Province in central China. We anticipate that these locally generated CDI data will help to better assess the magnitude of the problem and strengthen approaches for CDI prevention and control as well as highlight the importance of laboratory-based surveillance.



MATERIALS AND METHODS

Study Location

Xiangya Hospital is a 3,500-bed urban tertiary teaching hospital in Changsha, Hunan Province, China and admits approximately 90,000 patients per annum. The hospital has four non-neonatal ICUs, including the General ICU (GICU, 35 beds), Neurosurgery ICU (NSICU, 20 beds), Neurology ICU (NICU, 16 beds), and Respiratory ICU (RICU, 10 beds). We prospectively monitored patients in the four non-neonatal ICUs from June 2013 to September 2014 to identify cases of hospital-onset diarrhea.

HOHA-CDI Case Definition

Staff in each of the four ICUs prospectively monitored all patients admitted for hospital-onset hospital-associated (HOHA) diarrhea, that is, diarrhea occurring ≥48 h after hospital admission and prior to discharge (McDonald et al., 2007). We considered hospitalized patients with ≥ three diarrhea episodes within 24 h as suspected HOHA-CDI cases and eligible for study participation (Cohen et al., 2010). Stool specimens were collected from these patients and tested for C. difficile. We defined suspected HOHA-CDI patients with a stool test positive for the presence of toxigenic C. difficile or colonoscopic or histopathologic findings demonstrating PMC as confirmed HOHA-CDI cases (Cohen et al., 2010).

Patients with suspected HOHA diarrhea and stool samples yielding positive results for toxin-producing C. difficile organisms by culture that were also PCR confirmed as tcdB-positive were defined as having HOHA-CDI. We excluded patients less than 18 years of age since intestinal tract colonization with C. difficile can be common among children. The confirmed case definition of HOHA-CDI is consistent with internationally recognized recommendations (McDonald et al., 2007). For the purpose of this study, we defined HOHA-CDI outbreaks as the detection of three or more cases in any of the ICUs with the same ST type or ribotype of HOHA-CDI within a 7-day period or five cases (same type) within a 4-week period.

Laboratory Diagnostic Approaches

We collected stool specimens from patients once the case definition for suspected CDI was met. Specimens were cultured under anaerobic conditions (ANAEROGEN COMPACT AN0020C, OXOID, Basingstoke, United Kingdom) using C. difficile CDMN Agar (CM0601+SR0173, OXOID Basingstoke, United Kingdom). Colonies with a horse dung odor were subjected to Gram stain. Gram-positive bacilli with sub-terminal spores, and those that yielded positive results according to a commercially available latex agglutination test (DR1107A, OXOID, Basingstoke, United Kingdom) and PRO DISK (R211357, Remel, Lenexa, KS, United States) were identified as C. difficile. We confirmed identification using internationally established standard testing procedures, including 16S rRNA sequence analysis (Persson et al., 2008).

We prepared genomic DNA from C. difficile cultured on blood agar (BioMerieux, Shanghai, China) after 48 h at 37°C in anaerobic conditions. High molecular weight DNA was extracted using a High Pure PCR Template Preparation Kit (QIAamp DNA Mini Kit, QIAGEN, Valencia, CA, United States) according to the manufacturer’s instructions. We detected the toxin genes tcdA, tcdB, cdtA, and cdtB by PCR according to prior recommendations (Lemee et al., 2004; van den Berg et al., 2004; Pituch et al., 2005). Multi-locus sequence typing (MLST) was performed and analyzed for the toxigenic and non-toxigenic C. difficile strains using a previously established method (Griffiths et al., 2010). We linked specimen collection dates and test results to the hospital case-patient record data by the unique study ID.

Data Collection

The hospital information system (HIS) of Xiangya Hospital is a comprehensive information management system containing patients’ demographic information as well as clinical and treatment details for each hospital stay. We used a standard form to abstract the following information from the HIS for each suspect CDI case-patient enrolled in the study: demographic data (age, gender, place of residence), dates of hospital and ICU admission, primary diagnosis, underlying conditions, invasive procedures and devices used, antibiotic prescriptions, laboratory tests, and health outcomes, as well as dates of ICU and hospital discharge. Record information was abstracted according to the case-patient’s hospital number and each patient was assigned a unique study ID. Data were entered into an EpiData (3.0 Denmark) database.

Data Analysis

We linked epidemiological, clinical, and laboratory data by study ID, verified the data, and then imported the data into SAS 9.3 (Cary, NC, United States) for analysis. Patient demographic characteristics, underlying conditions and antibiotic usage prior to and during hospitalization were described. We calculated the incidence rate of HOHA-CDI as the number of confirmed HOHA-CDI case-patients divided by the total number ICU patient-days in the four ICUs during the study period. We generated 95% confidence intervals for the overall incidence rate as well as for the rate in each of the four ICUs. Fisher’s exact tests were performed to compare HOHA-CDI and non-CDI diarrhea patient characteristics. We used an alpha level of 0.05 to assess statistical significance. Characteristics of CDI-toxigenic strains isolated from patients, including specific molecular genetic traits, as well as the temporal distribution of these strains were described.

Ethical Review

The Ethics Committee of the Xiangya Hospital of Central South University and the United States Centers for Disease Control and Prevention IRB authorization agreement approved the study protocol (CGH #2014-047). Since the study involved the collection and testing of stool specimens for CDI, only verbal consent from the patient (or a family member) was required for enrollment. We communicated laboratory results to patients’ attending physicians for care and treatment per hospital CDI guidelines (Cohen et al., 2010).



RESULTS

A total of 593 (11.3%) of the 5,263 patients hospitalized in the four ICUs met the suspected CDI case definition and were enrolled in the study (Figure 1). We collected 1,022 stool specimens from 593 suspected case-patients, of whom 47 were confirmed with HOHA-CDI. One additional suspected case-patient was determined to have community-onset CDI, and therefore, was not included in the case series. The majority of confirmed HOHA-CDI cases were between 41 and 64 years of age (n = 26, 55.3%) and male (n = 34, 72.3%) (Table 1).

TABLE 1. Demographic and clinical characteristics of suspected case-patients by CDI status∗, Xiangya Hospital, June 2013 – September 2014.
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FIGURE 1. Identification and classification of suspected cases of HOHA-CDI among Intensive Care Unit patients, Xiangya Hospital, June, 2013 – September, 2014.



All confirmed HOHA-CDI case-patients had one or more underlying conditions at the time of hospitalization. The majority received antibiotics within 30 days of hospitalization (n = 39, 83.0%). All case-patients received antibiotics during hospitalization; almost half of the patients (n = 23, 48.9%) had received carbapenems. Of the 47 confirmed CDI case-patients, 45 (9.7%) were also treated with proton pump inhibitors (PPIs). The mean length of hospital stay was 29.1 days (range: 2 to 225). During the 15-month study, six (12.8%) of the HOHA-CDI patients died. Three patients died as a result of CDI (severe diarrhea and toxic megacolon), and the other three died from their initial underlying disease (i.e., central nervous system infection, respiratory failure and chronic obstructive pulmonary disease). Patient characteristics of HOHA-CDI and non-CDI diarrhea cases had statistically similar patient characteristics (Table 1).

Incidence Rates

The overall incidence of HOHA-CDI was 14.1 per 10,000 patient days (95% CI: 10.5–18.6) during the 15-month study period (Figure 2A). The incidence rate in the NICU and GICU were 21.3 per 10,000 patient days (95% CI: 12.4–34.4) and 17.4 (95% CI: 11.4–25.5), respectively, both higher than in the NSICU (9.9 cases per 10,000 patient days, 95% CI: 4.6–18.7), and in the RICU (0 cases per 10,000 patient days).
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FIGURE 2. Temporal distribution and outbreak of HOHA-CDI. (A) Weekly distribution of all HOHA-CDI cases among Intensive Care Unit patients. (B) Monthly distribution of HOHA-CDI cases among Intensive Care Unit patients. ST54 case cluster occurring in the NICU (n = 5) and GICU (n = 2) in February 2014 attributed CDI outbreak.



Molecular Characteristics

Of the 1,022 specimens, 70 were culture-positive for C. difficile; of these, 49 were positive for either tcdA or tcdB gene. Twenty-one were negative for both tcdA and tcdB. A total of 17 different sequence types (STs) were observed by analyzing all isolates including toxigenic and non-toxigenic C. difficile strains by MLST. ST54 (n = 14, 20%) was the most common MLST type, followed by ST39 (n = 10), ST26 (9), ST37 (7), ST35 (7), ST3 (5), ST2 (4), ST48 (2), ST17 (2), ST15 (2), ST129 (2), ST201 (1), ST33 (1), ST133 (1), ST183 (1), ST274 (1), and ST296 (1). Neither ST1 (BI/NAP1/027) nor ST11 (ribotype 078) was detected during the study period. All ST54, ST35, and ST2 strains were toxigenic and belonged to toxin A+B+ strain, and all ST37 belonged to toxin A-B+ strain. ST39 (7/10) and ST26 (6/9) strains were mostly non-toxigenic. ST274 was a novel ST type, but negative for toxin detection. Strain information was submitted to the C. difficile MLST databases at the Oxford University, United Kingdom (Li, 2014). ST201 was toxin A+B+ strain and also positive for binary toxin, and the tcdC gene sequence revealed an 18-base pair deletion (nucleotides 330–347) located in tcdC (682bp, GenBank accession no. KM609431.1).

Temporal Distribution and Outbreak of HOHA-CDI

The distribution of HOHA-CDI cases by month and week as well as by ICU are presented in Figure 2. Patient enrollment started on June 1, 2013 and the first confirmed CDI case was reported in mid-June 2013. A 15-case cluster of HOHA-CDI with different ST types (ST54, n = 7; ST26, n = 2; ST39, n = 2; ST3, n = 1; ST33, n = 1; ST133, n = 1; ST201, n = 1) was detected in February 2014. Of these cases, 8 occurred in the NICU, 5 in the GICU and 2 in the NSICU. Of note, among all ST54 strains (n = 14) identified in this study, 50% (n = 7) were linked to a CDI outbreak occurring in the NICU (n = 5) and GICU (n = 2) in February 2014 (Figure 2).



DISCUSSION

This study generated important information on the incidence rate and strains of HOHA-CDI among ICU patients at Xiangya Hospital in Changsha, China. During the 15-month study period, the incidence rate of HOHA-CDI among adult ICU patients was 14.1 cases per 10,000 patients-days. The rate was highest in the Neurology ICU. No cases were identified from the Respiratory ICU. C. difficile ST54 was the most common MLST type associated with strains circulating in the hospital, but was not associated with poorer patient outcomes. The detected case-cluster suggests possible gaps in infection control in the ICUs.

The overall incidence rate observed during our 15-month study was lower than estimated rates from another study which was 25.2 cases per 10,000 ICU days in China (Wang et al., 2014), but higher than the 2010 hospital-wide CDI incidence rate estimated from the National Hospital Surveillance Network (NHSN) in the U.S. of 7.4 per 10,000 patient-days (McDonald et al., 2012). Findings from a research project in 37 acute care hospitals in 14 European countries showed a hospital-wide rate of 3.7 (0.6–18.5) per 10,000 patient-days (van Dorp et al., 2016), and estimates from two hospital-wide projects in Perth, Australia showed rates of 3.9–16.3 per 10,000 patient-days in 2011 and 2012 (Foster et al., 2014). Global variability in incidence rates could be due to differences in surveillance sensitivity, testing methods, and patient-related factors as well as variability in infection control practices and distribution of toxigenic CDI strains. The finding of zero cases in the Respiratory ICU in our study could be related to one or more of these factors, including differences in adherence to surveillance protocols as well as in patient characteristics.

As previously mentioned, patients with diarrhea are not routinely tested for C. difficile in China (Li et al., 2014), and most CDI case-patients are identified by subjective judgment and clinical assessment of patient characteristics. Consequently, outside of a few research studies, the true burden of HOHA-CDI in China is very difficult to estimate. Required routine testing and implementation of HOHA-CDI reporting policies could help address this limitation (Murphy et al., 2012). With a high incidence, CDI detection is probably much more important in terms of monitoring effective intervention strategies as well as ensuring appropriate case management. Additionally, data on colectomies for toxic megacolon as well as sepsis cases and deaths associated with colonic pseudomembranes were not available. The lack of a systematic approach to identify cases could result in adverse patient outcomes. Future investigations aimed at capturing information about CDI diagnostic practices in China, including the proportion of cases diagnosed empirically or by laboratory testing, would be informative. Findings from such investigations could encourage the development and implementation of standard diagnostic criteria.

Based on the MLST analysis, 17 different STs were recognized in the study population; ST54 was the most common type. This distribution is similar to previous studies in China which identified the following strains: ST54 (23%), ST35 (19.3%), ST37 (9.9%) (Chen et al., 2014). Our previous study on CDI among patients with hospital-acquired pneumonia showed that the predominant types of C. difficile were ST54 (20%), ST37 (15.6%), and ST3 (9.4%) (Li et al., 2017). Although the North American/European epidemic strain RT027/ST1 was not detected, ST201, a toxin A+B+ strain that also contains a gene for binary toxin and has been associated with severe diarrhea (Li et al., 2015), was detected. This latter strain was similar to ST11 (RT 078), a type associated with community-acquired CDI commonly found in Europe (Knetsch et al., 2014).

We were unable to identify the cause of the outbreak of ST54 in the GICU and NICU in February 2014. These seven confirmed cases met our HOHA-CDI outbreak definition. However, given the temporal distribution of cases, separate introductions of the same strain could have occurred in the two ICUs. Of note, all patients linked to the outbreak were promptly treated by Vancomycin or Metronidazole. Methods to control the spread of C. difficile in hospitals include improving hand hygiene compliance, reducing unnecessary antibiotic prescribing, training healthcare employees to correctly care for active infections, and training hospital environmental services employees how to remove C. difficile from hospital environments.



LIMITATIONS

Although there can be some under-detection of culture relative to nucleic acid amplification tests, the prospective enrollment of suspect CDI-diarrhea is a strength of this study. At the same time, a longer study will likely be needed in order to fully understand the variability of CDI detection across the four ICUs. Monitoring adherence to surveillance protocols as well as infection control measures will be helpful in describing differences in ICU CDI incidence rates. Also, we were unable to capture specific information on the dates and duration of antibiotic usage, particularly prior to hospitalization. Active monitoring and recording antibiotic use before and after patients’ hospital and ICU admission will be critical for future analyses. Finally, since the project was implemented in four ICUs at a single teaching hospital, the results may not represent HOHA-CDI incidence in other hospitals in China.



CONCLUSION

HOHA-CDI occurs among ICU patients at this teaching hospital, supporting the importance of routine testing for CDI. Information on strain distribution can help detect CDI outbreaks. Detection of ST54 strain in a temporal cluster suggests possible gaps in infection control practices that should be investigated and addressed as needed. We recommend prospective monitoring and laboratory-based CDI surveillance in hospital ICUs.
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Convergent Loss of ABC Transporter Genes From Clostridioides difficile Genomes Is Associated With Impaired Tyrosine Uptake and p-Cresol Production
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We report the frequent, convergent loss of two genes encoding the substrate-binding protein and the ATP-binding protein of an ATP-binding cassette (ABC) transporter from the genomes of unrelated Clostridioides difficile strains. This specific genomic deletion was strongly associated with the reduced uptake of tyrosine and phenylalanine and production of derived Stickland fermentation products, including p-cresol, suggesting that the affected ABC transporter had been responsible for the import of aromatic amino acids. In contrast, the transporter gene loss did not measurably affect bacterial growth or production of enterotoxins. Phylogenomic analysis of publically available genome sequences indicated that this transporter gene deletion had occurred multiple times in diverse clonal lineages of C. difficile, with a particularly high prevalence in ribotype 027 isolates, where 48 of 195 genomes (25%) were affected. The transporter gene deletion likely was facilitated by the repetitive structure of its genomic location. While at least some of the observed transporter gene deletions are likely to have occurred during the natural life cycle of C. difficile, we also provide evidence for the emergence of this mutation during long-term laboratory cultivation of reference strain R20291.
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INTRODUCTION

Clostridioides difficile (Lawson et al., 2016) is an anaerobic gut bacterium and the leading cause of antibiotic-associated diarrhea (Martin et al., 2016). This pathogen causes a high burden of disease in Europe, with 153,000 healthcare-associated C. difficile infections and 8,400 ascribed deaths annually (Cassini et al., 2016). The incidence rate is similar in the United States (Martin et al., 2016).

The primary virulence factors of C. difficile are two enterotoxins, toxins A and B, both of which may induce inflammation and apoptosis of the host’s colonic epithelium (Aktories et al., 2017).The synthesis of these toxins is controlled by metabolic regulators that sense the bacterium’s nutritional status, suggesting that damaging the host tissue is a strategy for improving nutrient availability (Bouillaut et al., 2015). Intracellular excess of specific metabolites (glucose, amino acids) may repress toxin synthesis altogether, indicating tight regulatory linkages between C. difficile pathogenicity and metabolism (Karlsson et al., 2008). Recent genome-scale metabolism modeling predicted that glucose degradation and oxidative Stickland reactions may be the main sources of energy for C. difficile (Dannheim et al., 2017b). In Stickland fermentation, the oxidative deamination and decarboxylation of an amino acid is coupled to the reductive deamination of another amino acid molecule (Neumann-Schaal et al., 2015). However, C. difficile is a genetically diverse species (Knight et al., 2015), and fermentation profiles even from closely related strains may vary widely under identical growth conditions (Riedel et al., 2017). The complex relationships between genomic variation and the C. difficile metabolome are very little understood, even though high-throughput DNA sequencing has provided abundant genomic data in recent years. The genomes from 21 C. difficile strains have been fully sequenced to date (“complete” genome sequences listed at https://www.ncbi.nlm.nih.gov/genome/genomes/535). In addition, draft genome sequences from several thousand C. difficile isolates are available from public databases (e.g., see http://enterobase.warwick.ac.uk/). This short-read data was generated by using Illumina sequencing technology, which is widely applied for bacterial strain characterization in epidemiological investigations (Eyre et al., 2013; He et al., 2013; Steglich et al., 2015). Large-scale bacterial genome sequencing data may be used to identify correlations of specific genomic mutations with phenotypic traits of interest, provided that suitable phenotypic data is available (Laabei et al., 2014; Lees et al., 2016). Such association studies require sufficient levels of either evolutionary convergence, driven by Darwinian selection, or genetic recombination, to reduce linkage disequilibrium among genetic loci (Lees et al., 2016). Association-based discoveries could provide multiple novel insights into genome function, but to the best of our knowledge, they have not yet been reported for C. difficile.

Here, we report the frequent, convergent loss of specific genes encoding components of an ATP-binding cassette (ABC) transporter from the genomes of unrelated C. difficile strains. Our metabolomic analyses also demonstrate that these deletion mutations are associated with an impaired uptake of tyrosine and production of p-cresol, suggesting this ABC transporter is specifically used for the import of aromatic amino acids. Prokaryotic ABC transporters are integral membrane proteins that translocate a variety of substrates ranging from ions to macromolecules, either into the cytosol (uptake) or out of it (effl;ux) (Locher, 2009). They consist of a transmembrane domain protein, which forms a substrate translocation pathway across the membrane, and an ATP binding protein that couples the transport to ATP hydrolysis. In addition, ABC transporters for substrate import commonly require extracellular substrate-binding proteins, which in Gram-positive bacteria such as C. difficile are anchored to the cell membrane via lipid residues (Davidson et al., 2008). The substrate-binding protein determines the substrate specificity and affinity of the transporter (Locher, 2009). The genes encoding the components of ABC transporters are usually organized in operons (Davidson et al., 2008). The genome from C. difficile strain R20291 [sequence accession number FN545816; (Stabler et al., 2009)] carries operons for 25 binding-protein-dependent ABC transporters, seven of which currently have no specific substrate assigned. Generally, ABC transporters have important functions for bacterial physiology, viability and virulence, since they link the cellular metabolism to the extracellular environment (Davidson et al., 2008). Revealing transporter specificities and activities will ultimately improve our understanding of C. difficile metabolism and its interaction with the host.



MATERIALS AND METHODS

Bacteriology

We investigated clinical C. difficile isolates collected from various hospitals in Germany as reported previously (Steglich et al., 2015). In addition, we used C. difficile strains CD-17-01474 and DSM 27147, which are independent descendants of strain NCTC 13366 (NCTC, National Collection of Type Cultures, Public Health England, United Kingdom). NCTC 13366 is a clone of ribotype 027 strain R20291, representing a large outbreak that occurred at Stoke Mandeville hospital (United Kingdom) in 2005 (Anonymous, 2006). Strain CD-17-01474 had been purchased from NCTC in 2007 and since been alternately passaged on laboratory media and stored as a glycerol stock at -80°C. In contrast, DSM 27147 was received from NCTC in 2013 through a mutual culture collection exchange between DSMZ and NCTC and deposited in the open collection at DSMZ1 as a freeze-dried stock.

Bacteria were cultivated on Columbia blood agar (Oxoid) plates, which were incubated anaerobically with Anaerogen packets (Oxoid) in gas tight jars. Bacterial growth curves were measured photometrically at 600 nm in 10-mL liquid cultures applying the Hungate technique and using either Wilkins Chalgren (WIC) broth (Oxoid), or yeast peptone (YP) broth, containing 5 g/L yeast (Becton Dickinson), 16 g/L peptone (Serva), and 5 g/L NaCl (Sigma) (Dawson et al., 2011). To increase the production of p-cresol or to enhance the effect of p-cresol on C. difficile growth, respectively, 0.1% (4-hydroxyphenyl)acetate (p-hydroxyphenylacetate; Sigma) and 0.1% p-cresol (Sigma) were added in specific experiments as indicated (Dawson et al., 2011). For intracellular and extracellular metabolome analyses, C. difficile was cultivated in defined casamino acids containing medium (CDMM) as described previously and harvested at half-maximal growth (Neumann-Schaal et al., 2015).

Antibiotic susceptibility was assessed by applying Etest strips (Biomérieux). For separate detection of C. difficile toxins A and B in supernatants from liquid cultures (WIC broth), enzyme-linked immunosorbent assays were used according to the manufacturer’s instructions (tgcBiomics). Levels of antibiotic susceptibility (minimum inhibitory concentration) and toxin production (toxin concentration in culture supernatant) were compared between isolates with and without the transporter gene deletion by applying a Mann Whitney rank sum test, implemented in SigmaPlot (Systat).

Quantification of Amino Acids and Analyses of Metabolites

Inactivation of the bacterial metabolism (quenching) and metabolite extraction (Zech et al., 2009; Dannheim et al., 2017b), gas chromatography/mass spectrometry (GC/MS) measurements of polar metabolites, substrate uptake and fermentation products, and data processing (Neumann-Schaal et al., 2015) were performed as described previously. Statistical significance of differences between metabolite levels from two isolate groups (isolates with the ABC transporter deletion vs. isolates carrying the transporter genes) was evaluated by non-parametric Wilcoxon–Mann–Whitney test using Benjamini–Hochberg correction to control the false discovery rate (Mann and Whitney, 1947; Benjamini and Hochberg, 1995). Metabolite levels (normalized peak values) from individual isolates were compared by applying Tukey procedures implemented in the R package multcomp, version 1.4-6 (Herberich et al., 2010). The R function t-test() (R3.3.1) was used to determine mean values and 95% confidence intervals. Tyrosine and phenylalanine in the culture supernatant were quantified by liquid chromatography (HPLC) as described previously (Dannheim et al., 2017b).

Genome Sequencing

To generate complete genome sequences from nine C. difficile isolates (Figure 1), we applied SMRT long-read sequencing (Pacific Biosciences, United States) in combination with Illumina short-read sequencing (Illumina, United States). For preparation of SMRT sequencing libraries, 8 μg genomic DNA was sheared using g-tubes (Covaris, United States), and end-repaired and ligated to hairpin adapters applying components from the DNA Polymerase Binding Kit P6 (Pacific Biosciences, United States). Size selection to 7,000 base pairs was performed on a Blue Pippin instrument (Sage Science, United States) and libraries were sequenced on an RSII instrument (Pacific Biosciences, United States), using one SMRT cell per strain. Illumina sequencing libraries were prepared according to a previously published protocol (Baym et al., 2015), except that the concentration of TDE1 (from Illumina kit FC-121-1030) in the tagmentation reaction was reduced to 1/3. Illumina libraries were sequenced on an Illumina MiSeq machine applying a v3 reagent kit (Illumina) with 600 cycles.
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FIGURE 1. Maximum-likelihood phylogenetic tree based on core-genome SNPs from 60 ribotype 027 isolates and from strain BI-3 (He et al., 2013), which was included as an outgroup for rooting the tree. Columns on the right indicate the presence of genes encoding ABC transporter components as inferred by genome sequencing or PCR, respectively. Isolates used for metabolome analyses and growth experiments are labeled with pointy brackets. Isolates fully sequenced by a combination of SMRT and Illumina technologies are labeled with red frames. Genome sequences labeled with asterisks (∗) are from a previous study (He et al., 2013); they were included here for reference and were not available for PCR analysis. The symbol Δ indicates the occurrence of deletions of ABC transporter genes CDR20291_0805 and CDR20291_0806.



For each of the genomes, 19,014–108,825 SMRT reads with mean read lengths of 7,226–10,603 base pairs were assembled using the RS_HGAP_Assembly.3 protocol implemented in SMRT Portal version 2.3.0. Illumina reads with >100-fold coverage were mapped onto the assembled sequence contigs by using BWA (Li and Durbin, 2009) to improve sequence quality to QV60. Genomes were annotated by using Prokka 1.8 software (Seemann, 2014), and annotation was corrected manually.

Fully closed genome sequences were submitted to NCBI GenBank under accession number PRJNA432093.

Bioinformatic Analyses

Illumina sequencing read data from a total of 386 C. difficile genomes (Supplementary Table S1) were mapped to the reference genome sequence from R20291 (sequence accession number, FN545816), using BWA-MEM version 0.7.12 at default settings (Li, 2013). BAM file processing was done using Samtools version 0.1.19 (Li et al., 2009), adjusting minimum mapping quality (-Q) to 30. Samtools was also used to screen for presence or absence of the ABC transporter genes within the Illumina data sets by analyzing the mapping coverage in specific genomic regions. Consensus sequences were obtained by applying VarScan2 (v2.3) calling method mpileup2cns to the resulting BAM files (Koboldt et al., 2012), with the following parameter settings: mincoverage = 10, minfreqforhom = 0.75, minvarfrequency = 0.8, minreads2 = 6, p-value = 0.01, minavgqual = 20 and strandfilter = 1. Indels were detected by using ScanIndel (Yang et al., 2015; Steglich and Nübel, 2017). For discovery of insertions and deletions in fully closed genome sequences, the alignment tool Mauve was used (Darling et al., 2010). To reveal detailed structural properties of the genomic region encoding the ABC transporter in fully closed genomes, we applied MultiGeneBlast (Medema et al., 2013).

Phylogeny reconstruction was based on core-genome SNP alignment matrices generated from the mapping-based consensus sequences, excluding repetitive DNA and mobile genetic elements (Steglich et al., 2015). Maximum-likelihood phylogenetic trees were calculated under GTR-model assumption using the PhyML algorithm implemented in Seaview 4 (Guindon and Gascuel, 2003). Trees were visualized with iTOL version 4.0.3 (Letunic and Bork, 2016).

Tertiary structures of substrate-binding proteins encoded by genes CDR20291_0805 and CDR20291_0802 were predicted by applying SWISS-MODEL (Biasini et al., 2014). A substrate-binding protein from Streptococcus pneumoniae with the bound ligand L-tryptophan was used as template, since it displayed the highest sequence identity among proteins in the Protein Databank (PDB, available at http://www.rcsb.org/; 38% amino acid sequence identity, PDB-ID 3LFT). Structural alignment to all 501 proteins in the dataset used by Scheepers et al. (2016) was performed by using FatCat (available at http://fatcat.burnham.org/fatcat/) (Ye and Godzik, 2003). Docking of ligand L-tyrosine to substrate-binding proteins was computed by using AutoDock Vina (Li et al., 2015) and 3D molecular graphics and analyses were performed with the UCSF Chimera package (Pettersen et al., 2004).

Polymerase Chain Reaction

Presence or absence of the specific deletion encompassing open reading frames CDR20291_0805 and CDR20291_0806 was confirmed by gene-specific PCR reactions. PCR primers were designed by using Primer3 software, version 0.4.02. Sequences of PCR primers are provided in Supplementary Table S2. The DreamTaq Green PCR Master Mix (Thermo Fisher Scientific) was used, and the PCR program executed 35 amplification cycles each consisting of 30 s at 95°C, 30 s at 56°C (PCR 0805, PCR 0806) or 62°C (PCR 0802-0803), respectively, and one min at 72°C.



RESULTS

Convergent Loss of Transporter Genes

Figure 1 shows a maximum-likelihood phylogenetic tree based on single-nucleotide polymorphisms in the core genomes from 61 C. difficile ribotype 027 isolates. The dataset includes genome sequences from 49 isolates collected in Germany (Steglich et al., 2015), two derivatives of reference strain R20291 (DSM 27147, CD-17-01474), and ten isolates from a global collection (He et al., 2013). Both fluoroquinolone-resistant phylogenetic lineages within ribotype 027, i.e., FQR1 and FQR2 (He et al., 2013), are represented (Figure 1). Mapping of Illumina sequencing reads from 61 ribotype 027 genomes to the reference genome sequence from strain R20291 (FN545816) indicated that 18 isolates (30%) shared a specific deletion of approximately 1,889 base pairs, encompassing open reading frames CDR20291_0805 and CDR20291_0806 (Figure 1). Gene-specific PCR subsequently confirmed the absence of these sequences (100% consistency with Illumina sequencing results; Figure 1).

According to the annotation of the R20291 genome sequence (FN545816), these deleted open reading frames encode components of an ABC transporter of unknown substrate specificity, including its substrate-binding protein (CDR20291_0805) and its ATP-binding protein (CDR20291_0806; Figure 2). Sequencing to completion of the genomes from nine selected C. difficile isolates by combining SMRT and Illumina technologies resolved the structures at this genomic region at full detail (Figure 3). This data confirmed the absence of open reading frames CDR20291_0805 and CDR20291_0806, and furthermore indicated replacement of these genes by duplicated copies of genes CDR20291_0802 and CDR20291_0803 in several isolates (Figure 3). The genes CDR20291_0802 and CDR20291_0803 are paralogous to CDR20291_0805 and CDR20291_0806, with 69 and 88% DNA sequence similarity, respectively (in R20291; Supplementary Figure S4). In the R20291 genome, they are located directly adjacent to CDR20291_0805 and CDR20291_0806, and, together with the gene for a permease protein (CDR20291_0804; 100% sequence identical to CDR20291_0807), they encode a highly similar ABC transporter (Figure 2).
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FIGURE 2. Structure of the genomic region investigated. The annotation was adopted from the genome sequence from ribotype 027 strain R20291 (accession number FN545816), position 972,100–983,373.




[image: image]

FIGURE 3. Structural variation of the ABC transporter operons in ten fully sequenced genomes from C. difficile ribotype 027 isolates. The color code is the same as in Figure 2. Five of the sequenced isolates share the structure of this genomic region with the reference strain R20291 (sequence accession number FN545816). In four isolates, genes CDR20291_0805 and CDR20291_0806 are deleted, and structural variation in this region suggested multiple, independent molecular deletion events.



The distribution across the phylogenetic tree of isolates lacking CDR20291_0805 and CDR20291_0806 suggests that loss of these open reading frames had occurred at least 11 times independently (Figure 1). Confirming this notion, sequence variation in the affected genomic region (Figure 3) also suggested that deletions had been generated through multiple independent molecular events. In an extended analysis, we screened previously published genome sequences from 339 C. difficile isolates, including international isolates affiliated to PCR ribotypes 027 (He et al., 2013) and 078 (Knetsch et al., 2014), and a recently reported dataset encompassing all phylogenetic clades within the species (Dingle et al., 2013) (Figure 4 and Supplementary Table S1). Fifty-nine (17%) of these genomes lacked the genes CDR20291_0805 and CDR20291_0806, including 48 (25%) of 195 ribotype 027 isolates (Figure 4). This specific deletion was found in all major phylogenetic lineages except in clades 3 and C-I, which were represented by only six or five genomes each, respectively (Figure 4). Hence, phylogenetic analyses again indicated multiple independent loss events in distinct clonal lineages (Figure 4).


[image: image]

FIGURE 4. Maximum-likelihood phylogenetic tree based on core-genome SNPs from 339 C. difficile isolates. Sequence data had been published previously (Dingle et al., 2013; He et al., 2013; Knetsch et al., 2014) and was retrieved from GenBank (https://www.ncbi.nlm.nih.gov/genbank/). Enlargements show details of collapsed branches. Blue squares indicate the presence of ABC transporter genes CDR20291_0805 and CDR20291_0806, and yellow squares indicate the lack of these two genes.



In some cases, isolates lacking or carrying the genes CDR20291_0805 and CDR20291_0806, respectively, were very closely related (Figure 1). The most extreme case is represented by the two derivatives of reference strain R20291, which differed with respect to the presence of these genes (Figure 1). In isolate DSM 27147 (NCTC 13366), received from NCTC in 2013, the sequence of this genomic region was identical to the published genome sequence from R20291 [FN545816; (Stabler et al., 2009)]. In contrast, in isolate CD-17-01474, purchased from NCTC in 2007 and propagated in our laboratories since then, genes CDR20291_0805 and CDR20291_0806 were deleted (Figure 3). In this case, obviously, gene loss had occurred during laboratory cultivation over 10 years.

Associated Phenotypes

To identify phenotypes that may be associated with the observed gene loss, we compared a number of characteristics between C. difficile isolates with and without the presumptive transporter genes CDR20291_0805 and CDR20291_0806. Susceptibility to therapeutically relevant antibiotics varied only slightly among those 51 ribotype 027 isolates available to us, with minimum inhibitory concentrations ranging from 0.2 mg/L to 0.4 mg/L for metronidazole, and from 0.5 mg/L to 1.5 mg/L for vancomycin, respectively (data not shown). Hence, all isolates were fully susceptible to these drugs according to EUCAST guidelines, and the level of susceptibility was independent from the presence of those transporter genes (P > 0.1). Similarly, the amounts of C. difficile toxins A and B produced in liquid culture were unaffected by the transporter gene deletion (P > 0.1; not shown).

We compared intracellular and extracellular metabolic profiles from isolates which had lost the transporter genes to those from wildtype isolates. Because our metabolomic measurements and associated data analyses were run at low throughput, we had to restrict these analyses to a total of five deletion mutants and four wildtype isolates (indicated in Figure 1). Aside from the transporter gene deletion, the deletion mutants displayed a limited number of additional mutations, none of which was associated with the transporter gene deletion, however (Supplementary Tables S3, S4). We found that the fermentation profiles from mutants lacking the transporter genes displayed several peculiarities (Figure 5). Stickland fermentation products derived from aromatic amino acids tyrosine and phenylalanine all were depleted (adjusted P ≤ 0.001) in deletion mutants, both intracellularly and extracellularly (Table 1 and Figure 5). For example, the production of the tyrosine catabolic end product p-cresol was decreased by sixfold, and the intermediate fermentation product (4-hydroxyphenyl)acetate was not detectable at all (Table 1 and Figure 5). At the same time, extracellular concentrations of tyrosine and phenylalanine were increased, indicating their reduced uptake (Table 1; absolute concentrations: tyrosine, 133 ± 12 μM vs. 83 ± 7 μM; phenylalanine, 430 ± 21 μM vs. 294 ± 36 μM; medium initially had 155 μM tyrosine, 993 μM phenylalanine). These differences were consistent and statistically significant, both in group-wise and in all pair-wise isolate comparisons (Supplementary Figure S1). Of note, these differences were also observed when comparing the two isolates derived from R20291, i.e., CD-17-01474 and DSM 27147, which were isogenic except for the transporter genes of interest (Figure 6 and Supplementary Tables S3, S4). These observations indicated a strong association of the genes CDR20291_0805 and CDR20291_0806 with the uptake and fermentation of aromatic amino acids, including the production of p-cresol. In addition, some effects on the central carbon metabolism were observed (Table 1). These may be attributed to the reduced activity of both oxidative and reductive Stickland pathways for aromatic amino acids and concomitant alterations in the production and consumption of reduction equivalents.
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FIGURE 5. Comparison of metabolic profiles from four isolates lacking the ABC transporter genes CDR20291_0805 and CDR20291_0806 and three wildtype isolates. Scatter plots of normalized peak areas are shown; left panel, intracellular metabolome; right panel, extracellular metabolome. Metabolites depleted or increased in deletion mutants by at least 1.5-fold with adjusted p-values < 0.01 are labeled in red and blue, respectively. (4-hydroxyphenyl)acetate and p-cresol are products from fermentation of tyrosine, and phenylacetate, 3-phenyllactate and 3-phenylpropanoate are products from fermentation of phenylalanine. All metabolomic data are provided in Supplementary Table S5.



TABLE 1. Metabolic changes in isolates lacking ABC transporter genes CDR20291_0805 and CDR20291_0806 in comparison to “wildtype isolates.”
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FIGURE 6. Differences in metabolite profiles from isolates CD-17-01474 and DSM 27147. Both isolates are derivatives from strain R20291, but CD-17-01474 lacks the ABC transporter genes CDR20291_0805 and CDR20291_0806. The graph shows levels of metabolites in the intracellular metabolome (three replicates, upper panel) and the extracellular metabolome (eight replicates, lower panel). Mean normalized peak areas and 95% confidence intervals are indicated. Some metabolites were not detected for isolate CD-17-01474. The results on all metabolites are shown in Supplementary Figures S5, S6.



The growth curves of deletion mutants were not different from those of wildtype isolates with respect to exponential growth rates or final cell densities after 25–30 h (t-test, P > 0.05; Figure 7). This result was independent from the cultivation medium used (WIC or YP broth), or whether 0.1% p-cresol had been added to the medium or not (Figure 7).
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FIGURE 7. Growth curves of nine C. difficile isolates, four of which carry the ABC transporter genes CDR20291_0805 and CDR20291_0806 in their genomes (blue lines), and five of which lack these two genes (red lines). (A) Growth in WIC broth with 0.1% (4-hydroxyphenyl)acetate. (B) Growth in WIC broth with 0.1% (4-hydroxyphenyl)acetate and 0.1% p-cresol. Lowered growth rates and lowered final cell densities 0.1% p-cresol had been reported previously (Dawson et al., 2008).



In Silico Analyses of Protein Structure

The tertiary structures of substrate-binding proteins encoded by genes CDR20291_0805 and CDR20291_0802 were modeled by applying the SWISS-MODEL web server (Biasini et al., 2014) and compared to the full dataset of 501 protein structures that had previously been used for structural classification of substrate-binding proteins (Scheepers et al., 2016). Both C. difficile proteins were structurally most similar to proteins in Cluster B, which includes many substrate-binding proteins from amino-acid transporters (Scheepers et al., 2016). The assignment to subclusters within Cluster B was less straightforward, however, since structural similarity to multiple proteins in subclusters B-I and B-II was in a similar range of 25–27% (P-values < 10-8). Scheepers et al. (2016) had attempted to assign some substrate specificity to subclusters, but their dataset did not include any substrate-binding proteins from ABC transporters of tyrosine or any other aromatic amino acids. The substrate specificity cannot as yet be reliably predicted from the modeled protein structures, since it may depend strongly on subtle differences in the ligand binding site (Maqbool et al., 2015; Scheepers et al., 2016). Our docking analysis showed that L-tyrosine fits into the binding site of both C. difficile substrate-binding proteins analyzed here (RMSD = 0). The binding site is formed by nine amino acids, two of which differ between the two proteins encoded by genes CDR20291_0805 and CDR20291_0802, respectively, possibly leading to differential substrate specificity (Supplementary Figures S2, S3).



DISCUSSION

Analysis of Natural Deletion Mutants Unveiled Transporter Specificity

We discovered a natural mutation that had occurred very frequently and convergently among unrelated strains of C. difficile (Figures 1, 4). This mutation involved the deletion of two genes, encoding the substrate-binding protein and the ATP-binding protein of a putative ABC transporter, and – in a subset of genomes – their simultaneous replacement by two paralogous genes, which got duplicated in the process (Figure 3). The observed deletion and duplication mutation very likely got facilitated by the repetitive structure of this genomic region, formed by two directly adjacent sets of three paralogous genes each (Figure 2 and Supplementary Figure S4). Such repeat elements may form DNA secondary structures, such as hairpin loops, which easily lead to strand breaks during DNA replication. During subsequent DNA repair, recombination frequently causes the removal or addition of repeat elements (Polleys et al., 2017).

The production of p-cresol is a unique feature of C. difficile and closely related organisms, and has been exploited for diagnostic purposes in the past (Sivsammye and Sims, 1990; Kuppusami et al., 2015). The frequent loss of p-cresol production observed here, however, questions the value of this trait for microbiological diagnostics.

It is important to note that the observed convergent nature of this mutation – the repeated, independent deletion of the same genes in unrelated isolates – enabled the identification of its association with specific phenotypes. We measured consistent phenotypic differences between deletion mutants versus “wildtype” isolates, even though each of these isolates carried a few additional, individual genomic peculiarities (Supplementary Tables S3, S4. Results were confirmed by comparing two isolates derived from R20291, which were isogenic except for the deletion mutation of interest plus five SNPs (four of which were either not having any effect on the encoded amino acid sequence or were located in non-coding regions) and four additional short indels, all in non-coding regions (three single-nucleotide indels, one 13-bp deletion in DSM 27147; Supplementary Tables S3, S4).

Most strikingly, the observed loss of genes encoding the substrate-binding protein and the ATP-binding protein was strongly associated with the reduced uptake of tyrosine and production of derived Stickland fermentation products, including p-cresol (Figure 5 and Table 1). Therefore, we conclude that the ABC transporter in its wildtype form is responsible for the translocation of tyrosine from the exterior into the bacterial cytoplasm.

The ABC transporter encoded by the neighboring genes (CDR20291_0802 to CDR20291_0804) seems to have different, as yet unknown substrate specificity, which is consistent with differences among amino acids forming the ligand-binding site of the substrate-binding proteins. Overall amino-acid sequence similarity of substrate-binding proteins CDR20291_0805 and CDR20291_0802 was 69%, and interestingly, these proteins are associated with sequence-identical permease proteins in strain R20291 (Supplementary Figure S4). It was only recently demonstrated experimentally that the coupling of different substrate-binding proteins (with comparable sequence identity, 71%) to their reciprocal permease proteins could yield functional ABC transporters, and that the transporters’ substrate specificities were determined by the substrate-binding proteins (Teichmann et al., 2017).

Hence, our analyses of natural genomic and metabolomic variation among clinical C. difficile isolates revealed the substrate specificity of a binding-protein-dependent ABC transporter. Even though low-throughput, non-targeted metabolomics allowed for small sample sizes only (i.e., altogether nine isolates), the phylogeny-guided selection of isolates and relatively large effect sizes [e.g., sixfold decreased production of p-cresol, complete cessation of production of (4-hydroxyphenyl)acetate; Table 1] enabled the discovery of phenotypic effects associated with the transporter gene deletion.

Drivers of Selection

Evolutionary convergence is considered a hallmark of Darwinian selection. Hence, the repeated, independent emergence of the observed gene loss suggested it may confer a selective advantage to the bacteria. It is unclear, however, whether this mutation may reflect an adaptation to the clinical environment or to in vitro growth conditions. Bacterial genome stability upon continued laboratory cultivation and long-term storage has not been explored systematically. Both, gene losses and gene duplications are frequently observed in evolution experiments with bacteria, however, suggesting that such genetic changes may provide a rapid means for adaptation to life in laboratory flasks (Tenaillon et al., 2016). Indeed, the genetic differences detected here between two isolates derived from the same parental strain R20291 obviously arose during passaging of the bacteria on laboratory culture media (Figure 3 and Supplementary Tables S3, S4). Similarly, some genetic changes were reported for C. difficile strain 630, which got isolated into pure culture in 1982 and of which several variants have been reported since, including an erythromycin-susceptible mutant that can be genetically manipulated (Collery et al., 2017; Dannheim et al., 2017a). We cannot exclude that a larger proportion of the transporter gene deletions found here were laboratory-selected. In several cases, however, isolates carrying the deletion are clustered in the phylogenetic tree (Figures 1, 4), even though they had been isolated in distant places and several years apart (Steglich et al., 2015), which suggests that the mutation was present already in their most recent common ancestor, and hence, that it had been formed naturally, several years before the isolates got cultivated. Therefore, at least some of the observed transporter gene deletions likely had occurred during the life cycle of C. difficile in the human gut.

A selective advantage may be achieved through the loss of tyrosine uptake and p-cresol production, or through duplication of the neighboring transporter of unknown specificity, or both. Tyrosine and phenylalanine are non-essential amino acids and among the least favored substrates for Stickland fermentation (Neumann-Schaal et al., 2015), and therefore, their uptake may not be favorable in nutrient-rich growth media. Similar constraints may apply under conditions of C. difficile infection, however, when nutrients are more abundant than during asymptomatic colonization due to the prior elimination of competing bacteria from the intestinal flora (Ng et al., 2013). The end product of tyrosine fermentation p-cresol has previously been considered useful against competitors due to its bacteriostatic properties, yet it is also self-inhibiting against C. difficile (Dawson et al., 2011). For a pure culture of C. difficile, therefore, loss of p-cresol formation ability could plausibly be an advantage. However, we did not observe any effect of the deletion mutation on growth rate or density in liquid cultures (Figure 7). Neither did the transporter-gene loss affect enterotoxin production, suggesting little effect on the bacterium’s overall nutritional status (Bouillaut et al., 2015), at least under the conditions tested.
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FIGURE S1 | Multiple comparisons of metabolom values across strains. The filled black circles indicate the point estimators of difference between the mean of groups. 95% confidence intervals are indicated by horizontal bars and parentheses. In pairwise comparisons, if the 95% confidence interval includes zero (dashed vertical line) there is no significant difference between the group means. Conversely, if zero is not included, a significant difference is indicated. Furthermore, the more distant the 95% confidence interval is from zero, the larger the biological effect size, i.e., the real difference between the groups.

FIGURE S2 | Modeled tertiary structures of the substrate-binding proteins encoded by genes CDR20291_0805 (orange) and CDR20291_0802 (blue), with L-tyrosine as ligand. The substrate-binding site is enlarged in the lower panel. Labeled amino acids differ between the two proteins and may affect their differential substrate specificity.

FIGURE S3 | Alignment of the proteins encoded by C. difficile genes CDR20291_0805 and CDR20291_0802 with the substrate-binding protein from Streptococcus pneumoniae (PDB-ID, 3LFT). Shading colors indicate the hydropathy of each amino acid. Blue boxes highlight the amino acids that build the substrate-binding site. Black triangles indicate differences among amino acids within the substrate-binding site.

FIGURE S4 | Alignment of genes CDR20291_0802 to CDR20291_0804 vs. CDR20291_0805 to CDR20291_0807, respectively, indicating sequence similarities.

FIGURE S5 | A comparison of intracellular metabolite profiles from isolates CD-17-01474 and DSM 27147. Mean normalized peak areas and 95% confidence intervals are indicated. Some metabolites were not detected for isolate CD-17-01474.

FIGURE S6 | A comparison of extracellular metabolite profiles from isolates CD-17-01474 and DSM 27147. Mean normalized peak areas and 95% confidence intervals are indicated. Some metabolites were not detected for isolate CD-17-01474.

TABLE S1 | Genome sequences.

TABLE S2 | PCR primers.

TABLE S3 | SNP variation among genomes from nine C. difficile isolates used for metabolome and growth experiments.

TABLE S4 | Indel variation among genomes from nine C. difficile isolates used for metabolome and growth experiments.

TABLE S5 | Metabolome data for experiments represented in Figures 5, 6.



FOOTNOTES

1 www.dsmz.de

2 http://bioinfo.ut.ee/primer3-0.4.0/primer3/
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Toxin-producing strains of Clostridioides difficile and Clostridium perfringens cause infections of the gastrointestinal tract in humans and ruminants, with the toxins being major virulence factors, essential for the infection, and responsible for the onset of severe symptoms. C. difficile toxin A (TcdA) and toxin B (TcdB), and the large cytotoxin (TpeL) from C. perfringens are single chain bacterial protein toxins with an AB-like toxin structure. The C-terminal delivery domain mediates cell entry of the N-terminal glycosyltransferase domain by receptor-mediated endocytosis. Several cell surface proteins have been proposed to serve as toxin receptors, including chondroitin-sulfate proteoglycan 4 (CSPG4), poliovirus receptor-like 3 (PVRL3), and frizzled-1/2/7 (FZD1/2/7) for TcdB and LDL-receptor-related protein-1 (LRP1) for TpeL. The expression of the TcdB receptors was investigated in human intestinal organoids (HIOs) and in cultured cell lines. HIOs from four human donors exhibited a comparable profile of receptor expression, with PVRL3, LRP1, and FZD7 being expressed and CSPG4 and FZD2 not being expressed. In human epithelial Caco-2 cells and HT29 cells as well as in immortalized murine fibroblasts, either receptor FZD2/7, CSPG4, PVRL3, and LRP1 was expressed. The question whether the toxins take advantage of the normal turnover of their receptors (i.e., constitutive endocytosis and recycling) from the cell surface or whether the toxins activity induce the internalization of their receptors has not yet been addressed. For the analysis of receptor internalization, temperature-induced uptake of biotinylated toxin receptors into immortalized mouse embryonic fibroblasts (MEFs) and Caco-2 cells was exploited. Solely LRP1 exhibited constitutive endocytosis from the plasma membrane to the endosome, which might be abused by TpeL (and possibly TcdB as well) for cell entry. Furthermore, internalization of CSPG4, PVRL3, FZD2, and FZD7 was observed neither in MEFs nor in Caco-2 cells. FZD2/7, CSPG4, and PVRL3 did thus exhibit no constitutive recycling. The presence of TcdB and the p38 activation induced by anisomycin were not able to induce or enhance CSPG4 or PVRL3 uptake in MEFs. In conclusion, FZD2/7, CSPG4, and PVRL3 seem to serve as cell surface binding receptors rather than internalizing receptors of TcdB.

Keywords: clostridial glycosylating toxins, human intestinal organoids, endocytosis, receptors, cell surface, Clostridium perfringens, fibroblasts/myofibroblast, clostridioides difficile infection


INTRODUCTION

The large clostridial glucosylating toxins (LCGTs), are single chain bacterial protein toxins with molecular masses ranging from 191 to 308 kDa and an AB-like toxin structure. The C-terminal delivery domain mediates cell entry of the N-terminal glycosyltransferase (GT) domain by receptor-mediated endocytosis. The internalized glucosyltransferase domain associates with membrane phosphatidylserine facilitating mono-O-glucosylation of Rho-/Ras-GTPases. The LCGT family encompasses toxin A (TcdA) and toxin B (TcdB) from Clostridioides difficile, the lethal (TcsL), and the hemorrhagic toxin (TcsH) from Clostridium sordellii, and the C. perfringens large cytotoxin (TpeL). Treatment of cultured cells with TcdA and TcdB results in actin re-organization and (at higher toxin concentrations) in cell death, which correlates with a loss of colonic barrier function, massive inflammation, and the formation of pseudomembranes observed in C. difficile-infected patients (Genth et al., 2014; Aktories et al., 2017; Chandrasekaran and Lacy, 2017; Popoff, 2017).

Several cell surface proteins have been proposed to serve as receptors of TcdB, TcdA, and TpeL (Gerhard, 2017), including chondroitin-sulfate proteoglycan 4 (CSPG4) (Yuan et al., 2015; Gupta et al., 2017), poliovirus receptor-like 3 (PVRL3) (LaFrance et al., 2015), and Frizzled-1/2/7 (FZD1/2/7) (Tao et al., 2016; Chen et al., 2018) for TcdB, glycoprotein-96 (gp96) (Na et al., 2008), and sucrase-isomaltase (SI) (Pothoulakis et al., 1996) for TcdA, and LDL-receptor-related protein-1 (LRP1) for TpeL (Schorch et al., 2014). In addition, LRP1 has most recently been proposed to serve as a cell entry receptor for TcdB as well (TcdB receptor-2; Guo et al., 2017). The question whether the toxins take advantage of the normal turnover of their receptors (i.e., constitutive endocytosis and recycling) on the cell surface or whether the toxins activity induce the internalization of their receptors has not yet been addressed. The observations of this study suggest that LRP1 exhibits constitutive recycling from the plasma membrane to the endosome, which might be exploited by TpeL and possibly TcdB for cell entry. In contrast, FZD2/7, CSPG4 or PVRL3 did neither exhibit constitutive endocytosis nor was their endocytosis induced in the presence of TcdB.



RESULTS

Expression of CSPG4, PVRL3, LRP1, and FZD2/7 in Cell Lines and Human Intestinal Organoids

Several cell lines were analyzed for expression of CSPG4 (250 kDa), PVRL3 (65 kDa), LRP1 (100 kDa), and FZD2/7 (65 kDa) (Figure 1). The following receptors were expressed in fetal calf serum (FCS) cultured subconfluent cells: Caco-2 cells: PVRL3, LRP1, CSPG4, FZD2/7, gp96; HT29 cells: PVRL3, FZD7, gp96, LRP1, CSPG4, and FZD2 (with the later three to minor extent); SV40-immortalized mouse embryonic fibroblasts (MEFs): LRP1, CSPG4, gp96, PVRL3, and FZD2/7 (with the latter three to minor extent). Expression of CSPG4 was analyzed exploiting the two distinct antibodies CSPG4(ab139406) and CSPG4(ab4235). Either antibody detected CSPG4 in fibroblasts, while only CSPG4(ab4235) was capable of detecting CSPG4 in Caco-2 and HT29 cells (Figure 1). However, these data show all TcdB receptors were expressed in any of the three cell lines tested albeit to distinct extent.
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FIGURE 1. Expression of toxin receptors in human intestinal organoids (HIO) and cell lines. Human intestinal organoids from four donors (D1–4) cultured in matrigel and subconfluent human intestinal epithelial (Caco-2) cells, human colon adenocarcinoma (HT29) cells, and SV40-immortalized mouse embryonic fibroblasts (MEFs) were lysed in Laemmli sample buffer. The expression of the indicated toxin receptors was analyzed by immunoblotting with gp96 serving as loading control. Representative immune-blots are from one of three independent experiments.



Next, expression of TcdB receptors was evaluated in human intestinal organoids (HIO) from four human donors. In all four HIOs, expression of FZD7 (65 kDa), PVRL3 (65 kDa), and LRP1 (100 kDa) but of neither CSPG4 (250 kDa) nor FZD2 was observed (Figure 1). The HSP90 paralog gp96, a receptor candidate for the related TcdA, was used as a loading control, as gp96 is expressed in every cell line and in every HIO tested (Figure 1).

Internalization of LRP1 (Neither FZD2/7, CSPG4 Nor PVRL3) Into Fibroblasts and Caco-2 Cells

Fibroblasts and Caco-2 cells were next chosen as a cell culture model for studying temperature-induced internalization of reversibly biotinylated FZD2/7, CSPG4, PVRL3, and LRP1 (Lindner, 2002; Knorr et al., 2009). Removal of all biotin, that remains surface-exposed, by treatment with cell-impermeable glutathione (GSH) on ice was exploited to differentiate between internalized and cell surface proteins. Upon cell lysis, internalized biotinylated proteins were retrieved by neutravidin-agarose matrices and their levels were analyzed by immunoblotting. The transferrin receptor (TfR) represents the prototype of a cell surface receptor that is endocytosed by clathrin-dependent endocytosis (CDE), the endocytotic pathway exploited by TcdB (Papatheodorou et al., 2010). Biotinylated TfR (i.e., TfR previously present on the cell surface) was rapidly internalized into fibroblasts (Figures 2A–C) and Caco-2 cells (Figures 3A,B), with TfR being first detected 2 min after endocytosis induction through temperature shift to 37°C. These observations served as a control for endocytosis under the chosen experimental conditions.
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FIGURE 2. Internalization of toxin receptors. Internalization of reversibly biotinylated cell surface proteins into serum-cultured murine fibroblasts (MEFs) either left non-treated (A) or treated with TcdB (B) was induced by temperature shift to 37°C. Cells were collected at the indicated times. Cells were either left non-treated or exposed to GSH on ice to strip off biotin from still surface-exposed molecules. Biotinylated proteins were retrieved on neutravidin-agarose, eluted, and analyzed by immunoblotting. (C) Internalization of toxin receptors into non-treated fibroblasts was quantified by densitometry of immunoblot (n = 3). (D) Lysate from non-treated fibroblasts (lysate) and immunoprecipitate biotinylated cell surface proteins were subjected to immunoblotting and analyzed with the indicated CSPG4 antibodies. (E) Internalization of biotinylated cell surface proteins was further analyzed in serum-starved fibroblasts pretreated anisomycin (30 μM, E). Representative immunoblots are from one of three independent experiments.
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FIGURE 3. Internalization of toxin receptors into Caco-2 cells. (A) Internalization of reversibly biotinylated cell surface proteins into serum-cultured Caco-2 cells was induced by temperature shift to 37°C. Cells were collected at the indicated times. Cells were either left non-treated or exposed to GSH on ice to strip off biotin from still surface-exposed molecules. Biotinylated proteins were retrieved on neutravidin-agarose, eluted, and analyzed by immunoblotting. Representative immunoblots are from one of two independent experiments. (B) Internalization of toxin receptors was quantified by densitometry of immunoblot (n = 2).



Internalization of PVRL3 into fibroblasts (Figures 2A–C) and Caco-2 cells (Figures 3A,B) was not observed upon endocytosis induction through temperature shift to 37°C. The latter finding suggests that PVRL3 does not serve as a primary endocytic receptor, an observation also reported for the related PVRL1 (Stiles and Krummenacher, 2010). PVRL1, however, is internalized upon binding of the HSV glycoprotein D (gD) (Stiles and Krummenacher, 2010), leading to the hypothesis that PVRL3 internalization is induced by TcdB. Internalization of PVRL3 into fibroblasts was not observed in the presence of TcdB (Figure 2B), suggesting that the presence of TcdB is not sufficient for inducing PVRL3 internalization.

Biotinylated CSPG4 and FZD2 were exclusively found at the plasma membrane of fibroblasts (Figure 2A) upon endocytosis induction through temperature shift to 37°C, suggesting that CSPG4 and FZD2 do not undergo constitutive endocytosis (Figures 2A–C). In Caco-2 cells, FZD2/7 was also exclusively found at the plasma membrane (Figures 2A–C) upon endocytosis induction, suggesting that FZD2/7 do not undergo constitutive endocytosis (Figures 3A,B). Remarkably, biotinylation of CSPG4 resulted in interfered immunoblot detection by CSPG4(ab4235), while biotinylated CSPG4 seems to be preferably detected by CSPG4(ab139406) (Figure 2D). As exclusively CSPG4(ab4235) was capable of detecting CSPG4 in Caco-2 cells (Figure 1), the analysis of CSPG4 internalization into Caco-2 cells was precluded. The presence of TcdB did not facilitate internalization of CSPG4 into fibroblasts, comparable to PVRL3 (Figure 2B). Finally, in the absence (as well as in the presence) of TcdB, LRP1 was rapidly internalized into fibroblasts with kinetics comparable to that observed for TfR (Figures 2A–C). Furthermore, rapid internalization of LRP1 was also observed into Caco-2 cells (Figures 3A,B). Out of the TcdB receptors tested, solely LRP1 exhibits constitutive recycling from the plasma membrane to the endosome, which might be exploited by TpeL and possibly TcdB for entry into fibroblast and Caco-2 cells.

Activation of p38 MAP Kinase Does Not Facilitate the Internalization of PVRL3 and CSPG4 Into Fibroblasts

Activation of p38 MAP kinase has been shown to facilitate internalization of (non-occupied) cell surface receptors, including epidermal (EGFR) and fibroblast growth factor (FGFR) receptors (Cuadrado and Nebreda, 2010; Tomas et al., 2014; Tan et al., 2016). TcdB is well established to activate mitogen-activated protein (MAP) kinases of the p38 family (Bobo et al., 2013; Schelle et al., 2016), which leads to the hypothesis that stress-induced p38 activation facilitates internalization of PVRL3 and CSPG4. The antibiotic anisomycin, a pyrrolidine inhibitor of protein synthesis, is a potent activator of p38 MAP kinase and has been exploited as an inducer of cell surface receptor internalization in various studies (Hazzalin et al., 1998; Tan et al., 2016). Upon treatment of serum-starved MEFs, anisomycin-induced p38 activation by factor 5 ± 3 (compared with mock-treated cells), as analyzed in terms of increasing concentrations of pT180Y182–p38 MAP kinase (data not shown). Internalization of neither CSPG4 nor PVRL3 into anisomycin-treated fibroblasts was observed (Figure 2E), excluding p38 activation as a trigger of CSPG4 or PVRL3 internalization. In contrast, endocytosis of LRP1 into anisomycin- and control fibroblasts was similar (Figure 2E). In sum, endocytosis of PVRL3 and CSPG4 into fibroblasts is not observed.



DISCUSSION

Several cell surface receptors have been proposed for TcdB: (i) PVRL3 (also referred to as Nectin-3) belongs to the nectin family of immunoglobulin (Ig) superfamily proteins (nectin-1 to -4). PVRL1-4 are involved in cell-cell-adhesion mediated by their extracellular Ig-like ectodomains. PVRL1 and PVRL2 serve as cell entry receptors for Herpes simplex-1/2 virus (HSV-1/2) (Samanta and Almo, 2015). (ii) CSPG4 [also named nerve/glial antigen 2 (NG2)] is a single pass type I membrane glycoprotein with the core protein exhibiting a molecular mass of 250 kDa. The large ectodomain is subdivided into three structural domains, a globular domain of two laminin G-type regions (harboring the TcdB binding site), a central region of 15 repeats containing 7 Ser-Gly motifs (harboring the consensus motif SGXG for glycosaminoglycan attachment), and the membrane proximal globular D3 domain (harboring 6 of the 15 potential sites for N-linked glycosylation) (Yuan et al., 2015; Gupta et al., 2017). (iii) FZD receptors are heptahelical receptors for Wnt proteins, which bind to the extracellular cysteine-rich domain (CRD) of FZD receptors. The CRD of FZD1/2/7 has most recently been suggested to mediate cell surface binding of TcdB (Chen et al., 2018). (iv) LRP1, the cell surface receptor of the related TpeL, belongs to the low density lipoprotein (LDL) receptor family, whose members regulate lipid metabolism (Schorch et al., 2014). LRP1 further serves as a cell entry receptor of pseudomonas exoenzyme A (Kounnas et al., 1992) and of a minor-group common cold virus (Hofer et al., 1994).

Human intestinal organoids are an in vitro “mini-gut” model that reflects many important features of the colonic epithelium in vivo (Date and Sato, 2015). HIOs from four human donors exhibit a comparable expression profile for the five TcdB receptors candidates tested, with FZD7, PVRL3, and LRP1 being expressed and CSPG4 and FZD2 not being expressed (Figure 1). FZD7 expression seems to be required for the formation of mini-gut organoids with characteristics of the intact epithelium, as conditional deletion of FZD7 results in organoid death (Flanagan et al., 2015). A lack of CSPG4 expression has also been observed in mouse intestinal organoids (Tao et al., 2016). CSPG4 expression is found in intestinal subepithelial myofibroblasts (ISEMFs), which has led to the view that besides colonic epithelial cells ISEMFs are targeted by TcdB as well (Terada et al., 2006; Tao et al., 2016).

Evaluation of the internalization of TcdB receptors into fibroblasts (Figures 2A–C) and Caco-2 cells (Figures 3A,B) revealed that LRP1 (neither of FZD2/7, CSPG4 nor PVRL3) was endocytosed to a similar extent as TfR. Comparable results were obtained in the presence of TcdB and anisomycin-induced p38 MAP kinase activation, excluding that TcdB or p38 activation triggers receptor internalization (Figures 2C,D). Consistently, uptake of TcdB into fibroblasts has recently been shown not to be responsive to inhibition of p38 MAP kinase (Schelle et al., 2016). These observations enforce the view that, FZD1/2/7, CSPG4, and PVRL3 are not internalizing receptors. In contrast, LRP1 exhibits constitutive recycling from the plasma membrane to the endosome, which might be exploited by TpeL (and possibly by TcdB as well) for entry into fibroblasts and Caco-2 cells. Several members of the LDL receptor family (including LRP1 and LRP5/6) have been presented to bind FZD receptors and to act as Wnt co-receptors (Zilberberg et al., 2004; Dieckmann et al., 2010). The observations of this study favor a two receptor model of the cellular uptake of TcdB (Genth and Just, 2015) (Figure 4): TcdB binds to FZD1/2/7, CSPG4, and PVRL3, either of which receptors exhibits (if any) a low internalization rate. Initial (low affinity) binding allows enrichment of TcdB at the surface of ISEMFs or cultured colonic epithelial cells. TcdB bound to either FZD1/2/7, CSPG4, and PVRL3 subsequently meets the receptor with a high internalization rate (possibly LRP1) that facilitates endocytosis of TcdB.


[image: image]

FIGURE 4. Two-receptor-model of TcdB. (1) TcdB binds to (non-internalizing) binding receptors at the cell surface. (Non-internalizing) binding receptors of TcdB are CSPG4, FZD2/7, and PVRL3. (2) The binding receptors form heterodimers with the internalizing receptors. TcdB then also binds to the internalizing receptors. The only candidate for an internalizing TcdB receptor is LRP1. (3) The toxin is released from the binding receptor, allowing the internalization of the TcdB-receptor complex into the early endosome. (4) Upon acidification, the glucosyltransferase domain (GTD) is released through a pore into the cytosol. The GTD mono-O-glucosylates (and thereby inactivates) Rho-GTPases.





MATERIALS AND METHODS

Ethics Statement

Surgical material from colon tissue was removed at Hannover Medical School. The study design was approved by the local ethics committee (approval number 3082-2016) and each patient has given well-informed written consent.

Human Intestinal Organoids

Organoids were grown from surgically removed intestinal tissue using a modification of the procedure described (VanDussen et al., 2015). Briefly, the mucosa of a 0.5 cm2 piece of colonic tissue was lifted off the muscle layer and cut into small pieces. After washing, tissue pieces were incubated with chelating buffer [10 mM ethylenediaminetetraacetic acid (EDTA) in PBS, pH8.0] at 4°C for 90 min with shaking to remove the epithelial layer. Isolated crypts were washed twice with PBS and 500 crypts were resuspended in 50 μl growth factor reduced matrigel (Corning) and seeded into a well of pre-warmed 24-well culture dish. After solidification of matrigel for 30 min at 37°C, 1 ml of organoid growth medium (advanced DMEM/F12 supplemented with 2 mM GlutaMax, 10 mM HEPES, 100 U/ml penicillin, 100 μg/ml streptomycin, B27 supplement (1X, Gibco), 50 ng/ml recombinant EGF (Peprotech), 500 nM A83-01 (Tocris), 10 μM SB202190 (Tocris), 10 nM gastrin I (Tocris), 1 mM N-acetyl-L-cysteine (Sigma), and 50% supernatant of L-WRN cells (ATCC® CRL-3276TM, containing Wnt3a, R-spondin and Noggin). 10 μM Y27623 (Tocris) was added to the medium on the day of isolation but omitted thereafter. Organoids were grown for 7 days and medium was replaced with fresh medium every other day. After 7 days, organoids from 3-wells were isolated by addition of ice-cold PBS, pooled and resuspended in 100 μl of Laemmli buffer.

Materials

Toxin B was prepared from C. difficile strain VPI10463. Toxin was produced and purified yielding only one band on SDS–PAGE as previously described (Popoff, 1987; Genth et al., 2000). Anisomycin was obtained from Calbiochem, Darmstadt, Germany. Sulfo-NHS-SS-biotin and neutravidin-agarose were bought from ThermoFisher. GSH, phenylmethanesulfonyl fluoride (PMSF), E-64, and iodacetamide were purchased from Sigma. Leupeptin and pepstatin were obtained from Biomol.

Cell Culture

SV40-immortalized MEFs, the human colon adenocarcinoma cell line HT29, and the human intestinal epithelial cell line Caco-2 were subconfluently cultured in Dulbecco’s Modified Eagle’s Medium high glucose supplemented with 10% FCS, 100 μg/ml penicillin, 100 U/ml streptomycin at 37°C and 5% CO2.

Cell Surface Biotinylation and Endocytosis Assay

Cell surface biotinylation of MEFs and internalization was performed as described (Lindner, 2002; Knorr et al., 2009). Briefly, cells were detached with 7.5 mM EDTA in PBS for 10–15 min, washed and resuspended in Hanks’ balanced salt solution (HBSS). 0.5 mg/ml biotinylation reagent Sulfo-NHS-SS-Biotin (Pierce) was added for 30 min on ice before stopping the reaction with chilled culture medium supplemented with 50 mM glycine. After washes with cold HBSS, endocytosis was started by incubating the labeled cells with 37°C warm endocytosis medium (EM) for 2–16 min at 37°C. Endocytosis was stopped by adding ice-cold EM followed by GSH-stripping of remaining surface biotin. Cells were lysed in buffer (50 mM TRIS pH 7.5, 100 mM NaCl, 1% TX-100 supplemented with leupeptin, PMSF, E-64, pepstatin, and iodoacetamide). After ultracentrifugation, internalized biotinylated proteins were isolated from the supernatant with neutravidin-agarose (ThermoFisher) and subjected to immunoblotting.

Immunoblotting

Proteins were separated using 10% polyacrylamide gels und transferred onto nitrocellulose for 2 h at 120 V, followed by blocking with 5% (w/v) non-fat dried milk for 1 h. Primary antibodies were incubated over night at 4°C with dilution according to the manufacturers’ instructions (PVRL3, 11213-1-AP, Proteintech, dilution 1:1000; TfR (H68.4), Invitrogen, dilution 1:1000; Anti-NG2/CSPG4 (ERP9195), ab139406 abcam, diution 1:1000; NG2 Antibody (#4235), cell signaling, dilution 1:1000; gp96/HSP90B1 (816803), R&D Systems, dilution 1:1000; LRP1 (EPR3724), ab92544 abcam, dilution 1:50,000; Frizzled 2, 24272-1-AP, Proteintech, dilution 1:1000; Frizzled 7, 16974-1-AP, Proteintech, dilution 1:1000) in TBST buffer (50 mM Tris–HCL, pH 7.2, 150 mM NaCl, 5 mM KCl, 0.05% (w/v) Tween 20 and subsequently for 1 h at room temperature with HRP-conjugated secondary antibody (mouse: Rockland 610-1034-121; dilution 1:5000; rabbit Rockland 611-1302; dilution 1:5000). For the chemiluminescence reaction, ECL Femto (Fisher Scientific, Schwerte, Germany) was used. The signals were detected with the INTAS Chemo Cam Imager (Intas Science Imaging Instruments GmbH, Göttingen, Germany).
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Disturbance in gut microbiota is crucial for the development of Clostridioides difficile infection (CDI). Different mechanisms through which gut microbiota influences C. difficile colonization are known. However, C. difficile could also affect gut microbiota balance as previously demonstrated by cultivation of fecal microbiota in C. difficile conditioned medium. In current study, the interactions of C. difficile cells with gut microbiota were addressed. Three different strains (ribotypes 027, 014/020, and 010) were co-cultivated with two types of fecal microbiota (healthy and dysbiotic) using in vitro batch model. While all strains showed higher sporulation frequency in the presence of dysbiotic fecal microbiota, the growth was strain dependent. C. difficile either proliferated to comparable levels in the presence of dysbiotic and healthy fecal microbiota or grew better in co-culture with dysbiotic microbiota. In co-cultures with any C. difficile strain fecal microbiota showed decreased richness and diversity. Dysbiotic fecal microbiota was more affected after co-culture with C. difficile than healthy microbiota. Altogether, 62 OTUs were significantly changed in co-cultures of dysbiotic microbiota/C. difficile and 45 OTUs in co-cultures of healthy microbiota/C. difficile. However, the majority of significantly changed OTUs in both types of microbiota belonged to the phylum Firmicutes with Lachnospiraceae and Ruminococcaceae origin.
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INTRODUCTION

Clostridium difficile, recently reclassified as Clostridioides difficile (Lawson et al., 2016), is an ubiquitous, anaerobic, spore-forming, Gram-positive bacterium that is currently the leading cause of nosocomial and community associated diarrhea worldwide (Martin et al., 2016). C. difficile infection (CDI) outcome can range from asymptomatic colonization to diarrhea and more severe, life-threatening pseudomembranous colitis (Rupnik et al., 2009; Leffler and Lamont, 2015). CDI is a toxin mediated disease. Two toxins, A and B, are well established as virulence factors, while the presence of the third toxin, binary toxin CDT, is less clear but seems to contribute to disease severity (Gerding et al., 2014).

Success of enteric pathogen to cause a disease depends mainly on two phases, i.e., the initial colonization phase of pathogen in the gut, followed by pathogen-promoting physiological changes in the gut important for its maintenance (Ferreyra et al., 2014). The colonization of C. difficile is strongly associated with disturbance in gut microbiota (i.e., dysbiosis) and several studies explored the mechanisms through which gut microbiota influences C. difficile (Britton and Young, 2012; Pérez-Cobas et al., 2015). While for some enteric pathogens (e.g., Salmonella) mechanisms involved in the pathogen-promoting physiological changes in the gut have already been described (Stecher et al., 2007), little is known about possible impact of C. difficile on gut microbiota. In our previous work, we have shown that C. difficile conditioned medium has specific effect on fecal microbiota and that nutrient competition is the most likely mechanism (Horvat et al., 2017). Additionally, changed bacterial groups detected in in vitro model using C. difficile conditioned medium were comparable to those described in CDI patients.

In this study, we have investigated the interactions between C. difficile vegetative cells and fecal bacterial communities in a simple in vitro model. Several lines of evidence supports the need for dysbiotic gut microbiota for successful C. difficile colonization, such as low carriage rates in healthy population, need of antibiotic pretreatment of animals in animal models of CDI and association of dysbiotic gut microbiota with CDI in humans. However, recent increase in community cases without previous antibiotic exposure (Gupta and Khanna, 2014) suggests that C. difficile can colonize gut also in the presence of non-dysbiotic microbiota. In line with this observations are in vivo and in vitro studies demonstrating capability of C. difficile to colonize the gut even in the presence of complex microbiota (Robinson et al., 2014) and showing that in the absence of some protective species (i.e., C. scindens) colonization with C. difficile even without antibiotic treatment can result in a significant compositional perturbation of gut microbiota in animal models (Studer et al., 2016). We have therefore compared two types of fecal samples, one representing healthy microbiota and the other representing dysbiotic microbiota. Healthy microbiota was obtained from healthy donors. As a proxy for dysbiotic microbiota fecal samples sent to routine diagnostic laboratory for testing for C. difficile were used. Such samples were shown before to clearly group separately from healthy volunteer samples (Skraban et al., 2013; Horvat et al., 2017). The interactions of both fecal microbiota types were tested with three different C. difficile strains as representatives of globally widespread PCR ribotypes (027, 014/020, and 010) and three different toxin production types (A+B+CDT+, A+B+CDT-, A-B-CDT-). The strains were selected with the objective to cover large diversity within C. difficile species. The aim was not to compare ribotype or toxinotype association with changes in interactions with gut microbiota as only a single representative was used.



MATERIALS AND METHODS

All described cultivation procedures were performed anaerobically at 37°C in an anaerobic workstation (10% CO2, 10% H2, and 80% N2) (Don Whitley Scientific).

C. difficile Strain Selection and Preparation of Vegetative Cells

Three different C. difficile strains, belonging to PCR ribotypes 010, 014/020, and 027, were selected from our C. difficile strain collection (strain designations ZZV15-6684, ZZV11-3236, ZZV09-2033). Selected strains originated from humans and were isolated between the years 2009 and 2015. Strains were plated onto Columbia agar with 5% horse blood (BioMerieux) and incubated for 48 h. Single colony of each strain was transferred into 5 ml of pre-reduced Wilkins Chalgren Anaerobe Broth (WCAB) (Oxoid) and incubated for 17 h. Overnight cultures of each strain were once again transferred to freshly prepared and pre-reduced WCAB growth medium (1:500, v:v) and incubated for 17 h to obtain suspensions of C. difficile vegetative cells with up to 2 × 108 colony forming units (CFUs) per ml, respectively.

Fecal Samples Collection and Preparation of Fecal Inocula

C. difficile negative fecal samples were randomly selected from (i) non-diarrheal samples sent for C. difficile testing (male: n = 5, female: n = 5, all aged under 65 years) (dysbiotic microbiota) and (ii) samples of healthy individuals (male: n = 3, female: n = 2, all aged under 65 years) (healthy microbiota). Healthy individuals had not taken antibiotics for at least 3 months prior to donation. Healthy individuals have given informed consent and agreed to use the samples for the experiments. The use for laboratory samples without informed consent was approved by National Medical Ethic Committee.

After donation samples were stored at 4°C for maximally 24 h. Aliquots of 0.2 g of each specimen were prepared and frozen at -80°C until further processing. Based on our previous comparisons of individual and pooled samples and published studies (Aguirre et al., 2014) we used pooled samples for experiments with fecal microbiota. For pooled slurry preparation each specimen was thawed and diluted in pre-reduced WCAB to obtain 10% fecal slurry. Equal amounts of fecal slurries from each group (i.e., dysbiotic and healthy) were pooled, added to pre-reduced WCAB growth medium (1:100, v:v) and incubated overnight to prepare fecal inocula for in vitro cultivation.

In Vitro Model Set Up of C. difficile and Fecal Microbiota Co-cultivation

Overnight culture of fecal inoculum (50 μl) was combined with suspensions of C. difficile vegetative cells (50 μl) in pre-reduced WCAB growth medium (4.9 ml) in a 6-well plate (Sarstedt). Initial concentration of C. difficile in co-cultures was approximately 2 × 106 CFU/ml. Cultures were gently mixed and incubated for 3 days. Monocultures of fecal microbiota or C. difficile grown in freshly prepared and pre-reduced WCAB growth medium were used as controls. Each described growth condition was done in triplicate. Samples (5 ml) were taken after 72 h incubation period and screened for total viable cell count and spore count of C. difficile (described below). After centrifugation at 10,000 rpm for 10 min, pellets were used for total bacterial DNA extraction. Additionally, fecal pooled sample before any cultivation (i.e., fecal input sample) was included as a control for 16S rDNA sequencing to test for changes of microbiota due to in vitro cultivation.

C. difficile Growth and Sporulation

For C. difficile total viable cell count serial dilutions were prepared in pre-reduced 0.9% sterile saline and plated onto pre-reduced chromID C. difficile agar plates (BioMerieux). C. difficile spores were defined as CFUs on chromID C. difficile agar plates after treatment with 100% ethanol for 30 min. The frequency of sporulation was determined as the percentage of ethanol resistant cell count relative to total cell count. One-way ANOVA was used in the statistical analysis with Bonferroni correction to determine statistically significantly different samples.

Isolation of the Total Bacterial DNA and 16S rDNA Amplicon Sequencing of Microbiota

The extraction of bacterial DNA was performed with the QIAamp Fast Stool DNA Mini Kit (Qiagen) after the mechanical disruption (speed 7,000 for 70 s) with the SeptiFast Lys Kit (Roche) on MagNA Lyser (Roche). The DNA concentration was verified using Quant-iT PicoGreen dsDNA Kit (Thermo Fisher Scientific). Bacterial community composition was determined by paired-end sequencing on an Illumina MiSeq platform, targeting the V3–V4 hypervariable region of the 16S rRNA gene. Library preparation was carried out using the 341F (5′-CCTACGGGNGGCWGCAG-3′) – 805R (5′-GACTACHVGGGTATCTAATCC-3′) set of primers. On the same run a template-free sample was included as a negative sequencing control.

Sequencing data was deposited at metagenomic analysis server MG-RAST (Meyer et al., 2008) and is accessible at https://www.mg-rast.org/linkin.cgi?project=mgp85501.

Analysis of Sequence Data

MiSeq output data was analyzed with statistical tools included in the mothur software (v.1.36.1) (Schloss et al., 2009), according to the MiSeq standard operating procedure (SOP) for Illumina paired end reads (Kozich et al., 2013). Sequences with any ambiguous base or more than eight homopolymers were removed from downstream analysis. The remaining sequences were aligned against the Silva reference alignment (Quast et al., 2013). Chimeras were searched with the UCHIME algorithm (Edgar et al., 2011) and removed. Classification of sequences was performed using the RDP training set (v.9) with an 80% confidence threshold. Sequences restricted to bacterial origin only were clustered into operational taxonomic units (OTUs) at a 3% dissimilarity level. To adjust for the influence of the number of OTUs in a sample on diversity and other statistical tests, any OTUs with relative abundance lower than 0.001% were removed from further analyses. Chao1 and Shannon indices were chosen to characterize alpha samples diversity. For beta diversity estimation weighted UniFrac measure was used (Lozupone et al., 2007). Samples hierarchical clustering was obtained with MEGA software (v.7.0.26) (Kumar et al., 2016) using Bray–Curtis distances as input. OTUs that differed between treatments were selected with respect to linear discriminant analysis (LDA) effect size (LEfSe) method (Segata et al., 2011).



RESULTS

C. difficile Can Grow in the Presence of Dysbiotic and Healthy Fecal Microbiota in Vitro

Two types of fecal microbiota were tested. As explained previously one pooled sample was collected from healthy individuals while the other originated from samples subjected to C. difficile testing and were having negative result. Microbiota in such samples was previously and in this study shown to differ from microbiota in healthy samples (see below). Because the differences include characteristics associated with dysbalanced microbiota such as lower diversity and higher proportion of Proteobacteria, we are referring to this sample as to dysbiotic.

Each tested C. difficile strain showed specific pattern of growth in the presence of healthy or dysbiotic microbiota. Strains of ribotypes 010 and 027 grew best in the presence of dysbiotic microbiota, while ribotype 014/020 strain growth was similar in both microbiota types (Figure 1A).
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FIGURE 1. (A) Total viable cell count with corresponding standard deviation for C. difficile ribotypes 010, 014/020, and 027 strains in the inoculum (blue), in the control (gray), in co-culture with healthy fecal microbiota (green) and in co-culture with dysbiotic fecal microbiota (orange). ∗Statistically significant difference. (B) Percentage of C. difficile spores detected as ethanol resistant CFUs in proportion to total CFUs for ribotypes 010, 014/020, and 027 strains in the control (gray), in combination with healthy microbiota (green) and in combination with dysbiotic microbiota (orange).



In both microbiota types an increase in C. difficile total cell count was observed compared to original inoculum, indicating that all three strains were able to proliferate in the presence of disturbed and undisturbed microbiota. Difference between growth in control (growth medium only) and in combination with microbiota (any type) was significant only for PCR ribotype 027 strain (Figure 1A).

C. difficile Sporulation Is Better in the Presence of Dysbiotic Fecal Microbiota

The C. difficile sporulation frequency in co-cultures with fecal microbiota varied between 1.3 and 25.6% (Figure 1B). All three strains formed higher percentage of spores in co-culture with dysbiotic microbiota (7.0–25.6%), while in the co-culture with healthy microbiota spore percentage was lower (1.3–8.6%). Statistically significantly higher amount of spores in dysbiotic microbiota was observed only for ribotype 010 and 027 strains (one-way ANOVA: p < 0.05). Strains of ribotypes 014/020 and 027 displayed similar pattern of sporulation as for both the percentage of spores was the lowest in combination with healthy microbiota. For ribotype 010 strain the lowest sporulation was observed in control samples without fecal microbiota (Figure 1B).

Bacterial Richness and Diversity of Fecal Microbiota Decrease in the Presence of C. difficile

Sequencing yielded a total of 1,480,790 sequences of bacterial origin, with an average depth of 50,385 sequences per sample. Sequences were classified into 365 OTUs with relative abundance higher than 0.001%.

Input sample of healthy microbiota initially contained lower levels of Proteobacteria and higher proportions of Actinobacteria and Firmicutes than input sample of dysbiotic microbiota (Figure 2). After 3 days of in vitro incubation the control samples of both types of microbiota displayed similar composition at the phylum level (Figure 2). Nevertheless, statistical analysis revealed statistically higher bacterial richness and diversity in samples of healthy microbiota than in samples of dysbiotic microbiota (p < 0.05; Supplementary Table S1).
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FIGURE 2. Bacterial phylum level assignments of average relative abundances for fecal input samples (before any cultivation), control samples (fecal microbiota only), and samples of fecal microbiota in combination with C. difficile ribotypes 010, 027, and 014/020 strains. Chart (A) represents samples of healthy fecal microbiota and chart (B) represents samples of dysbiotic fecal microbiota.



Also in comparison of control samples and co-cultures microbiota/C. difficile no statistically significant differences (p > 0.05) were detected at the phylum level (Figure 2), but significant changes were observed in bacterial richness and diversity (Figure 3) and on lower taxonomic levels (Table 1).
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FIGURE 3. Alpha diversity estimates Chao1 (A,B) and Shannon index (C,D) with corresponding standard deviations for control samples of fecal microbiota and samples of fecal microbiota in combination with C. difficile ribotypes 010, 027, and 014/020 strains. Charts (A,C) represent samples of healthy fecal microbiota and charts (B,D) represent samples of dysbiotic fecal microbiota. ∗Statistically significant difference.



TABLE 1. Comparison of significantly increased OTUs in control samples (healthy or dysbiotic microbiota only) and in samples of co-cultures (healthy microbiota/C. difficile or dysbiotic microbiota/C. difficile).
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To estimate the microbial richness we used the Chao1 index. According to control samples with healthy microbiota alone significantly lower bacterial richness was observed only if healthy microbiota was co-cultured with ribotype 014/020 strain (Figure 3A), whereas bacterial richness of dysbiotic microbiota was lowered in the presence of all three strains (Figure 3B). In addition, significant differences in bacterial richness were observed between co-culture of dysbiotic microbiota with ribotype 027 strain and co-culture of dysbiotic microbiota with ribotype 010 strain (Figure 3B).

Shannon index, predicting the microbial diversity, was significantly higher in control samples than in co-cultures microbiota/C. difficile (Figures 3C,D). For dysbiotic microbiota that trend was noticeable for all three strains, whereas bacterial diversity of healthy microbiota significantly decreased only in co-culture with ribotype 010 strain.

Dysbiotic Microbiota Is More Affected by C. difficile Than Healthy Microbiota

Bacterial community patterns of control and co-culture samples congregated in two major groups by hierarchical clustering; i.e., samples of dysbiotic microbiota (Figure 4, segment A) and samples of healthy microbiota (Figure 4, segment B). The deepest branching in both groups clearly divided control samples of microbiota only from co-cultures microbiota/C. difficile (Figure 4). According to weighted UniFrac test statistically significant differences in OTU composition were observed between control samples (dysbiotic or healthy microbiota only; Figure 4, segments a and b) and samples of microbiota (dysbiotic or healthy) in co-culture with all three C. difficile ribotypes (Figure 4, segments a1–3 and b1–3).
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FIGURE 4. Hierarchical clustering of samples of dysbiotic fecal microbiota (MNH; segment A) and samples of healthy fecal microbiota (MH; segment B) without and with the addition of C. difficile ribotype 010 strain (C100), ribotype 027 strain (E27), and ribotype 014/020 strain (WF260), obtained by MEGA software (v.7.0.26). Statistically significant differences were observed between control samples (dysbiotic or healthy fecal microbiota only; segments a and b) and samples of fecal microbiota (dysbiotic or healthy) with added C. difficile ribotypes 010 (segments a2 and b2), 014/020 (segments a1 and b1), and 027 (segments a3 and b3) strains.



To identify significantly changed OTUs we have used the LEfSe test. Altogether, 62 OTUs were affected in co-cultures of dysbiotic microbiota and 45 OTUs in co-cultures of healthy microbiota (Supplementary Tables S2, S3). The smallest number of OTUs was affected in co-culture of healthy microbiota and C. difficile ribotype 027 strain (Supplementary Table S3). In general, the majority of significantly changed OTUs in both types of microbiota belonged to the phylum Firmicutes, with Lachnospiraceae and Ruminococcaceae origin. OTUs from both families were mostly associated with control samples of microbiota only (Table 1 and Supplementary Tables S2, S3). For Clostridium_XIVa, member of Lachnospiraceae family, an increase was observed in control samples of dysbiotic microbiota only as well as in co-cultures of healthy microbiota and C. difficile (Table 1 and Supplementary Tables S2, S3). Members of Bacteroidetes (particularly Bacteroides), Firmicutes (e.g., Veillonella) and Proteobacteria (i.e., Sutterella) were mostly associated with co-cultures of dysbiotic microbiota/C. difficile, whereas in co-cultures of healthy microbiota/C. difficile taxa from Bacteroidetes (i.e., Barnesiella) and Firmicutes (e.g., Enterococcus) were enriched (Table 1).



DISCUSSION

Widespread use of antibiotics in hospitalized as well as in non-hospitalized patients leads to the disturbance of normal gut microbiota and allows C. difficile to expand in the gut. However, CDI might occur also in the individuals with no previous exposure to antibiotics or other apparent reason for microbiota disruption (Bauer et al., 2008; Wilcox et al., 2008).

To partially address the issue of C. difficile proliferation in dysbiotic and non-dysbiotic gut microenvironment, we explored C. difficile growth in the presence of two different types of microbiota. As previously C. difficile conditioned medium was shown to cause changes in gut microbiota in vitro (Horvat et al., 2017), we have studied if comparable changes are observed also with C. difficile vegetative cells.

All tested C. difficile strains successfully proliferated in our in vitro model with both types of fecal microbiota. That is in contrast to results obtained with some other in vitro gut models, where the inability of C. difficile to proliferate in the absence of antibiotic disturbance of microbiota was demonstrated (Borriello and Barclay, 1986; Wilson and Freter, 1986; Drummond et al., 2003; Freeman et al., 2003). Yet, the capability of C. difficile to colonize gut microenvironments even in the presence of complex microbial communities was demonstrated for ribotype 027 strains (Robinson et al., 2014). Therefore, it seems likely that ability of C. difficile to compete with complex non-dysbiotic microbial communities is strain dependent.

With the exception of ribotype 014/020 strain, C. difficile proliferated to a significantly greater extent in the presence of dysbiotic microbiota than in the presence of healthy microbiota (Figure 1A). In addition, greater proportion of OTUs was affected in co-cultures dysbiotic microbiota/C. difficile than in co-cultures healthy microbiota/C. difficile (Supplementary Tables S2, S3). Interestingly, the presence of ribotype 027 in healthy microbiota affected only small proportion of OTUs (Supplementary Table S3). That is in contrast with several previous studies on symptomatic humans or animals where ribotype 027 correlated with more disturbed microbiota (Lawley et al., 2012; Rea et al., 2012; Skraban et al., 2013).

Considering sporulation, higher proportion of C. difficile spores was observed in co-cultures with dysbiotic microbiota. That trend was apparent for all three strains (Figure 1B). This indicates, that conditions in dysbiotic microbiota support formation of greater amount of spores, which are important for further C. difficile transmission and spread. Additionally, an increased spore production appears to be relevant in severe CDI cases (Carlson et al., 2013).

The explanation of mechanism underlying the observed increased sporulation could be only speculative, as sporulation signals for C. difficile are not known (Zhu et al., 2018) in contrast to well understood germination signals (Theriot and Young, 2014). Nutrient starvation, quorum sensing and other environmental stimuli are most likely involved in sporulation signaling through several regulatory networks (Zhu et al., 2018). All of these three potential factors could be also involved in changes of microbiota dependent sporulation frequency.

Presence of C. difficile in co-cultures significantly decreased microbial richness and diversity in both types of fecal microbiota, but dysbiotic microbiota seemed to be more responsive and healthy microbiota more robust (Figure 3). Diversity was decreased in the presence of all three tested strains. The association of C. difficile colonization and/or infection with a decrease in gut microbiota diversity is well documented, but was so far only viewed as a predisposing condition (reviewed in Vincent and Manges, 2015) and not also as a consequence of C. difficile presence as suggested here and elsewhere (Horvat et al., 2017).

In general, potentially beneficial autochthonous bacteria, particularly butyrate-producing bacteria (Lachnospiraceae and Ruminococcaceae) were present in larger proportions in microbiota cultivated without C. difficile. These bacteria are usually found in healthy subjects and are thought to provide colonization resistance against CDI (Ross et al., 2016).

The presence of C. difficile in any type of microbiota resulted in increased proportions of opportunistic pathogens (i.e., Sutterella in co-culture with dysbiotic microbiota and Enterococcus in co-culture with healthy microbiota). Previous studies already reported about an increased proportion of Sutterella in C. difficile positive subjects (Perez-Cobas et al., 2014; Milani et al., 2016). Also, the presence of Sutterella was linked to several other human diseases, where gut microbiota seems to play a crucial role in their development (e.g., metabolic syndrome and autism) (Wang et al., 2013; Lim et al., 2017). An association between C. difficile colonization/infection and enterococci or vancomycin-resistant enterococci (VRE) is also well documented (Ozaki et al., 2004; Choi et al., 2011; Fujitani et al., 2011; Stripling et al., 2015; McKinley et al., 2016). Moreover, our previous study demonstrated undisturbed growth of representative strain of Enterococcus in co-culture with C. difficile on agar plates (Horvat et al., 2017). Veillonella was another genus that increased in the presence of C. difficile in dysbiotic microbiota. That is in agreement with two other studies (Antharam et al., 2016; Khanna et al., 2016) and in contrast to our previous study, where reduced proportions were found in C. difficile conditioned medium (Horvat et al., 2017). Decreased levels of Veillonella were also found in oncological patients colonized with C. difficile (Zwielehner et al., 2011).

Our results further support the observation that C. difficile could have an impact on gut microbiota and that the impact is strain dependent. Dysbiotic microbiota is in vitro more susceptible for disturbances caused by co-culture with C. difficile and is also associated with better sporulation frequency of C. difficile. Better competitive ability, inhibition of certain bacterial groups associated with colonization resistance and better sporulation in the presence of dysbiotic microbiota possibly contribute to endemic spread of some strains.
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Over the last decades the enteric bacterium Clostridium difficile (novel name Clostridioides difficile) – has emerged as an important human nosocomial pathogen. It is a leading cause of hospital-acquired diarrhea and represents a major challenge for healthcare providers. Many aspects of C. difficile pathogenesis and its evolution remain poorly understood. Efficient defense systems against phages and other genetic elements could have contributed to the success of this enteropathogen in the phage-rich gut communities. Recent studies demonstrated the presence of an active CRISPR (clustered regularly interspaced short palindromic repeats)-Cas (CRISPR-associated) subtype I-B system in C. difficile. In this mini-review, we will discuss the recent advances in characterization of original features of the C. difficile CRISPR-Cas system in laboratory and clinical strains, as well as interesting perspectives for our understanding of this defense system function and regulation in this important enteropathogen. This knowledge will pave the way for the development of promising biotechnological and therapeutic tools in the future. Possible applications for the C. difficile strain monitoring and genotyping, as well as for CRISPR-based genome editing and antimicrobials are also discussed.
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CRISPR-CAS SYSTEMS: GENERAL FUNCTIONAL ASPECTS AND CLASSIFICATION

The CRISPR (clustered regularly interspaced short palindromic repeats)-Cas (CRISPR-associated) systems are adaptive immune systems protecting prokaryotes against phages and other mobile genetic elements (Sorek et al., 2013). These defensive systems are found in almost all sequenced archaeal and in about half of bacterial genomes (Grissa et al., 2007). CRISPR-Cas systems are composed of CRISPR arrays and cas operons. CRISPR arrays in turn consist of short direct repeats (20–40 bp) separated by variable spacers. Some spacers are complementary to mobile genetic elements sequences (Shmakov et al., 2017). CRISPR arrays also contain leader regions carrying promoters from which their transcription initiates.

CRISPR-based defensive functions include two major processes: immunity (interference) and immunization (adaptation) (for general review, see Marraffini, 2015). CRISPR interference itself can be divided into two phases: the biogenesis of CRISPR RNAs and the targeting phase. At the first phase a CRISPR array is transcribed into a long RNA transcript (pre-crRNA), which is processed into small CRISPR RNAs (crRNAs), each consisting of one spacer and flanking repeat sequences. Individual crRNAs bind to Cas proteins forming a nucleoprotein effector complex, which is necessary for the second, targeting phase. The crRNAs serve as guides for recognizing nucleic acids by complementary base pairing. In this way, crRNAs direct recognition and, ultimately, cleavage of genetic elements by the Cas nucleases (Garneau et al., 2010). Spacers are incorporated into CRISPR arrays in the process of adaptation (Jackson et al., 2017). Cas1 and Cas2 proteins, found in almost all investigated CRISPR-Cas systems, are essential for this process (Koonin et al., 2017). A very important aspect of CRISPR-based immunity is the ability to distinguish host DNA from the foreign one. Protospacer-adjacent motifs (PAMs) are short sequences situated on the 3′ or 5′ end of the protospacer (foreign DNA region corresponding to a CRISPR spacer) and required for protospacer recognition. PAMs are absent from CRISPR arrays, which prevents autoimmunity (Sorek et al., 2013). PAMs are essential during spacer selection at the adaptation stage, which ensures that acquired spacers are functional in interference. Previous studies in type I CRISPR-Cas systems identified the sequence requirements for the CRISPR targeting that includes a perfect match between the 5′ end of the spacer and the protospacer within up to a 10-nt “seed” sequence (Semenova et al., 2011; Wiedenheft et al., 2011; Maier et al., 2013a).

CRISPR-Cas systems are highly diverse. This is reflected in both CRISPR array architectures and cas genes composition (Takeuchi et al., 2012). The variability of cas gene sets has formed the basis of CRISPR-Cas systems classification (Makarova et al., 2011). All investigated CRISPR-Cas systems are divided into two classes, characterized by the composition of cas genes involved in interference module (Koonin et al., 2017). These classes in turn are divided into six types and 33 subtypes (see Table 1 for examples). The Class 1 comprises the most abundant and diverse type I and type III CRISPR-Cas systems as well as rare type IV. These types of CRISPR-Cas systems are found in both archaeal and bacterial genomes. Effector complexes of the type I and type III include Cas5, Cas7, Cas8 (in type I), and Cas10 (in type III) proteins (Koonin et al., 2017). For crRNA processing Cas6 family proteins are necessary in these CRISPR-Cas systems (Charpentier et al., 2015). Type I systems are also characterized by the presence of Cas3 proteins responsible for degradation of DNA recognized by effector complexes (Brouns et al., 2008). The Class 2 includes type II, type V and type VI CRISPR-Cas systems. These systems possess effector modules consisting of only one multi-domain protein. The most characterized is the type II Cas9 protein widely used in genome editing (Wang et al., 2016).

TABLE 1. Main CRISPR-Cas systems subtypes and examples of system-harboring microorganisms and clostridial species.
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The type I CRISPR-Cas systems are highly diverse and subdivided into seven subtypes (I-A, I-B, I-C, I-U, I-D, I-E, I-F) (Makarova et al., 2015). The subtypes I-C, I-D, I-E, I-F are encoded by a single operon in CRISPR loci, whereas subtype I-A and I-B are often encoded by several operons. I-C, I-E, and I-F subtypes are mostly present in bacteria, while I-A, I-B, and I-D are common in archaea (Makarova et al., 2011) (Table 1). The subtype I-B, characterized by a specific Cas8b protein, is present in methanogenic and halophilic archaea and in clostridia. Studies of the I-B CRISPR-Cas systems in haloarchaea showed some interesting features such as multiple PAMs and 9-nucleotide non-contiguous seed region (Maier et al., 2015). Although the subtype I-B was found in clostridial species it has not been well studied there yet. It is suggested that I-B CRISPR-Cas system possibly had been acquired by clostridia from archaea via horizontal gene transfer and afterward evolved independently (Peng et al., 2014). Other CRISPR-Cas systems subtypes, including I-A, I-C, III-A, III-B, and II-C, are also present in some clostridial species (Table 1).



CHARACTERIZATION OF CLOSTRIDIUM DIFFICILE CRISPR-CAS SYSTEM

Clostridium difficile (novel name Clostridioides difficile) is an anaerobic spore-forming bacterium, one of the major clostridial pathogens and the major cause of nosocomial infections associated with antibiotic therapy (Abt et al., 2016). During its infection cycle, this enteropathogen must cope with the presence of foreign DNA elements, including bacteriophages, in the crowded environment of the gut, and is thus expected to rely on efficient defense systems such as CRISPR-Cas to control genetic exchanges favored in its complex niche.

The first evidence suggesting the presence of active CRISPR-Cas system in C. difficile was obtained during deep-sequencing of regulatory RNAs in C. difficile (Soutourina et al., 2013). This study revealed abundant and diverse crRNAs. Active expression and processing of CRISPR loci was detected in this and a subsequent study (Soutourina et al., 2013; Boudry et al., 2015).

Bioinformatics analysis of more than 200 C. difficile genomes (Hargreaves et al., 2014; Andersen et al., 2016) demonstrated that C. difficile CRISPR-Cas system belongs to I-B subtype (Koonin et al., 2017). C. difficile CRISPR-Cas system possesses several original features (Figure 1). CRISPR-Cas system of this enteropathogen is characterized by an unusual large set of CRISPR arrays. For example, reference 630 and hypervirulent R20291 C. difficile strains contain 12 and 9 CRISPR arrays, respectively (Soutourina et al., 2013; Boudry et al., 2015). These CRISPR arrays are orientated in the direction of chromosome replication, as observed for highly expressed bacterial genes and presumably ensuring their optimal transcription (Arakawa and Tomita, 2007; Boudry et al., 2015). On average, known C. difficile genomes contain 8.5 arrays (Andersen et al., 2016). In most sequenced C. difficile strains several CRISPR arrays are located in prophages (Hargreaves et al., 2014; Boudry et al., 2015). The crRNAs originating from arrays located in prophages were found to be the most expressed in 630 and R20291 strains. Prophage localization of actively expressed CRISPR arrays may play a role in preventing infection by related competing phages by targeting their DNA (Sorek et al., 2008).
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FIGURE 1. Schematic view of the chromosomal location of CRISPR arrays and the organization of the cas operons in C. difficile strains 630 (A) and R20291 (B). CRISPR arrays (CR) are numbered according to the CRISPRdb database (Grissa et al., 2007). Arrowheads signify arrays’ position and transcriptional orientation. The locations of associated cas operons, prophage regions, toxin-antitoxin pairs (TA) or only antitoxins (A) and replication origin (ori) are indicated. The organization of the cas operons in strain 630 (left) and R20291 (right) are indicated with roman numerals, where i – full operons; ii – partial operons, iii – an additional operon. Functional modules are marked with braces. The same color was used for homologous cas genes (Boudry et al., 2015).



Another unusual feature of C. difficile CRISPR-Cas system is the presence of two or three (in 027 ribotype strains) cas gene sets in the majority of sequenced strains (Boudry et al., 2015) (Figure 1). The full cas operon encodes all necessary genes for CRISPR interference (cas6, cas8b, cas7, cas5, cas3) as well as cas1, cas2, cas4 genes essential for spacer acquisition (Amitai and Sorek, 2016; Kieper et al., 2018; Lee et al., 2018). The additional cas operons lack the adaptation module. While the complete cas gene operons were found in ∼90% of sequenced C. difficile strains, the additional partial cas gene sets are present in almost all strains (Boudry et al., 2015). Thus, some C. difficile strains could have lost the ability to adapt to new genetic elements through their CRISPR-Cas systems. The cas operon occurrence correlates with evolutionary relationships of C. difficile strains reflecting their epidemiological context and, possibly, the intensity of interactions with foreign DNA elements (Boudry et al., 2015). When present, complete cas gene operons are usually associated with longest CRISPR arrays, which is indicative of active new spacer acquisition (or slower spacer loss) and hints to an existence of some still unknown in cis mechanisms responsible for different dynamics of cas proximal arrays. The conservation of CRISPR array structure and sequences of all CRISPR repeats in C. difficile genomes suggests that CRISPR arrays located far from cas operons use the same set of Cas proteins for their function.

An interesting evolutionary aspect of C. difficile CRISPR-Cas system has been recently reported (Maikova et al., 2018). Analysis of about 2,500 C. difficile genomes revealed co-localization of type I toxin-antitoxin (TA) modules with CRISPR arrays (Figure 1). TA – CRISPR array co-localization has never been reported for other bacteria and its significance remains unclear. CRISPR-arrays localized in prophage regions are in particular prone to be associated with type I TA modules, which may contribute to the stabilization of these chromosomal regions by the mechanism similar to plasmid maintenance through post-segregation killing.

The function of CRISPR-Cas system is to provide defense against viruses and other mobile genetic elements. Recent bioinformatics analysis of C. difficile CRISPR spacers matching known sequences showed that most of them target clostridial phages and prophage regions (Hargreaves et al., 2014; Boudry et al., 2015). This suggests that this entheropathogen actively interacts with phages, and that CRISPR-Cas actively modulates this interaction. Identification of protospacers allowed to deduce PAM sequences. While 3-nucleotide 5′-motifs CCA or CCT were most common, alternative sequences CCC, CCG, and TCA were also frequently found. Multiple PAMs were also observed in other type I-B systems (Shah et al., 2013). Conjugation efficiency experiments with plasmid vectors containing CCA and CCT PAMs and protospacers corresponding to the first spacers from actively expressed C. difficile 630 CRISPR arrays showed active CRISPR interference in C. difficile cells thus validating bioinformatically predicted PAMs and showing that C. difficile CRISPR-Cas system is naturally capable of defensive function (Boudry et al., 2015). Phage infection assays in 630 and R20291 strains revealed the correlation between the presence of CRISPR spacer-targeting phage sequences and phage susceptibility. Experiments using a heterologous E. coli host system showed that both cas operons of C. difficile 630 strain are capable of interference.



REGULATION AND POTENTIAL ALTERNATIVE FUNCTIONS OF C. DIFFICILE CRISPR-CAS SYSTEM

During its infection cycle C. difficile faces with different stress conditions and changing environments inside the host. To survive in phage-rich gut community while relying on the CRISPR-Cas defense, C. difficile needs to regulate CRISPR-Cas expression in response to different environmental signals. A study by Boudry et al. (2015) revealed that all the CRISPR arrays and cas genes are expressed under standard laboratory conditions. The level of CRISPR-Cas expression could be modulated by specific regulatory mechanisms.

Bacterial pathogens often form biofilms, which help them resist different threats inside the host. It was shown that C. difficile actively forms biofilms (Dapa et al., 2013; Nale et al., 2016; Soavelomandroso et al., 2017) during its infection cycle. Biofilm conditions are characterized by high cell densities, which increase the possibility of horizontal gene transfer (Babic et al., 2011; Abedon, 2012). Quorum sensing is one of bacterial mechanisms that regulates gene expression depending on the density of the population (Miller and Bassler, 2001). Recent studies showed that cas gene expression is induced by quorum sensing signals in Serratia sp. (I-E, I-F, and III-A subtypes) (Patterson et al., 2016) and Pseudomonas aeruginosa (I-F subtype) (Høyland-Kroghsbo et al., 2016). Moreover, CRISPR-Cas systems may play a role in biofilm formation and colonization of the host. For instance, CRISPR-Cas (II-A subtype) harboring Enterococcus faecalis strain has increased biofilm formation (Bourgogne et al., 2008). Furthermore, CRISPR-Cas-mediated gene regulation of the ability to swarm and form biofilms was revealed in P. aeruginosa (Zegans et al., 2009). In C. difficile strain 630, a recent study revealed up to 20-fold induction of cas genes expression in biofilms (Maikova et al., 2018), suggesting the regulation of C. difficile CRISPR-Cas system activity by biofilm-related factors. During infection, the complex interactions with different microbiota members within gut communities should be considered. More studies are thus needed to assess the possible link between biofilm-related signals and the regulation of CRISPR-Cas expression during the C. difficile infection cycle.

The obvious stress to induce CRISPR-Cas system is phage infection. At the earliest stages of attachment to the cell surface, it is often accompanied by the envelope stress (Ratner et al., 2015). The induction of the CRISPR-Cas system expression in response to this type of stress was found in different bacteria (Westra et al., 2014). Bacterial pathogens and commensals always combat with the host’s immune response, which results in a wide range of stressful effects. Several studies reported the changes of cas gene transcription in Desulfovibrio vulgaris (Mukhopadhyay et al., 2007), Streptococcus sanguinis (Rodriguez et al., 2011), Pasteurella multocida (Melnikow et al., 2008), and Lactobacillus rhamnosus (Koskenniemi et al., 2011) in response to different stresses such as changes in growth rate, bile, oxidative, nitrosative stresses and exposure to antibiotics. Virulence is a specific response of pathogens to different stress factors inside the host (Louwen et al., 2014). The regulation of CRISPR-Cas systems during the infection cycle may indicate an important role of these systems in pathogens. Recently, a role of an alternative SigB factor in stress response was investigated in C. difficile (Kint et al., 2017). Interestingly, SigB-dependent promoters were found upstream of both cas operons in C. difficile strain 630 (Maikova et al., 2018) and fivefold decrease in expression levels of both cas operons was observed in sigB mutant strain. This suggests regulation of C. difficile CRISPR-Cas system via stress-related signals and a potential role of this system in the survival of C. difficile inside the host.

Besides the adaptive immunity, multiple alternative functions of CRISPR-Cas systems have been revealed (Louwen et al., 2014; Westra et al., 2014). These functions occur through targeting bacterium’ own genes by partially or fully matching crRNAs. For instance, in Listeria monocytogenes a specific long type I-A CRISPR array transcript rliB processed by polynucleotide phosphorylase (PNPase) controls the expression of the feoAB genes important for virulence (Mandin et al., 2007; Sesto et al., 2014). An rliB mutant colonizes its host more effectively than the wild type strain. Bioinformatics analysis of C. difficile CRISPR spacers showed that all investigated strains carry genome-targeting spacers (Boudry et al., 2015). It may thus be speculated that C. difficile CRISPR-Cas system might also have functions in the regulation of the endogenous gene expression. The possible role of CRISPR-Cas systems in genome evolution via self-targeting is actively discussed (Westra et al., 2014).



POTENTIAL APPLICATIONS OF C. DIFFICILE CRISPR-CAS SYSTEM

During the last decade, discoveries in the CRISPR field led to rapid development of revolutionary biotechnological applications especially in genome editing by CRISPR-Cas9 technology (Hsu et al., 2014). Different CRISPR-based tools have proved to be effective both in prokaryotes and eukaryotes (Hsu et al., 2014; Barrangou and Horvath, 2017).

Since spacers are acquired in an orderly manner, with more recently acquired spacer being closer to the leader sequence (Barrangou et al., 2007; Nuñez et al., 2015) the order of spacers within an array reflects phage invasions in different populations of the same bacterial species. This feature can reveal phylogenetic relations between strains and can be used in genotyping techniques (Louwen et al., 2014; Andersen et al., 2016). Such “CRISPR-typing” has been already applied for outbreak tracking of Yersinia pestis (Cui et al., 2008; Barros et al., 2014) and Salmonella enterica (Timme et al., 2013; Pettengill et al., 2014). Moreover, CRISPR typing is capable to reveal antibiotic-resistant phenotypes (Palmer and Gilmore, 2010) or prophages (Nozawa et al., 2011). These correlations can be explained by the influence of active CRISPR-Cas systems on the horizontal gene transfer, which plays important role in the acquisition of new genes and operons, essential for bacterial pathogenesis and adaptation (Louwen et al., 2014). CRISPR-typing approach based on spacer content and polymorphism can be successfully applied to C. difficile with correlation between CRISPR-groups and toxin groups (Andersen et al., 2016).

CRISPR-Cas systems can be applied for development of new antimicrobials based on the self-targeting (Bikard et al., 2012). The general strategy is the use of phage particles and phagemids as vectors to deliver auto-targeting CRISPR-Cas components inside a pathogenic cell (Bikard and Barrangou, 2017). Many pathogens possess endogenous active CRISPR-Cas systems, which can be repurposed for self-targeting. Since C. difficile contains a naturally active CRISPR-Cas system, such a strategy could be promising for control and even treatment of C. difficile infection (CDI), in the context of recent worldwide emergence of antibiotic-resistant C. difficile strains (Banawas, 2018). Phage therapy of CDI has proved to be another promising alternative, but it faces some difficulties including lack of appropriate phages (Hargreaves and Clokie, 2014; Sekulovic et al., 2014). The presence of active CRISPR-Cas system should effectively prevent infection by at least some phages complicating matters further.

The most popular biotechnological application of CRISPR-Cas systems is genome editing (Barrangou and Horvath, 2017). In prokaryotes, the most interesting is the application of endogenous CRISPR-Cas systems since it requires the introduction of less additional components for the editing process. Several works showing the applications of endogenous I-B subtype systems for genome editing were recently published. The first one, by Pyne et al. (2016) describes this approach in Clostridium pasteurianum. In this study, a plasmid vector containing an artificial CRISPR array with a protospacer targeting the gene of interest and arms for homologous recombination was used to delete the cpaAIR gene encoding a restriction enzyme (Pyne et al., 2016). This approach allows fast and markless deletion or modification of the genes of interest in bacteria. Later, other studies confirmed the efficiency of this method in other I-B subtype-carrying organisms: archaeon Haloarcula hispanica (Cheng et al., 2017) and butanol producing Clostridium tyrobutyricum (Zhang et al., 2018). Another study revealed that Haloferax volcanii CRISPR-Cas system with deletions of cas3 and cas6 genes can be used for programmable repression of genes in this archaeon (Stachler and Marchfelder, 2016). Many efficient approaches for C. difficile genome manipulation exist to date. ClosTron is a method based on altered type II intron, which is able to insert in almost every region of the chromosome (Kuehne et al., 2011). Another method is CodA allele exchange technique based on semi-suicidal vector carrying the E. coli codA gene as a counter-selectable marker (Cartman et al., 2012). Successful application of CRISPR-Cas9 (McAllister et al., 2017; Wang et al., 2018) and Cpf1 (Hong et al., 2018) systems for genome editing in C. difficile was recently reported and may further extend our ability to manipulate the genome of this pathogen.

Despite the recent insights, many aspects of C. difficile CRISPR-Cas system remain to be characterized. We hope that future studies will shed new light on the secrets of C. difficile success within host environments relying on effective defense systems and will lead to promising medical and biotechnological applications.
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Diffocins are high-molecular-weight phage tail-like bacteriocins (PTLBs) that some Clostridium difficile strains produce in response to SOS induction. Similar to the related R-type pyocins from Pseudomonas aeruginosa, R-type diffocins act as molecular puncture devices that specifically penetrate the cell envelope of other C. difficile strains to dissipate the membrane potential and kill the attacked bacterium. Thus, R-type diffocins constitute potential therapeutic agents to counter C. difficile-associated infections. PTLBs consist of rigid and contractile protein complexes. They are composed of a baseplate, receptor-binding tail fibers and an inner needle-like tube surrounded by a contractile sheath. In the mature particle, the sheath and tube structure form a complex network comprising up to 200 copies of a sheath and a tube protein each. Here, we report the crystal structures together with small angle X-ray scattering data of the sheath and tube proteins CD1363 (39 kDa) and CD1364 (16 kDa) from C. difficile strain CD630 in a monomeric pre-assembly form at 1.9 and 1.5 Å resolution, respectively. The tube protein CD1364 displays a compact fold and shares highest structural similarity with a tube protein from Bacillus subtilis but is remarkably different from that of the R-type pyocin from P. aeruginosa. The structure of the R-type diffocin sheath protein, on the other hand, is highly conserved. It contains two domains, whereas related members such as bacteriophage tail sheath proteins comprise up to four, indicating that R-type PTLBs may represent the minimal protein required for formation of a complete sheath structure. Comparison of CD1363 and CD1364 with structures of PTLBs and related assemblies suggests that several conformational changes are required to form complete assemblies. In the sheath, rearrangement of the flexible N- and C-terminus enables extensive interactions between the other subunits, whereas for the tube, such contacts are primarily established by mobile α-helices. Together, our results combined with information from structures of homologous assemblies allow constructing a preliminary model of the sheath and tube assembly from R-type diffocin.

Keywords: diffocin, Clostridium difficile, phage tail-like bacteriocins, R-type, crystal structure, sheath, tube


INTRODUCTION

In order to infect bacteria, bacteriophages use an attachment organelle known as the “tail,” which recognizes the host cell and attaches the phage’s capsid to it. The tail then acts as a molecular syringe to puncture the cell envelope and establish an inner channel that translocates genomic DNA and proteins from the capsid into the cell cytoplasm (Goldberg et al., 1994; Leiman and Shneider, 2012; Hu et al., 2015). Tailed bacteriophages (order Caudovirales) can be divided into three families: Myoviridae (long contractile tail), Siphoviridae (long non-contractile tail), and Podoviridae (short non-contractile tail) (Sharp, 2001; Ackermann, 2003; Veesler and Cambillau, 2011).

Interestingly, bacterial genomes often contain gene clusters encoding for structural elements that are evolutionary related to bacteriophage tail structures with regard to morphology, size, and the mechanism of action but without containing a phage capsid. This includes, e.g., the T6SS (Leiman et al., 2009), needle-like particles such as the Afp from Serratia entomophila (Hurst et al., 2004) or the PVC (Yang et al., 2006), as well as PTLBs such as the “pyocins” from Pseudomonas aeruginosa or the “monocins” from Listeria monocytogenes (Nakayama et al., 2000; Lee et al., 2016). PTLBs, also referred to as tailocins, are high-molecular weight protein particles that are widespread in bacteria and for a subset of which antibacterial activity against competing strains of the same species has been demonstrated (Ghequire and Mot, 2015; Scholl, 2017). Two types of PTLBs have been identified: the R-type PTLBs, which are rigid and contractile and are related to Myoviridae tail structures (Kageyama, 1964; Ishii et al., 1965), and the F-type PTLBs, which are flexible and non-contractile and are related to Siphoviridae tails (Takeya et al., 1967; Govan, 1974; Kuroda and Kageyama, 1979). Both types are exemplified by the so far best-studied PTLBs, namely the R- and F-type pyocins from P. aeruginosa (Nakayama et al., 2000; Michel-Briand and Baysse, 2002; Scholl, 2017). A rather recently identified group of PTLBs are the R-type “diffocins” from Clostridium difficile, which constitute the only Gram-positive R-type PTLBs known to date (Gebhart et al., 2012; Scholl, 2017).

R-type PTLBs share a common structure and mechanism with bacteriophage tails of the Myoviridae family and although they cannot independently replicate, it has been suggested that PTLBs should not be considered defective prophages but rather as specifically adapted to their function as antibacterial instruments (Nakayama et al., 2000; Leiman et al., 2009; Ghequire and Mot, 2015). R-type PTLBs are produced and accumulate within the bacterium under SOS response conditions and are only released upon lysis of the cell (Matsui et al., 1993; Williams et al., 2008; Lee et al., 2016). Whereas for members of other strains from the same species, contact with only a single particle can lead to cell death (Kageyama et al., 1964), cells harboring the respective PTLB genes themselves are provided with a resistance mechanism (Scholl et al., 2009; Köhler et al., 2010). Thus, sister cells of the same strain gain advantage from self-sacrifice of one member during which PTLBs are released (Lee et al., 2016; Scholl, 2017).

All R-type PTLBs consist of an inner needle-like rigid tube surrounded by a contractile sheath. Both of these complexes are composed of disks that assemble from six sheath or tube subunits via an axial sixfold rotational symmetry and are stacked atop each other after right-handed rotation (Heymann et al., 2013; Ge et al., 2015; Nováček et al., 2016; Brackmann et al., 2017; Salih et al., 2018). With up to 200 copies of the individual subunits in one sheath or tube assembly (Takeda and Kageyama, 1975), these proteins constitute the main body of the particle, which is capped by a complex baseplate structure with six attached receptor-binding proteins (Ge et al., 2015; Taylor et al., 2018). These proteins are responsible for recognition and binding to specific receptors on the surface of the target cell and thus determine the very narrow specificity spectrum for a subset of strains within the species (Meadow and Wells, 1978; Nakayama et al., 2000; Williams et al., 2008; Köhler et al., 2010; Gebhart et al., 2012; Kocíncová and Lam, 2013). Binding triggers extensive conformational changes in the baseplate, accompanied by contraction of the sheath, which, due to extensive interactions, drives the rigid inner tube into the cell envelope. The driving force of sheath contraction and subsequent movement of the tube resides in the high-energy metastable structure of the extended state of the sheath (Aksyuk et al., 2009; Leiman and Shneider, 2012; Ge et al., 2015; Taylor et al., 2016; Brackmann et al., 2017). As a consequence of the puncturing, ions can pass through the tube, resulting in fast dissipation of the membrane potential and death of the attacked cell (Figure 1) (Uratani and Hoshino, 1984; Strauch et al., 2001). Thus, the complex network between the contractile sheath and the rigid tube is essential for the killing potency of R-type PTLBs (Ge et al., 2015; Kube and Wendler, 2015; Brackmann et al., 2017; Scholl, 2017).
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FIGURE 1. The genome of Clostridium difficile strain CD630 contains a 25-gene cluster encoding the R-type “diffocin.” Diffocins form after SOS induction and are released by cell lysis to bind closely related but unprotected C. difficile strains. Contraction of the diffocin sheath (orange) drives the tube (blue) through the wall of the attacked cell and leads to death by dissipation of the membrane potential.



Their impressive killing capacity makes R-type PTLBs promising candidates for an efficient treatment of bacterial infections and, given their narrow strain-specificity, it seems likely that they can be administered without the risk of transmissible resistance or adverse effects on the beneficial flora (Ghequire and De Mot, 2014; Behrens et al., 2017; Scholl, 2017). Additionally, several studies demonstrated that R-type PTLBs can be specifically bioengineered to target also other species or strains (Williams et al., 2008; Scholl et al., 2009, 2012), and prove-of-concept studies have been conducted to treat the respective infections (Merrikin and Terry, 1972; Haas et al., 1974; Scholl and Martin, 2008; Ritchie et al., 2011; Gebhart et al., 2015). Thus, R-type PTLBs could serve as novel therapeutics to treat infections particularly caused by antibiotic-resistant bacteria.

The anaerobic Gram-positive bacterium C. difficile is a human pathogen that can be found in the intestine of humans as well as animals (Hall and O’toole, 1935; Larson et al., 1977; George et al., 1978; Bartlett, 1994). Symptoms of infections range from diarrhea to life-threatening pseudomembranous colitis (Poutanen and Simor, 2004; Borali and Giacomo, 2016) and C. difficile-associated morbidity and mortality in humans has increased in recent years (Lessa et al., 2015). C. difficile and its spores are resistant to a range of antibiotics as well as to various environmental factors and can therefore form reservoirs in healthcare settings, which significantly enhances the risk for hospital-acquired infections (Bignardi, 1998; Zilberberg et al., 2008; Vohra and Poxton, 2011; Tenover et al., 2012; Slimings and Riley, 2014). Additionally, a preceding treatment with broad-spectrum antibiotics constitutes a major risk factor for CDIs since the protective microbiome in the gut is disrupted, providing a less competitive habitat for relapsing C. difficile (Theriot and Young, 2015). Therefore, alternatives to conventional antibiotics are urgently needed to specifically target C. difficile, and the R-type diffocins, possibly after bioengineering, constitute promising candidates (Gebhart et al., 2015). Toward this, insights into their three-dimensional structures could provide valuable information about their activity, assembly, and specificity. In this respect, R-type pyocins from P. aeruginosa are currently the most thoroughly studied R-type PTLBs, whereas structural information for other particles such as the C. difficile R-type diffocins is largely absent. Additionally, in contrast to prophage-like elements and bacteriophage tails, no crystal structures of the free sheath and tube building blocks are available, which precludes insights into the pre-assembly states of these proteins. Here, we therefore aimed at determining the crystal structures of these components from C. difficile strain CD630 individually. By extensive comparison with homologous structures, we demonstrate that several conformational changes are required in order to form the R-type diffocin particle. We also provide a model of the assembled sheath and tube structures of the R-type diffocin contractile apparatus, which may serve as templates for future cryo electron microscopy (cryo-EM) studies.



MATERIALS AND METHODS

Cloning, Expression, and Purification

The genes encoding the R-type diffocin sheath protein CD1363 and tube protein CD1364 were PCR-amplified from genomic C. difficile CD630 DNA, kindly provided by Prof. Dr. Ralf Gerhard (Hannover Medical School, Hannover, Germany). Both genes were subcloned into a pOPINM expression vector (Addgene plasmid # 26044; a kind gift from Ray Owens; Berrow et al., 2007) via SLIC (Li and Elledge, 2007), using appropriate oligonucleotide primers listed in Supplementary Table S1 to yield fusion proteins with N-terminal 6xHis-MBP-tags and HRV3C protease cleavage sites. Positive clones of both constructs were identified with colony PCR and the correct sequence was verified via sequencing. Optimal conditions for recombinant protein production were determined in small-scale test expression experiments and large-scale expression was performed with Escherichia coli BL21-CodonPlus-RIL cells (Agilent Technologies, Santa Clara, CA, United States) for 24 h in M9 minimal medium (Miller, 1972) at 20°C for seleno-L-methionine-(SeMet-)labeled sheath protein CD1363 or in auto-induction medium (Studier, 2014) at 25°C for native tube protein CD1364. Cell pellets were resuspended in 20 mM HEPES, 300 mM NaCl, 3 mM DTT, pH 7.5, homogenized and centrifuged. The supernatants were applied onto a 5 mL MBPTrap HP column on an ÄKTA system (GE Healthcare Life Sciences, Pittsburgh, PA, United States) and eluted with 10 mM maltose in the same buffer. Tags were cleaved off with HRV3C protease at 4°C and overnight incubation. To subsequently remove cleaved affinity tags and uncleaved protein, a nickel affinity chromatography step was performed via a 5 mL HisTrapTM HP chelating column (GE Healthcare Life Sciences) and the flow-through containing the respective protein was concentrated using a Vivaspin 6 10 kDa cutoff concentrator (GE Healthcare Life Sciences). As a polishing step, the proteins were passed through a Superdex 75 16/60 or 26/60 prep grade column (GE Healthcare Life Sciences) and fractions containing the proteins of interest were concentrated and dialyzed against 20 mM HEPES, 300 mM NaCl, 3 mM DTT, pH 7.5. Protein purity was assessed by SDS-PAGE and protein concentrations were determined spectroscopically using calculated extinction coefficients based on the amino acid sequence via the PROTPARAM web server1 (Gasteiger et al., 2005). The correct molecular masses of the purified proteins were confirmed at the Department Chemical Biology at the Helmholtz Center for Infection Research, using a maXis HD ultra-high resolution (UHR) Q-TOF mass spectrometer equipped with a Apollo II electrospray source (Bruker Daltoniks, Bremen, Germany) and an Ultimate 3000RS autosampler together with a binary high gradient pump (Dionex/Thermo Fisher Scientific, Waltham, MA, United States). A solvent flow of 50 μL/min was used for infusion of a calibrating solution as well as for the sample. Data were processed using the Data Analysis Software Version 4.2 (Bruker Daltoniks). Original mass spectra containing peaks from multiply charged ions were smoothed and deconvoluted to obtain a singly charged mass spectrum. The UV traces of the size exclusion polishing step, SDS PAGE analysis of purified proteins and ESI-MS spectra are shown in Supplementary Figure S1.

Small Angle X-Ray Scattering (SAXS) Analysis

The oligomeric states of the purified proteins were assessed by SAXS experiments at beamline BM29 at the European Synchrotron Radiation Facility (ESRF, Grenoble, France; Pernot et al., 2013) equipped with a PILATUS 1M detector and by using a sample detector distance of 2.867 m and a wavelength of λ = 0.9919. All data collection steps were carried out at 4°C and scattering data from buffer ingredients were subtracted from protein scattering data using PRIMUS software (Konarev et al., 2003). Best data were obtained in 20 mM HEPES pH 7.5, 100 mM NaCl, 3 mM DTT and with 0.63 and 1.25 mg/mL of sheath protein CD1363 or tube protein CD1364, respectively. Scattering data were normalized, averaged and merged using PRIMUS software and SAXS envelopes were calculated with DAMMIF, DAMSEL, DAMSUP, DAMAVER, and DAMFILT of the ATSAS software package (Franke and Svergun, 2009). Fitting of the respective crystal structures with the experimental scattering curves and with the calculated envelopes was performed with CRYSOL (Svergun et al., 1995) or with UCSF Chimera (Pettersen et al., 2004), respectively.

Protein X-Ray Crystallography and Structure Determination

Vapor diffusion experiments were set up in a 96-well sitting drop format at 19°C using a dispensing robot (Zinsser Analytics, Frankfurt, Germany). 0.1 μL protein solution at a concentration of 20 mg/mL for both the SeMet-labeled sheath protein CD1363 and native tube protein CD1364 were mixed with an equal amount of reservoir to give concentrations listed in Table 1. The drops were equilibrated against 70 μL of reservoir solution and crystals appeared after a few days. Before flash cooling the crystals in liquid nitrogen, 10% (v/v) of (2R,3R)-(-)-2,3-butanediol was added as cryoprotectant.

TABLE 1. Crystallization, data collection and refinement statistics, 1values in parenthesis correspond to highest resolution shell.
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X-ray data collection for native tube protein CD1364 was carried out at 100 K at beamline 14.1 at BESSY II (Helmholtz-Zentrum Berlin (HZB), Berlin, Germany; Gerlach et al., 2016). For SeMet-labeled sheath protein CD1363, a SAD data set was collected on beamline PXII at the Swiss Light Source (SLS; Paul Scherrer Institut, Villigen, Switzerland; Fuchs et al., 2014). Diffraction data were indexed, integrated and scaled with XDS (Kabsch, 2010) and AIMLESS (Evans and Murshudov, 2013) from the CCP4 suite (Winn et al., 2011). Details of data collection are listed in Table 1. The structure of SeMet-labeled sheath protein CD1363 was determined using AUTOSOL (Terwilliger et al., 2009). Eight SeMet sites were identified, indicating the presence of one molecule in the asymmetric unit (Matthews, 1968; Winn et al., 2011). The structure of the native tube protein CD1364 was solved by molecular replacement with PHASER (McCoy et al., 2007), using a truncated model of a monomer of P54332 from Bacillus subtilis (B. subtilis; PDB: 2GUJ; unpublished). Initial model building was performed using AUTOBUILD (Terwilliger et al., 2008) and final models were obtained by iterative cycles of TLS-motion refinement with PHENIX.REFINE (Afonine et al., 2012) and manual rebuilding using COOT (Emsley et al., 2010). All programs were run through the PHENIX suite (Adams et al., 2010). Coordinates of the SeMet-labeled sheath protein CD1363 and tube protein CD1364 structures are available at the PDB2 (Berman et al., 2000) under accession codes 6GKW and 6GKX and refinement statistics are summarized in Table 1. Secondary structure elements were assigned using the DSSP web server (Kabsch and Sander, 1983; Touw et al., 2015). The DALI web server3 was used to analyze structural similarities and to calculate Z-scores as well as sequence similarities toward homologous proteins (Holm and Laakso, 2016). Sequence alignments were generated with the PROMALS3D web server4 (Pei et al., 2008) and alignment figures were prepared with the ESPript 3.0 web server5 (Robert and Gouet, 2014) after manual editing. Structural figures were prepared using PyMOL (The PyMOL Molecular Graphics System Version 1.8.2.3; Schrödinger LLC, 2010) including the APBS plugin for electrostatic potential surface presentations (Baker et al., 2001). Topology diagrams were generated using TopDraw (Bond, 2003).

Structure Modeling of the Sheath and Tube Assemblies in Extended R-Type Diffocin

Structural alignments were generated by superimposing the sheath and tube proteins CD1363 and CD1364 on monomers of the R-type pyocin sheath protein FIR2 (PDB: 3J9Q; Ge et al., 2015) or the bacteriophage φ812 tail tube protein gp104 (PDB: 5LI2; Nováček et al., 2016) via the DALI web server (Holm and Laakso, 2016). Using PyMOL (The PyMOL Molecular Graphics System Version 1.8.2.3; Schrödinger LLC, 2010) as well as the protein comparison tool from the RCSB PDB6, the obtained alignments were visually inspected and manually adjusted. Models of tube and sheath assembles were generated on the basis of the R-type pyocin sheath (PDB: 3J9Q; Ge et al., 2015) and the bacteriophage φ812 tail tube (PDB: 5LI2; Nováček et al., 2016) using MODELLER (Webb and Šali, 2016). The models were further treated by two cycles of VTFM-based optimization and MD-based refinement in slow mode (Šali and Blundell, 1993) as implemented in MODELLER (Webb and Šali, 2016). Loops and secondary structure elements that exhibited severe clashes such as residues F36–G55, Y65–S68, and V121–G125 of the tube protein CD1364 and residues Y308–E326 of the sheath protein CD1363 were excluded from the assembly. Since the 5LI2 template used for modeling of the tube disk comprises a single layer only, generation of two additional disks was achieved via superimposition of both single disks of R-type diffocin sheath and tube onto 5LI2 and their subsequent merging. Afterward, the merged model contained both an R-type diffocin sheath and tube and was superimposed back onto two adjacent R-type diffocin disks of the pyocin-based sheath model such that the three-layered tube structure follows the sheath geometry of this model. Figures were generated as described above.



RESULTS AND DISCUSSION

Cloning, Expression, and Purification

Genes of CD1363 and CD1364 from C. difficile strain 630 were successfully PCR-amplified from genomic DNA and subcloned into a pOPINM expression vector (Berrow et al., 2007) via SLIC (Li and Elledge, 2007), using the oligonucleotide primers listed in Supplementary Table S1. Positive clones for both constructs were identified via colony PCR and the correct sequences were confirmed via sequencing.

During test expression experiments, the highest yields of soluble protein were obtained with E. coli BL21-CodonPlus-RIL cells in auto-induction medium (Studier, 2014) for both proteins. However, since SeMet-labeling was required to determine the structure of sheath protein CD1363, large-scale expression for this protein was performed in M9 minimal medium (Miller, 1972).

The obtained fusion proteins comprised a combination of an N-terminal 6xHis and an MBP-tag followed by a HRV3C protease cleavage site to remove both tags simultaneously. The proteins were affinity-purified using an MBPTrap HP column (GE Healthcare Life Sciences, Pittsburgh, PA, United States). Subsequently, the N-terminal 6xHis-MBP-tags were cleaved off with HRV3C protease during overnight incubation and uncleaved fusion protein along with free N-terminal tags were removed using a 5 mL HisTrapTM HP column (GE Healthcare Life Sciences). Tag-free CD1363 (˜39 kDa) and CD1364 (˜16 kDa) were identified in the flow-through, concentrated and then finally purified via gel filtration, in which both proteins eluted as single prominent peaks (Supplementary Figure S1A). Via mass spectrometry analysis using electrospray ionization (ESI)-TOF, the full integrity and correct molecular weight were confirmed for the pooled fractions (CD1363: theoretical mass: 39344.5547 Da, experimental mass: 39345.3228 Da; CD1364: theoretical mass: 16161.4824 Da, experimental mass: 16161.8672 Da; Supplementary Figure S1B).

General Organization of the R-Type Diffocin Tube Protein CD1364

The R-type diffocin tube protein CD1364 crystallized in space group P43212 containing one molecule in the asymmetric unit. Initial phases were obtained by molecular replacement using a truncated model of a single central β-barrel from the phage-like element P54332 protein XkdM from B. subtilis (PDB: 2GUJ, unpublished), and the structural model was subsequently refined to a resolution of 1.5 Å with Rwork = 19.15% and Rfree = 22.00% (Table 1).

CD1364 possesses a compact fold with a central β-barrel flanked by two α-helices at both of its open sides (Figures 2A,B). Whereas α-helices α2 and α4 cap the β-barrel on one side, the α-helices at the other protrude away from the β-barrel such that α1 covers the β-barrel of a symmetry-related neighbor (Figure 2A). Higher B-factors indicate increased flexibility for α1, which hints at structural changes that may occur during tube assembly.
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FIGURE 2. Structural analysis of Clostridium difficile R-type diffocin tube protein CD1364. The structures of monomeric CD1364 (blue and red) and a symmetry-related molecule (gray) are shown as cartoon representation in (A) and the corresponding topology diagram is shown in (B). Secondary structure motifs are numbered consecutively. SAXS analysis of purified CD1364 is presented in (C) with a fit of the experimental SAXS data (black dots) and a theoretical curve calculated from the crystal structure (green dots) together with the CD1364 crystal structure fitted to the calculated SAXS envelope. In (D), monomeric structures from homologous tube assembles of R-type pyocin (FIIR2; PDB: 5W5E; Zheng et al., 2017) and the bacteriophage φ812 tail (gp104; PDB: 5LI2; Nováček et al., 2016) were superimposed onto CD1364. N- and C-termini are labeled with N and C, respectively.



As was suspected from the molecular replacement process, CD1364 shares highest structural and sequence similarity with XkdM from B. subtilis as well as with gp104 from the bacteriophage φ812 tail tube (Nováček et al., 2016) (Supplementary Table S2), and the overall fold for these proteins is mainly preserved (Supplementary Figure S2). Conserved residues are primarily identified within β1, β2, β3, and β6 as well as in α1 and α2 (Supplementary Figure S3). Notably, in XkdM, α1 does not protrude away from the core of the structure such as in the crystal structure of CD1364 discussed here, but rather caps the β-barrel of the same molecule, again suggesting a high degree of flexibility for this region in both CD1364 and XkdM (Supplementary Figure S2).

Although the corresponding sequence identity is low, tube structures of other bacteriophage tails, bacterial T6SSs and R-type pyocin can be superimposed with reasonable rmsd onto CD1364 (Figure 2D and Supplementary Table S2). These structures all have a central β-sheet architecture with at least one α-helix (α2 in CD1364) in common (Brackmann et al., 2017). However, the β-sheet does not appear as compact as in CD1364 and can rather be described as two β-sheets tilted by an angle of 90° (Ge et al., 2015) among the less related homologs such as FIIR2 from R-type pyocin (PDB: 3J9Q, 5W5E; Ge et al., 2015; Zheng et al., 2017), the T6SS hemolysin co-regulated tube protein 1 (HCP1) from Burkholderia pseudomallei (PDB: 3WX6; Lim et al., 2015) or phage tail tube protein gp19 from bacteriophage T4 (PDB: 5W5F; Zheng et al., 2017; Supplementary Figure S2). In addition, several differing loop conformations as well as insertions of secondary structure elements are observed. Particularly, a prominent loop (K33–G58 in CD1364) is variable and folds into a flexible α-helix in CD1364 (α1), XkdM from B. subtilis and HCP1 from the T6SS of B. pseudomallei (Lim et al., 2015), whereas these residues form a protruding β-hairpin in FIIR2 as well as in gp19 from bacteriophage T4 (Zheng et al., 2017; Figure 2D and Supplementary Figure S2). Interestingly, the number of amino acids of this loop is nearly unchanged (25–28) and although several residues from this region contribute to inter-disk contacts in the assembled tubes of bacterial T6SSs, the tail of bacteriophage T4 as well as R-type pyocin (Ge et al., 2015; Lim et al., 2015; Wang et al., 2017; Zheng et al., 2017), the corresponding sequence is not conserved (Lim et al., 2015), indicating potentially different principles of tube assembly in these particles.

General Organization of the R-Type Diffocin Sheath Protein CD1363

The R-type diffocin sheath protein CD1363 crystallized in space group C121 with one molecule in the asymmetric unit. Despite extensive attempts, it was not possible to determine the structure via molecular replacement. Therefore, SAD data were collected from a crystal obtained from SeMet-labeled CD1363 protein. These crystals were of the same space group and exhibited identical cell parameters, allowing for straightforward structure solution and refinement. Because crystals of the labeled protein diffracted to higher resolution, the structure was refined against these data (Table 1) and the subsequent discussion refers to SeMet-labeled CD1363.

In the crystal form discussed here, CD1363 is monomeric and comprises two domains (Figure 3A). The domain arrangement is best described as a “Russian doll” system (Aksyuk et al., 2009, 2011) in which domain II (residues G26–S225; domain numbering according to Leiman and Shneider, 2012) is an insertion into domain I (residues G4–R25 and residues L226–I354; Figure 3B and Supplementary Figure S4). At the N-terminus, residues P6–A25 form a long α-helix that closely interacts with α-helices α9 and α10, which flank the central antiparallel three-stranded β-sheet. Domain I is furthermore completed by three smaller α-helices. The larger domain II is composed of a central six-stranded β-sheet and five smaller β-strands flanked by four and two α-helices, respectively (Figure 3A).
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FIGURE 3. Structural analysis of Clostridium difficile R-type diffocin sheath protein CD1363. The structure of monomeric CD1363 is shown as cartoon representation in (A) with Domain I and II colored in yellow and orange, respectively. Domain I contains a central three-helix bundle that is stabilized by hydrophobic interactions and by a salt bridge (see insert). The C-terminal part of this domain is organized as a three-stranded β-sheet that hydrophobically interacts with the helix bundle. The general domain organization of CD1363 is shown as topology diagram in (B). SAXS analysis of purified CD1363 is presented in (C) with a fit of the experimental SAXS data (black dots) and a theoretical curve calculated from the crystal structure (orange dots) as well as a fit of the CD1364 crystal structure to the SAXS envelope. In (D), monomeric structures of homologous sheath proteins from assembled R-type pyocin (FIIR2; PDB: 3J9R; Ge et al., 2015) and from monomeric DSY3957 from Desulfitobacterium hafniense (PDB: 3HXL; Aksyuk et al., 2011) were superimposed onto CD1363. N- and C-termini are labeled with N and C, respectively.



Despite relatively low sequence identities, several PDB entries related to sheath protein CD1363 were identified via the DALI web server (Holm and Laakso, 2016), and the corresponding rmsd as well as Z-scores indicate a conserved fold for domain I and II of CD1363 (Supplementary Figure S4 and Supplementary Table S3). However, apart from the R-type pyocin sheath protein FIR2 (Ge et al., 2015), all related structures contain one or two additional domains (domain III and IV) likewise organized as insertions of one another in a Russian doll arrangement. Generally, the architecture of sheath domain III and IV is less conserved and differs between the contractile systems (Supplementary Figure S4). For instance, the fold of the surface-exposed domain III of T6SSs is highly T6SS-specific and plays a crucial role for the recycling mechanism of the contracted sheath in these systems (Leiman and Shneider, 2012; Kube et al., 2014; Kudryashev et al., 2015; Brackmann et al., 2017; Wang et al., 2017).

Yet, sheath proteins containing only domains I and II still form complete sheath assemblies as has been demonstrated for FIR2 or CD1363 of the R-type pyocins and diffocins, respectively (Scholl et al., 2011; Gebhart et al., 2012; Ge et al., 2015). This indicates that the R-type bacteriocin sheath proteins represent the minimal requirement for sheath formation (Taylor et al., 2018), which is in contrast to former studies suggesting that at least three domains are necessary (Aksyuk et al., 2011 with differing domain annotation).

Oligomeric State of the Sheath and Tube Proteins CD1363 and CD1364

The ability of the sheath and tube subunits to assemble into oligomeric structures is essential for the formation of fully functional bacteriophage tails, T6SSs or R-type PTLBs. Typically, polymerization of the tube as well as of the uncontracted sheath is initiated upon binding to initiation factors in the baseplate, and assembly of the sheath furthermore requires the tube polymer as a template (Kostyuchenko et al., 2003; Leiman and Shneider, 2012; Kudryashev et al., 2015). However, despite these external factors, preparations of purified tube and sheath proteins have been observed to also spontaneously self-assemble into oligomers in vitro. For instance, tube proteins of bacterial T6SSs pack into hexameric rings in the absence of baseplate components (Ballister et al., 2008; Leiman et al., 2009; Douzi et al., 2014), whereas tail sheath proteins of bacteriophage T4 as well as φKZ assemble into irreversibly contracted polysheaths of different lengths without the tube structure or the baseplate components being present (Moody, 1967; Efimov et al., 2002; Kurochkina et al., 2009). This can impede crystallization and structure determination, especially when assessing the unassembled state of these proteins.

In contrast to homologous proteins from other sources, recombinant purified R-type diffocin tube and sheath proteins CD1364 and CD1363 showed no tendency for spontaneous assembly but eluted predominantly in single prominent peaks at volumes corresponding to the molecular weight of the monomeric species in size exclusion chromatography (CD1364: 16 kDa; CD1363: 39 kDa; Supplementary Figure S1A). To further compare their oligomeric states in solution with the crystal structures described above, SAXS experiments have been performed here. As indicated by low χ-values of 0.71 for CD1364 and 1.84 for CD1363, the theoretical curves calculated from the crystal structures fitted well with the experimental SAXS data as well as with the calculated envelopes, confirming their monomeric state in solution (Figures 2C, 3C). Notably, in the tube protein CD1364, α1, which interacts with a neighboring molecule in the crystal structure, sticks out of the calculated envelope. This suggests that the interaction observed in the crystal structure is a consequence of crystallization and that α1 is not swapped in solution but rather packs onto the β-barrel of the same molecule such as observed for tube protein XkdM from B. subtilis (PDB: 2GUJ; unpublished; Supplementary Figure S2). Thus, based on our results, we can conclude that the sheath and tube proteins CD1363 and CD1364 adopt a stable monomeric pre-assembly state after translation and that this state is reflected in the crystal structures obtained here. However, as will be outlined in the following paragraph, significant structural changes are likely to accompany formation of the fully assembled R-type PTLB particle.

Comparison to Homologs Proteins in the Free and Particle-Assembled State

As stated above, both the sheath and the tube proteins assemble to sixfold symmetrical disks that stack on top of each other with a slight right-handed rotation in PTLBs (Heymann et al., 2013; Ge et al., 2015; Nováček et al., 2016; Salih et al., 2018). Comparison of the crystal structures of the monomeric tube and sheath proteins CD1364 and CD1363 to homologous proteins in these assemblies allows for speculation about structural changes that may accompany particle formation.

CD1364 can be superimposed with low rmsd values onto the hexameric assembly of tube protein gp104 in an electron microscopy structure of the native bacteriophage φ812 tail (PDB: 5LI2; Nováček et al., 2016) (Supplementary Table S2). Comparison reveals that the architecture of the central β-barrel mainly remains unaltered in the assembled tube whereas positions of α-helices α2, α3, and α4 are significantly changed. In the hexameric assembly, α4 establishes interactions with neighboring subunits of the same disk and of one disk below, whereas α2 tightly packs onto the β-barrel of the same molecule (Figure 2D and Supplementary Figure S2). Both α-helices are located at the outer surface of the tube. Comparison with the monomeric structure of XkdM from B. subtilis (PDB: 2GUJ) suggests that the movement of α2 can be described as a rotation such that residues that point toward α4 in the unassembled structure face the β-barrel in the hexameric ring. Furthermore, α3 of CD1364 forms into an extended loop in gp104 and interacts with α2 of the adjacent molecule on the other site of the β-barrel. With respect to the mobile α1, no conclusions can be drawn on basis of the φ812 tail tube structure, as the corresponding loop region is not resolved in PDB entry 5LI2. However, given the fact that the number of residues in the loop comprising α1 is almost identical even among less homologous proteins, further conclusions may be drawn from tube structures of other contractile systems, such as that of FIIR2 from R-type pyocin (PDB: 3j9Q, 5W5E; Ge et al., 2015; Zheng et al., 2017) or gp19 from the bacteriophage T4 tail (PDB: 5W5F; Zheng et al., 2017). As has been outlined above, the corresponding loop folds into a protruding β-hairpin in these assemblies (Figure 2D and Supplementary Figure S2). This β-hairpin runs underneath an adjacent molecule of the same disk and thus connects it to two molecules of the lower disk in these tube assemblies. Similarly, the smaller loop region that corresponds to α4 in CD1364 forms into β-strands that extend the central β-barrel in both FIIR2 and gp19 and mainly interact with the central β-sheet of the adjacent subunit (Figure 4A). These conformational arrangements generate a continuous antiparallel β-sheet of 24 β-strands that spans the complete inner surface of the tube structure (Ge et al., 2015; Chang et al., 2017; Wang et al., 2017; Zheng et al., 2017). Together, this indicates that assembly of the R-type diffocin tube structure not only requires movements of the four α-helices such as observed for the φ812 tail tube but might also involve significant refolding, specifically around α1.
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FIGURE 4. Structural differences between monomeric R-type diffocin sheath and tube proteins CD1364 and CD1363 and the respective subunits in the R-type pyocin particle. Two subunits (FIIR2) from two disks of the tube (PDB: 5W5E; Zheng et al., 2017) are shown (blue and yellow) in cartoon presentation for pyocin in (A). A β-hairpin runs underneath a neighboring molecule of the same disk and establishes interactions with the molecules of one disk below. Each β-barrel is extended by two β-strands that form interactions with the adjacent central β-barrel. In (B), three subunits (FIR2) from two disks of the R-type pyocin sheath assembly (PDB: 3J9Q; Ge et al., 2015) forming a four-stranded β-sheet via exchanging and refolding of the N- and C-termini are shown (labeled with N and C, respectively). For comparison, structures of the monomeric unassembled R-type diffocin tube CD1364 and sheath CD1363 proteins are presented and regions that correspond to the respective R-type pyocin elements are indicated by red coloring.



In the sheath protein, significant refolding upon particle assembly seems to occur within the N- and C-termini especially, as can be concluded by an overlay of monomeric CD1363 with the electron microscopy structure of FIR2 in the assembled R-type pyocin from P. aeruginosa (PDB: 3J9Q, 3J9R; Ge et al., 2015). While the N-terminus of monomeric CD1363 folds into a long α-helix (α1; P6–A24) that packs tightly against two other long α-helices of domain I (α9 and α10) via extensive hydrophobic interactions (Figure 3A magnified insert, Figure 3B, and Supplementary Figure S5), it adopts an extended structure in FIR2 of the P. aeruginosa R-type pyocin particle (Figure 3D and Supplementary Figure S4) to contribute a new strand to a β-sheet with three parallel and one antiparallel strand in the C-terminal region of domain I within a monomer of the next disk. This β-sheet is further expanded by a strand from the C-terminus of the monomer neighboring the chain that contributes the N-terminus from the disk below (Figure 4B). This creates an “interwoven mesh” that connects not only the monomers within one disk but also ties neighbored disks to one another both in the extended and contracted state (Ge et al., 2015). Similar mesh-like organizations have been found in several T6SSs, indicating that these interactions are likewise conserved in assembled R-type PTLBs (Clemens et al., 2015; Kudryashev et al., 2015; Salih et al., 2018). Interestingly, the C-terminus in monomeric CD1363 also forms a β-strand (β14) that hydrophobically interacts with residues of α9 and α10 as well as with the same residues from the neighboring β-strand (β13 in CD1363) as observed in the pyocin particle, albeit within the same chain (Figure 3A magnified insert and Figure 3B). This indicates that the length of the C-terminus is perfectly evolved to enable sheath formation by arm exchange between chains lying next to each other. At the same time, the hydrophobic character of residues in the refolded N-terminus is conserved (Supplementary Figure S5), and the finding that the N-terminus adopts a similar α-helix in the prophage sheath protein LIN1278 from Listeria innocua (PDB: 3LML; Aksyuk et al., 2011) suggests that the formation of the contractile apparatus of R-type PTLBs is enabled by low refolding barriers of the N- and C-terminal sequences in domain I of the sheath proteins. This is also corroborated by the crystal structure of the prophage sheath protein DSY3957 from Desulfitobacterium hafniense (PDB: 3HXL; Aksyuk et al., 2011), where the N-terminus displays similar structure and interactions as in the assembled FIR2 sheath structure (Figure 3D), even if the crystal structure does not reveal disks as in the PTLBs. Notably, sheath formation involves only residues from domain I, whereas domain II is positioned at the surface of the sheath where it does not contact other subunits or the tube (Figure 4B), which is also expected for domain III and IV in sheath proteins gp18, LIN1278, and DSY3957 (Supplementary Figure S4 and Supplementary Table S3).

In bacterial T6SSs as well as bacteriophage tails, baseplate gp48/54/gpU and gp25 subunits are required to initiate tube and sheath polymerization, respectively (Nakayama et al., 2000; Kostyuchenko et al., 2003; Leiman and Shneider, 2012; Brunet et al., 2015), and similar proteins are found in the gene clusters of Afp, PVC, or R-type pyocin (Sarris et al., 2014; Kube and Wendler, 2015). Using fold recognition via the Phyre27 web server (Kelley et al., 2015), the ORF CD1370 of C. difficile strain 630 was found to encode a protein with high homology to the sheath initiator protein gp25 of T4 bacteriophage (PDB: 5IW9; Gebhart et al., 2012; Taylor et al., 2016), but no tube initiator could be identified via this approach. In the recent structure of the baseplate of T6SS from T4 bacteriophage (PDB: 5IV5, 5IV7), gp25 adopts the same sixfold symmetry as observed in the assembled sheath of R-type pyocins and sheath polymerization initiation likely involves a similar β-strand exchange mechanism as described above (Taylor et al., 2016, 2018). Thus, conformational changes for the first layer of pre-assembled sheath proteins are probably induced upon binding to a homologous sheath initiator protein that might be present in every baseplate complex (Brackmann et al., 2017).

Preliminary Model of the Contractile Apparatus of R-Type Diffocin in the Extended State

Based on the high homology of CD1364 to the assembled tube protein in the tail of bacteriophage φ812 (PDB: 5LI2; Nováček et al., 2016) as well as of CD1363 to FIR2 in the assembled sheath of the extended R-type pyocin structure (PDB: 3J9Q; Ge et al., 2015), we constructed a preliminary model of the extended R-type diffocin particle using MODELLER (Webb and Šali, 2016). As common for phage tail-like contractile systems, the sheath and tube disks of the used templates are organized with identical helical symmetry (Ge et al., 2015; Taylor et al., 2016, 2018; Wang et al., 2017), and the resulting model of R-type diffocin re-iterates the observed pitch of disks in R-type pyocin (translation of approximately 38 Å, rotation of 18°; Ge et al., 2015; Figure 5A) However, since several residues were not resolved in the tube template (PDB: 5LI2), the corresponding loops including the potentially important region around α1 could not be modeled, causing substantial gaps between the tube disks (Figure 5C). In the R-type pyocin tube, these gaps are primarily occupied by the protruding β-hairpin discussed earlier, which underlines the potential importance of structural rearrangements in R-type diffocin building blocks. In the sheath assembly, in contrast, only a few residues had to be excluded and the model reflects the extensive mesh-like interactions as well as the prominent surface ridges known from other contractile systems in the extended sheath very well (Figure 5B) (Clemens et al., 2015; Ge et al., 2015; Kudryashev et al., 2015; Wang et al., 2017; Salih et al., 2018).
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FIGURE 5. Preliminary model of the extended sheath and tube assembly of R-type diffocin, generated on the basis of the sheath from R-type pyocin (PDB: 3J9Q; Ge et al., 2015) and the tube of phage φ812 tail (PDB: 5LI2, Nováček et al., 2016). A top view onto three disks of CD1363 sheath and CD1364 tube layers is given in (A) with the interacting subunits colored in yellow, red, and green, respectively. In (B), a side view of three disks of the CD1363 sheath assembly is shown. Because of helical disk stacking, the surface ridges wind around the particle. In (C), three disks of tube subunits are presented using the same color code as in (A,B). Of note, since the 5LI2 template for tube modeling contained a single tube disk only, generation of two additional disks for the R-type diffocin tube was performed via superimpositions on pyocin as described in the “Materials and Methods” section. White stars indicate positions of the attachment points for the loop comprising α-helix 1 in CD1364, which was excluded from the model due to clashes but might establish important inter-disk contacts to fill the gaps observed in the tube assembly. In (D), putative contact points between sheath and tube subunits of the R-type diffocin particle with the respective electrostatic potential are shown. For CD1363, the attachment helix α10 and for CD1364, the central β-barrel, is shown as cartoon.



In the R-type pyocin, the main contacts between sheath and tube are established via electrostatic interactions of a positively charged region in attachment helix α10 of sheath domain I with a complementarily charged patch in the central β-barrel of the respective tube protein (Ge et al., 2015). We examined the electrostatic potential of the modeled R-type diffocin sheath and tube for similarly charged patches and our analysis indeed revealed equivalent regions in the sheath and tube but with opposite charges (Figure 5D). Indeed, the sequence alignment of homologous sheath proteins demonstrates that the positions of basic residues in α10 are not conserved among these proteins (Supplementary Figure S5). However, our finding of opposite charges with respect to R-type pyocin may be a consequence of our preliminary model not accurately reflecting all aspects of the diffocin particle, which is also underpinned by clashes seen between attachment helix α10 and tube residues. This reiterates once more that further rearrangements seem to be required for R-type diffocin particle formation (Figure 5A). The revelation of detailed interactions will thus have to await cryo-EM studies, for which promising preliminary work has recently been published (Hegarty et al., 2016).



CONCLUSION

Here, we have determined the crystal structures and SAXS envelopes of the R-type diffocin tube and sheath protein CD1364 and CD1363 in their pre-assembled monomeric state. Our data indicate that several conformational changes are necessary to enable formation of the diffocin particle, which, together with the finding that recombinant monomers of both proteins were stable enough for crystallization studies, indicates that the refolding energy barriers in diffocins are higher than in similar assemblies with spontaneously self-assembling building blocks. This could make the R-type diffocins an ideal system to study the particle formation process in vitro. Further, the crystal structures of CD1364 and CD1363 together with cryo-EM structures of related particles enabled us to construct a preliminary model of the contractile apparatus of R-type diffocins, but because significant differences to the available templates exist, several structural details will have to be revealed in future studies addressing the complete diffocin particle.
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Clostridioides (Clostridium) difficile infections (CDI) are considered worldwide as emerging health threat. Uptake of C. difficile spores may result in asymptomatic carrier status or lead to CDI that could range from mild diarrhea, eventually developing into pseudomembranous colitis up to a toxic megacolon that often results in high mortality. Most epidemiological studies to date have been performed in middle- and high income countries. Beside others, the use of antibiotics and the composition of the microbiome have been identified as major risk factors for the development of CDI. We therefore postulate that prevalence rates of CDI and the distribution of C. difficile strains differ between geographical regions depending on the regional use of antibiotics and food habits. A total of 593 healthy control individuals and 608 patients suffering from diarrhea in communities in Germany, Ghana, Tanzania and Indonesia were selected for a comparative multi-center cross-sectional study. The study populations were screened for the presence of C. difficile in stool samples. Cultured C. difficile strains (n = 84) were further subtyped and characterized using PCR-ribotyping, determination of toxin production, and antibiotic susceptibility testing. Prevalence rates of C. difficile varied widely between the countries. Whereas high prevalence rates were observed in symptomatic patients living in Germany and Indonesia (24.0 and 14.7%), patients from Ghana and Tanzania showed low detection rates (4.5 and 6.4%). Differences were also obvious for ribotype distribution and toxin repertoires. Toxin A+/B+ ribotypes 001/072 and 078 predominated in Germany, whereas most strains isolated from Indonesian patients belonged to toxin A+/B+ ribotype SLO160 and toxin A-/B+ ribotype 017. With 42.9–73.3%, non-toxigenic strains were most abundant in Africa, but were also found in Indonesia at a rate of 18.2%. All isolates were susceptible to vancomycin and metronidazole. Mirroring the antibiotic use, however, moxifloxacin resistance was absent in African C. difficile isolates but present in Indonesian (24.2%) and German ones (65.5%). This study showed that CDI is a global health threat with geographically different prevalence rates which might reflect distinct use of antibiotics. Significant differences for distributions of ribotypes, toxin production, and antibiotic susceptibilities were observed.
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INTRODUCTION

Clostridioides (Clostridium) difficile infections (CDI) have become an emerging health threat; more than 450,000 cases with approximately 30,000 deaths have been estimated to occur every year in the USA alone (Lessa et al., 2015). Infections with this pathogen may stay asymptomatic or range from mild diarrhea up to pseudomembranous colitis or even develop into life-threatening toxic megacolon (Rupnik et al., 2009). Based on its impact on health systems, C. difficile has been prioritized as pathogen of the highest priority group for surveillance and epidemiological research (Balabanova et al., 2011). It is generally believed that only toxigenic strains cause disease with toxin B (TcdB) being most important for virulence. The majority of virulent strains produce toxin A (TcdA) and toxin B (TcdB) simultaneously. Some strains also produce a binary toxin (CDT), either together with TcdA and TcdB or alone (Eckert et al., 2015). Strains with modifications in the toxin A and B coding region, the so-called pathogenicity locus (PaLoc), compared to the well-characterized reference strain VPI 10463, are defined as variant strains. They can be differentiated by toxinotyping, a PCR-restriction fragment length polymorphism (RFLP)-based method (Rupnik and Janezic, 2016). However, for epidemiological purposes, classification of C. difficile strains is currently mainly achieved by PCR ribotyping (Wilcox, 2012). Based on phylogenetic analysis eight clades are currently distinguished, and comprise non-toxigenic (PaLoc absent) strains and clades with representative ribotypes for each (Knight et al., 2015). Most epidemiological studies to date have been performed in middle- and high income countries, especially in North-America, Europe, Australia, and to a lesser extend in Asia (Burke and Lamont, 2014). Only very limited data are available from Africa. We therefore previously performed prospective cross-sectional studies in Ghana and Tanzania, which indicated a high prevalence of non-toxigenic strains in sub-Saharan Africa (Seugendo et al., 2015; Janssen et al., 2016). Using the identical study design we also investigated prevalence rates of C. difficile-positive individuals in Medan/Indonesia and Seesen/Germany in the similar time period as in Ghana and Tanzania and performed further characterization of the obtained isolates. The aim of this article is to compare the data obtained from Indonesia and Germany with the previously published data from Ghana and Tanzania and to present this multi-center prospective study as a whole in order to compare prevalence rates, strain distribution and characterization of C. difficile in these four distinct geographical regions.



MATERIALS AND METHODS

Study Design

The four studies to be compared here were performed during the time period of September 2013 to October 2014 in the St. Martin de Porres Hospital in Eikwe/rural Ghana (Janssen et al., 2016), the Bugando Medical Center and Sekou Toure Regional Hospital in Mwanza/urban Tanzania (Seugendo et al., 2015), the Adam Malik Hospital and Pematang Siantar Hospital in Medan/urban Indonesia, and the Asklepios Hospital Schildautal in Seesen/rural Germany. This study was carried out in accordance with the recommendations of the guidelines set by the University Medical Center Göttingen. The protocol was approved by the Ethical Committees responsible for the participating hospitals and the University Medical Center, Göttingen, Germany (29/3/11). All subjects gave written informed consent in accordance with the Declaration of Helsinki. The participants were classified into two groups; those with diarrhea (symptomatic group) and a non-diarrheic control group, consisting of patients, relatives of the patients without diarrhea or employees of the respective hospitals. Following informed consent, all participants of the study submitted a stool sample that was directly examined for the presence of C. difficile at the local laboratory. All examiners were trained beforehand in bacterial identification at the Institute of Medical Microbiology of the University Medical Center Göttingen, Germany.

Microbiological Analysis

Stool samples were cultured on C. difficile selective agar (bioMérieux, Marcy-l’Étoile, France) or chromogenic agar (CHROMagar, Paris, France) and incubated for up to 48 h in an anaerobic jar, using anaerobic packs (bioMérieux). At least five grown C. difficile colonies were isolated on COS Columbia blood agar, enriched with 5% sheep blood (bioMérieux) and stored in a microbank system (bestbion dx GmbH, Cologne, Germany) until further analysis (e.g., identification by MALDI-TOF mass spectrometry, toxin and sensitivity test) in Göttingen, Germany.

Clostridium difficile identification was verified by MALDI-TOF mass spectrometry (Biotyper, Bruker Daltonics, Bremen, Germany) with score values ≥ 2000. Susceptibility of C. difficile isolates to macrolides (erythromycin or clarithromycin), moxifloxacin, metronidazole, and vancomycin was determined with Etest® (bioMérieux) according to standard protocols. Briefly, bacterial isolates were cultured in BHI broth (BD Difco Fraser Broth Supplement, Heidelberg, Germany), adjusted with 0.5% yeast extract and 0.03% L-cysteine and incubated in an anaerobic chamber (Coy Laboratory Products, Michigan, United States) with an atmosphere of 5% CO2, 5% H2, and 90% N2. Bacterial cells were diluted using 0.9% saline to McFarland standard 1 and streaked onto Mueller-Hinton agar supplemented with 5% horse blood + 20 mg/l β-NAD+ (bioMérieux). Reproducibility was ensured by inclusion of the control strains C. difficile 630 (DSMZ-27543, Leibniz Institute DSMZ, Braunschweig, Germany) and C. difficile R 20291 (DSM-27147, Leibniz Institute DSMZ, Braunschweig, Germany). After two days of incubation with Etest® strips (bioMérieux), the minimal inhibitory concentrations (MIC) were determined. Toxin production was investigated using the Serazym® C. difficile toxin A+B immunoassay (Seramun Dianostica GmbH, Heidesee, Germany) or Quik Chek Complete (Alere Techlab, Blacksburg, VA, United States). Furthermore, isolates were specified by multiplex PCR to detect toxin gene profiles (Stahlmann et al., 2014) and PCR ribotyped by agarose (isolates from Ghana and Indonesia) or capillary gel electrophoresis (isolates from Germany and Tanzania) according to consensus protocols (CDRN, ECDIS-Net) as previously described (Janezic and Rupnik, 2010; Fawley et al., 2016; van Dorp et al., 2016; Berger et al., 2018).



RESULTS

Prevalence Rates of C. difficile Carriage

This multi-center, cross-sectional study covers a total of 1,201 participants, 608 inpatients with diarrhea and 593 controls. Prevalence rates of C. difficile carriage were highest in the participants from the German and the Indonesian study sites compared with the two African study sites (Table 1).

TABLE 1. Prevalence rates of C. difficile in the different study sites.
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In fact, C. difficile was only found in symptomatic patients but not in asymptomatic controls in the German study site. The mean age of C. difficile-positive patients was 73.5 years in comparison to 68.7 years in the C. difficile-negative group. Similarly, C. difficile was nearly exclusively recovered only from symptomatic patients in Indonesia. In contrast to the situation in Germany, 50% of C. difficile-positive and 21.4% of C. difficile-negative participants in Indonesia were children younger than 6 years of age.

Like in Seesen/Germany, C. difficile was only found in symptomatic patients in the Tanzanian study site but not in the healthy control group. 48.9% of Tanzanian patients with diarrhea were children 12 years of age or younger and five out of seven C. difficile isolates were recovered from children (Seugendo et al., 2015). Whereas a clear difference in prevalence rates between symptomatic patients and healthy controls was found in the above-mentioned three study sites, nearly equal colonization rates were found in symptomatic and asymptomatic participants from the Ghanaian study site. Here, the majority of C. difficile-positive asymptomatic controls were children aged 0–5 years, whereas the majority of C. difficile-positive symptomatic patients aged 16–45 years (Janssen et al., 2016).

Ribotypes of C. difficile Isolates

Further characterization of bacterial isolates revealed the presence of mixed infections with at least two different C. difficile strains only in symptomatic patients from the Indonesian study site, but not in any of the other three study sites. A total of six different ribotypes were present amongst the German C. difficile isolates with ribotype 001/072 dominating (62.1%, n = 18/29). In contrast, a broad variation of 14 different ribotypes was identified in Indonesia with SLO160 (27.3%, n = 9/33) and ribotype 017 (18.2%, n = 6/33) being most prevalent (Figure 1). In the Ghanaian study site, ribotype 084 was most prevalent (40.0%, n = 6/15) and several new ribotypes were identified amongst the total number of nine ribotypes (Janssen et al., 2016). In contrast, only three different ribotypes were present in the Tanzanian C. difficile isolates (Seugendo et al., 2015; Figure 1).


[image: image]

FIGURE 1. Ribotype distribution of C. difficile in the different study sites.



Characterization of Toxinotypes

As expected, all C. difficile isolates recovered from German patients either produced the two major toxins alone (TcdA+/TcdB+; 86.2%, n = 25/29) or together with the binary toxin CDT (TcdA+/TcdB+/CDT+; 13.8%, n = 4/29). Like in Germany, the majority of C. difficile from Indonesia (63.6%, n = 21/33) was TcdA+/TcdB+; all six ribotype 017 isolates (18.2%) were TcdA-/TcdB+, and the remaining six isolates (18.2%) were non-toxigenic (Figure 2). In contrast to the situation in Germany and Indonesia, a rather large ratio of African C. difficile isolates were non-toxigenic; 73.3% (n = 11/15) of the strains isolated in Ghanaian study participants and 42.9% (n = 3/7) of the strains recovered from Tanzanian patients (Seugendo et al., 2015; Janssen et al., 2016). In addition, one isolate from Ghana was only positive for CDT (TcdA-/TcdB-/CDT+) and two isolates from Tanzania expressed all toxins (TcdA+/TcdB+/CDT+, Figure 2).
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FIGURE 2. Distribution of toxinotypes in the four study sites. Percent of total numbers for the different toxinotypes in the study regions are shown. Note that rounding of percentages given for isolates from Tanzania resulted in > 100%.



Antibiotic Susceptibility

All isolates were susceptible to metronidazole and vancomycin. The majority of 75.9% (n = 22/29) of C. difficile isolates from German patients was resistant against the macrolide erythromycin and belonged to ribotypes 001/072 (n = 17/18), 027 (n = 1/1), and 078 (n = 3/3). In contrast, only 15.2% (n = 5/33) of the isolates from Indonesia and 8/15 (53.3%) isolates from Ghana were resistant against erythromycin, including all isolates of ribotype 084 and with nearly equal distribution between symptomatic patients and asymptomatic controls (Table 2; Janssen et al., 2016). With 42.9% (n = 3/7), a similar resistance rate against the macrolide clarithromycin was found in Tanzania (Seugendo et al., 2015). With 65.5% (n = 19/29), an unexpectedly high percentage of the isolates from the German study site was resistant against moxifloxacin consisting of strains belonging to 001/072 (n = 15/18), 027 (n = 1/1), and 078 (n = 3/3). In Indonesia, only 24.2% (n = 8/33) of the isolates showed moxifloxacin resistance consisting mainly of ribotype 017 strains (n = 5/6). Moxifloxacin resistance was neither identified in Ghana nor in Tanzania.

TABLE 2. Antimicrobial resistance rates of C. difficile isolated in the different study sites.
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DISCUSSION

Analysing a total of 1,201 inpatients with diarrhea (n = 608) and a control group without diarrhea (n = 593) in this cross-sectional multi-center study performed in a rural area of Germany and an urban area in Indonesia, and including the recently published results from a rural area of Ghana and an urban area of Tanzania (Seugendo et al., 2015; Janssen et al., 2016), we identified C. difficile as a likely cause of diarrhea at varying prevalence rates. Whereas C. difficile was present in 24 and 15% of patients suffering from diarrhea in Germany and Indonesia, respectively, this rate was significantly lower in African patients (5–6%). In addition, 1 and 5% of asymptomatic control participants from Indonesia and Ghana, respectively, were also colonized. Although age has been identified as important risk factor for colonization, C. difficile could neither be detected in asymptomatic control participants from Germany nor from Tanzania although most study participants from Germany were significantly older than those in Tanzania. Likewise, in contrast to the three other study sites more diarrheal patients from Germany underwent complex medical treatments and might have been prone to get hospital-acquired complications such as antibiotic-associated diarrhea caused by C. difficile.

Other studies revealed asymptomatic carriage rates ranging from 5–51%, which was only present in the Ghanaian, but also not in the Indonesian asymptomatic control groups (Ryan et al., 2010; Arvand et al., 2012; Alasmari et al., 2014; Galdys et al., 2014). In the Ghanaian control group, nearly all C. difficile-positive individuals (6/7) were colonized with non-toxigenic bacteria, which to date are considered to be non-pathogenic. On one hand, the finding that colonization was absent or a rather rare finding in our four cohorts could be attributed to the fact that our sample size was relatively small and hence the asymptomatic carriage might be underestimated. On the other hand the genesis of asymptomatic carriage remains still unclear. The different prevalence rates could also be attributed to patient-related factors, e.g., antibiotic consumption, the intestinal microbiome or nutritional habits. Recent data from Switzerland support the suggestion that asymptomatic carriage seems not to play an important role in nosocomial transmission (Pires et al., 2016).

The average age of the symptomatic C. difficile-positive patients varied significantly between the study sites and partly contradicted previous studies. It is widely known that advanced age and its consecutive comorbidities is one of the most important risk factors for CDI (Rupnik et al., 2009; Bauer et al., 2011; Leffler and Lamont, 2015). Indeed, in both Germany and Ghana the majority of C. difficile-positive patients were adults. In contrast, most patients were at child age in both Indonesia and Tanzania. A sampling bias seems to be a rather unlikely explanation for our finding because the study design, time of sampling, and microbiological methodology was identical at all study sites. Nutrition status or habits as main explanation for the age difference is unlikely, because age between C. difficile-positive patients differs significantly between the two African study sites. Whether C. difficile is affecting adults more in rural (German and Ghanaian study sites) and children more in urban environments (Indonesian and Tanzanian study sites) awaits further investigation. Data from a European surveillance study make this explanation unlikely (Bauer et al., 2011).

As it has been shown by others, the most frequently isolated ribotype in Germany was 001/072 followed by 078 (Freeman et al., 2015). In contrast, ribotype 017 was most frequently recovered from C. difficile-positive symptomatic patients in Indonesia. This ribotype has also been shown previously to be the most prevalent one in several Asian countries (Burke and Lamont, 2014; Knight et al., 2015). The fact that ribotype 017 C. difficile strains produce only TcdB has a direct impact on diagnosis of travelers or migrants from Asian countries because a false-negative status would result from toxin tests that exclusively detect TcdA only. The same is true for non-toxigenic C. difficile isolates; whereas 18.2% of isolates from Indonesian participants were non-toxigenic, the majority of C. difficile isolates from Ghanaian and Tanzanian patients and control participants were non-toxigenic. Although pathogenicity of C. difficile currently relies on the presence of toxins, the high prevalence of non-toxigenic isolates in Ghana, Tanzania, as well as in Indonesia awaits further investigation. Hypervirulent ribotypes 027 and 078 were only identified in a small number of patients from Germany and one patient from Indonesia, indicating that they seem to play no distinct role in our cohort of patients.

Our finding of metronidazole and vancomycin susceptibility of all C. difficile isolates, irrespective of origin are in line with the results of other studies, such as e.g., the European Surveillance Study (Freeman et al., 2015). In contrast to this European Surveillance Study with a moxifloxacin resistance of 48.8% for C. difficile strains from Germany, however, we found a high rate of moxifloxacin resistant strains (65.5%, mostly of the epidemic ribotype 001/072). This is in the range of an investigation of 34 C. difficile strains from Southern Germany that revealed a moxifloxacin resistance rate of 67.6% including 80% of tested ribotype 001/072 strains (Reil et al., 2012). The fact that the rate of moxifloxacin-resistant C. difficile isolates in Indonesia was significantly lower and resistance against this fluoroquinolone was even absent in the African study sites might mirror antibiotic consumption; whereas moxifloxacin has been introduced in Germany in 1999 and much later in Indonesia, it is still not available at the two African study sites (Brunner, 1999).



CONCLUSION

This international multi-center study indicates that CDI and C. difficile colonization is a global health threat with geographically different prevalence rates that might reflect distinct use of antibiotics. Diagnosis should rely on glutamate-dehydrogenase testing to identify the presence of C. difficile and a test for determining at least TcdB production to identify toxigenic isolates.
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The obligate anaerobe, spore forming bacterium Clostridioides difficile (formerly Clostridium difficile) causes nosocomial and community acquired diarrhea often associated with antibiotic therapy. Major virulence factors of the bacterium are the two large clostridial toxins TcdA and TcdB. The production of both toxins was found strongly connected to the metabolism and the nutritional status of the growth environment. Here, we systematically investigated the changes of the gene regulatory, proteomic and metabolic networks of C. difficile 630Δerm underlying the adaptation to the non-growing state in the stationary phase. Integrated data from time-resolved transcriptome, proteome and metabolome investigations performed under defined growth conditions uncovered multiple adaptation strategies. Overall changes in the cellular processes included the downregulation of ribosome production, lipid metabolism, cold shock proteins, spermine biosynthesis, and glycolysis and in the later stages of riboflavin and coenzyme A (CoA) biosynthesis. In contrast, different chaperones, several fermentation pathways, and cysteine, serine, and pantothenate biosynthesis were found upregulated. Focusing on the Stickland amino acid fermentation and the central carbon metabolism, we discovered the ability of C. difficile to replenish its favored amino acid cysteine by a pathway starting from the glycolytic 3-phosphoglycerate via L-serine as intermediate. Following the growth course, the reductive equivalent pathways used were sequentially shifted from proline via leucine/phenylalanine to the central carbon metabolism first to butanoate fermentation and then further to lactate fermentation. The toxin production was found correlated mainly to fluxes of the central carbon metabolism. Toxin formation in the supernatant was detected when the flux changed from butanoate to lactate synthesis in the late stationary phase. The holistic view derived from the combination of transcriptome, proteome and metabolome data allowed us to uncover the major metabolic strategies that are used by the clostridial cells to maintain its cellular homeostasis and ensure survival under starvation conditions.

Keywords: Clostridium difficile, Clostridioides difficile, metabolism, toxin formation, starvation, Stickland reactions


INTRODUCTION

Clostridioides difficile (formerly Clostridium difficile) is an obligate anaerobe, spore forming, Gram-positive bacterium. Currently, it is the major cause of nosocomial and community acquired diarrhea, often associated with antibiotic therapy (Lessa et al., 2015). The symptoms vary from mild diarrhea to pseudomembranous colitis. In severe cases, the disease leads to acute inflammation of the colon and to life-threatening loss of fluids. In the last few years the pathogen has become a major threat to hospitalized patients (Dong et al., 2008) due to the occurrence of hyper-virulent strains and observed increasing antibiotic resistances (Loo et al., 2005; Warny et al., 2005; Baines et al., 2008; Stabler et al., 2009; Spigaglia et al., 2011; Tenover et al., 2012).

The major virulence factors of the bacterium are the two large clostridial toxins A (TcdA) and B (TcdB), an enterotoxin and a cytotoxin, which are responsible for the major symptoms of the disease. During C. difficile in vitro cultivations toxin formation and excretion was primarily detectable in the stationary phase. Only small amounts of toxins were detected intracellularly (Karlsson et al., 2008; Neumann-Schaal et al., 2015). Toxin A and B operate as glycosyltransferases to modify small GTP-binding proteins of target cells. This leads to a disruption of the actin cytoskeleton of intestinal epithelium cells (Just et al., 1995; Eichel-Streiber et al., 1996). The corresponding genes tcdA and tcdB as well as the regulatory genes tcdR, tcdE, and tcdC are located at a single chromosomal site called the pathogenicity locus (PaLoc) (Mani and Dupuy, 2001; Carter et al., 2011; Govind and Dupuy, 2012). Apart from the main virulence factors, high virulent strains additionally have the capacity to produce a third so called binary toxin named CDT, but so far the overall role of CDT is not completely understood (Warny et al., 2005; Hemmasi et al., 2015).

For clostridial growth and toxin mediated pathogenicity, the metabolic network and the nutritional status in the environment play an important role. The presence of the amino acids cysteine and proline reduces toxin production in dependence of the used growth medium and tested strain (Karlsson et al., 2000). Dubois et al. (2016) suggested that the cysteine-dependent toxin gene regulation is responding to products of the cysteine degradation, mainly pyruvate and probably sulfide. Analogously, addition of a mixture of the seven amino acids glycine, isoleucine, leucine, methionine, threonine, tryptophan, and valine as well as biotin to growing C. difficile leads to similar observations (Karlsson et al., 1999, 2000, 2008). Carbohydrates also affect toxin production. In complex medium glucose or other rapidly metabolizable sugars lead to reduced toxin production (Dupuy and Sonenshein, 1998; Karlsson et al., 1999). Interestingly, in minimal media, the supplementation of glucose increases toxin formation (Karlsson et al., 1999). The background of this discrepancy is currently not completely known.

A major process for energy production by C. difficile is the Stickland reaction, a coupled fermentation of amino acids (Stickland, 1934). After initial enzymatic deamination, the 2-ketoacids are either oxidized or reduced in a coupled reaction to their corresponding organic acids. Energy is conserved by substrate-level phosphorylation mainly in the oxidative. The resulting electrons are assimilated in the reductive path. The reductive product is a carboxylic acid with the same length as the original amino acid. The oxidative product is a carboxylic acid one atom shorter than the original amino acid. Depending on the amino acid, one amino acid is oxidized while up to two are reduced. Certain amino acids like proline and glycine are processed via modified Stickland pathways (Stadtman, 1966; Jackson et al., 2006).

Besides the Stickland reactions, classical fermentation pathways are important alternatives for C. difficile to gain energy. In addition to glucose, central carbon metabolism associated amino acids are degraded. Alanine, cysteine, and serine are introduced into the central metabolism via pyruvate. Threonine is degraded via acetaldehyde and glycine to acetyl-CoA, or via 2-oxobutanoate to propanoyl-CoA (Fonknechten et al., 2010). The main products of the butanoate fermentation are butanoate and pentanoate. Other fermentation products of the central carbon metabolism are propanoate, lactate, acetate and ethanol (Aboulnaga et al., 2013; Dannheim et al., 2017a).

In addition to substrate level and electron transport phosphorylation the proton-translocating ferredoxin:NAD oxidoreductase RNF complex catalyzes a process called flavin-based electron bifurcation which can be regarded as a third mode of energy conservation (Aboulnaga et al., 2013; Buckel and Thauer, 2013). The RNF complex couples the oxidation of a ferredoxin to the reduction of NAD+ with ion (H+ or Na+) pumping across the cytoplasmic membrane. The resulting ion gradient can be used for ATP synthesis (Biegel et al., 2011; Tremblay et al., 2012; Supplementary Figure S1). The reduced ferredoxin and NAD+ are typical products of the C. difficile fermentation metabolism (Supplementary Figure S1). In contrast to the metabolism employed for growth, there is only limited knowledge about the metabolic rearrangements during the transient and stationary growth phase at the onset of toxin production of C. difficile. However, the later phases harbor the onset of toxin production in C. difficile.

The integrated view resulting from the combination of transcriptome, proteome and metabolome data allows to identify major cellular strategies during an adaptation process. Here, we present the first time-resolved multi-omics approach to unravel the molecular basis of global changes taking place in C. difficile while shifting from a growing to a non-growing state. Changes in metabolism with involved pathways and enzymes in combination with underlying gene regulatory networks were our major target. Special attention was given to the production of the various virulence factors in this context.



MATERIALS AND METHODS

Strain, Media and Growth Conditions

Studies were performed with C. difficile 630Δerm (DSM28645) (Hussain et al., 2005) obtained from the German Collection of Microorganisms and Cell Cultures (DSMZ, Braunschweig, Germany).

Main cultures were cultivated in CDMM as described earlier (Neumann-Schaal et al., 2015). Casamino acids were obtained from Roth (Carl Roth GmbH, Karlsruhe, Germany).

Cells were transferred twice with a dilution of 1:1000 in CDMM prior to inoculation of the main culture. Main cultures were inoculated with a dilution of 1:400 at an OD600 nm of ∼0.003. Growth experiments were performed at 37°C and samples were taken in exponential phase after 14.5 h (exp) of cultivation, in transient phase (17.25 h, trans) and three times in stationary phase (19.25 h: stat1, 24.25 h: stat2 and 29.25 h: stat3).

Cell Harvest and Analysis of Intracellular Metabolites

For every time point four independent cultures were sampled. Samples for metabolome analysis, CoA measurements, transcriptomics and proteomics were harvested anaerobically by centrifugation (10 min, 10,000 rpm, 4°C) using gas-tight polypropylene tubes (TPP, Trasadingen, Switzerland). The precipitated cells for proteomics, transcriptomics and CoA measurements were immediately frozen in liquid nitrogen after centrifugation. The supernatant for proteomic and extracellular metabolome analysis was sterile-filtered and frozen at -80°C.

For the analysis of intracellular metabolites the supernatant was removed and the precipitated cells were immediately quenched in pre-cooled isotonic sodium chloride/methanol [50% (v/v), -32°C] by resuspension. Cells were centrifuged again (5 min, 10,000 rpm, -20°C) to remove the quenching solution. The precipitated cells were then frozen in liquid nitrogen.

To determine sporulation of the cells, cultures were split into two aliquots. One on them was heated to 65°C for 20 min. Aliquots were plated on BHIS (37 g/L BHI, 5 g/L yeast extract, 0.5 g/L cysteine, 15 g/L agar) for vegetative cells and BHIS + 0.1% taurocholic acid for the germination of spores in different dilutions. The plates were cultivated in an anaerobic jar up to 48 h at 37°C. The colonies were counted and compared to each other.

Transcriptomic Analysis

RNA Extraction

Bacterial RNA was extracted using the Qiagen RNeasy Kit Mini (Qiagen, Hilden, Germany) according to the manufacturer’s instructions with minor modifications. Briefly, precipitated cells from a 45 mL culture were resolved in 200 μL TE buffer and 15 mg/mL lysozyme, incubated for 30 min at room temperature and vigorously mixed every 2 min for 10 s for enzymatically disruption of the cells. Approximately 700 μL of RLT buffer and one spatula of glass beads were added and mixed vigorously for 3 min for mechanical disruption of the cells. Samples were centrifuged (3 min, 10,000 rpm, 4°C) and the supernatant was mixed with 470 μL of 100% ethanol. Afterwards, RNA purification was carried out using the Qiagen RNeasy Kit protocol. DNA contaminating the RNA samples was removed using RNase-free DNase I twice (Qiagen, Hilden, Germany). The RNA was further assessed by analysis on the Bioanalyzer 2100 (Agilent, Santa Clara, CA, United States) and RNA 6000 Nano Reagents (Agilent, Santa Clara, CA, United States). According to the amount of RNA extracted and its quality [RNA integrity numbers (RINs) > 8], the best samples per time point were used for transcriptomic analysis.

Microarray Experiment and Data Analysis

A customized whole-genome DNA microarray (8 × 15K format; Agilent, Santa Clara, CA, United States) of the genes of C. difficile 630Δerm was designed with the eArray platform from Agilent according to recently published revised genome sequence (Sebaihia et al., 2006; Dannheim et al., 2017a). One microgram of isolated total cellular RNA was labeled with either Cy3 or Cy5 with the ULS fluorescent labeling kit for Agilent arrays (Kreatech, Amsterdam, Netherlands) according to the manufacturer’s manual. Subsequently, 300 ng of each labeled RNA was pooled, fragmented, and hybridized according to the “two-color microarray” protocol from Agilent. The DNA microarrays were scanned with an Agilent C scanner. All slides were analyzed using the statistical software environment R1 with the cran package gplots (Wang et al., 2000) and the bioconductor packages LIMMA (Hwa and Yang, 2007; Ritchie et al., 2015). Background signals were subtracted using the normexp method (Ritchie et al., 2007). A convolution of normal and exponential distributions was fitted to the foreground intensities using the background intensities as a covariate. All the corrected intensities of Cy3 and Cy5 were positive. Within each array a Loess normalization was performed (Yang et al., 2002). This normalization fitted locally using repeatedly weighted least squares and resulted in equal distributed up- and downregulated genes with 20–30% differentially expressed genes. A quantile normalization between the arrays ensured that the intensity is equal distributed across all arrays (Yang and Thorne, 2003). A linear model was fitted for each comparison of interest. The obtained p-values were adjusted for false discovery rate (FDR) using the method by Benjamini and Hochberg (1995). A gene was considered differentially expressed when the p-value was < 0.05 and -1 < log2 FC > 1 in comparison with its expression during exponential phase. The complete experimental data sets were deposited in the GEO database with the accession number GSE115054.

Proteome Analysis

Sample Preparation

Cytosolic and membrane (“insoluble”) samples for proteome analyses were treated as described before (Otto et al., 2016). Briefly, cells were disrupted by sonication and after discarding of the cell debris, the membrane fraction was separated from the soluble cytosolic proteins by ultracentrifugation. For the extracellular protein fraction, affinity-bead based enrichment was used (Bonn et al., 2014). Both, proteins from the extracellular and the membrane fraction were loaded on an SDS PAGE gel and separated according to denatured molecular weight of the proteins.

LC-MS/MS-Analysis of the Proteome Fractions

Each lane of the SDS PAGE gel containing proteins from the membrane fraction and the extracellular fraction were cut into 10 equidistant pieces and subjected to tryptic digestion as described previously (Bonn et al., 2014). The resulting tryptic peptide mixtures were subjected to LC-MS/MS analysis on a TripleTOF 5600 instrument (AB Sciex, Concord, Canada) coupled with an Easy nLC-1000 (Thermo Scientific, Waltham, MA, United States). Sample desalting and elution by a binary gradient of water/acetonitrile was performed on an in-house packed column. Overview scans with a resolution of R = 30,000 in the range of 350–1,250 m/z with a scan time of 250 ms were followed by 20 MS/MS fragment scans in the range of 300–1,600 m/z with a maximum scan time of 50 ms after collisionally induced dissociation (CID).

For analysis of the cytosolic proteins, proteins were reduced/alkylated and subjected to in solution tryptic digest (Junker et al., 2018). The resulting peptide mixture was subjected to LC-MS/MS analysis on a Velos Elite (Thermo Scientific) coupled with an Easy nLC-1000 (Thermo Scientific) as described in Otto et al. (2016).

Proteome Data Analysis

Sequence database searching and quantification based on LFQ was performed by MaxQuant (version 1.5.3.30) (Cox and Mann, 2008). Only fully tryptic peptides with a maximum of two missed cleavages were allowed. Database searching was based on the fasta sequences for C. difficile 630Δerm (Dannheim et al., 2017a) and a set of common contaminant proteins.

For cytosolic samples, methionine oxidation and cysteine carbamidomethylation was considered as variable modification, omitting the latter for the extracellular and the membrane fraction. Peptide and protein identifications were further processed with a false discovery rate (FDR) of less or equal 1%. For protein identification, a minimum of at least two unique peptides was set as threshold. Quantification was based on LFQ values obtained from the MaxQuant analysis. The data were processed within Perseus (1.5.3.3).

The mass spectrometry proteomics data have been deposited to the ProteomeXchange Consortium via the PRIDE partner repository (Vizcaíno et al., 2016) with the identifier PXD010498.

Metabolic Analyses

Gas Chromatography/Mass Spectrometry Based Analysis of Intracellular and Extracellular Compounds

For extraction, the precipitated cells were re-suspended in 1.5 mL methanol containing 0.4 μg/mL ribitol per 10 mg cell dry weight. After incubation in an ultrasonic bath for 15 min at 70°C and cooling on ice, the same volume of water was added. After mixing (1 min, 2,000 rpm), chloroform was added in a volume of 2/3 of that of methanol. After a second mixing step, the phases were separated by centrifugation (5 min, 10,000 rpm, 4°C). 1 mL of the polar phase was transferred in a glass vial and dried in a vacuum concentrator overnight. The extracellular samples were prepared using 10 μL of the supernatant of the harvested samples and supplementing 500 μL ethanol mixed with 4 μg/mL ribitol as internal standard. The samples were dried under vacuum as well.

Gas chromatography/mass spectrometry measurement was performed after derivatization using a two-step derivatization protocol. Methoxymation was achieved using a methoxyamine hydrochloride solution with a concentration of 20 mg/mL in pyridine followed by silylation applying N-methyl-N-(trimethylsilyl)-trifluoroacetamide (MSTFA) (Zech et al., 2009; Reimer et al., 2014; Neumann-Schaal et al., 2015). For absolute quantification of 2-hydroxyisocaproate, 3-phenyllactate, 3-phenylpropanoate and phenylacetate a standard-addition was performed. 10 μL of the sample supernatant was supplemented with 10 μL standards-solution between 50 and 400 μM. The samples were mixed with 500 μL ethanol containing 4 μg/mL ribitol as internal standard. Further sample preparation, derivatization and measurement were performed as described above.

Gas Chromatography/Mass Spectrometry Based Analysis of Volatile Compounds

Four hundred μL of the culture supernatant were mixed with 60 μL of a HPLC-grade sulfuric acid solution and 600 μL of an internal standard solution of o-cresol. The volatile compounds were extracted by vigorously mixing with 200 μL of tert-methylbutyl ether. The ether phase was transferred into a GC-MS vial after centrifugation (5 min, 13,000 rpm, 4°C). The compounds were measured on a Agilent VF-WAXms column (0.25 mm × 30 m, Agilent, Santa Clara, CA, United States) on a Thermo DSQ II gas chromatograph equipped with a liner and quadrupol mass spectrometer as described before (Neumann-Schaal et al., 2015). For quantitative analysis of isocaproate and isovalerate an external calibration was performed. Samples were prepared from a 100 mM solution of both compounds. For calibration solutions between 10 μM and 7 mM were used. Calibration solutions and samples were prepared and measured equivalent to the samples described above.

Liquid Chromatography/Mass Spectrometry Based Analysis of Coenzyme A Derivatives

For the analysis of CoA derivatives frozen precipitated cells were extracted in methanol with a concentration of 7 mg/mL. Cells were lysed at -10°C using a Precellys 24 system (Peqlab, Erlangen, Germany) in three cycles of homogenization (6,800 rpm, 30 s with equivalent breaks). The lysate was mixed with 10 mL ice cold ammonium acetate (25 mM, pH 6) and centrifuged (5 min, 10,000 rpm, 4°C). CoA derivatives were extracted using a Strata XL-AW solid phase column (Phenomenex, Aschaffenburg, Germany) as described previously (Wolf et al., 2016).

The CoA derivatives were measured on a Dionex ultimate 3000 system (Thermo Scientific Inc., Waltham, MA, United States) coupled to a Bruker MicroTOF QII mass spectrometer (Bruker Daltonic GmbH, Bremen, Germany) equipped with an electrospray interface. The separation was carried out on a C18 analytical column (Gemini 2.0 × 150 mm, particle size 3 μm; Phenomenex) and the data analysis was done as described previously (Wolf et al., 2016).

High Performance Liquid Chromatography Based Determination of Amino Acids

High performance liquid chromatography measurements of free amino acids were performed on a 1260 Infinity HPLC system equipped with a fluorescence detector (Agilent Technologies, Waldbronn, Germany) and a Poroshell HPH-C18 separation column (4.6 mm × 100 mm, particle size 2.7 mm; Agilent Technologies). Before measuring, ammonium was precipitated from the samples by a 1:1 dilution with sodium tetraphenylborate (250 mM). After vigorously mixing and centrifugation (5 min, 13,000 rpm, 4°C), the ammonium-free samples were transferred in HPLC vials. The HPLC method was used as described previously (Trautwein et al., 2016; Dannheim et al., 2017b) with the minor modification that mobile phase A was changed to 25 mM sodium acetate (pH 6.5).

Data Analysis

Data processing of intracellular metabolites was performed as described previously (Neumann-Schaal et al., 2015; Dannheim et al., 2017a). After processing of the raw data from the GC-MS measurements with the in-house software MetaboliteDetector (version 2.2 N-2013-01-15; Hiller et al., 2009), peak identification was performed non-targeted with a combined compound library. The peak areas of the detected metabolites were normalized to the corresponding internal standard (o-cresol or ribitol) and derivatives were summarized.

Toxin Quantification

Quantification of toxin A and B in the supernatant was performed using the TGC-E002-1 ELISA (tgcBIOMICS GmbH, Bingen, Germany) after instructions of the manufacturer for the extracellular samples and after 48 h of cultivation. Culture supernatant was harvested by centrifugation (10 min, 10,000 rpm, 4°C) and sterile filtration. The samples were analyzed immediately or after short storage at 4°C.

Enzymatic Monitoring of Serine Biosynthesis in Crude Cell Extracts

The enzymatic assays using crude extracts were performed as follows: Cells were grown to the early exponential and early stationary phase, harvested by centrifugation and re-suspended in 50 mM HEPES (pH 7.0) supplemented with 1 mg/mL lysozyme and incubated on ice for 60 min. Cells were disrupted by sonication twice with 2 min pulse and 2 min of cooling. The enzymatic assay was performed with 10 μL of crude extract in a total volume of 1 mL in 50 mM HEPES buffer (pH 7.0) and 1.8 mM NADP+ or NAD+ and reduced by the addition of sodium dithionite. After stabilization of the absorption at 340 nm for at least 2 min, the reaction was started by the addition of 1.5 mM 3-phosphoglyceric acid and absorption increase was followed at 340 nm and 30°C over time. To follow the formation of serine, we used the identical experimental setup, but started the reaction by the addition of 1.5 mM 3-phosphoglyceric acid, incubated for 30 min at 22°C and finally stopped by the addition of 250 μL chloroform. Samples were vigorously mixed for 5 min and centrifuged at 13,000 rpm and 4°C for 10 min. The polar phase was subsequently analyzed for its amino acid content.



RESULTS

Adaptation During the Transition From the Growing to Non-growing State

C. difficile 630Δerm was grown anaerobically in defined medium. Five samples were taken along the cultivation process to follow the molecular adaptation at the transcriptome, proteome and metabolome level. Samples were taken from the logarithmic growth (exp), the transition phase between growing and non-growing cells (trans), at the point where bacterial growth stopped (stat1), 5 h (stat2) and 10 h into the stationary phase (stat3).

The transition was accompanied by marked changes in the OD and an increase in cell aggregation observed during sampling (Figure 1). As observed for other bacteria, the transition from a growing to a non-growing state was accompanied by major transcriptional rearrangements (Jozefczuk et al., 2010; Blom et al., 2011). In our study, the transcriptome data based on DNA microarrays revealed significant changes for 1,439 transcripts over the five time points sampled with the exponential phase samples as reference (p-value < 0.05, Supplementary File S1). The number of genes whose expression was regulated increased from transition to late stationary phase (stat3, Table 1).


[image: image]

FIGURE 1. Growth curve of C. difficile 630Δerm. Shown is the growth curve of C. difficile 630Δerm in casamino acids medium of four biological replicates, lag phase corrected, and the sampling time points (∗) in the exponential phase (exp), the transient phase (trans), and three times in the stationary phase (stat1-3). The curve was fitted according to the biphasic Hill Equation using OriginPro, 2016 software (OriginLab Corporation, MA, USA); reduction of the optical density after time point stat1 was induced by aggregation of the cells in the culture medium.



TABLE 1. Overview of all systematic levels.
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Complementary to the results obtained for the transcriptomic data, we performed an indepth proteome analysis for the five time points of interest. Three different subcellular fractions (cytosolic proteins, membrane fraction and proteins secreted into the growth medium) were analyzed (Supplementary Figure S2 and Supplementary File S2). With 3,781 open reading frames predicted in C. difficile, we were able to identify overall 55% of the theoretical proteome (Table 2). When compared to other systems biology studies on closely related Gram-positive bacteria, both the quality of the fractionation approach as well as the coverage of the proteome was at the upper level and represented the most complete protein inventory of C. difficile 630Δerm so far (Becher et al., 2009; Otto et al., 2010).

TABLE 2. Overview of proteomic subfractions.
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In the metabolic study, a comprehensive extraction and analysis of the intracellular and extracellular metabolites by gas chromatography (GC) and HPLC combined with mass-spectrometry was performed. Overall 90 of 122 detected compounds (Supplementary File S3) were assigned to known metabolites based on mass spectra and retention index. In addition, a total of 29 CoA derivatives were identified for all growth phases. The amino acid content of the culture supernatant was quantified by HPLC. Here, 16 out of the 20 proteinogenic amino acids were analyzed together with ornithine and 5-aminovalerate, the reductive Stickland product of proline. As other, we observed clear cut differences between the transcriptome and proteome data. These are due to the poorly understood processes of mRNA stability and controlled RNA degradation, translational control at the ribosome, protein modification and degradation (Hanson and Coller, 2018; Manzoni et al., 2018). Moreover, transcriptomes and proteomes from samples collected at identical time points were compared. However, a certain delay between transcription and translation has to be taken into account (Gunawardana and Niranjan, 2013).

General Adaptation to Non-growing Conditions

Major alterations were seen in the transcriptomic and especially in the extracellular proteomic data for genes and corresponding proteins involved in motility (fliCD and flgEGK), which were found up to 101-fold downregulated. Further major changes that could be detected on all systematic levels were found in energy producing and different biosynthesis pathways (Figure 2). Primarily, the Stickland reactions and fermentation processes showed increased values up to 31-fold at the transcriptome and up to 15-fold at the proteomic level over the course of growth. In contrast, the genes in the glycolysis, the TCA cycle and the PPP showed only minor regulation over the whole growth curve or were downregulated up to 12-fold at the transcriptome level. In agreement, the detectable corresponding metabolites were less abundant in the stationary growth phase. Also in the stationary phase, expression of genes encoding ribosomal proteins, proteins involved in the lipid metabolism (e.g., fabDHK) and proteins annotated as cold shock chaperones (e.g., cspABC) were decreased (Figure 2). Corresponding transcriptome data revealed a reduced expression up to sixfold. In agreement, proteome data showed a reduction up to fourfold. Also expression of genes involved in the spermine synthesis (e.g., speABEH) was found 8-fold reduced at the transcriptional and 10-fold at the proteomics level. Spermine in pathogenic bacteria is synthesized from methionine and involved in central processes including biofilm formation, escape from phagolysosomes, bacteriocin production, toxin activity and protection from oxidative and acid stress (Shah and Swiatlo, 2008). Expression of genes annotated as chaperones (e.g., dnaJK, clpBC) and proteins involved in the folding and assembly of proteins were induced up to 21-fold in the transcriptome and up to 3-fold in the proteome in the stationary phase. This is in accordance with other C. difficile transcriptomic and proteomic studies over different growth phases (Saujet et al., 2011; Janoir et al., 2013) or about stress response (Jain et al., 2011). Analysis of transcriptomic data for genes usually termed as transition phase markers, including spo0A, sigH, and spoIIAA (Saujet et al., 2011), showed no significant changes. The cytosolic proteome showed a significant increase only for Spo0A until the transient phase. But in the membrane fraction of the proteomic approach a sporulation initiation inhibitor protein (Soj) became abundant in the stationary phase. The exact role in sporulation of these proteins has not been confirmed for C. difficile so far. The regulation of sporulation factors can be correlated to the fact that strain 630Δerm does not sporulate efficiently in CDMM in the analyzed time frame and beyond (up to 48 h, data not shown). Overall, there was almost no significant regulation of the expression of genes involved in the sporulation observed in the transcriptomic data.


[image: image]

FIGURE 2. Overview of changed pathways on transcriptomic (T), proteomic (P), and metabolic (M) level. Shown are the log2 fold changes of the transcriptomic and the proteomic data from the sampling time points trans, stat1, stat2, and stat3 with the samples of the exponential phase as reference. Yellow squares represent an increase of gene expression/protein production with log2 FC 0.5–1 for the light color and >1 for the dark color. Blue squares represent a decrease of gene expression/protein production with log2 FC –0.5 to –1 for the light color and <–1 for the dark color. Gray squares represent no changes with log2 FC between –0.5 and 0.5, white squares: not detected. Metabolite values represent a trend compared to the samples of the exponential phase. Toxin A and B in the proteomic data were detected with an ELISA (see section “Materials and Methods”), TCA, tricarboxylic acid; BCAA, branched chain amino acids; PPP, pentose phosphate pathway; ox, oxidative; red, reductive.



Changes in Stickland Reactions

Overall, the metabolic pathways of the Stickland reactions can be followed over all three systematic levels and finally integrated into one response (Figure 3). The BCAAs (leucine, isoleucine, and valine) as well as phenylalanine, tyrosine, and alanine and the corresponding Stickland intermediates (2-oxo-isocaproate, isovaleryl-CoA, isobutanoyl-CoA, phenylacetyl-CoA, pyruvate and acetyl-CoA) and products (isovalerate, 2-methylbutanoate, isobutanoate, phenylacetate, 4-hydroxyphenylacetate and acetate) were detected for the oxidative Stickland reactions. For the reductive pathway leucine, phenylalanine, glycine and proline and their Stickland products (isocaproate, 3-phenylpropanoate, acetate and 5-aminovalerate) were observed.
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FIGURE 3. Time resolved systematic overview of reductive and oxidative Stickland reactions in C. difficile. On the left side the principal metabolic pathways are depicted. On the right, the individual metabolic pathways of the various amino acids of the reductive (Upper) and oxidative (Lower) Stickland reactions with the corresponding transcriptomic and proteomic data of representative genes/proteins are shown. The bars and the squares point out the sample time points exp, trans, stat1, stat2, and stat3 from left to right. The squares shows the log2 FC of each time point in comparison with the exponential phase of the cytosolic proteome (Upper row) and the transcriptome (Lower row). The bars represent the relative abundance of the metabolites based on the highest concentration; blue: intracellular compounds, orange: extracellular compounds, gray bar in exometabolome: initial concentration in the medium. Missing intermediates were not detected in the GC-MS or LC-MS analysis. ∗ not detected in proteomic approach.



Leucine, one of the amino acids used in the reductive, as well as the oxidative pathway of Stickland, was completely consumed in the beginning of the stationary phase. The intermediate 2-oxo-isocaproate of both pathways was detected extracellularly in the transient and early stationary phase. Isovalerate, the product of the oxidative path, showed only minor changes over all time points while isocaproate, the product of the reductive path, was detected in minor quantities in the exponential phase but accumulated intensely in the transient phase. In the stationary phase minor changes were observed due to the depletion of leucine in the medium. The Stickland products of leucine accumulated in the supernatant (68.0% isocaproate and 23.3% isovalerate based on the total leucine content). The (R)-2-hydroxyisocaproate dehydrogenase (LdhA, Kim et al., 2006) was the enzyme with the highest upregulation up to 3.4-fold in the complete leucine degradation pathway over all time points. All other enzymes in the reductive path of Stickland as well as the enzymes in the oxidative path showed only minor changes in the proteomic data. In the transcriptomic approach, predominantly the expression of genes of the oxidative path (vorC1, iorA, ptb1, buk) was slightly increased in the late stationary phases.

In the oxidative Stickland reactions, the BCAAs showed the most active conversion. All BCAAs were degraded by the same set of enzymes. In the proteome data, only minor changes of VorC1 as well as Ptb1 and Buk production were detected for the analyzed time frame. Isoleucine was almost completely used up. At the beginning of the stationary phase only about 6.6% were left. At this time point, valine was only consumed up to 48.2%.

Besides leucine, phenylalanine is the second amino acid used in the oxidative as well as the reductive Stickland reactions but it showed only minor assimilation. At the last sampling point, 68.3% of the amino acid was still found in the growth medium. Its oxidative product phenylacetate showed similar levels from the exponential to early stationary phase. It accumulated intra- and extracellularly only in the late stationary phase. In agreement, proteome and DNA array data showed only minor changes before the early stationary phase, while all gene products were found more abundant in the late stationary phases. In the reductive path phenylalanine utilization shares all enzymes with the leucine degradation. The product of this pathway, 3-phenylpropanoate, showed delayed accumulation in the supernatant compared to isocaproate, the product of leucine. 3-Phenylpropanoate was first detected in the transient phase and accumulated constantly up to the late stationary phase. At the end of the cultivation, a concentration of 14.5% 3-phenylpropanoate and only 7.1% phenylacetate in relation to the initial concentration of phenylalanine in the medium were measured.

The other two important amino acids, glycine and proline, are used by C. difficile in modified reductive pathways. L-proline is isomerized to D-proline and subsequently reduced to 5-aminovalerate. It is the only Stickland substrate which is not deaminated during the first reaction step. Proline was the amino acid which was consumed the fastest during the reductive Stickland reaction. It was already taken up completely at the beginning of the exponential phase and was fully consumed within the transient phase. The product 5-aminovalerate was exported into the growth medium primarily before the transient phase. Consequently, the proline racemase gene (prdF) was downregulated in the transient and stationary phases. Glycine was utilized over the complete cultivation period. Interestingly, the intracellular glycine level peaked in the exponential phase and decreased rapidly until the transient phase, although there was over 70% left in the growth medium. The product acetate accumulated mainly before the transient phase. The proteome data showed constant upregulation of the glycine reductase complex (GrdABDE) over the whole cultivation, while the expression of the corresponding genes was reduced in the late stationary phase (1.5-fold).

Detection of a Serine Producing Pathway in C. difficile

The strongest upregulated genes (up to 45-fold) in the stationary phase compared to the exponential phase were the three contiguous open reading frames CDIF630erm_01130-01132 up to 45-fold (Figure 4A). These genes are found widespread among Clostridiaceae. The corresponding enzymes were also present at high levels over the whole cultivation time in the proteomic approach. CDIF630erm_01131 is annotated to encode a hydroxypyruvate reductase (Hpr), an enzyme which catalyzes the reversible reaction from D-glycerate to hydroxypyruvate with NADP+ as cofactor in the serine metabolism (Dannheim et al., 2017a). CDIF630erm_01130 is annotated to encode a putative serine-pyruvate aminotransaminase and BLAST searches revealed homologies to an alanine-glyoxylate aminotransferase family protein. CDIF630erm_01132 is a protein of unknown function. Our analysis of the amino acid content in the medium showed an almost complete depletion of serine in the stationary phase. In the transient phase only 1.7% of the initial content of serine was detectable in the culture supernatant. Only small levels of glycerate were detected during the whole cultivation process intracellularly (Supplementary File S3). Hydroxypyruvate was not detectable at all.
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FIGURE 4. Proposed biosynthesis-pathway of C. difficile from the glycolysis substrate 3-phosphoglycerate to serine and cysteine. (A) Shown is the proposed pathway from 3-phosphoglycerate via serine to cysteine with the detected metabolite levels of 3-phosphoglycerate (3-P-glycerate) and the intracellular and extracellular L-serine values and the corresponding transcriptomic and proteomic data. The bars and the squares point out the sample time points exp, trans, stat1, stat2, and stat3 from left to right. The vertical axis shows the relative abundance based on the highest concentration; blue: intracellular compounds, orange: extracellular compounds, gray bar in exometabolome: initial concentration in the medium. Missing intermediate metabolites were not detected in the GC-MS or LC-MS analysis. The proteomic data of the cytosolic fraction (top squares) and the transcriptomic data (lower squares) show the log2 FC of each time point in comparison with the exponential phase. ∗We proposed CDIF630erm_01132, a protein of unknown function located in the same operon with weak homologies to hydrolases, as a candidate for the generation of serine by the removal of the phosphate. (B) NADPH formation in the enzyme assay of crude extracts from exponential (dark gray) and stationary phase (light gray) performed at 30°C in a photometer. (C) Serine content in the enzyme assay detected in samples of crude extracts from exponential (dark gray) and stationary phase (light gray) analyzed by HPLC with (+) and without (–) the substrate 3-P-glycerate performed at 22°C.



The second highest increase of transcription (up to 32-fold) in the transient phase was observed for the expression of three genes most likely forming an operon (CDIF630erm_01767-01769). The first two of them were annotated to encode a serine acetyltransferase (CysE) and a cysteine synthase (CysK), two proteins catalyzing two consecutive steps of the conversion from serine to cysteine. The third was annotated to encode a ferredoxin. Most likely, it mediates the electron transfer required for this reaction. Cysteine is besides proline the amino acid taken up and degraded first by C. difficile.

From these observations we concluded that the enzymes mentioned first including the hydroxypyruvate reductase are used by C. difficile in the biosynthetic mode for the production of serine in order to finally synthesize cysteine in a second step. To prove our prediction we analyzed the corresponding enzymatic activities in cell free crude extracts prepared from C. difficile cultures grown into the exponential and early stationary phase. For this purpose the cell free extracts from cultures in the exponential and stationary phases were tested with 3-phosphoglycerate as substrate and NADP+ as cofactor. We observed a 5–6 times higher NADPH production in assays with crude cell free extracts from bacteria grown into the stationary phase (Figure 4B). Additionally, significant de novo serine synthesis was observed by HPLC analysis of stationary phase samples. In contrast, in crude cell free extracts obtained from cultures in the exponential phase the serine content remained at an average level (Figure 4C).

Changes in Central Carbon Metabolism

During transition to the stationary phase we detected many changes in the central carbon metabolism. In addition to Stickland reactions C. difficile uses various fermentation processes linked to the central carbon metabolism to produce energy. Beside glucose, several amino acids like cysteine, alanine, and serine are degraded in the central carbon metabolism via pyruvate. Glycine and threonine degradation enters the central carbon metabolism at the stage of acetyl-CoA. For these derived fermentation pathways significant changes in the metabolite levels were detected (Figure 5).
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FIGURE 5. Time resolved analysis of central carbon metabolism of glucose via fermentation by C. difficile. The different fermentation pathways from glucose via pyruvate with the detected intra- and extracellular metabolites and the corresponding transcriptomic and proteomic data of representative genes/proteins are shown. The bars and the squares point out the sample time points exp, trans, stat1, stat2, and stat3 from left to right. The squares shows the log2 FC of each time point in comparison with the exponential phase of the cytosolic proteome (Upper row) and the transcriptome (Lower row). The bars represent the relative abundance based of the metabolites based on the highest concentration; blue: intracellular compounds, orange: extracellular compounds, gray bar in exometabolome: initial concentration in the medium. Missing intermediate metabolites were not detected in the GC-MS or LC-MS analysis.



In contrast, the transcriptomic and the proteomic analyses revealed mostly moderate regulation of corresponding genes and enzymes. Only for the pathway from acetyl-CoA to butanoyl-CoA up to 31-fold increased levels of transcripts of the genes encoding the acetyl-CoA acetyltransferase (thlA1), 3-hydroxybutanoyl-CoA dehydrogenase (hdb), short-chain-enoyl-CoA hydratase (crt2) and the butanoyl-CoA dehydrogenase (bcd) were detected for all time points after the exponential growth phase. The intracellular detected CoA-derivatives of the butanoate formation pathway showed increased levels in the transient and the early stationary phase. In the late stationary phase the levels decreased and it seemed that the main flux in the central carbon metabolism of pyruvate changed from acetyl-CoA to lactate. In C. difficile, two lactate dehydrogenases were annotated. An L-lactate dehydrogenase (Ldh) and an electron bifurcating lactate dehydrogenase (CDIF630erm_01319-01321) (Dannheim et al., 2017a). The Ldh showed only minor regulation in the transcriptomic as well as the proteomic analyses while the transcription of the genes of the electron bifurcating lactate dehydrogenase was found increased up to 2.8-fold in the late stationary phase. In agreement, pyruvate and lactate accumulated in the late stationary phase intracellularly.

Toxin Detection

Toxin A and B were quantified using an ELISA assay for the simultaneous detection of both toxins. The toxin levels were determined at all five time points and after 48 h of growth. Both toxins were exported in the stationary phase (Figure 6) and accumulated in the culture supernatant. Our data showed a different accumulation for both toxins over the growth curve. Toxin A was exported in the early stationary phase and accumulated in the supernatant up to the 48 h sample time point. Toxin B was also exported in the early stationary phase, but showed only minor accumulation in the late stationary phase.
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FIGURE 6. Toxin formation of C. difficile 630Δerm. Toxins were quantified at all sample time points discussed above and after 48 h of growth. Toxin A (yellow) and toxin B (orange) were quantified in the culture supernatant using an immunoassay and were calculated per mg of C. difficile dry weight; ∗ no toxin detectable.





DISCUSSION

Continuous Alterations of Substrate Availability Over the Growth Phases Cause Complex Changes in Stickland Fermentation

Stickland reactions are the dominant energy producing reactions in C. difficile (Figure 3). The bacterium favors the amino acids proline and leucine for these reactions. However, they were completely consumed before the onset of the stationary phase. Leucine showed a shift from the oxidative to the reductive Stickland pathway (isovalerate and isocaproate as products) between the exponential and the transient growth phase in accordance with earlier findings (Neumann-Schaal et al., 2015).

The other mainly used amino acids were isoleucine, glycine and valine. Isoleucine was also almost completely consumed in the stationary phase. There were only about 3% left at the end of the cultivation. The end product of the fermentation, 2-methylbutanoate, was exported into the growth medium during the whole cultivation process. The valine level in the culture supernatant was at about 52% of the initial concentration at the beginning of the stationary phase and remained at 40% at the end of the cultivation. In contrast, its fermentation product isobutanoate was found secreted over the whole time. In accordance, the expression of the genes vorABC, ptb123, and buk involved in the oxidative Stickland degradation of BCAA was increased in the late stationary phase. However, the residual intracellular levels of isoleucine and valine in combination with the lower product formation and the increase of the vorABC, ptb123, and buk gene expression pointed toward a lack of reduced ferredoxin or CoA for the reductive formation of acyl-CoA. The decline of the intracellular isobutanoyl-CoA level and the decrease of intracellular free CoA in the stationary phase (Supplementary File S3) confirmed this assumption. Analogously, the biosynthesis of pantothenate, which is used for the CoA biosynthesis, was found induced over the whole growth curve, although it was additionally present in the growth medium. In the membrane fraction of the proteomic approach, a putative pantothenate transporter (PanT) showed high abundance at all sample time points reaching its maximum in the early stationary phase (stat1). Pantothenate is a precursor of CoA, which is used in the Stickland reactions as well as the central carbon metabolism (Miller and Schlesinger, 1993). The biosynthesis of CoA was induced before the onset of the stationary phase. Finally, free intracellular CoA decreased in the late stationary phase which may be linked to a lack of cysteine or pantothenate required for CoA biosynthesis (Supplementary Figure S3).

Glycine was the only amino acid, which showed high consumption in the stationary growth. At the beginning of the stationary phase, about 48% of the initial glycine content could be detected and at the end of the cultivation only 16% were left. Previous studies about the regulation of the expression of glycine reductase (grd) and the D-proline reductase (prd) genes showed interesting differences (Jackson et al., 2006; Bouillaut et al., 2013). The addition of proline to the medium increased the proline reductase formation with a simultaneous reduction of glycine reductase levels via the respective gene regulation by the PrdR regulator (Bouillaut et al., 2013). Taking the perceived metabolite levels into account, this observation could explain the higher degradation of glycine in the stationary phase when proline was already metabolized. Anyway, a complex view on all levels of regulation showed that both enzyme complexes were regulated similarly before the onset of the stationary phase on transcriptional level. At the beginning of the stationary phase (stat1) the transcription of the genes for both enzyme complexes (prdABDEF, grdABDE) were found upregulated up to sixfold. Subsequently, the transcript levels for the glycine reductase were found somewhat reduced, although there was still glycine left in the medium. However, the proteome showed a strong increase of the glycine reductase complex in the stationary phase. Especially the membrane associated GrdA in the EMF was abundant with a fold change up to 104 in the stationary phase. The discrepancy between transcriptomic and proteomic data for the glycine reductase complex in the late stationary phase can be attributed to the stability of the enzyme complex or to the usual delay of translation versus transcription, as transcriptome and proteome samples were compared at the same time point (Gunawardana and Niranjan, 2013). The transcription of genes of the proline reductase complex increased up to 6.8-fold in the late stationary phase (stat3), although there was no proline left in the medium. In the microarray data of the late stationary phase, the expression of the gene CDIF630erm_02215 showed a similar upregulation of up to 6.5-fold as the proline reductase genes located in close proximity. This gene is annotated as putative proline iminopeptidase (Dannheim et al., 2017a), an enzyme that selectively removes N-terminal proline residues from peptides. A secession of proline from cellular peptides and proteins is in accordance with the renewed high expression of the proline reductase genes in the late stationary phase. However, an increase of free intracellular proline was not detected which may be assigned to a presumed fast degradation. Further, the proportion of the entire product 5-aminovalerate would probably be very low.

The aromatic amino acids, phenylalanine and tyrosine, were metabolized only in minor quantities, but the fermentation products of the oxidative path, phenylacetate and 4-hydroxyphenylacetate, were secreted over the whole growth curve, especially in the late stationary phase. This was consistent with the transcriptomic and proteomic data, where the expression of the genes encoding the aromatic-amino-acid aminotransferase (CDIF630erm_02622) and the indolepyruvate oxidoreductase (iorAB), which show a broad substrate specificity toward all aromatic amino acids (Mai and Adams, 1994; Schut et al., 2001), was increased in the late stationary phase. The reductive fermentation product of phenylalanine, 3-phenylpropanoate, showed a similar behavior as those for leucine and is produced by the same set of enzymes (HadABC, LdhA, and AcdB) primarily used for leucine degradation. It was firstly detected in the transient phase in the supernatant while its level increased in the stationary phase.

The two amino acids leucine and phenylalanine were used both in oxidative and reductive Stickland pathways. In the reductive path they were degraded by the same set of enzymes (Neumann-Schaal et al., 2015; Dannheim et al., 2017a). The (R)-2-hydroxyisocaproate dehydrogenase (LdhA) (Kim et al., 2006) showed the highest upregulation of up to 3.4-fold in the complete reductive degradation over all time points in the proteome. All other enzymes in the reductive path for leucine degradation as well as the enzymes in the oxidative path showed only minor regulation. In combination with the upregulation (up to 3.7-fold) of the gene encoding the indolepyruvate oxidoreductase (iorAB) in the stationary phase, these findings showed that C. difficile uses leucine in casamino acids containing medium first for the oxidative Stickland reaction. But already in the exponential phase, the bacterium switched to the reductive pathway. Phenylalanine seemed to be used in both pathways in the stationary phase. In the reductive path the amount of used leucine was about three times and for phenylalanine two times higher than in the oxidative pathway (Table 3).

TABLE 3. Quantification of the Stickland products from leucine and phenylalanine.
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Biosynthesis of Serine as a Basis for Cysteine Replenishment

Besides proline, cysteine is the amino acid taken up and degraded first by C. difficile. Here, cysteine might be used by the bacterium for biomass production and additionally via degradation to pyruvate for energy generation (Dubois et al., 2016). Cysteine is also known to reduce toxin production in C. difficile when present in the growth medium (Karlsson et al., 2000; Dubois et al., 2016).

Consequently, we proposed, that the three enzymes encoded by CDIF630erm_01130-01132 catalyzed the reaction from 3-phosphoglycerate to L-serine: in the first step, the protein encoded by CDIF630erm_01131 acts as 3-phosphoglycerate dehydrogenase and catalyzes the reaction from 3-phosphoglycerate to 3-phosphohydroxypyruvate. In the second step, a phosphoserine transaminase encoded by CDIF630erm_01130 catalyzes the further reaction to 3-phosphoserine with the deamination of glutamate to 2-oxoglutarate. In the last step, L-serine is generated by the removal of the phosphate. A candidate for this reaction is a protein of unknown function encoded in the same operon (CDIF630erm_01132) which shows weak homologies to hydrolases. In a next step, the serine acetyltransferase and the cysteine synthase likely synthesize cysteine from the formed serine (Figure 4A). This way, C. difficile can use the glycolysis in the late exponential to transient phase, when the favored amino acids for Stickland reactions are depleted, to produce serine as a precursor of cysteine.

A previous transcriptomic approach showed the influence of cysteine on the transcription of genes involved in amino acid biosynthesis, fermentation, energy metabolism, iron acquisition and stress response (Dubois et al., 2016). In our analyses, the expression of genes involved in the reaction from cysteine to pyruvate revealed no obvious regulation over the whole growth curve with the exception of cystathionine beta-lyase gene (malY), whose transcription was decreased up to sixfold in the late stationary phase. In contrast, the expression of genes for thioredoxin (trxA1) and a thioredoxin reductase (trxB1) were found upregulated up to 10.3-fold in the late stationary phase. The increase of transcripts involved in thiol protection and stress response (Dubois et al., 2016) suggests that cysteine is needed for the survival of C. difficile in the late stationary phase. This in turn explains the need for the biosynthesis of this amino acid after its depletion in the culture supernatant.

Changes in the Central Carbon Metabolism Are Related to the Energy Metabolism and Toxin Production

In the central carbon metabolism glucose was completely consumed at the beginning of the stationary phase and the main pathway changed from glucose catabolism via acetyl-CoA and butanoate fermentation to the reduction of pyruvate to lactate (Figure 5). Due to the depletion of preferred reductive Stickland substrates such as proline and leucine, C. difficile mainly oxidized Stickland amino acids in the stationary phase while NAD+ or ferredoxins seems to be recovered in other pathways. The changes of the metabolic fluxes from the fermentation of amino acids to the central carbon metabolism during adaptation to the non-growing state and its connection to the toxin production suggested a high influence of the metabolism of the host and the available nutrients in the gut on the course of disease. The correlation of the metabolism of C. difficile to that of the host was already shown in vivo, where the bacterial metabolism alters depending on nutrient availability, the different phases of disease and the bacterial community which in turn is strongly influenced by the use of antibiotics (Jenior et al., 2017; Fletcher et al., 2018).

Fermentation with the L-lactate dehydrogenase resulted in a direct oxidation of one NADH while fermentation with the electron bifurcating lactate dehydrogenase resulted in the oxidation of two reduction equivalents (Weghoff et al., 2015; Buckel and Thauer, 2018). In the butanoate fermentation two reducing equivalents are oxidized. The switch to lactate fermentation could be due to the need of a faster process of consuming reducing equivalents or the limited availability of free CoA (Supplementary File S3).

The proteomic approach showed also differences in other compounds for energy transport. In the membrane fraction, the Rnf-complex RnfABDE was decreased up to 7.7-fold in the late stationary phase. With the Rnf-complex electrons from reduced ferredoxin were transferred to one NAD+ by generating a sodium ion gradient across the cytoplasmic membrane (Biegel et al., 2011; Tremblay et al., 2012). The produced sodium ion gradient can be used for ATP synthesis. Simultaneously, the energy-coupling factor transporters (EcfA1, EcfA2, and EcfT) were decreased up to 16.9-fold in the late stationary phase on proteome level. The Ecf transporter is used for the import of micronutrients by the hydrolysis of ATP (Zhang, 2013; Swier et al., 2016). Interestingly, the ATP synthase (CDIF630erm_03237-03244) was found to be up to sixfold induced in the late stationary phase in the transcriptomic as well as the proteomic approach in our study. Overall, our data support the complex correlation between the different energy transport systems and the associated import of nutrients, which could be in total related to the toxin production.

It is known that the central carbon metabolism is regulated by glucose itself as well as by different global regulators (Sonenshein, 2005; Dineen et al., 2010; Antunes et al., 2012; Bouillaut et al., 2015). Also certain metabolites show an influence on the regulatory activity based on signaling pathways (Kochanowski et al., 2017). 50% of the genes regulated by glucose are based on the catabolite control protein CcpA which could be a link between the carbon- and the nitrogen pathways (Antunes et al., 2012). In our study, we failed to detect significant regulation of CcpA in our transcriptome and proteome data. There is not much information available on the regulation of CcpA production and stability in Clostridia. Moreover, the regulatory principles of CcpA from Clostridia differ from those of Bacilli (Yang et al., 2017). Very recently some autoregulation of the ccpA gene from C. acetobutylicum was observed (Zhang et al., 2018). However, the observed degree of regulation did not suggest major concentration changes of the protein in the cell. Other known regulators in the central carbon metabolism to adaptive stress response by nutrient limitation are CodY and Rex. CodY regulates the expression of genes depending on the intracellular BCAA and the GTP content, and Rex regulates the expression of most of the identical genes in response to the NAD+/NADH ratio (Sonenshein, 2005; Dineen et al., 2010; Bouillaut et al., 2015). In our study, the expression of both, codY and rex, showed no significant regulation during the whole cultivation time at the level of the transcriptome and proteome. CodY is also known to repress the butanoate synthesis (Dineen et al., 2010) but this effect was not observed in our study (Figure 5).

Both toxins were exported in the early stationary phase and accumulated in the supernatant up to the 48 h sample time point. In contrast to toxin A, toxin B showed only minor additional accumulation in the late stationary phase. This difference could be due to the very different toxin concentrations, which may influence the export efficiency. Previous studies led to contradictory results concerning intracellular toxin levels: early studies showed that in exponential growth, toxin detection is possible neither intracellularly nor in the supernatant (Karlsson et al., 2008). In a previous study, we determined minor intracellular toxin formation in the stationary phase (Neumann-Schaal et al., 2015). In contrast, a recent study showed higher intracellular toxin A levels in complex media, but there was no absolute quantification done (Wydau-Dematteis et al., 2018). However, different media and isolates were used. Due to the accumulation of the toxins in the culture supernatant in the late stationary phase an influence of the growth phase or the growth rate could be assumed. But neither variations of the growth phase nor the growth rate showed direct effects on the toxin production (Karlsson et al., 1999). Consequently, a connection of toxin formation and metabolism in general or certain compounds of the metabolism was supposed. Here, the global regulator Rex (CDIF630erm_00292) could react to shifted ratios of NAD+/NADH due to the major rearrangements in the fermentation processes. The NAD+/NADH ratio in our study decreased following the course of growth (Supplementary File S3). It was shown that Rex is active as a repressor of target genes by high NAD+/NADH ratios and dissociates from the operator sites when the NAD+/NADH ratio decreases (Brekasis and Paget, 2003; Bouillaut et al., 2015). Also the regulation of the central carbon and the energy metabolism by Rex was shown (Ravcheev et al., 2012). Accordingly, the observed shift in the NAD+/NADH ratio could cause the observed regulation of toxin formation in our analysis. Former studies already suggested the link between intracellular NADH, the butanoate metabolism and the toxin formation in C. difficile (Neumann-Schaal et al., 2015). Our data support this correlation, and in addition suggested an involvement of the complete energy metabolism, presumably due to the reduction equivalents, and the central carbon metabolism in toxin production. An influence of pyruvate as a product of cysteine degradation on toxin formation was concluded by Dubois et al. (2016). The addition of pyruvate to stationary grown cultures resulted in the repression of toxin genes (Dubois et al., 2016). The increased intracellular pyruvate level in the late stationary phase in our study suggested that less likely the single metabolite was responsible for the repression of toxins but rather a change of the flux in the central carbon metabolism. The more global relationship between the metabolism and the toxin formation is confirmed by the findings that the global regulators CodY and CcpA influence the toxin formation in C. difficile (Dupuy and Sonenshein, 1998; Dineen et al., 2010).

Interestingly, expression of genes involved in the biosynthesis of riboflavin (ribABDEH) were induced before the onset of stationary phase and showed decreased levels in the late stationary phase when the toxins were secreted. Precursors of riboflavin are known to activate mucosal-associated invariant T cells, which are involved in the immune response in humans (Corbett et al., 2014). This may lead to a limited response of the innate immune system to C. difficile while toxins are secreted.



CONCLUSION

Using an integrated time-resolved multi-omics approach we were able to unravel the global transcriptional, proteomic and metabolic changes taking place when C. difficile is shifting from a growing to a non-growing state. We showed that C. difficile has depleted all of its favored amino acids for energy production by Stickland-type fermentative reactions and also cysteine at the end of the exponential phase. This led to drastic rearrangements of the metabolic flux. Previously used amino acids in the oxidative Stickland reactions were then mainly used in the reductive paths. Furthermore, the central carbon metabolism associated fermentation pathways showed higher activity. Most of all, the degradation pathway from acetyl-CoA to butanoate, pentanoate and 5-methylhexanoate were found increased. In the late stationary phases the amounts of the CoA intermediates decreased presumably due to a lack of free CoA. This leads to a further metabolic shift to the fermentation of lactate. In both pathways, NADH is oxidized to NAD+. We showed that C. difficile is able to replenish serine and thereby most likely also cysteine from 3-phosphoglycerate. Another favored amino acid proline may be selectively removed from peptides or proteins by an iminopeptidase in the late stationary phase.

In the late phases of growth during onset of toxin secretion, the central carbon metabolism showed higher intensities. The correlation between butanoate formation and the toxin production has been suspected in some other studies (Karlsson et al., 2000; Neumann-Schaal et al., 2015). The central role of pyruvate has been discussed before (Dubois et al., 2016). We showed, that there must be a more general correlation between the energy metabolism, most of all, the central carbon metabolism, and the toxin formation in C. difficile. Our data indicate the complexity of the processes influencing the toxin production in C. difficile based on nutrient availability. There is the need for more detailed analyses, especially focusing on the energy metabolism, to understand the whole system of toxin production.
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Bacteriophages (phages) are bacterial viruses that parasitize bacteria. They are highly prevalent in nature, with an estimated 1031 viral particles in the whole biosphere, and they outnumber bacteria by at least 10-fold. Hence, phages represent important drivers of bacterial evolution, although our knowledge of the role played by phages in the mammalian gut is still embryonic. Several pathogens owe their virulence to the integrated phages (prophages) they harbor, which encode diverse virulence factors such as toxins. Clostridioides (Clostridium) difficile is an important opportunistic pathogen and several phages infecting this species have been described over the last decade. However, their exact contribution to the biology and virulence of this pathogen remains elusive. Current data have shown that C. difficile phages can alter virulence-associated phenotypes, in particular toxin production, by interfering with bacterial regulatory circuits through crosstalk with phage proteins for example. One phage has also been found to encode a complete binary toxin locus. Multiple regulatory genes have also been identified in phage genomes, suggesting that their impact on the host can be complex and often subtle. In this minireview, the current state of knowledge, major findings, and pending questions regarding C. difficile phages will be presented. In addition, with the apparent role played by phages in the success of fecal microbiota transplantation and the perspective of phage therapy for treatment of recurrent C. difficile infection, it has become even more crucial to understand what C. difficile phages do in the gut, how they impact their host, and how they influence the epidemiology and evolution of this clinically important pathogen.

Keywords: Clostridium difficile, Clostridioides difficile, bacteriophages, prophages, toxins, virulence, lysogenic conversion


BACTERIOPHAGES

Bacteriophages (phages) are bacterial viruses that infect bacteria. At ∼1031 viral particles, they represent the most abundant biological entities in the biosphere and almost all bacteria are susceptible to phage attacks. Phages are therefore important drivers of bacterial evolution (Brüssow and Hendrix, 2002). Depending on the phages’ replication strategy, their impact on bacterial populations can be drastically different. The two most frequent mechanisms of phage replication are the lytic cycle, and the lysogenic cycle (Figure 1). Phages that replicate only via the lytic pathway are referred to as “virulent” and inevitably lead to death of the host upon infection. Those phages that can replicate either by the lytic or the lysogenic cycle are said to be “temperate.” When temperate phages become integrated into the host genome (i.e., prophages) their host is said to be lysogenic.
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FIGURE 1. Summary of the replication strategies and multiple impacts of phages infecting C. difficile.





BACTERIOPHAGES INFECTING C. DIFFICILE

Most phages infecting Clostridioides (Clostridium) difficile were isolated following induction of prophages (Shan et al., 2012; Hargreaves and Clokie, 2014; Sekulovic et al., 2014). However, free phages have also been isolated directly from fecal supernatants of patients infected with C. difficile, hence prophage induction occurs in vivo (Meessen-Pinard et al., 2012). In the 1980s and 1990s, C. difficile phages were studied for their potential as strain typing tools (Sell et al., 1983; Dei, 1989; Mahony et al., 1991). Now their potential for phage therapy applications is being explored (Nale et al., 2016b, 2018). At the time of writing this manuscript, at least 24 complete phage genomes were available in public databases (Table 1). Most of them are members of the Myoviridae family of the order Caudovirales (i.e., phages with contractile tails), and six phages are members of the Siphoviridae family (i.e., phages with long non-contractile tails) (Ackermann and Prangishvili, 2012). Functional data describing the lytic cycle of C. difficile phages are quite scarce. The few one-step growth curve experiments published so far suggest highly variable latency periods (from ∼30 min to 2 h), (Goh et al., 2005b; Sekulovic et al., 2011) and burst sizes (i.e., virions released per infected cell), with as few as 5 phages/cell for phage ϕC2 (Goh et al., 2005b), to 122 phages/cell for phage 56 (Mahony et al., 1985). In addition, most phages have relatively narrow host ranges (Goh et al., 2005b; Sekulovic et al., 2011, 2014; Rashid et al., 2016), which is directly related to the availability of a suitable host receptor, the presence of endogenous prophages conferring resistance, and the presence of antiphage systems including clustered regularly interspaced short palindromic repeat sequences (CRISPRs) (Hargreaves et al., 2014a; Boudry et al., 2015), the recently described superinfection exclusion system CwpV (Sekulovic et al., 2015), and possibly others. Of particular interest, the receptor(s) used by C. difficile phages to infect their host remain(s) to be clearly identified. In other Gram-positive bacteria, different cell surface components are used as phage receptors, from single proteins to polysaccharides or teichoic acids. As examples, the Bacillus subtilis YueB (São-José et al., 2006) and Lactococcus lactis Pip (Babu et al., 1995) proteins are, respectively, used by phages SPP1 and c2 to infect their host. Different polysaccharides composing the pellicle are used as receptors by lactococcal phages such as p2 (Bebeacua et al., 2013). Of note, recent data with Diffocins, i.e., phage tail-like bacteriocins that resemble Myoviridae phage tails and that kill their host by puncturing the cell, point to a central role of the surface layer protein A (SlpA) as a general phage receptor used by Diffocins and Myoviridae phages (Gebhart et al., 2015; Kirk et al., 2017). Detailed molecular interactions between phages and the C. difficile surface need to be further investigated, in particular regarding Siphoviridae phages, and considering the potential of phages as therapeutic agents.

TABLE 1. List and relevant characteristics of C. difficile phages for which a complete genome sequence is available in GenBank.
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HIGH PREVALENCE OF PROPHAGES IN C. DIFFICILE GENOMES

Over 1,300 C. difficile genomes have been fully sequenced and are available in public repositories, but thousands of additional genomes have also been sequenced and are available through collaborative research (Garneau et al., 2018). Although uncommon, as many as 5–6 different prophages were identified in a single C. difficile genome (Amy et al., 2018; Ramírez-Vargas et al., 2018). However, between 1 and 3 prophages are more frequently observed, in addition to genomic “islands” containing phage-related genes. Recent studies highlighted the prevalence of large phage genomes that reside as extrachromosomal DNA in C. difficile (Garneau et al., 2018; Ramírez-Vargas et al., 2018). For example, the large phiCD211/phiCDIF1297T and related phages, with genomes of ≥131-kb, have been detected in 5% of 2,584 C. difficile genomes analyzed, spanning 21 different multi-locus sequence types (MLST) (Wittmann et al., 2015; Garneau et al., 2018). Ten other large phage genomes (∼128–135-kb), including phiCD5763, phiCD5774, and phiCD2955, were recently described in C. difficile isolates from around the world and representing seven different MLST sequence types (Ramírez-Vargas et al., 2018). Comparative genomic analyses underlined the important genetic variability among large phages, and they could eventually be used as genetic markers to subtype and monitor specific strains during epidemiological studies, as suggested for Salmonella enterica (Mottawea et al., 2018).

It is worth mentioning that extrachromosomal phage genomes can be difficult to differentiate from large plasmids containing phage genes. A study by Amy et al. (2018) reported the characterization of a large plasmid in C. difficile strain DLL3026. This 46-kb plasmid, called pDLL3026, and several other plasmids of similar size identified in other isolates, harbor a significant number of phage structural genes coding for head and tail morphogenesis, recombinases/integrases and phage regulators. The presence of partition genes like parM and parR and DNA similarity with plasmids led the authors to conclude that these were plasmids. However, the presence of partition genes like parA has also been reported in other phages, including phiCD6356 (Horgan et al., 2010), ϕCD38-2 (Sekulovic et al., 2011), and phiSemix9P1 (Riedel et al., 2017), the latter two known to be maintained as extrachromosomal DNAs in lysogenic cells. Large phage genomes such as phiCD211/phiCDIF1296T and phiCD5763 also seem to be frequently found as extrachromosomal DNA, and ParM homologs were identified in some of them (Garneau et al., 2018; Ramírez-Vargas et al., 2018). Therefore, in the absence of functional data to assess the inducibility and production of infectious particles from these large “plasmids,” it is hard to conclude on their exact nature.

The identification of complete prophages in bacterial genomes has been greatly improved, thanks to the development of tools such as PHAST and PHASTER (Arndt et al., 2016, 2017). But the task is more challenging with decaying prophage remnants that have lost many of the conserved phage components such as structural genes. Yet, these remnants could still influence their host even if they can’t replicate or produce complete infectious particles. Diffocins are a good example: these phage tail-like particles resemble Myoviridae phage tails, but lack a capsid and genetic material (Gebhart et al., 2012). They kill their host following induction and lysis of the cell, and also kill other competing cells around, but they can’t produce infectious particles. The functional role of Diffocins remains to be clarified, but they possibly provide a competitive advantage to C. difficile strains carrying them by killing surrounding competitors (Kirk et al., 2017).



THE CONSEQUENCES OF PROPHAGE INDUCTION

The role of prophages in the physiology and virulence of C. difficile is a topic of great interest, considering their prevalence and diversity, and the historical role prophages played in the virulence of other bacterial pathogens (Brüssow et al., 2004; Fortier and Sekulovic, 2013). Prophage stability is critical because of the direct consequence on the viability of the host itself and susceptible surrounding strains/species that can be re-infected. Induction can occur spontaneously, but is promoted by common antibiotics and various environmental stresses (Rokney et al., 2008; Meessen-Pinard et al., 2012; Shan et al., 2012). Of note, prophage induction triggered by antibiotics promote horizontal gene transfer and spreading of antibiotic resistance genes in mice (Modi et al., 2013). In vitro, phage ϕC2 was shown to mediate transduction of the Tn6215 transposon between C. difficile strains (Goh et al., 2013). Differences in abundance and diversity of gut phages has also been associated with diseases and could be the result of prophage induction (Norman et al., 2015; Manrique et al., 2016). Hence, better understanding the role of prophage induction in complex ecosystems such as the gut is of great interest.

Induction of prophages and phage-related elements can also have other important physiological roles in C. difficile. For example, excision of the phage-related mobile element called skinCd is important during the sporulation process (Haraldsen and Sonenshein, 2003; Saujet et al., 2014). The skinCd is a putative prophage remnant similar to the one identified in B. subtilis (skinBs) that interrupts the coding sequence of SigK, a sporulation-associated alternative sigma factor. Excision of the skinCd element at a specific time point during the sporulation process restores the coding sequence of the gene, allowing expression of sigK (Saujet et al., 2014; Fimlaid and Shen, 2015). Control of the excision of the skin element remains unclear, but a putative site-specific recombinase similar to SpoIVCA, encoded by cd1231 and located within skinCd, is suspected to be involved. Some crosstalk between prophages has been reported (Lemire et al., 2011; Sekulovic and Fortier, 2015), including between their recombinases (Singh et al., 2014). Therefore, other phage-encoded recombinases could possibly participate in skinCd excision as well, and thus influence sporulation (Saujet et al., 2014).



PROPHAGES INFLUENCE TOXIN PRODUCTION IN C. DIFFICILE

The main virulence factors of C. difficile are the large TcdA and TcdB exotoxins. They are encoded on a 19.6-kb pathogenicity locus, the PaLoc (Rupnik et al., 2009). The PaLoc is thought to originate from an ancient prophage, since it shares a number of features with phages, in particular the tcdE gene encoding a phage-like holin involved in toxin secretion (Govind and Dupuy, 2012; Govind et al., 2015; Monot et al., 2015). Prophage induction per se has not been directly associated with toxin release or synthesis in C. difficile, as opposed to Shiga toxin-encoding phages in Escherichia coli (Kimmitt et al., 1999; Zhang et al., 2000) but some prophages interfere with toxin synthesis. For example, phage ϕCD119 was shown to express the RepR repressor, capable to bind a DNA region in the promoter of tcdR in the PaLoc, resulting in repression of toxin genes (Govind et al., 2009). On the contrary, phage ϕCD38-2 was shown to increase transcription of all five PaLoc genes by a yet unknown mechanism, resulting in more toxins produced in vitro. However, the impact of ϕCD38-2 on toxin synthesis was strain-dependent (Sekulovic et al., 2011) and similar observations were reported with other C. difficile phages (Goh et al., 2005a), suggesting that the influence of a prophage on its host partly depends on the genetic background.

A complete binary toxin locus (CdtLoc) has been recently identified in the genome of phage phiSemix9P1 (Riedel et al., 2017). The binary toxin, normally located on a 6.2-kb chromosomal locus called CdtLoc comprises 2 genes coding for the toxin components, cdtA and cdtB, as well as a regulator encoded by cdtR (Carman et al., 2011; Gerding et al., 2014). Of note, all three genes from the CdtLoc were shown to be transcribed from the phiSemix9P1 prophage, suggesting that it is functional, although no toxin assays have been performed (Riedel et al., 2017). The CdtLoc is present only in a subset of C. difficile isolates, including the epidemic ribotype 027 isolates (Bauer et al., 2011), and studies suggest that CDT contributes to virulence by promoting adhesion to epithelial cells (Schwan et al., 2009, 2014; Gerding et al., 2014). phiSemix9P1 has limited DNA homology with another C. difficile phage, ϕCD505, and the large pCDBI1 plasmid, suggesting that it is genetically unique. The identification of a CDT-encoding phage is intriguing but it might represent a rare isolated case, since it has never been observed in other C. difficile phages, including the numerous prophages identified in the course of genome sequencing projects. Nevertheless, it further supports the evolutionary role of phages in toxin conversion of C. difficile (Riedel et al., 2017).



PROPHAGE GENE EXPRESSION DURING LYSOGENY

During active phage replication, the transcriptional program of the host is profoundly restructured and metabolic resources are redirected toward phage replication. However, during the lysogenic cycle, prophages are generally quiescent and minimal gene transcription is observed from the prophage itself. Only a few gene products are required to establish and maintain lysogeny (Ainsworth et al., 2013), the CI repressor from the E. coli phage Lambda being the most well-characterized gene expressed during lysogeny (Oppenheim et al., 2005; Rokney et al., 2008).

Very little is known about transcriptional reprogramming during phage infection or lysogeny in C. difficile. In fact, only one study has looked at global gene expression during lysogeny (Sekulovic and Fortier, 2015). In that study, the ϕCD38-2 prophage was introduced into the epidemic strain R20291 and mRNA levels were assessed by RNAseq. It is important to mention that the prophage was maintained as a circular extrachromosomal DNA, so the host genome integrity was unaffected. On a genome-wide scale, the expression of 39 genes was significantly altered by the introduction of the prophage, including genes from the phi027 prophage already present in the host. This further supports the existence of some crosstalk between prophages (Sekulovic and Fortier, 2015). Two-thirds of the differentially expressed genes were downregulated twofold to threefold, and half of the differentially expressed genes were related to sugar uptake and metabolism, suggesting a possible impact on growth kinetics. Of note, the cwpV gene encoding a conserved surface protein was induced 20-fold in the lysogen. Transcription of cwpV is dependent on the configuration of a genetic switch located between the promoter and the gene. Recombination of the switch, catalyzed by the host-encoded RecV recombinase, turns transcription of cwpV ON or OFF in a phase-variable manner (Reynolds et al., 2011; Fagan and Fairweather, 2014). Only ∼5% of bacterial cells in culture express the CwpV protein at their surface, but in the R20291 lysogen carrying ϕCD38-2, this proportion increased to 95%, hence explaining the higher mRNA levels observed. The exact mechanism by which ϕCD38-2 influences phase variation remains unknown (Sekulovic and Fortier, 2015). CwpV is a large conserved cell wall protein suspected to contribute to cell adhesion and biofilm formation, and possibly immune evasion (Reynolds et al., 2011). The location of the protein at the cell surface and its apparent link with lysogeny suggested that it could play some role in phage infection. It turned out that CwpV has strong antiphage activity against several C. difficile phages of the Siphoviridae and Myoviridae families when overexpressed from a plasmid or from a “locked-ON” strain. Current data suggest that CwpV functions as a superinfection exclusion system (Sekulovic et al., 2015) that blocks phage DNA injection. The biological relevance of such an antiphage system seems obvious in the context of the gut microbiota. CwpV-ON strains would be protected from lytic phage attacks, which are expected to be relatively frequent in the gut due to high phage and bacterial densities (Manrique et al., 2016, 2017). Higher numbers of CwpV-ON cells could also contribute to colonization of the gut through increased bacterial adhesion and biofilm formation. Maybe of greater concern, however, is the fact that cwpV-expressing cells are naturally occurring in vitro due to phase variation and these cells are resistant to phage infection. Hence, looking at future phage therapy perspectives (Nale et al., 2016b), naturally occurring CwpV-positive cells in the gut could potentially compromise the efficacy of therapeutic phages. Further in vivo assays will be required to clarify the biological role and consequences of CwpV expression.



OTHER IMPACTS OF PROPHAGES ON THEIR HOST

Several phage genomes carry cargo genes unrelated to the phage replication cycle, and their expression is often independent from the phage circuitry and occurs during lysogeny. The genes often code for virulence factors, including toxins, superantigens, and hydrolytic enzymes (Brüssow et al., 2004; Fortier and Sekulovic, 2013). Certain prophage genes can also provide phage immunity via superinfection exclusion (Mahony et al., 2008; Labrie et al., 2010).

The genomes of many C. difficile prophages encode genes that are suspected to influence their host. For example, the large phiCD211-like phages encode putative multidrug resistance genes, spore proteases, and multiple regulators that could interfere with host regulation (Garneau et al., 2018). A CRISPR array with a cas3 gene was also identified, suggesting that phiCD211-like phages possibly participate in CRISPR interference. The presence of CRISPR arrays has been reported in other C. difficile phages, including the two prophages from strain 630 (Hargreaves et al., 2014a; Boudry et al., 2015) as well as the phi027 prophage present in the epidemic strain R20291 and most R027 isolates (Sekulovic and Fortier, 2015). Transcriptomic analyses by RNAseq showed that these CRISPR arrays are transcribed and thus, possibly contribute to C. difficile resistance to invading DNA (Boudry et al., 2015; Sekulovic and Fortier, 2015).

Phage phiCDHM1 and other predicted C. difficile prophages encode homologs of an Agr-like quorum sensing (QS) system (Hargreaves et al., 2014b). QS is used to coordinate specific phenotypes at the whole population level in function of cell density. QS has been implicated in virulence of several pathogens, by coordinating toxin secretion, biofilm production, motility, and sporulation (Novick and Geisinger, 2008; Antunes et al., 2010; Rutherford and Bassler, 2012). The Agr system of Staphylococcus aureus is the most well-characterized QS system in Gram-positive bacteria, and regulates the expression of hundreds of genes, including exotoxins and surface proteins. It is encoded by an operon of four genes, agrD-agrB-agrC-agrA (Novick and Geisinger, 2008). At least two types of QS systems have been described in C. difficile; one is similar to the S. aureus Agr, while the other is related to the luxS/AI-2 from Vibrio harveyi (Stabler et al., 2009). Both systems control the expression of C. difficile toxins in function of cell density (Lee and Song, 2005; Martin et al., 2013; Darkoh et al., 2015). During lysogeny, the agrB and agrC genes are expressed from the phiCDHM1 prophage, suggesting that these components of the QS system are active. However, in the absence of an agrA homolog in phiCDHM1, it is impossible to conclude if the system is functional or not and whether it participates in some way to QS. We can speculate that AgrB and AgrC contribute to autoinducer secretion and signal detection, but no response would be elicited due to the absence of an associated response regulator. Alternatively, these phage-encoded genes could partly complement another Agr system from the host (Hargreaves et al., 2014b). QS likely affects multiple phenotypes in C. difficile (Martin et al., 2013) so it will be interesting to establish whether phage-encoded QS genes influence virulence-associated phenotypes such as toxin production, sporulation, or biofilm formation. QS signals detected by the phage-encoded AgrC could also lead to prophage induction, as observed with soil bacteria (Ghosh et al., 2009). This could be a means for the prophage to “determine” the best moment to initiate a replication cycle that will ensure its successful propagation into the bacterial population. It is therefore reasonable to hypothesize that during infection of the gut, high cell densities would trigger prophage induction, hence promoting phage dissemination and possibly horizontal gene transfer. Further research on the impact of QS on prophage stability would be necessary.



CONCLUSION AND PERSPECTIVES

The contribution of phages to the evolution and virulence of C. difficile remains to be clarified (Fortier and Sekulovic, 2013). So far, prophages seem to impact C. difficile’s lifestyle and biology in subtle ways, depending on the genetic background of the host. Studying phage–host interactions requires extensive knowledge of the biology of the phage and the host. Unfortunately, many phage genes have no homologs in databases or have no assigned function. Therefore, one way to investigate the impact of a prophage on its host is to introduce a given temperate phage into a susceptible bacterial host to create a new lysogen and to study various phenotypes in comparison with the parental strain lacking that prophage. However, bacterial genomes often carry multiple prophages and phenotypes can sometimes result from the cumulative effects of more than one prophages, like reported for the DNAses secreted by Streptococcus pyogenes SF370 (Euler et al., 2016). In addition, natural lysogens have been carrying prophages for extensive periods of time and as such, the prophages’ regulatory circuits are often seamlessly integrated into the host network (Ehrbar and Hardt, 2005). Therefore, a better alternative is to remove parts or whole prophages from their natural lysogen to study their impact. Such “prophage-cured” strains can then be compared with the lysogenic parental strain. Curing lysogens from their prophages can be quite challenging depending on the host and the availability of molecular tools. Reports of successful curing using extensive screening for spontaneous prophage-cured mutants, or using allelic exchange with counter selection methods have been published in Gram-negative (e.g., E. coli) and Gram-positive bacteria (e.g., S. pyogenes, S. aureus). These studies have shed light on the role of individual prophages as well as their combined contribution to virulence of their host (Bae et al., 2006; Wang et al., 2010; Euler et al., 2016). Of note, curing of one of the two prophages from C. difficile strain 630 has been recently reported, and involved the use of the CRISPR technology (Hong et al., 2018). This first example of prophage curing in C. difficile paves the way for additional studies on the role of prophages in this pathogen, in particular in epidemic strains such as the R20291 that carries the conserved phi027 prophage (Stabler et al., 2009). Better understanding how phages interact with C. difficile at the molecular level will be essential, especially for future phage therapy applications. Hence research focusing on identifying the cell receptor(s) and the phages’ receptor binding protein and how these two influence the phages’ host range will be crucial. In addition, understanding how phages affect C. difficile and whole bacterial populations in complex ecosystems such as the gut microbiota will be determinant as well. For instance, transfer of certain phages from donors to recipients seems to contribute to the success of fecal microbiota transplantation to treat recurrent C. difficile infections (Zuo et al., 2017). Studying the interplay between the virome and the microbiome in health and disease is thus of high relevance. In conclusion, there is a lot more to discover about C. difficile phages and the newly developed molecular tools and the availability of bacterial genome sequences will certainly foster research in this domain.
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Clostridium difficile infection (CDI) is a major cause of infectious diarrhea among hospitalized patients. Probiotics could be instrumental in restoring the intestinal dysbiosis caused by CDI. Here, we examined the protective effect of Pediococcus pentosaceus LI05 in a mouse CDI model. C57BL/6 mice were administrated P. pentosaceus LI05 (LI05 group) or sterile anaerobic PBS (CDI group) everyday for 14 days. Mice were exposed to antibiotics cocktail for 5 days; then challenged with C. difficile strain VPI10463. Mice were monitored daily for survival and weight loss. Colonic tissue and serum samples were assessed for intestinal histopathology, intestinal barrier function and systemic inflammation. The oral administration of P. pentosaceus LI05 improved the survival rate and alleviated the histopathological impact of C. difficile. Compared to the CDI group, the levels of inflammatory mediators in the colon as well as inflammatory cytokines and chemokines in serum were substantially attenuated in the LI05 group. P. pentosaceus LI05 alleviated the CDI-induced of disruption of ZO-1, occludin and claudin-1. Additionally, fecal microbiome analysis showed an enrichment in the abundance of the Porphyromonadaceae and Rikenellaceae, while, the relative abundance of Enterobacteriaceae were decreased. Our results demonstrated that the preventive effect of P. pentosaceus LI05 against CDI was mediated via improving tight junction proteins and down-regulating the inflammatory response. Therefore, P. pentosaceus LI05 could be a promising probiotic in CDI.

Keywords: Clostridium difficile, probiotics, intestinal dysbiosis, tight junction proteins, inflammatory cytokines


INTRODUCTION

Clostridium difficile infection (CDI) imposes a considerable challenge to the healthcare systems worldwide (Lo Vecchio and Zacur, 2012). The past two decades have witnessed the emergence of hypervirulent strains, recurrence and an overall higher infection rates. Upon infection, patients can be presented with a variety of symptoms ranging from mild diarrhea to life-threatening conditions like pseudomembranous colitis, toxic megacolon and death (Leffler and Lamont, 2015). Risk factors for CDI include the use of broad spectrum antibiotics and older age (Bartlett et al., 1978; Chalmers et al., 2016). The pathogenic effects of C. difficile are mediated via two secreted toxins, toxins A and B which activates various inflammatory cytokines causing intestinal inflammation, which inactivate members of Rho GTPases, leading to neutrophilic colitis, loss of intestinal barrier function, and cell death (Leffler and Lamont, 2015). In the early 2000s, the emergency of a hypervirulent strain, NAP1/BI/027, secretes a third toxin (binary toxin, CDT), which may result in poor prognosis (O’Connor et al., 2009; Chitnis et al., 2013). Current mainstays for CDI treatment remains to be metronidazole, and vancomycin (Schaffler and Breitruck, 2018). The new treatment like fidaxomicin, showed an equivalent cure rate and a reduced risk of recurrence when compared with patients who receiving vancomycin in a study (Cornely et al., 2012). However, the emergence of novel outbreak-associated strains and the high recurrence rates urge clinicians and researchers to explore new therapeutic options.

Restoration of the intestinal microbiota and intestinal barrier after gut dysbiosis is crucial for the clearance of CDI (Mills et al., 2018; Valdes-Varela et al., 2018). A recent meta-analysis demonstrated that probiotics may play a vital role in preventing CDI (Shen et al., 2017). Specifically, the administration of probiotics within the first 2 days of the antibiotic course reduced the CDI risk by more than 50% among inpatients, and the efficacy of probiotics gradually decreased afterward (Shen et al., 2017). Consequently, maintenance of the gut flora balance through probiotics is crucial for the management of CDI (Shen et al., 2017; Valdes-Varela et al., 2018).

The use Lactobacillus species either alone or in combination has been intensively investigated for its therapeutic effect against CDI (Mills et al., 2018). Several evidence suggested an association between the absence of lactobacilli and the development of CDI among inpatients (Banerjee et al., 2009; Goldenberg et al., 2015; Ratsep et al., 2017; Mills et al., 2018). Further, lactobacilli could successfully antagonize the cytotoxic effects of C. difficile (Vanderhoof et al., 1999; Barker et al., 2017; Ratsep et al., 2017; Spinler et al., 2017). Pediococcus pentosaceus is another probiotic species that belongs to family Lactobacillaceae. Several strains of P. pentosaceus has been extensively used for food preservation and also they displayed remarkable probiotic properties including an antimicrobial activity and regulation of inflammation in animals (Lv et al., 2014b). P. pentosaceus LI05 (CGMCC 7049), isolated from the fecal samples of a healthy volunteer, demonstrated acid-tolerant and bile-tolerant traits and our previous results demonstrated a potentially protective effects against enteropathogens (Lv et al., 2014a,b; Shi et al., 2017). Taken together, in this study we aim to investigate the protective function of P. pentosaceus LI05 against C. difficile in a mouse model of CDI.



MATERIALS AND METHODS

Strains and Culture Conditions

Pediococcus pentosaceus LI05 was cultured anaerobically in MRS broth (Oxoid, Thermo Fisher Biochemicals Ltd., Beijing, China) at 37°C for 24 h as detailed previously (Lv et al., 2014b). The cultures were centrifuged to pellet the cells for 10 min at 5000 × g and 4°C, washed with sterile phosphate buffer saline (PBS, pH 7.2) twice and resuspended in the same buffer. C. difficile strain VPI 10463 (ATCC 43255) active culture was inoculated into Difco cooked meat media (BD Diagnostic Systems, United States) and incubated for 36 h at 37°C under anaerobic conditions (80% N2, 10% CO2, and 10% H2) in an anaerobic workstation (AW300SG; Electrotek, England) (Chen et al., 2008). Next, the culture was centrifuged at 3200 × g for 10 min at 4°C. The pellets were washed twice in sterile PBS, re-suspended and administered intragastrically to the mice.

Animals and Experimental Design

A total of 28 specific-pathogen-free (SPF) C57BL/6 female mice (6–8 week old) were acquired from Shanghai SLAC Laboratory Animal, Co., Ltd. Mice were allowed 1–2 weeks to acclimatize and were housed in groups of four per cage under SPF conditions. Next, mice were randomly divided into three groups based on the initial weight of mice: normal control group (NC group; n = 8), experimental model group (CDI group; n = 12), and P. pentosaceus LI05 group (LI05 group; n = 8). Using oral gavage, we administered a daily dosage of 3 × 109 CFU P. pentosaceus LI05 suspended in 200 μl sterile PBS for 14 days in mice of the LI05 group. Probiotic administration started from the eigth day before C. difficile challenge till the fifth day post-infection (day -8 to day 5). In the NC and CDI groups, we administered 200 μl sterile anaerobic PBS once daily for 14 days. All mice were monitored at least once daily to observe the clinical symptoms of CDI, survival rate and record their body weight. The detailed experimental design is shown in Figure 1. All experiments were approved by the First Affiliated Hospital, School of Medicine, Zhejiang University’s institutional animal care and use committee and were performed in accordance with the recommendations of “Guide for the Care and Use of Laboratory Animals” (NIH publication 86-23 revised 1985).
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FIGURE 1. Pediococcus pentosaceus LI05 administration attenuated C. difficile-induced colonic tissue damage. (A) Schematic presentation of the experimental design. Mice were randomly assigned to three groups: NC group (N = 8), CDI group (N = 12), and LI05 group (N = 8). (B) Kaplan–Meier survival plots of three groups. (C) Mean relative weight of all surviving mice (up to the day of death). (D) Toxins A and B levels were measured in the fecal samples on day 3 and expressed as test value (ODs). (E) Pathologic score of colonic tissues. NC, normal control; CDI, C. difficile infected; LI05, P. pentosaceus LI05 treated. (F) Representative H&E staining of colonic tissues. The arrows showed epithelial damage (blue), neutrophil margination (red), and congestion/edema (black) (scale bar, 100 μm).



CDI Experimental Model

Clostridium difficile infection mouse model was established as detailed previously (Chen et al., 2008). Briefly, an antibiotic cocktail composed of kanamycin (0.4 mg/mL), gentamicin (0.035 mg/mL), colistin (850 U/mL), metronidazole (0.215 mg/mL), and vancomycin (0.045 mg/mL) was added to the drinking water for 5 days starting from the 8th day before CDI challenge to disrupt the normal microflora. Next, all mice were allowed access to regular drinking water for 2 days and received a single dose of clindamycin (10 mg/kg; intraperitoneal) 1 day prior to C. difficile challenge. After 24 h, mice in the CDI and LI05 groups were infected with 108 CFU of C. difficile strain VPI 10463 by oral gavage. Stool samples were anaerobically cultured on cycloserine–cefoxitin–taurocholate agar (CCFA-TA; Oxoid) for 48 h as detailed previously (Chen et al., 2014; Xu et al., 2017). Matrix-assisted laser desorption ionization-time of flight (MALDI-TOF) mass spectrometry on a Microflex LT system (Bruker Daltonik) was used for strain identification. Further, toxins A and B were determined in triplicates by enzyme-linked fluorescent assay (VIDAS C. difficile toxins A and B, bioMerieux, SA) in the fecal samples according to the manufacturer’s instructions.

Histological and Pathological Evaluation

Colon tissue samples were collected and fixed in 10% neutral buffered formalin. Samples were then embedded in paraffin and sliced into 4-μm thick sections on a microtome (RM2016, Leica, Shanghai). Next, samples were stained with haematoxylin and eosin (H&E) according to the standard protocols and analyzed by an experienced histopathologist in a blinded manner. The degree of enteritis was scored and graded using the scoring system reported by Chen et al. (2008). Briefly, histological scores were epithelial cell damage (score of 0–3), congestion/edema (score of 0–3), and neutrophil infiltration (score of 0–3).

Immunohistochemical Staining and Immunofluorescence

Immunohistochemistry and immunofluorescence were performed in the colon tissues as previously reported (Lv et al., 2014a). Sections were stained with primary antibodies against (TNF-α, MCP-1, NF-KB p65, phospho-p65, and ZO-1) (Servicebio, Wuhan, China). Images were analyzed with the NanoZoomer Digital Pathology system (Hamamatsu Photonics K.K., Japan). A total of 10 vision fields were randomly selected from each slide and the mean positive area was calculated and analyzed by Image J software. The disruption and disorganization of ZO-1 immunostaining were visualized with a Zeiss LSM T-PMT confocal microscope (Zeiss, Jena, Germany).

Detection of Serum Cytokines and Chemokines

Serum cytokine concentration was detected by Bio-Plex Pro Mouse Cytokine 23-Plex Panel (Bio-Rad) with a MAGPIX system (Luminex Corporation) and Bio-Plex Manager 6.1 software (Bio-Rad) according to the standard manufacturer’s protocol. The following cytokines and chemokines were included in the 23-plex panel: Eotaxin, G-CSF, GM-CSF, IL-1a, IL-1b, IL-2, IL-3, IL-4, IL-5, IL-6, IL-9, IL-10, IL-12(p40), IL-12(p70), IL-13, IL-17, IFN- γ, KC, MCP-1, MIP-1α, MIP-1β, RANTES, and TNF-α.

Quantitative Real-Time PCR (qPCR)

Total RNA was extracted from the mice colons with RNeasy Plus Mini Kit (Qiagen, Hilden, Germany) according to the manufacturer’s protocols. RNA concentration was measured using a NanoDrop 2000 (Thermo Fisher Scientific, Waltham, MA, United States) and then reverse transcribed into cDNA with a PrimeScriptTM RT reagent Kit (Perfect Real Time) (RR036A, Takara, Dalian, China) following the standard protocols. The expression of mRNA was measured in triplicates with SYBR® Premix Ex TaqTM II master mix (Tli RNaseH Plus) (RR820A, Takara, Dalian, China) using a CFX96 Real-Time PCR Detection System (Bio-Rad). The relative expression of target genes was normalized to β-actin level and calculated by the comparative cycle threshold (Ct) method. Primer pairs were synthesized by Sangon Biotech Co., Ltd. (Shanghai, China) and listed in Supplementary Table S1.

Analysis of Microbiota Composition by 16S rRNA Gene Amplicon Sequencing

Caecal content samples were snap frozen and stored at -80°C after collection. Bacterial DNA was isolated from the caecal contents using a QIAamp® Fast DNA Stool Mini Kit (Qiagen, Hilden, Germany) following the manufacturer’s instructions. DNA concentration and integrity were measured by a NanoDrop 2000 spectrophotometer (Thermo Fisher Scientific, Hudson, NY, United States) and agarose gel electrophoresis, respectively. PCR amplification of the V3–V4 hypervariable regions of the bacterial 16S rRNA was carried out using universal primer pairs (343F: 5′-TACGGRAGGCAGCAG-3′; 798R: 5′-AGGGTATCTAATCCT-3′). The details of libraries construction are as follows: the libraries construction includes two stages, primers 343F and 798R were used in first stage PCR, the PCR system and conditions are: 95°C denaturation for 3 min, 25 cycles of 95°C denaturation for 30 s, 60°C annealing for 30 s, and 72°C extension for 30 s and a final extension for 10 min at 72°C. After the first stage PCR product was purified, primer i5 and i7 (Illumina universal adaptor) were used in second stage PCR and the PCR system and conditions: 95°C denaturation for 3 min, 8 cycles of 95°C denaturation for 30 s, 55°C annealing for 30 s, and 72°C extension for 30 s and a final extension for 10 min at 72°C. The second stage PCR product was purified using Agencourt AMPure XP beads (Beckman Coulter, Inc., Brea, CA, United States). Next, Sequencing was performed on an Illumina Miseq with two paired-end read cycles of 300 bases each (Illumina Inc., San Diego, CA, United States).

Paired-end reads were preprocessed using Trimmomatic software (Bolger et al., 2014) to detect and cut off ambiguous bases(N). It also cut off low quality sequences with average quality score below 20 using sliding window trimming approach. After trimming, paired-end reads were assembled using FLASH software (Magoc and Salzberg, 2011). Parameters of assembly were: 10 bp of minimal overlapping, 200 bp of maximum overlapping and 20% of maximum mismatch rate. Sequences were performed further denoising as follows: reads with ambiguous, homologous sequences or below 200 bp were abandoned. Reads with 75% of bases above Q20 were retained. Then, reads with chimera were detected and removed. These two steps were achieved using QIIME software (version 1.8.0) (Caporaso et al., 2010). Clean reads were clustered to generate operational taxonomic units (OTUs) using UPARSE software with 97% similarity cutoff (Edgar, 2013). The representative read of each OTU was selected using QIIME package. All representative reads were annotated and blasted against Silva database (Version 123) using RDP classifier (confidence threshold was 70%) (Wang et al., 2007). The microbial diversity in caecal content samples was estimated using the Chao1 index (Chao and Bunge, 2002). The UniFrac distance matrix performed by QIIME software was used for unweighted and weighted UniFrac Principal coordinates analysis (PCoA) and phylogenetic tree construction.

PICRUSt Analysis

The functional profile of KEGG Orthology (KOs) (Kanehisa et al., 2012) for each sample was predicted from 16S rRNA sequence data with PICRUSt (Phylogenetic Investigation of Communities by Reconstruction of Unobserved States) (Langille et al., 2013). The predicted KO abundances were collapsed to level 3 by grouping them into a higher level of functional categorization.

Statistical Analysis

Data were either expressed as mean ± standard deviation (SD) or median with interquartile range (IQR). One-way ANOVA test (for those with normal distribution) or Mann–Whitney’s U test (for those with skewed distribution) were used to compare the examine groups. To compare the differences in taxa abundances among the three groups, we utilized Wilcoxon rank sum tests and the Benjamini-Hochberg correction to reduce false discoveries for multiple hypotheses at each taxonomic level. The permutational multivariate analysis of variance (PERMANOVA) with the adonis function was used to test for microbial community clustering using weighted and unweighted UniFrac distance matrices. Statistical analyses were completed with either SPSS (22.0; SPSS Inc., Chicago, IL, United States) or GraphPad Prism (7; GraphPad Software Inc., San Diego, CA, United States). Two-sided p-values <0.05 were considered to be statistically significant.



RESULTS

P. pentosaceus LI05 Reduced the Rate of Mortality and Protected Against CDI-Induced Weight Loss

In order to closely simulate the clinical status of CDI patients, we administered P. pentosaceus LI05 in the LI05 group on the first day of antibiotic cocktail use. Following CDI challenge, the survival rate of the NC, CDI, and LI05 groups were 100% (8/8), 66.67% (8/12), 100% (8/8), respectively (Figure 1B). The change in body weight acts as an indicator for the mice general health during CDI (Chen et al., 2008). Compared to the NC group, mice in the CDI group showed a significant weight loss following CDI and their body weights were at the lowest level on day 3 post-infection (CDI group: 88.00 ± 2.25 vs. NC group: 101.59 ± 2.6, P < 0.001; Figure 1C). Further, four mice in the CDI group were found dead by post-infection day 4. All mice became severely infected and moribund were humanely killed. In the LI05 group, mice suffered from a small decrease in body weight and all mice survived until the end of the experiment (Figures 1B,C). Compared to the CDI group, the mean relative weight loss of mice in the LI05 group was significantly lower on day 3 of (LI05 group: 94.01 ± 4.59 vs. CDI group, P < 0.01). In order to validate the responsibility of C. difficile to the observed CDI symptoms, we collected and analyzed stool samples before and after the C. difficile challenge. Stool samples collected before the challenge were negative for C. difficile toxins. Whereas, analysis of stool samples collected on day 3 post-infection in CDI and LI05 groups were both positive for C. difficile culture and toxins (Figure 1D).

P. pentosaceus LI05 Attenuated CD-Induced Colon Injury

Histological inspection of the colon tissues from the CDI group demonstrated extensive submucosal edema, mucosal proliferation with patchy epithelial necrosis and the wide distribution of inflammatory cells, predominantly neutrophils, was evident (Figure 1F). On the other hand, compared to CDI group, the degree of colon injuries was less severe in the LI05 group (Figure 1F). The pathological grading system revealed that mice of CDI group were presented with severe epithelial damage, neutrophil margination, and congestion/edema and the total score was significantly higher than the NC group (CDI group: 4.13 ± 1.55 vs. NC group: 0.36 ± 0.22; P < 0.001; Figure 1E; Chen et al., 2008). Whereas, the total score was significantly lower in the LI05 group compared to the CDI group (1.63 ± 0.92 vs. 4.13 ± 1.55, respectively; P < 0.01; Figure 1E).

P. pentosaceus LI05 Alleviated Immune Reactions by Modulating Serum Inflammatory Cytokine

Clostridium difficile infection is aggravated through a broad range of inflammatory cytokines (Pawlowski et al., 2010). Therefore, we assessed profiles of 23 different serum cytokines to detect the impact of P. pentosaceus LI05 on the production of inflammatory mediators. The serum levels of the examined cytokines were significantly up-regulated in the CDI group compared to the NC group (Figure 2). In the LI05 group, nine serum cytokines were significantly mitigated (Figure 2). Therefore, these results indicate the P. pentosaceus LI05 could significantly improve the CDI-induced high interleukin levels (IL-1α, IL-4, IL-6) as well as the immunomodulatory cytokine IL-10. In addition, the increase in MIP-1β, MCP-1, G-CSF, TNF-α, and RANTES were also alleviated in the LI05 group (Figure 2).
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FIGURE 2. Administration of P. pentosaceus LI05 relieved C. difficile-induced cytokine expression in the serum. Bar charts represented the expression of IL-1α, IL-4, IL-6, IL-10 levels as well as the MIP-1β, MCP-1, G-CSF, TNF-α, and RANTES levels among the examined groups (N = 8 per group). NC, normal control; CDI, C. difficile infected; LI05, P. pentosaceus LI05 treated.



P. pentosaceus LI05 Mitigated CD-Induced Intestinal Immune Response and Reinforced Intestinal Barrier Integrity

Activation of NF-κB signaling pathway in monocytes and colonic epithelial cells is closely associated with intestinal inflammation due to C. difficile (Kim et al., 2006). Previous studies demonstrated that toxins secreted by C. difficile can activate the NF-κB pathway and subsequently a large number of proinflammatory factors are secreted leading to the colon inflammation (Cowardin et al., 2016). Therefore, we assessed the cytokine/chemokine mRNA expression in proximal colon among the three experimental groups. Compared to the NC group, mice in CDI group exhibited a significant increase in the relative mRNA levels of the following chemokines IL-1β, IL-4, TNF-α, MCP-1, and MIP-1α (Figure 3A). In contrast, mice in LI05 group exhibited a significant reduction of the above mentioned chemokines (P < 0.05). Furthermore, we investigated the impact of P. pentosaceus LI05 on NF-κB pathway via immunostaining the colon tissues with antibodies against TNF-α, MCP-1, and phospho-NF-κB p65 (Figure 3B). Compared to the CDI group, Image J analysis of the positive area percentage indicated that the levels of TNF-α, MCP-1, and phospho-NF-κB p65 were significantly lower in the LI05 group (30.16 ± 5.14 vs. 21.70 ± 3.38; 24.77 ± 3.73 vs. 21.70 ± 3.38, and 19.34 ± 3.38 vs. 13.68 ± 2.71, respectively; P < 0.01, P < 0.05, and P < 0.01, respectively).
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FIGURE 3. Pediococcus pentosaceus LI05 suppressed C. difficile-induced intestinal immune response. (N = 8 per group) (A) Colonic expression of the proinflammatory factors IL-1β, IL-4, TNF-α, MCP-1, and MIP-1α. (B) Immunohistochemical analysis of TNF-α, phospho-NF-κB p65 and MCP-1 in colonic tissue of mice (scale bar, 50 μm). Upper panel: Left, immunohistochemistry; Right, the percent positive area was illustrated by Image J. NC, normal control; CDI, C. difficile infected; LI05, P. pentosaceus LI05 treated.



Next, to assess the intestinal epithelial integrity, we examined the expression colonic intestinal tight junction proteins by quantitative PCR and immunofluorescence. In the CDI group, C. difficile challenge caused the delocalization of intestinal tight junction proteins (ZO-1, occludin, claudin-1) in the colons (Figure 4). In contrast, the LI05 group showed higher levels of ZO-1 mRNA expression and maintained high fluorescence intensities (Figure 4A). Notably, P. pentosaceus LI05 also promoted mRNA expression of occluding and claudin-1 compared to the CDI group (Figure 4B).
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FIGURE 4. Pediococcus pentosaceus LI05 reinforced gut barrier function by mitigating the CD-induced disruption Tight Junction Proteins (ZO-1, occluding, claudin-1). (N = 8 per group) (A) ZO-1 immunofluorescence (×200) and mRNA expression of ZO-1 in colonic tissue. (B) mRNA expression of occluding, claudin-1 in colonic tissue. NC, normal control; CDI, C. difficile infected; LI05, P. pentosaceus LI05 treated.



P. pentosaceus LI05 Affected the CD-Induced Alterations of the Intestinal Microbiome and Metabolome

To further investigate the impact of P. pentosaceus LI05 intake on CDI mice, we assessed the fecal pellets by 16S rRNA sequencing. The sequencing data have been deposited in the NCBI SRA database with accession PRJNA490589. Fecal samples were obtained from 23 samples (NC group = 8, CDI group = 7, LI05 group = 8). 922,521 paired-end reads were generated, and 718,403 sequences (31235 reads per sample) were available for down-stream analysis after data processing and quality control. Species diversity calculated by Simpson diversity indices and the community richness detected by Chao1 indices indicated there was no significant difference between the CDI group and LI05 group (P = 0.119, P = 0.186, respectively). Next, we used the unweighted (Figure 5A) and weighted (Figure 5B) UniFrac PCoA to investigate the overall structural changes of microbial communities, which showed a marked difference between the CDI group and the NC group. The permutational multivariate analysis of variance (PERMANOVA) with the adonis function also revealed significant difference between three groups (NC vs. CDI P = 0.001; LI05 vs. NC P = 0.001; LI05 group vs. CDI group P = 0.011). Therefore, these results showed that P. pentosaceus LI05 can affect the CD-induced gut microbiome alteration. Furthermore, it appears that the CDI group had far more within group variation than the NC or LI05 group, it may be associated with the individual ability to fight this disease of mice.
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FIGURE 5. Administration of P. pentosaceus LI05 ameliorated microbiome dysbiosis in CDI. (N = 7–8 per group) (A,B) PCoA plot of the microbiota among three groups based on unweighted UniFrac metric (A) and weighted UniFrac metric (B). Each point represented a sample. (C) Relative abundance of taxa at the phylum level. (D) Relative abundance of taxa at the family level. (E) Relative abundance of taxa at the genus level. NC, normal control; CDI, C. difficile infected; LI05, P. pentosaceus LI05 treated.



Further, we compared relative taxa abundance at the phylum and genus levels to characterize the phenotypic changes in the taxonomic composition in depth (Figures 5C–E). Wilcoxon rank sum test combined with the Benjamini-Hochberg method was applied to compare bacteria taxa, and significant association was considered below a FDR threshold of 0.05. Compared with that of the NC group, our results demonstrated the existence of higher variations in individual CDI group. The percentage standard deviation of the three major phyla Bacteroidetes, Firmicutes, and Proteobacteria were 61.68% ± 8.89, 29.16% ± 9.08, and 8.19% ± 4.88 for NC group, respectively, and 32.97% ± 27.47, 39.25% ± 33.30, and 27.67% ± 13.24 for CDI group, respectively (Figure 5C). However, there was no significant difference of the three major phyla between LI05 and NC group (Figure 5C). Families such as Rikenellaceae (NC group 8.13% ± 2.49 vs. CDI group 0.11% ± 0.20), Ruminococcaceae (NC group 5.93% ± 2.40 vs. CDI group 0.04% ± 0.056), Bacteroidales (NC group 35.45% ± 16.31 vs. CDI group 0.09% ± 0.23), and Deferribacteraceae (NC group 0.05% ± 0.06 vs. CDI group 0.00% ± 0.00) were relatively deficient in CDI group compared to the NC group (q < 0.05), whereas, Enterobacteriaceae (NC group 0.05% ± 0.07 vs. CDI group 20.25% ± 11.89) and Enterococcaceae (CDI group 0.26% ± 0.26 vs. NC group 0.003% ± 0.004) was abundantly higher in the CDI group (q < 0.05) (Figure 5D). Compared with that of the CDI group, the continuous administration of P. pentosaceus LI05 lead to the decrease of the proportion of phylum Proteobacteria (13.13% ± 5.21 in LI05 group, 27.67% ± 13.24 in CDI group, q < 0.05), and the enrichment of phylum Bacteroidetes abundance (67.44% ± 7.35 in LI05 group, 32.97% ± 27,47 in CDI group, q < 0.05). At the family level, the relative abundance of Porphyromonadaceae (LI05 group 65.89% ± 7.49 vs. CDI group 20.41% ± 26.73) and Rikenellaceae (LI05 group 1.46% ± 1.66 vs. CDI group 0.11% ± 0.20) in LI05 group compared to the CDI group (q < 0.05), while, the relative abundance of Enterobacteriaceae (LI05 group 3.86% ± 2.92 vs. CDI group 20.25% ± 11.89, q < 0.05) were decreased in LI05 group (Figure 5D).

These compositional and diversity changes induced by C. difficile may have functional implications. We used PICRUSt, a bioinformatics tool that uses evolutionary modeling to predict metagenomic functional content from 16S rRNA data and a reference genome database, to assess potential functional differences among the three groups (Langille et al., 2013). Many of the predicted functional differences were in KEGG metabolic pathways between the microbiomes of CDI group and NC group: lipids, amino acids, peptides, carbohydrates, and xenobiotics (Supplementary Figure S1). However, the lipid metabolism pathway, Fatty acid metabolism and glycolytic pathway, including primary bile acid biosynthesis and secondary bile acid biosynthesis, was significantly different after administration of P. pentosaceus LI05 (Figure 6).
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FIGURE 6. PICRUSt results of metabolic pathways in the gut microbiome of CDI group and LI05 group.





DISCUSSION

To the best of our knowledge, this is the first report that demonstrates the successful prophylactic function of P. pentosaceus against CDI. In this study, we observed that the administration of P. pentosaceus LI05 significantly reduced the mortality, substantially ameliorated CDI-induced colonic tissue damage and systemic inflammatory response in a mouse model treated with broad spectrum antibiotics and infected with C. difficile VPI 10463.

To date, the standard laboratory investigations cannot distinguish between C. difficile colonization and true CDI in the fecal samples (Bagdasarian et al., 2015). Further, previous studies of experimentally induced CDI focused on the inflammatory response in colonic tissues (Pawlowski et al., 2010; Koon et al., 2016; Roychowdhury et al., 2018). Nevertheless, information regarding the inflammatory mediators circulating in the blood is still limited. We expect that a better understanding for the inflammatory response in serum may highlight specific inflammatory pathways for CDI and hence, pave the road toward more efficient therapeutic options for CDI. Compared to the NC group, our results demonstrated that the serum inflammatory cytokines in the CDI group were significantly increased. The administration of P. pentosaceus LI05 significantly alleviated the CDI-induced inflammatory response. Similarly, in colon tissues the level of TNF-α, MCP-1, MIP-1α were up-regulated in the CDI group and P. pentosaceus LI05 treatment significantly improved the inflammatory response in the LI05 group. The up-regulation of serum cytokines often induces the production and secretion of G-CSF from the T cells, endothelial cells, and macrophages (Mehta et al., 2015). G-CSF plays an important role in promoting the production of granulocytes (Mehta et al., 2015). Once the infection is controlled the G-CSF levels are decreased and return back to normal. In the same context, MCP-1 and MIP-1α, belong to CC-chemokine family, play an important role in recruiting and activating monocytes/macrophages, regulating the inflammatory mediators and adhesion molecules (Carr et al., 1994; Kostova et al., 2015). Compared with the CDI group, the down-regulation of the abovementioned inflammatory mediators in LI05 group suggests that the clinical manifestations of the infection were drastically reduced in those mice.

Clostridium difficile pathogenicity is mainly attributed to the production of two exotoxins: toxins A and B (Di Bella et al., 2016). Both toxins share a common domain structure with around 63% of amino acid homology (von Eichel-Streiber et al., 1992; Pruitt et al., 2010) and have similar mechanisms in eliciting cell death (Cowardin et al., 2016). However, Ng et al. (2010) demonstrated that both toxins have remarkable differences in their pathogenic ability; specifically, toxin B is able to induce inflammasome activation at much lower concentrations than toxin A. Activation of NF-κB signaling pathway in colonic tissues was reported to be closely associated with toxin A (Kim et al., 2006; Cowardin et al., 2016). In turn, NF-κB phosphorylation induce the expression of pro-IL-1β gene and TNF-α (Cowardin et al., 2016). Further, challenging monocytes with C. difficile resulted in the induction of pro-inflammatory cytokines such as IL-1β and increased proliferation of allogenic T cells (Bianco et al., 2011; Vohra and Poxton, 2012). Increased TNF-α and IL-1β levels could further enhance toxins A and B-mediated cytotoxicity resulting in cell death (Cowardin et al., 2016). In our study, the administration of P. pentosaceus LI05 significantly reduced the inflammatory response in colonic tissues. Particularly, our results demonstrated that P. pentosaceus LI05 administration inhibited the NF-κB phosphorylation, decreased the intestinal inflammatory response, and down-regulated the expression of inflammatory genes and inflammatory cytokine, including TNF-α, MCP-1, IL-1β, MIP-1α in the LI05 group. As a result, we observed that the administration of P. pentosaceus LI05 improved the histological pictures of colonic tissues through decreasing the leukocyte infiltration, edema and epithelial necrosis compared to CDI group.

In agreement, previous studies demonstrated the crucial role of gut microbiota against CDI (Gu et al., 2016; Mills et al., 2018; Valdes-Varela et al., 2018). The restoration of intestinal microbiota and intestinal barrier after gut dysbiosis was found to be instrumental in CDI treatments (Mills et al., 2018; Valdes-Varela et al., 2018). Several antagonistic mechanisms have been proposed to explain the beneficial effects of probiotics including the production of antimicrobial molecules and modulation of intestinal inflammation (Boonma et al., 2014; Gebhart et al., 2015). Germination and growth of C. difficile were strongly affected by members of the two dominant phyla, Firmicutes and Bacteroidetes (Theriot et al., 2014, 2016; Antharam et al., 2016). The gut metabolome of CDI was associated with relative increases in amino acids, carbohydrates, primary bile acids, while levels of the secondary bile acid deoxycholate and luminal dipeptides decreased (Theriot et al., 2014). In summary, CDI in mice resulting in microbiome depletion, especially of Bacteroidetes species, decreased microbial diversity, and altered the potential functional capabilities of the microbiome. In our study, many of the predicted functional differences in KEGG metabolic pathways were found between LI05 group and CDI group, such as lipid metabolism pathway, fatty acid metabolism and glycolytic pathway. Furthermore, we previously verified that P. pentosaceus LI05 could synthesize three antimicrobials, including prebacteriocin, lysin, and colicin V production family proteins, and we verified their protective effects against tested enteropathogens (Lv et al., 2014b). Moreover, we also demonstrated that P. pentosaceus LI05 had the ability to accelerate the reproduction of generally beneficial microbial taxa like Lactobacillus, Prevotella, and Paraprevotella as well as restraining the excessive reproduction of opportunistic pathogens like Oscillospira, Flavonifractor, and Escherichia (Lv et al., 2014a,b; Shi et al., 2017). In good agreement, results obtained from this study showed Escherichia was significantly decreased in LI05 group, thus, we speculated that P. pentosaceus LI05 may inhibit the opportunistic pathogen like Escherichia in mice after exposure to broad spectrum antibiotics and C. difficile challenge. However, since we only sequenced partial 16S rRNA sequences in this study, and the OTUs could not be assigned to the species level with high confidence, P. pentosaceus LI05 was not observed to be enriched in the gut microbiome. This is likely because of no significant increase in the amount of P. pentosaceus LI05 in the mice caecal content samples in such a short time after probiotic withdrawal.

In adult Chinese patients, we previously reported that the percentages of Escherichia/Shigella were significantly higher in CDI patients (Gu et al., 2016). The overgrowth of Escherichia/Shigella could possible impair the intestinal permeability resulting in worsening disease severity and complications such as endotoxaemia (Quigley et al., 2013). Therefore, here, we investigated the integrity of the intestinal barrier to explore the mechanism of impaired intestinal permeability. In epithelial cells, toxins A and B were found to disrupt the tight junctions (Nusrat et al., 2001; Schenck et al., 2013). Here, we observed that CDI caused the delocalization of intestinal tight junction proteins (ZO-1, occluding, claudin-1). Upon the administration of P. pentosaceus LI05, that the intestinal tight junction protein (ZO-1, occludin, claudin-1) in the colon appeared more visually intact in the LI05 group. Taken together, in this study our results verified that the injured villi architecture and cytokine/chemokine was substantially ameliorated in the LI05 group. And our results also showed that P. pentosaceus LI05 can clearly affected the CD-induced gut microbiome alteration, thus, we hypothesized that it may be helpful in modulating gut barrier integrity. Nevertheless, one important limitation to this study is that the model of study is C57BL/6 mice. Although the mice model we used could closely represent the clinical manifestations and typical histologic features of this human disease (Chen et al., 2008). In this study, we showed the beneficial function of P. pentosaceus LI05 as a promising probiotic agent against CDI. These promising findings merit further experimental and clinical studies to determine the efficacy and safe applicability of P. pentosaceus LI05 in human subjects.



CONCLUSION

In this study, we confirmed the protective role of P. pentosaceus LI05 against antibiotic cocktail treatment followed by CD challenge in mice. We suggest that P. pentosaceus LI05 pretreatment may reduce the risk of CDI by down-regulating the degree of intestinal inflammatory response and the production of serum inflammatory mediators, protecting the intestinal barrier function. These findings verify the beneficial function of P. pentosaceus LI05 as a promising probiotic agent against CDI.
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Clostridioides difficile (formerly Clostridium difficile) is a Gram-positive, anaerobe, spore-forming pathogen, which causes drug-induced diseases in hospitals worldwide. A detailed analysis of the proteome may provide new targets for drug development or therapeutic strategies to combat this pathogen. The application of metabolic labeling (ML) would allow for accurate quantification of significant differences in protein abundance, even in the case of very small changes. Additionally, it would be possible to perform more accurate studies of the membrane or surface proteomes, which usually require elaborated sample preparation. Such studies are therefore prone to higher standard deviations during the quantification. The implementation of ML strategies for C. difficile is complicated due to the lack in arginine and lysine auxotrophy as well as the Stickland dominated metabolism of this anaerobic pathogen. Hence, quantitative proteome analyses could only be carried out by label free or chemical labeling methods so far. In this paper, a ML approach for C. difficile is described. A cultivation procedure with 15N-labeled media for strain 630Δerm was established achieving an incorporation rate higher than 97%. In a proof-of-principle experiment, the performance of the ML approach in C. difficile was tested. The proteome data of the cytosolic subproteome of C. difficile cells grown in complex medium as well as two minimal media in the late exponential and early stationary growth phase obtained via ML were compared with two label free relative quantification approaches (NSAF and LFQ). The numbers of identified proteins were comparable within the three approaches, whereas the number of quantified proteins were between 1,110 (ML) and 1,861 (LFQ) proteins. A hierarchical clustering showed clearly separated clusters for the different conditions and a small tree height with ML approach. Furthermore, it was shown that the quantification based on ML revealed significant altered proteins with small fold changes compared to the label free approaches. The quantification based on ML was accurate, reproducible, and even more sensitive compared to label free quantification strategies.

Keywords: Clostridioides difficile, mass spectrometry, metabolic labeling, proteomics, relative protein quantification


INTRODUCTION

Clostridioides difficile (Lawson et al., 2016), formerly known as Clostridium difficile (Hall and O’Toole, 1935), is an ubiquitous, obligate anaerobic, spore forming, Gram-positive bacterium with a close relation to the Peptostreptococcaceae family (Collins et al., 1994; Yutin and Galperin, 2013). C. difficile is the leading cause of healthcare-associated infective diarrhea (Freeman et al., 2010) with approximately 500,000 patients in the United States (Lessa et al., 2015) and 124,000 patients in the European Union in 2011 (Smits et al., 2016). The main risk factor for the CDI is the antibiotic exposure during hospitalization or the association of patients with the health care facility (Freeman et al., 2010; Lessa et al., 2015). In 2006, the total costs of CDI were evaluated at 3 billion EURO per year in the European Union with an increasing tendency (Kuijper et al., 2006). The mortality rate caused by CDI has been reported to be approximately 10% within a month of diagnosis leading to approximately 29,000 deaths in the United States in 2011 (Planche et al., 2013; Lessa et al., 2015).

Since the first description of C. difficile as cause of antimicrobial-associated diarrhea in humans and animals, the scientific interest in this pathogen increased rapidly. Epidemiological studies described numerous strains around the world (Freeman et al., 2010) and an alarming number of antimicrobial resistances for several classes of antimicrobial agents (Spigaglia et al., 2011). Due to the increased necessity of profound knowledge about the pathogenicity, pathophysiology, virulence factors, or resistance mechanisms of C. difficile, several proteomic studies of this pathogen were performed in the last two decades. In addition to a variety of other studies, the publications on cell wall associated proteins and proteins of the spore layers are particularly interesting. Cell wall associated proteins of the pathogen interact with the host and the microbiota and could be potential targets for the immune system or antimicrobial agents while spores play an important role for the infection as well as during spreading processes and antibiotic resistance. Wright et al. (2005) identified cell wall associated proteins (two surface layer proteins, components of the flagella, and a number of paralogs of the high-molecular weight surface layer protein) in a 2D SDS-PAGE approach after different extraction methods. In further studies, proteins of different spore layers involved in the spore coat morphogenesis, in the attachment to surfaces, or proteins with a possible role in spore resistance or germination were identified (Abhyankar et al., 2013; Swarge et al., 2018).

Chen et al. (2017) reviewed different proteomic approaches of the recent years which have been used for discovery of host–pathogen interactions, which were observed and described on different levels: (i) molecular level (identification of microbial virulence proteins and protein modifications), (ii) single-cell level (exploration of microbial resistance mechanisms), (iii) organism level (non-invasive body fluid analysis for diagnostic and prognostic biomarker identifications), and (iv) population level (studying the gut microbiome and metaproteome). Such in-depth analysis of C. difficile would offer new starting points for the identification of targets for therapeutic strategies. Especially, detailed analyses of the membrane and surface proteome of C. difficile are essential for a better understanding of, e.g., virulence associated processes, ways of infection as well as resistance mechanisms of one- or multi-drug-resistant strains. The detailed knowledge about the membrane proteome of C. difficile could lead to the identification of protein candidates as vaccine targets at the cell surface like previously described for Francisella tularensis. The proteome analysis of the inner and outer membrane of F. tularensis showed two additional proteins in an attenuated strain compared to a virulent strain. The membrane of the attenuated strain was used as vaccination and led to an significant protection against the virulent strain (Post et al., 2017).

For quantitative analysis of adaptation processes on proteome level, various techniques are described, which are based either on the introduction of stable isotopes into proteins or peptides or on determination of protein amounts in a label free manner. Each of these techniques owns specific advantages and inevitable disadvantages (Bantscheff et al., 2007, 2012; Otto et al., 2012; Chahrour et al., 2015). In general, the main advantages of the label based approaches are a high accuracy and reproducibility whereas the label free approaches show a higher quantitative proteome coverage and can be used for the proteomic analysis of each organism (Bantscheff et al., 2007). Since the first description of a stable isotope labeling introduced by ML for bacterial proteomes (Oda et al., 1999), the labeling strategy was adapted also for cell cultures with the development of SILAC by Ong et al. (2002). The application of ML offers the introduction of a stable isotope label into each protein at the earliest time point, during protein synthesis. The combination of unlabeled (‘light’) and labeled (‘heavy’) proteins during the first steps of a proteome analysis workflow (Oda et al., 1999; Ong et al., 2002) allows for correction of all sources of quantification errors possibly introduced during sample preparation (Bantscheff et al., 2007). Relative protein quantification is performed by the comparison of the abundance of precursor ions in the survey spectrum derived from co-eluting ‘heavy’ and ‘light’ peptides (Oda et al., 1999). Due to the early combination of differentially labeled samples, the ML approach is supposed to be the most accurate label based quantitative MS method which makes it particularly suitable for detecting small changes in protein amounts (Bantscheff et al., 2007). In addition to relative quantitative studies, ML approaches can also be used for determination of protein turnover for individual proteins as shown for the first time for 50 selected proteins of Saccharomyces cerevisiae with an average degradation rate of about 2.2% per hour (Pratt et al., 2002). This knowledge about individual protein synthesis and degradation rates becomes essential for integrated Omics techniques (Beynon and Pratt, 2005). Another possible application of the ML approach offers the opportunity to quantify secreted proteins from C. difficile which are redundant in the secretome of the surrounding bacterial consortium. A similar approach used azidonorleucine based ML strategy of Yersinia enterocolitica before infection of HeLa cells to study low abundant microbial proteins in the host cell cytoplasm (Mahdavi et al., 2014).

Until now, protein quantification in C. difficile was based on chemical labeling of peptides via iTRAQ (Jain et al., 2011; Chong et al., 2014) or TMT labeling technology (Chen et al., 2013) as well as on LFQ (Chilton et al., 2014; Dresler et al., 2017). Additionally, the first global analysis of the lipoproteome of different C. difficile strains was performed using metabolic tagging with an alkyne-tagged fatty acid analog for enrichment of lipoproteins and quantitative label free proteomic profiling (Charlton et al., 2015). The highest number of quantified proteins (1.578) was achieved applying a LFQ approach, which was employed to disclose physiological differences of C. difficile in the same growth phase (exponential growth phase) but different growth media (BHI medium and CDMM) (Otto et al., 2016). Despite the high number of quantified proteins included in this study, only 24% of the approximately 1000 proteins, predicted to be localized in the C. difficile membrane, were identified. Hence, for the analysis of adaptation processes in the membrane or the cell surface on proteome level, a subcellular fractionation and enrichment procedures would lead to an increased number of membrane proteins.

For a ML of each tryptic peptide (except of the C-terminal peptide), the organisms should be arginine and lysine auxotroph (Ong et al., 2002). Unfortunately, C. difficile has only a proline, cysteine, leucine, isoleucine, tryptophan, and valine auxotrophy (Karasawa et al., 1995). Additionally, the metabolism of C. difficile is dominated by the Stickland reaction (Bouillaut et al., 2013; Neumann-Schaal et al., 2015), which complicates the whole ML process. As shown for Bacillus subtilis (Otto et al., 2010), an in vivo 15N ML approach could present a suitable alternative to a SILAC ML approach with several selected amino acids for relative protein quantification. Therefore, a ML based on 15N incorporation during protein synthesis was established for C. difficile in this study. In the result, the first proteome study of the obligate anaerobe C. difficile using a ML approach is reported. Here, the quantitative changes in protein abundances were compared in three different media in late exponential and early stationary growth phase by using ML for label based quantification as well as NSAF based on spectral counting and LFQ based on peak intensities as LFQ methods. The software packages used in this work were chosen according to the quantification strategy. For ML with 15N only a few software packages are available. Census, the used software, is based on a SEQUEST search. Therefore, the first choice for the label free quantification was based on SEQUEST search as well and further processes to NSAF quantification which is often used in the proteomics community for label free quantification. To take the rapid growing community of MaxQuant users into account, MaxQuant LFQ was used as second quantification method. Finally, the performance of the three quantification approaches was compared.



MATERIALS AND METHODS

Bacterial Strain, Spore Purification and Culture Conditions

Clostridioides difficile 630Δerm (Hussain et al., 2005; Lawson et al., 2016) was obtained from the Deutsche Sammlung von Mikroorganismen und Zellkulturen (DSMZ, Germany). Three different media were used: BHI medium (37 g/l BHI, Oxoid) supplemented with resazurin (1 mg/l) as oxygen indicator, CDMM (Neumann-Schaal et al., 2015) and CDCM, as described in detail in Supplementary Table S1. 15N-CDCM was prepared with 15N-labeled Celtone and 15N-labeled ammonium sulfate (98%, Cambridge Isotope Laboratories, United States). After autoclaving or preparation of sterile media, the media were gassed with oxygen-free gas. The reduced media as well as all consumables were stored overnight in the anaerobic chamber before use (Uchino and Ken-Ichiro, 2013).

For storage of the strain and reproducible start of cell culture, C. difficile spores were used. In order to produce and purify spores, a single C. difficile colony from fresh pre-reduced BHIS plates [BHI medium supplemented with 0.5% (w/v) yeast extract, 1.5% (w/v) agar and after autoclaving 0.1% (w/v) L-cysteine] was grown in 20 ml BHI in an anaerobic chamber (5% H2, 95% N2) at 37°C for at least 2 days. Spores were purified as previously described (Edwards et al., 2013), stored at 4°C, and incubated at 55°C for 15 min before inoculation of a culture to enable efficient germination.

Spores germinated in BHI medium supplemented with 0.1% (w/v) sodium taurocholate at 37°C for at least 16 h. Cells were passaged with a 1:100 dilution in CDMM after at least 16 h. The cultivation of the main cultures in triplicates for the three different media was inoculated to an OD at 600 nm of ∼0.05. Culture growth was monitored by measurement of the OD vs. non-inoculated medium. The complete cultivation took place within the anaerobic chamber to exclude oxygen entry.

Metabolic Labeling of C. difficile

Germinated spores were passaged from BHI to CDMM. Cells from the CDMM culture were used for inoculation of liquid 15N-CDCM to an OD600 nm of ∼0.05. Cells from early exponential growth phase (OD600 nm of 0.4) were used to inoculate fresh liquid 15N-CDCM to an OD600 nm of ∼0.05. After two additional cell divisions in liquid media, cells were plated on fresh pre-reduced 15N-CDCM plates, cultured for 20 h at 37°C. Cells were washed with phosphate buffered saline (1× PBS) (8 g/l NaCl, 0.2 g/l KCl, 1.44 g/l Na2HPO4, 0.27 g/l KH2PO4, pH 7.4 HCl) and scraped off with a cell scraper. This complete cultivation step on plates was repeated. The workflow for ML procedure is summarized in Figure 1.
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FIGURE 1. Workflow for preparation of metabolic labeled cells. Spores were heated 15 min at 55°C for efficient germination in BHI medium supplemented with 0.1% (w/v) sodium taurocholate. After at least 16 h cells were passaged with a 1:100 dilution in CDMM and cultured for at least 16 h. These cells were used for inoculation of liquid 15N-CDCM to an OD600 nm ∼0.05. Cells from early exponential growth phase (OD600 nm of 0.4) were used to inoculate fresh liquid 15N-CDCM to an OD600 nm ∼0.05. Cultures with an OD600 nm ∼0.2 were plated on 15N-CDCM and cultured. Cells grown for 20 h on plates were washed with 1× PBS, scraped off with a cell scraper, and used for inoculation of new 15N-CDCM plates. After 20 h cells were washed with 1× PBS and harvested with a cell scraper.



Cell Harvest

In late exponential growth phase (OD600 nm of 0.8 to 1.0) and early stationary growth phase (2 h after constant or maximal OD600 nm) 10 ml of each culture were harvested by centrifugation (5 min, 5.000 × g, 4°C) and washed twice with 1× PBS. These samples were named ‘light sample’. Similarly, the labeled cells were washed with 1× PBS and scraped off with a cell scraper, harvested by centrifugation (10 min, 5.000 × g, 4°C) and washed twice with 1× PBS. These samples were named ‘heavy standard.’

Protein Preparation

Cell pellets were suspended in 400 μl lysis buffer (50 mM Tris, 10 mM EDTA, 70 mM DTT, pH 7.4) and lysed by ultrasonication at 4°C (Bandelin Sonoplus HD 3200 with MS73, 6 cycles of 1 min 70% amplitude). Cell debris was removed by centrifugation (45 min, 20.000 × g, 4°C) and the supernatant was kept as cytosolic protein fraction. Protein concentrations of extracts were determined using the Bradford assay with bovine serum albumin as standard (Bradford, 1976).

Twenty μg of light sample protein (14N) was used for LFQ whereas 10 μg of light sample protein spiked with 10 μg of heavy standard protein was used for quantification based on ML. Protein samples were supplemented with loading buffer and heated for 5 min at 95°C before separation via SDS-PAGE (Criterion TG 4-20% Precast Midi Gel, BIO-RAD Laboratories, Inc., United States). As previously described (Bonn et al., 2014), after staining, each gel lane was cut into pieces, destained, desiccated and rehydrated in trypsin. In gel-digest was incubated at 37°C overnight. Peptides were eluted with water by sonication for 15 min and dried in a vacuum centrifuge.

Liquid Chromatography and Mass Spectrometric Analysis

Just before MS analysis, the indexed retention time standard kit (Biognosys, Switzerland) was prepared according to manufacturer’s instructions and was added to each sample in a 1:100 ratio. Peptides were dissolved in 0.1% (v/v) acetic acid and loaded on an EASY-nLC II (Thermo Fisher Scientific, United States) system equipped with an in-house built 20 cm column (inner diameter 100 μm, outer diameter 360 μm) filled with ReproSil-Pur 120 C18-AQ reversed-phase material (3 μm particles, Dr. Maisch GmbH, Germany). As previously described (Otto et al., 2016), elution of peptides was executed with a non-linear 80 min gradient from 1 to 99% solvent B (0.1% (v/v) acetic acid in acetonitrile) with a flow rate of 300 nl/min and injected online into a LTQ Orbitrap Velos Pro (Thermo Fisher Scientific, United States). The survey scan at a resolution of R = 30.000 and 1 × 106 automatic gain control target in the Orbitrap with activated lock mass correction was followed by selection of the 20 most abundant precursor ions for fragmentation. Singly charged ions as well as ions without detected charge states were excluded from MS/MS analysis. All MS data have been deposited to the ProteomeXchange Consortium via the PRIDE partner repository (Vizcaíno et al., 2016) with the dataset identifier PXD010279.

Analysis of Metabolic Labeling Data

The workflow for analysis of ML data was adopted from Otto et al. (2010). Briefly, ∗.raw files were searched with Sorcerer SEQUEST v. 27, rev. 11 (Thermo Fisher Scientific, United States) against a C. difficile 630Δerm database (Dannheim et al., 2017) containing 7646 protein entries (common laboratory contaminations and all reversed sequences added). The search was performed in two iterations using full digest with trypsin (after KR/); 10 ppm peptide mass tolerance; variable modification methionine oxidation (15.99 amu); and for the second iteration, mass shift of all amino acids completely labeled with 15N-nitrogen. Resulting ∗.dta and ∗.out files from both searches were assembled and filtered using DTASelect 2.0.25. MS1 mass traces were extracted from the ∗.raw files with RawXtract 1.9.9.2. The processed results were analyzed using Census 1.72 (Park et al., 2008) to obtain quantitative data of 14N-peaks (light sample) and 15N-peaks (heavy standard). Proteins that failed to be relatively quantified were checked and, if reasonable, edited manually in the graphical user interface of Census. Relative quantification data for proteins with at least two quantified unique peptides were exported (R2 > 0.7) and used for subsequent analysis. Quantitative ratios were log2-transformed, normalized by central median tendency, and used for statistical analysis.

Evaluation of Incorporation Rates

For the evaluation of the incorporation rates, 10 μg light sample was spiked with 10 μg heavy standard and separated via SDS-PAGE. One small piece of the SDS-Gel was destained and in gel-digested. The resulting peptides were used for LC-MS/MS process as described before. The search was performed in two iterations considering that the light and heavy labeled proteins are analyzed. From the resulting list of proteins, 10 peptides were chosen which could be identified with both database searches. The freeware tool ‘IDCalc – Isotope Distribution Calculator’ provided by the MacCoss laboratory at University of Washington1 allows the assessment of the incorporation rate (Otto, 2018).

Analysis of Label Free Data – Normalized Spectral Abundance Factors

For calculation of NSAF (Zybailov et al., 2006), the ∗.raw files were searched with Sorcerer SEQUEST v. 27, rev. 11 as described above. Scaffold (v. 4.7.5, Proteome Software Inc., United States) was used to validate MS/MS based peptide and protein identifications. Proteins were only considered as identified if at least two unique peptides matched solid quality criteria (deltaCn > 0.1 and XCorr > 2.2; 3.3; 3.75 for doubly, triply, or higher charged peptides, respectively). Protein quantification was based on NSAFs, which are calculated as the number of spectral counts (SpC) identifying a protein, divided by protein length (L), divided by the sum of SpC/L for all proteins in the experiment using Scaffold’s exclusive spectrum counts for each protein. NSAFs were log2-transformed and used for statistical analysis.

Analysis of Label Free Data – LFQ Intensity

For LFQ with MaxQuant software (v. 1.6.0.16) (Cox et al., 2014), the ∗.raw files were searched against a C. difficile 630Δerm database with MaxQuant’s generic contamination list included. Database search was performed using the Andromeda algorithm with following parameters: digestion mode, trypsin/P with up to 2 missed cleavages; variable modification, methionine oxidation, and maximal number of 5 modifications per peptide; activated LFQ option with minimal ratio count of 2 and ‘match-between-runs’ feature. The false discovery rates of peptide spectrum match and protein were set to 0.01. Only unique peptides were used for protein quantification. The data from MaxQuant output files were filtered for contaminants, only identified by site and reverse hits with the Perseus software (v. 1.6.1.1), log2-transformed and used for statistical analysis.

Further Data Analysis and Statistical Analysis

A protein was considered to be identified if two or more unique peptides were identified in a biological replicate. Proteins were considered to be quantified if a quantitative value based on at least two unique peptides was available in at least two biological replicates. For calculation of logarithmic fold change with base 2 (log2FC), the log2-transformed normalized quantitative ratios were averaged over the three biological replicates. The calculated log2FC was referred to either the data obtained for exponential growing cells in BHI (in case of exponential growth phase samples in CDMM and CDCM) or to data derived from stationary growth phase cells in BHI (in case of stationary growth phase samples in CDMM and CDCM).

The CV per protein over three biological replicates was calculated using square root transformed ML ratios, NSAF values, and LFQ intensities, whereas the ratios were median normalized additionally. The two-factor ANOVA analysis was carried out using TMEV (v. 4.9.0) on protein level. Statistical significance required a p-value < 0.01. Treemaps of the C. difficile 630Δerm proteome were built using the Paver software (DECODON GmbH, Germany) (Bernhardt et al., 2009) on the basis of TIGR roles assigned according to Otto et al. (2016). Violin plots were prepared using the software environment R (v. 3.5.0) (R Core Team, 2017).



RESULTS

15N Metabolic Labeling in C. difficile

The major aim of this study was the establishment and evaluation of a ML procedure for relative quantification of the C. difficile proteome. A high incorporation rate is necessary for a successful identification and quantification of proteins in a ML approach. For a protein labeling of more than 90% in media supplemented with stable isotopes like SILAC cells needs to achieve 6–8 passages (Bantscheff et al., 2007). Unfortunately, C. difficile is able to grow with amino acids as sole source for carbon or energy via the Stickland reaction (Bouillaut et al., 2013; Neumann-Schaal et al., 2015). Accordingly, a ML with SILAC is no option for C. difficile because this pathogen has only proline, cysteine, leucine, isoleucine, tryptophan, and valine auxotrophy (Karasawa et al., 1995). Therefore, the 15N ML was used.

Various cultivation procedures were tested to achieve a protein labeling with 15N of at least 90%. In liquid 15N-labeled CDCM, C. difficile cells grew up to a maximal OD600 nm of 1.5 followed by lysis of the cells. As expected, the incorporation rate of extracted proteins after 5 passages in media supplemented with stable heavy isotopes proved to be insufficient for quantitative analysis. In order to increase the incorporation rate of the stable isotopes by labeling over more generations, it was necessary to use pre-cultures with media containing stable isotopes as well. Cells growing in 15N-substituted CDCM were transferred to fresh liquid 15N-CDCM. Unfortunately, the ability to grow for a second time in liquid 15N-CDCM was dramatically reduced (data not shown). To reach a sufficient incorporation rate, various cultivations strategies were carried out in liquid and solid medium as summarized in Supplementary Figure S1. Only with the combination of culturing in liquid 15N-substituted CDCM and solid 15N-CDCM an average incorporation rate of 97.6% of 15N could be achieved (Figure 1).

Comparison of Protein Identification and Quantification and Reproducibility of the Quantification Approaches

After the successful establishment of the ML approach, the performance of this labeling approach in C. difficile was compared with two label free relative quantification strategies (NSAF and LFQ). For this comparison, protein extracts of C. difficile 630Δerm cells grown in complex media (BHI) as well as minimal media (CDMM and CDCM) in the late exponential and early stationary growth phase were analyzed by LC-MS/MS for three biological replicates. The workflow of the proteomic experiment is illustrated in Supplementary Figure S2.

For quantitative protein analysis based on ML approach the resulting LC-MS/MS data were searched against a C. difficile 630Δerm specific database using the Sorcerer SEQUEST platform. In summary, 53% of the theoretical proteome was identified in at least one replicate (2,020 proteins). For approximately half of the identified proteins the signal quality was sufficient for quantification resulting in 1,110 quantified proteins in at least two replicates (Table 1). The median SD of the median normalized ratios for all quantified proteins was 0.076. The detailed data of identified and quantified proteins are listed in Supplementary Table S2.

TABLE 1. Listed number of identified, quantified, and significantly changed proteins with ML, NSAF, and LFQ approaches.
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For the two LFQ approaches the same LC-MS/MS raw data and the same C. difficile 630Δerm specific database were used as shown in the summarized workflow in Supplementary Figure S2. For quantification based on NSAFs MS data were searched using the Sorcerer SEQUEST platform which generated Scaffold output files. In Scaffold NSAF values for 1,788 identified proteins were calculated of which 1,545 proteins could be considered for quantification as NSAF-values of at least two biological replicates were determined (Table 1). The median SD of the median normalized number of spectra was 0.125 indicating a higher deviation compared to the ML approach.

As an alternative LFQ strategy, the LFQ strategy provided in the MaxQuant software was used. Here the database search as well as the quantification is performed in MaxQuant. In this approach total of 2,019 proteins were identified and 1,861 of these proteins were quantified in at least two biological replicates (Table 1). The median SD of the median normalized peak areas was 0.124 and therefore in the same range as in the NSAF approach.

Comparing the three approaches, it becomes apparent that the majority of 1,566 (65.6%) proteins were identified with all approaches, whereas 344 (14.4%), 17 (0.7%), and 150 (6.3%) proteins were identified exclusively in the ML, NSAF, or LFQ approach, respectively (Figure 2A). With respect to quantification the majority of 1,097 (58.4%) proteins were quantified within all three approaches, whereas two proteins (0.1%), 17 proteins (0.9%), and 322 proteins (17.1%) were exclusively quantified with the ML, NSAF or LFQ approach, respectively (Figure 2B).
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FIGURE 2. Comparison of qualitative and quantitative results obtained from different approaches. (A) Overlap of identified proteins using the ML approach or label free approaches, NSAF, and LFQ. (B) Overlap of quantified proteins using the ML, NSAF, or LFQ approaches.



In order to compare the quantification results based on ML, NSAF as well as LFQ, the dataset was reduced to proteins which were quantified in all six growth conditions (complex medium and two minimal media; in late exponential and early stationary growth phase) and in all three quantification approaches. The resulting 539 quantified proteins were used for further comparison analysis. The CV for these 539 proteins were calculated for each condition of the three quantification approaches (Supplementary Table S3) and the distribution of the CV is depicted in Figure 3. The CV distribution of ML based quantification was scattered over a wider range but the majority of the CVs were lower than 15% with a median of 6.78%, whereas the CV distribution for the LFQ approaches were slightly shifted upward with a median of 10.30% and 9.56% for NSAF and LFQ approach, respectively.
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FIGURE 3. Violin plots of CV distribution. Calculated CV of the normalized, square root transformed sample/standard ratios (ML approach), square root transformed number of spectra (NSAF approach), and square root transformed peak areas (LFQ approach) from 539 quantified proteins of the two growth phases and the three media for each quantification approach were incorporated to one plot for ML (green violin), NSAF (blue violin), and LFQ (red) based quantification.



To compare the quantitative values of the three quantitative approaches (sample/standard ratios, normalized number of spectra, normalized peak areas) the log2FC was calculated. Therefore the log2-transformed normalized quantitative values were averaged over the three biological replicates. The calculated values of BHI (late exponential as well as early stationary growth phase) were used as reference for the calculation of the log2FC in case of late exponential growth phase samples in CDMM and CDCM or in case of early stationary growth phase samples in CDMM and CDCM. A HCL analysis was performed for all 539 proteins based on the log2FC of all three quantification approaches (Supplementary Table S4). For ML approach the HCL showed clearly separated clusters of the biological replicates between different conditions as well as a small tree height including low total variation between the data. In contrast, the clustering of the LFQ approaches had a less definite resolution and showed a higher tree height, whereas NSAF performed worse than LFQ based approach (Figure 4).
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FIGURE 4. Hierarchical clustering analysis of 539 proteins of (A) ML, (B) NSAF, and (C) LFQ quantification approaches was performed using the log2FC values for each biological replicate growing in CDCM (purple) or CDMM (green) either in late exponential (log, light color) or early stationary growth phase (stat, dark color) referred to the averaged log2FC data obtained either for late exponential growth phase in BHI or data derived from early stationary growth phase in BHI.



Correlation of Protein Quantification

As described above, the dataset of the quantified proteins was filtered for proteins which were quantified in all conditions for all approaches (Supplementary Table S5). The calculated log2FC for these selected proteins were used for the respective correlation analysis which is shown exemplarily by a scatter plot obtained from different quantification methods for cells growing in the late exponential growth phase in CDCM (Figure 5A). For all three quantification techniques linear correlations were observed with average R2 values of 0.634. Linear regressions and correlation coefficients for the proteins in late exponential growth phase in CDCM are listed in Figure 5B.
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FIGURE 5. Comparison of quantitative results obtained from different quantification approaches. (A) Scatter plot of log2FC values obtained from different quantification methods for proteins of CDCM in late exponential growth phase. (B) Respective correlation analysis based on linear regression, the correlation coefficient for each linear regression, and the bootstrap error.



The slopes of the linear regression for ML versus label free approaches (NSAF: 0.713, LFQ: 0.787) were smaller compared to NSAF versus LFQ based quantification (0.922). The correlation coefficient indicated a better comparability of the log2FC within the label free approaches compared to the comparability between ML and label free approaches. The averaged deviation between two quantification methods (bootstrap error) is smallest between the two LFQ approaches. The results for the comparison of the three approaches for all growth conditions and media are summarized in Supplementary Figure S3.

Sensitivity of Relative Quantification

For evaluation of the sensitivity of the relative quantification approaches, significantly changed proteins with a two-factor ANOVA (p-value < 0.01) were used. The adjusted p-values for all proteins significantly changed due to growth phase, media, or both factors are summarized in Supplementary Table S6.

As already suggested by the different number of quantified proteins, the number of proteins with significantly changed abundance also differed between the three quantification approaches (Table 1). Although fewer proteins were quantified within the ML approach, the percentage of the proteins with significantly changed abundance due to growth phase, media, or both factors was comparable to the LFQ quantification approach and even higher than with the NSAF quantification approach (Table 2). As described before, the dataset was reduced to 539 proteins, which were quantified in all conditions for all approaches for increasing the comparability. More than 50% of these 539 proteins showed a significant change in protein abundance depending on the used media in the ML approach whereas 39 and 43% of these proteins showed significantly changed abundance for NSAF and LFQ quantification, respectively. As shown in Table 2, the total number of significantly changed proteins decreased by the reduction to 539 proteins because some of the significantly changed proteins could not be quantified in all approaches. But the percentage of significantly changed proteins increased for all approaches due to the reduced number of proteins.

TABLE 2. Percentage as well as number of proteins significantly changed in abundance between the tested growth phases (late exponential versus early stationary growth phase), the tested media (BHI, CDCM vs. CDMM) as well as the influence of the used media on adaptation to the growth phase (interaction).
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The calculated log2FC obtained by the three quantitative approaches for these 539 proteins were used for analysis of the sensitivity of relative quantification approaches. For this analysis, only the proteins with significantly changed abundance in comparison of the different media or the different growth phases or the influence of the growth phase and medium were selected out of the 539 proteins quantified in all three approaches. A histogram of the absolute log2FC obtained for significantly changed proteins by the different approaches revealed a considerably larger group size for the small log2FC between -0.5 and 0.5 for the ML approach (Figure 6). The distribution of quantified proteins with log2FC lower -0.5 as well as greater 0.5 was similar for all quantification approaches. The absolute log2FC calculated separately for the different media as well as the different growth phases are represented in Supplementary Figure S4.
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FIGURE 6. Distribution of protein to different ranges of relevant absolute log2FC. The absolute log2FC of the three quantitative approaches for the 539 filtered proteins which showed at least one significant change in protein abundance in comparison of the different media, the different growth phases or in that case that the protein abundance was significantly changed by the influence of the growth phase and the media, is shown as sum of the different comparisons.



Physiological Analysis Based on ML

The ML approach yielded 1,110 quantified proteins (Supplementary Table S7). For the particular media 864, 790, and 728 proteins were quantified in the late exponential growth phase in BHI, CDCM, and CDMM, respectively. In the early stationary growth phase, 844, 894, and 828 proteins were quantified in BHI, CDCM, and CDMM, respectively. Some of these proteins were quantified exclusively in a single growth medium (BHI: 75, CDCM: 77, and CDMM: 38) or exclusively in a single growth phase (late exponential: 77 and early stationary: 114). In the Voronoi treemaps (Figure 7) relative protein abundances of the quantified proteins in different media and different growth phase are visualized. For a better visualization a legend of the Voronoi treemaps is shown in Supplementary Figure S5. In CDMM for example, proteins of the purine ribonucleotide biosynthesis (PurA, PurB, PurC1, PurC2, PurD, PurE, PurF, PurG, PurH, and PurL) showed a high sample/standard ratio compared to CDCM or BHI media whereas proteins of the V-type ATP synthase (AtpA1, AtpB1, AtpE1, AtpK1) showed a low sample/standard ratio in BHI and CDMM compared to CDCM.


[image: image]

FIGURE 7. Voronoi treemap of the quantified proteome (1,110 proteins of the 3,781 theoretical proteins) of C. difficile 630Δerm assigned to TIGR main roles. Relative sample/standard ratios (high ratio in orange and low ratio in blue) of cytosolic proteins during growth in BHI, CDCM, and CDMM in late exponential growth phase and early stationary growth phase. Proteins were quantified based on ML approach. Proteins not quantified are marked in gray.



Furthermore, the log2FC for CDCM and CDMM were calculated referred to BHI in the current growth phase (Supplementary Table S7). The log2FC of quantified proteins showed on average 63 proteins with at least 1.5-fold log2FC and on average 30 proteins with at least -1.5-fold log2FC. Proteins of the aromatic amino acid family (AroF2, CDIF630erm_02622, CDIF630erm_02750), for instance, showed 1.5-fold increase in late exponential and early stationary phase in CDCM and CDMM compared to the sample/standard ratio in BHI cultured cells. EtfA1, EtfA3, EtfB1, and EtfB3 are proteins of the electron transport. The dehydrogenases EtfA1 and EtfB1 showed comparable log2FC in CDCM whereas the log2FC EtfA3 and EtfB3 were increased in late exponential growth phase and decreased in stationary phase.



DISCUSSION

In the recent years, a number of quantitative proteome analyses were published for C. difficile based on LFQ (Chilton et al., 2014; Otto et al., 2016; Dresler et al., 2017) or chemical labeling (Jain et al., 2011; Chen et al., 2013; Chong et al., 2014; Pettit et al., 2014; Charlton et al., 2015). However, the introduction of a stable isotope into proteins by application of ML enables for accurate quantification of minor changes even after complex and error-prone sample preparation workflows, e.g., by subcellular fractionation (Bantscheff et al., 2007). This would allow studying membrane and surface proteins in a more comprehensive manner facilitating a better understanding of the pathogen thereby offering the chance to identify targets for drug development and therapeutic strategies.

Clostridioides difficile is able to grow with amino acids as sole carbon or energy source based on Stickland reaction (Bouillaut et al., 2013). Here, pairs of amino acids are used as electron donor and/or electron acceptor (Bouillaut et al., 2013) and different fermentation products are excreted into the medium during this fermentation reactions (Neumann-Schaal et al., 2015). However, the utilization of amino acids for other purposes than protein biosynthesis hampers the incorporation of heavy nitrogen in the proteins of this pathogen which is a serious challenge for a ML approach in C. difficile. This is illustrated by insufficient incorporation rates after 6–8 generations even in media which provides 15N-labeled amino acids and 15N in all nitrogen sources.

Cultivation of C. difficile in CDMM supplemented with casamino acids, cysteine and tryptophan has already been established (Neumann-Schaal et al., 2015; Otto et al., 2016; Riedel et al., 2017). Labeled casamino acids, cysteine, and tryptophan are either very expensive or not even commercially available. Hence, the usage of Celtone as labeled amino acid mixture instead of casamino acids, cysteine, and tryptophan would be an affordable and realizable option for ML in C. difficile. Unfortunately, C. difficile showed reduced ability to grow in medium with Celtone most probably caused by limitation of nutrients or accumulation of toxic (by-) products. Intensive (and often also expensive) studies on the metabolome and the chemical compositions of the medium during different phases of the labeling process or the development of an alternative culturing procedure could help to increase the incorporation rate. In this study, an inexpensive and functional method for C. difficile with stable isotope labeled proteins was established resulting in an incorporation rate of 97.6% on average.

Recent, systematic comparisons of label free and label based protein analysis approaches showed the highest number of protein identifications after applying the label free approach (Patel et al., 2009; Collier et al., 2011; Li et al., 2012; Megger et al., 2014). The authors explained the different number of identified proteins with an increased complexity associated with the reduced total amount of the analyzed material per experimental condition for the labeling approaches (Collier et al., 2011). In this study, the ML and LFQ approaches showed similar numbers of identified protein (2,020 and 2,019) whereas the number of protein identifications for the NSAF approach was slightly reduced (1,788), which demonstrates a lossless identification of proteins during the ML approach. The different numbers within the LFQ approaches in this study can be explained by differences in the algorithms used for database search (SEQUEST versus Andromeda) and different filter criteria (XCorr filtering versus false discovery rate). A previous study with C. difficile based on label free 1D gel based LC-MS/MS approach identified 13% less proteins compared to this study, but in that study only cells growing in late exponential growth phase in CDMM and BHI medium were analyzed (Otto et al., 2016).

As described by Bantscheff et al. (2007), the quantification efficiency of a LFQ approach is higher compared to a label based quantification approach as already shown in a comparative study with H9 human embryonic stem cells proteome analyzed with label free (spectral counting) and ML (SILAC) quantification approaches (Collier et al., 2010). These results are in accordance with the number of quantified proteins in the ML approach compared to the LFQ approaches in the presented study. Additionally, the label free approaches resulted in higher proteome coverages compared to a previously study (Otto et al., 2016).

Even though the CVs of the biological replicates showed a distribution over a wider range for the ML approach, the median of 6.78% was lower compared to NSAF and LFQ approaches (Figure 3). In previous studies, a CV between biological and technical replicates below 35% were indicated as cutoff for reliable quantification (Maass et al., 2011; Muntel et al., 2014). Moreover, the HCL analysis of biological replicates showed a clear clustering with small tree heights for the ML approach which indicates a low total variation within the data. This is in contrast to the less definite resolution of the clustering for label free approaches with higher tree height (Figure 4). The LFQ approach with MaxQuant software indicated a better reproducibility compared to the NSAF approach. This might be caused by the ‘delayed normalization’ in the NSAF approach compared to the LFQ approach with MaxQuant software (Cox et al., 2014). But the reproducibility of the label based quantification approach is even better compared to the LFQ approaches even with small changes in protein abundance between different conditions.

The acquired R2 values of the correlation analysis were equivalent or even better compared to previous studies comparing label free, iTRAQ-, or SILAC-label based approaches (Patel et al., 2009; Collier et al., 2011; Trinh et al., 2013). Equally, the smaller bootstrap error in the study described here indicates a higher comparability between the label free approaches and showed a smaller deviation between the log2FC of the two label free approaches.

Although, less proteins were quantified by the ML approach the number of significantly changed proteins was comparable to this of the NSAF approach. The number of significantly changed proteins by the ML approach was approximately half the number of significantly changed proteins obtained by the LFQ approach (Table 1). Furthermore, the number of protein with significant changes of log2FC between -0.5 and 0.5 was even higher for the ML approach (Figure 6). This indicates an improved sensitivity of the ML approach compared to the LFQ approaches. A comparison of spectral counting versus ML also described an increased number of proteins within the twofold detection range for the ML approach which indicates the overall sensitivity for stable isotope labeling approach (Hendrickson et al., 2009). This results confirms the detection of small changes in protein abundance with an increased accuracy with the ML approach, as previously described (Bantscheff et al., 2007).

The comparison of log2FC of the ML approach and a previously described label free protein quantification approach (Otto et al., 2016), resulted in 650 quantified proteins in both approaches for cells grown in CDMM in late exponential growth phase referred to BHI grown cells. Moreover, 156 of these proteins showed an absolute log2FC greater than 0.8 in at least the ML approach and furthermore 68% of these proteins were regulated in same direction. Explanations for the 32% differently regulated proteins could be the slightly different harvesting time points (1.0 vs. 0.8). Moreover, it cannot be excluded that, even after many generations in the main culture, proteomic differences are caused by the varying spore preparation protocols. The equally regulated proteins scattered with an R2 value of 0.64 which indicates a good reproducibility. In detail, proteins of the purine (PurA, PurB, PurC1, PurC2, PurD, PurE, PurF, PurG, PurH, and PurL) and pyrimidine (CarB1, CarB2, PyrB, PyrD, and PyrF) ribonucleotide biosynthesis pathway as well as proteins of the pyridine nucleotides biosynthesis pathway (NadA, NadC, and ThiE1) showed high 14N/15N ratios in the ML approach. Proteins involved in chemotaxis and motility (FilN2, FliM, and CDIF630erm_01544) showed low sample/standard ratio in the current study. These results were comparable to the analyzed abundance in a previously label free protein quantification approach (Otto et al., 2016). Additionally, relative sample/standard ratios were similar regulated for proteins which fulfill functions, for instance, in amino acid biosynthesis, cellular processes, energy metabolism, protein fate as well as synthesis, or transport and binding proteins according to TIGR main roles. In this study, 5 proteins belonging to pathogenesis TIGR subrole (including ToxA and ToxB) and 15 proteins belonging to toxin production and resistance TIGR subrole were quantified with the ML approach in many of the analyzed cultivation conditions. A closer look on the predicted localization of C. difficile proteins showed that in comparison to the previous study from Otto et al. (2016) more proteins from each individual subcellular fraction were identified in our study. With the ML approach, only 91 proteins with predicted cytoplasmic membrane localization could be quantified. It is expected, that an enrichment of this cellular subfraction would lead to a much higher number of membrane bound proteins for which ML provides a suitable quantification strategy.

The pathogenic organism C. difficile is the main cause for healthcare-associated diarrhea, which focuses the research more and more onto this pathogen. In previous studies, the analysis of the adaptation processes of this pathogen on the proteome level was carried out based on chemical labeling approaches as well as label free strategies. An adapted cultivation procedure in 15N-labeled CDCM enables a successful ML for this pathogen. It is shown that protein quantification based on ML results in a lower number of quantified proteins compared to the LFQ approach; but the quantification is accurate, reproducible and, over all, more sensitive compared to the LFQ strategies. Particularly outstanding is the finding that more proteins with small changes compared to the reference are altered statistically significant. For further applications, such as the analysis of the surface proteome or membrane proteome, the ML can be the better choice due to the error-prone elaborated preparation workflows before MS-analysis which will be reduced due to the internal standard.
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The pathogenicity locus (PaLoc) of Clostridioides difficile usually comprises five genes (tcdR, tcdB, tcdE, tcdA, tcdC). While the proteins TcdA and TcdB represent the main toxins of this pathogen, TcdR and TcdC are involved in the regulation of their production. TcdE is a holin family protein, members of which are usually involved in the transport of cell wall-degrading enzymes (endolysins) for phage-induced lysis. In the past, TcdE has been shown to contribute to the release of TcdA and TcdB, but it is unclear whether it mediates a specific transport or rather a lysis of cells. TcdE of C. difficile strains analyzed so far can be produced in three isoforms that are initiated from distinct N-terminal ATG codons. When produced in Escherichia coli, we found that the longest TcdE isoform had a moderate effect on cell growth, whereas the shortest isoform strongly induced lysis. The effect of the longest isoform was inhibitory for cell lysis, implying a regulatory function of the N-terminal 24 residues. We analyzed the PaLoc sequence of 44 C. difficile isolates and found that four of these apparently encode only the short TcdE isoforms, and the most closely related holins from C. difficile phages only possess one of these initiation codons, indicating that an N-terminal extension of TcdE evolved in C. difficile. All PaLoc sequences comprised also a conserved gene encoding a short fragment of an endolysin remnant of a phage holin/endolysin pair. We could produce this peptide, which we named TcdL, and demonstrated by bacterial two-hybrid analysis a self-interaction and an interaction with TcdB that might serve to mediate TcdE-dependent transport.

Keywords: Clostridioides difficile, toxins, holins, endolysins, protein transport


INTRODUCTION

Clostridioides difficile is an opportunistic human pathogen that causes antibiotic-associated diarrhea (Schäffler and Breitrück, 2018). Strains of C. difficile usually produce two large protein toxins, TcdA and TcdB, and hypervirulent strains in addition often produce a third toxin, CDT (Shen, 2012). TcdA and TcdB are encoded in a genomic region termed pathogenicity locus (PaLoc) together with the regulatory proteins TcdR and TcdC, and the holin family protein TcdE (Monot et al., 2015). Holins are known to mediate phage lysis by transporting endolysins across the cytoplasmic membrane (Saier and Reddy, 2015). Already in 2001, it had been postulated that TcdE may function as a lytic protein that mediates toxin transport (Tan et al., 2001). Evidence for a direct involvement of TcdE in toxin transport has been obtained for strains that produce high toxin levels (Govind and Dupuy, 2012; Govind et al., 2015) whereas strains that produce low toxin levels release the toxins by TcdE-unrelated lysis that most likely involves a recently discovered peptidoglycan-degrading transglycosylase (Olling et al., 2012; Govind et al., 2015; Wydau-Dematteis et al., 2018). There is not much known about the holin mechanism. Phage holins have been demonstrated to permit the membrane passage of endolysins and to depolarize the cytoplasmic membrane (Catalão et al., 2013), but it is unknown how a holin can mediate the translocation of very large toxins such as TcdA (308 kDa) or TcdB (270 kDa) without non-specific cell lysis. However, there is clear evidence for a TcdE-mediated transport that does not involve cellular lysis (Mukherjee et al., 2002; Govind et al., 2015). C. difficile TcdE is known to self-interact (Govind and Dupuy, 2012) and has been shown to trigger lysis of C. difficile and Escherichia coli (Olling et al., 2012; Govind et al., 2015). In the most recent studies on TcdE, the presence of differential translational start codons came into the focus (Govind and Dupuy, 2012; Olling et al., 2012; Govind et al., 2015), as previous studies on lambda phage holins showed a regulatory function of the co-existence of holin isoforms with close-by but distinct translational starts (Bläsi et al., 1990; Chang et al., 1995; Barenboim et al., 1999). In this well-studied case, only the short isoform is lytic, whereas the isoform extended by two residues is not lytic and believed to serve as antiholin whose production regulates the timing of lysis (Barenboim et al., 1999). The situation with TcdE is complicated by the existence of a third translational start. The three isoforms, named here by their translational start TcdE-M1, TcdE-M25, and TcdE-M27, have been studied with contradictory results. While one study found that the longest construct induced cellular lysis in the absence of shorter isoforms whose production was abolished by mutation of the alternative start codons (Govind et al., 2015), another study found that the longest isoform is non-lytic and attributed the cellular integrity of the tested C. difficile strains to the production of this non-lytic TcdE-M1 (Olling et al., 2012). Moreover, the latter study showed that the short isoform was lytic, at that time disregarding the translational start at M25 and focusing the analyses on the two starts at M1 and M27. Although TcdE is required for toxin secretion in strains with high toxin production, it is unknown why this holin is conserved also in the other strains (Govind et al., 2015). TcdE could be shown to be able to transport endolysins (Govind and Dupuy, 2012) and nothing is known about recognitions or interactions that could mediate a toxin specificity.

Here we present data that suggest specific roles for the three translational starts, with TcdE-M27 serving as holin, Tcd-M25 as typical antiholin, and TcdE-M1 as additional non-lytic isoform. The use of M1 provides an N-terminal extension that is inhibitory for lysis even in the presence of abundant short isoforms. This extended N-terminus is not present in the phage holins from which TcdE originated. Genomic analyses indicate that a significant number of C. difficile strains still do not contain this extension, suggesting that it evolved during the radiation of the species, most likely to optimize a toxin-secretion related function. A remnant of an endolysin gene that previously has been believed not to be relevant for the PaLoc system is conserved with a strong ribosomal binding site. First experimental data are presented that support the idea that this fragment might mediate interactions with the endolysin-unrelated large toxin TcdB.



MATERIALS AND METHODS

Strains and Growth Conditions

Escherichia coli strain ER2566 (NEB, Ipswich, United States) was used for all fractionation studies, and E. coli XL1-Blue Mrf’ Kan or Tet (Stratagene, La Jolla, CA, United States), or DH5α were used for cloning. Cells were grown aerobically in LB medium (1% tryptone, 0.5% yeast extract, 0.5% NaCl) at 37°C with the appropriate antibiotics (100 μg/ml ampicillin, 25 μg/ml chloramphenicol, 50 μg/ml kanamycin). 0.5 mM IPTG or 0.1% rhamnose were used to induce PlacZ- or PrhaB-dependent protein production at indicated time points. E. coli strain BTsec101 (Euromedex, Souffelweyersheim, France) was used for bacterial-2-hybrid (B2H) studies. For growth curves, 25-ml cultures were inoculated with OD600 of 0.1 and grown aerobically. The OD600 was determined in 30-min intervals. For induction of gene expression, 0.01% rhamnose was added at indicated time points. 1% glucose was added for repression of rhamnose-dependent gene expression.

Genetic Methods and Plasmids

The genes tcdE and tcdL were rhamnose-inducibly expressed from pBW22 based vectors (Wilms et al., 2001) and C-terminally fused to a hexahistidine-tag. The tcdE expression vectors pBW-tcdE-M1-H6, pBW-tcdE(1-64)-H6, pBW-tcdE(1-104)-H6, pBW-tcdE(1-142)-H6, pBW-tcdE-M25-H6, and pBW-tcdE-M27-H6 were cloned via standard methods (see Table 1 for all primers). A cloned tcdE was used as PCR template, which was amplified from chromosomal DNA using the primers SpeI-tcdE-F and BamHI-tcdE-R, and cloned into the corresponding sites of the vector pCR2.1 TOPO (Thermo Fisher Scientific, Waltham, MA, United States). To construct pBW-lepB-H6, the lepB gene of E. coli was amplified with chromosomal DNA as template, using the primers NdeI-lepB-F in combination with BamHI-lepB-R, and the fragment was cloned into the corresponding sites of pBW-tatA-H6 (Berthelmann et al., 2008). For construction of pBW-tcdL-strep, tcdL was amplified by PCR in a first step with overlapping primers tcdL-synth-NdeI-F and tcdL-synth-BamHI-R. The amplified product was used as template for a second step with the primers tcdL-NdeI-F and tcdL-BamHI-F. PCR products were cut with NdeI/BamHI and cloned in the corresponding sites of pBW-tatA-H6 (Berthelmann et al., 2008) or pBW-tatA-strep (Mehner et al., 2012), thereby exchanging the fragments. For all these PCR amplifications, Pfu polymerase (Promega, Mannheim, Germany) was used according to the suppliers protocol.

TABLE 1. Primers used in this study1.

[image: image]

Single amino acid exchanges in TcdE were introduced by QuikChange mutagenesis (Stratagene) of pBW-tcdE-M1-H6 or pBW-tcdE-M25-H6 vectors and the listed primers (Table 1) in conjunction with reverse primers that cover the identical sequence region. To correct the sequence to TcdE of C. difficile R20291, I151 was exchanged to V151 in TcdE with the following primer pair tcdE-I151>V-F and tcdE-I151>V-R using the same protocol.

Site specific mutagenesis of pHIS1522-tcdB D286/288N (Wohlan et al., 2014) was used to introduce a silent mutation in tcdB at postion A473 with the primer pair tcdB-sil-NdeI-F and tcdB-sil-NdeI-R, which eliminated an intrinsic NdeI-site, resulting in the vector pHIS1522-tcdB D286/288N silent NdeI. To analyze protein–protein interactions by the B2H screen, tcdE-M1, tcdL, and tcdB were amplified with the primer pairs 2H-tcdE-BamHI-F/2H-tcdE-KpnI-R, 2H-tcdB-BamHI-F/2H-tcdB-KpnI-R, and 2H-tcdL-BamHI-F/2H-tcdL-KpnI-R, and cloned into the corresponding sites of pU-strep-pspA(25–144)-T18, pUT18C-pspA(25–144)-strep, pK-strep-pspA(25–144)-T25, and pKT25-pspA(25–144)-strep (Heidrich and Brüser, 2018). Single amino acid exchanges in TcdE for I151V were done as described above. All constructs were verified via restriction analysis and sequencing. The plasmid pLysS was obtained from Promega.

Biochemical Methods

SDS–PAGE and subsequent Western blotting were carried out by standard procedures (Laemmli, 1970; Towbin et al., 1979). BN-PAGE was performed with 5 to 13.5% gradient gels, and samples were prepared as described previously (Behrendt and Brüser, 2014). Solubilisation of membrane proteins was achieved by adding 1% (w/v) Digitonin. For small proteins, Schägger gels (16% T, 6 M urea) were performed as described elsewhere (Schägger, 2006). For detection of hexahistidine-tagged proteins, Western blots were developed employing specific mouse monoclonal His-tag antibodies (1:1 mixture of penta-His/tetra-His; Qiagen, Venlo, Netherlands) in combination with the goat polyclonal anti mouse IgG secondary antibodies (Roth, Karlsruhe, Germany) coupled to horseradish peroxidase for enhanced chemoluminescence (ECL). Strep-tagged proteins were detected using Strep-Tactin alkaline phosphatase conjugate (IBA, Göttingen, Germany). For this, Western blots were washed once with 100 mM Tris pH 9.5, 100 mM NaCl, 50 mM MgCl2, and incubated in the same buffer supplied with 0.22 M NBT in DMF and 0.16 M BCIP in DMF for staining. Images of Western blots were acquired utilizing the Intas Advanced Imager (INTAS, Göttingen, Germany).

For subcellular fractionations, cells were aerobically grown at 37°C in the presence of the appropriate antibiotics. If protein production was rhamnose-dependent, rhamnose was added to a final concentration of 0.1 or 0.01% (v/v), and cultivation proceeded for 1 h. Cells were harvested via centrifugation at 4.500 × g for 10 min at 4°C. Cell densities of corresponding cultures were normalized prior to the centrifugation step. Cell pellets were suspended in 50 mM Tris HCl pH 8.0, 250 mM NaCl, and after adding DNase I and 1 mM PMSF, and cells were homogenized by ultrasonication or French press (two passages, 800 p.s.i.). Cell debris was separated by centrifugation at 14.000 × g for 10 min at 4°C. Fractions of cell debris, supernatant (crude extract) or membranes were analyzed by SDS–PAGE and Western blotting.

In the course of the B2H analyses in E. coli strain BTH101, LacZ activities were determined using the classic activity assay by Miller (1972). In brief, overnight cultures were diluted 1:25 and cells were grown aerobically in the presence 0.5 mM IPTG at 30°C for 4 h. Cells from 0.5 ml of culture were harvested and resuspended in 2 ml Z-buffer (60 mM Na2HPO4, 40 mM NaH2PO4, 10 mM KCl, 1 mM MgSO4), and the optical density at 600 nm was determined. Cells from 1 ml of this dilution were permeabilized by adding two drops chloroform and one drop 0.1% SDS. After vortexing for 10 s, the reaction was started at 28°C by addition of 0.2 ml ONPG (4 mg/ml). The reaction was terminated after appropriate incubation times by the addition of 0.5 ml of the 1 M Na2CO3, the cells were sedimented (13.000 rpm, 5 min, RT), and the absorption at 420 nm was recorded for calculation of the activity as described (Miller, 1972).

Genomic Sequence Extraction in Between the Genes tcdB and tcdA

Clostridioides difficile genomes of 38 strains were sequenced using SMRT and Illumina technology, assembled and annotated as described previously (Riedel et al., 2015a,b, 2017; Dannheim et al., 2017). From these genomes and from six additional C. difficile reference genomes (M68, CF5, 2007855, BI1, R20291, and M120) downloaded from GenBank1, the nucleotide sequence regions in between the two genes tcdB and tcdA were extracted (Supplementary Data) and analyzed as described.



RESULTS

Evidence for a Suppression of Translational Initiation at M1

We analyzed the three TcdE isoforms Tcd-M1, Tcd-M25, and Tcd-M27 in the heterologous E. coli system that has been previously demonstrated to be functional with respect to lysis induction (Olling et al., 2012). In addition, we generated TcdE-M1 variants in which the other two translational starts were abolished either by M25L/M27L exchanges (TcdE-M1M25/27L) or by mutation of the second Shine-Dalgarno sequence that serves to initiate translation from M25 and M27 on (TcdE-M1ΔRBS). We also generated a TcdE-M25M27L construct that can only initialize at M25 due to a M27L mutation (Figure 1A). To ensure comparable and regulated expression, we used an identical Shine-Dalgarno sequence and the rhamnose-inducible PrhaB promoter for all constructs. A similar approach was taken in one of the previous studies that used an isopropyl-β-D-thiogalactopyranoside inducible T7 promoter, but in that study the TcdE-M25 construct was not included and the strong T7 promoter might have masked differential effects of the constructs (Olling et al., 2012). We observed primarily a production of the short isoform(s) with the TcdE-M1 construct, and only little full-length TcdE-M1 was detected (Figure 1B). Importantly, the removal of the internal initiation starts at M25/M27 in the construct TcdE-M1M25/27L resulted in a marked decrease of TcdE abundance selectively for the shorter isoforms, indicating that M25 and M27 are predominantly used as translational starts, even in the presence of an M1 start codon in conjunction with a very good Shine-Dalgarno sequence. As the TcdE-M25, TcdE-M25M27L, and TcdE-M27 constructs were highly abundant when produced with the same Shine-Dalgarno sequence (Figure 1B, compare lanes 4,5,6 with lanes 2,3) it is obvious that the translational start at M1 is suppressed in TcdE-M1 as well as in TcdE-M1M25/27L constructs, and the translational start at M25/M27 is therefore not responsible for the suppression of translational start at M1. The lower abundance cannot be explained by degradation, as the amount of full-length TcdE initiated at M1 was only slightly reduced. Nevertheless, the formation of small amounts of TcdE with the size of the small isoforms especially in the TcdE-M1ΔRBS construct indicates some degradation to about the size of the M25/M27 isoforms, which therefore likely represent a protease-resistant core. Taken together, these initial data indicated that the N-terminal 24 residues are only made in small amounts and rather represent some kind of extension of the TcdE core that begins around M25/M27. This suppression of translation at M1 likely results from an mRNA secondary structure around the M1 initiation codon and its Shine-Dalgarno sequence, which is evidenced by the fact that the TcdE-M1ΔRBS construct results in significantly more “full-length” TcdE-M1 than the TcdE-M1M25/27L construct (compare M1 bands in Figure 1B, lanes 2 and 3) and this is supported by the predicted mRNA secondary structures in that region. We used the software RNAstructure (Reuter and Mathews, 2010) to predict the secondary structure formation in a 130 nucleotides region (from -24 to +106) around the first initiation site and found that, in full agreement with the hypothesis, the TcdE-M1 construct formed a quite stable secondary structure including the Shine-Dalgarno sequence, and the stability of secondary structures around that region decreased as a consequence of the exchanges in the TcdE-M1ΔRBS construct due to a competing hairpin (Supplementary Figure S1). This explains the observed increase of translation initiation at M1 in the TcdE-M1ΔRBS relative to TcdE-M1 and TcdE-M1M25/27L.
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FIGURE 1. Analysis of the translation of the three distinct TcdE isoforms in E. coli. (A) Constructs for the production of TcdE isoforms that initiate translation at M1, M25, or M27, with or without an inactivated second ribosomal binding site (ΔRBS) or translational start at M25 or M27, as indicated. Mutated bases are labeled by asterisks. Ribosomal binding sites and translational starts are in bold letters. (B) SDS–PAGE/Western blot detection of M1 and M25/M27 isoforms produced by the E. coli strains ER2566 pBW-tcdE-M1-H6, pBW-tcdE-M1ΔRBS-H6, pBW-tcdE-M1M25/27L-H6, pBW-tcdE-M25-H6, pBW-tcdE-M27-H6, and pBW-tcdE-M25M27L-H6, respectively, using specific His-tag antibodies and ECL reaction. Induction was with 0.1% rhamnose. Molecular weight markers (in kDa) are indicated on the left.



TcdE-M27 Is the Lytic Isoform, TcdE-M25 Is Hardly Active, and TcdE-M1 Inhibits Lysis

We then examined the effect of the above described TcdE constructs on growth (Figure 2A). Notably, only TcdE-M25 and TcdE-M27 constructs that allowed a translational initiation at M27 resulted in immediate cell lysis. The construct TcdE-M25M27L showed a very low efficient lysis effect, which may be due to N-terminal degradation to TcdE-M27 over time, indicating that TcdE-M25 is much less lytic than TcdE-M27. Also TcdE-M1, TcdE-M1M25/27L and TcdE-M1ΔRBS had only weak and retarded effects. There was no lysis when expression from the rhamnose promoter was suppressed by glucose in the medium. Taken together, these data clearly show that initiation at M27 triggers cell lysis in the absence of endolysins, whereas initiation at M1 or M25 does not. Already low amounts of TcdE-M1 inhibit lysis in the presence of large amounts of the small TcdE isoforms (Figure 1), suggesting that the isoform TcdE-M1 is really inhibitory for TcdE-M27 mediated cell lysis. As lysis is not delayed in a strain producing TcdE-M25 together with TcdE-M27 (construct TcdE-M25), TcdE-M25 appears to be not as inhibitory as TcdE-M1 with respect to endolysin-independent TcdE-triggered lysis, but we cannot differentiate the abundances of TcdE-M25 and TcdE-M27 by these Western blots.
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FIGURE 2. TcdE-dependent lysis can be triggered by endolysins. Growth curves of E. coli strain ER2566 with recombinant rhamnose-induced production of either TcdE-M1, TcdE-M1ΔRBS, TcdE-M1M25/27L, TcdE-M25, TcdE-M25M27L, and TcdE-M27. As negative control, glucose instead of rhamnose was added to the strain containing the TcdE-M1 construct. Growth was without (A) or with (B) constitutive production of LysS from pLysS. Induction was with 0.01% rhamnose at the indicated time point. Standard deviations were calculated from three independent cultures. (C) BN-PAGE analysis of TcdE associations formed with the TcdE-M1 construct (1) and with the TcdE-M1M25/27L construct (2), showing the presence of large TcdE associations using the E. coli strains ER2566 pBW-tcdE-M1-H6 and pBW-tcdE-M1M25/27L-H6, respectively. SDS–PAGE analysis of the TcdE isoforms, showing that the strain with the TcdE-M1 construct contains also highly abundant smaller isoforms, whereas the TcdE-M1M25/27L construct contains very low amounts of smaller isoforms. Western blot detection using His-tag antibodies and ECL reaction. Molecular weight markers (in kDa) are indicated on the left.



TcdE-Dependent Lysis Can Be Triggered by the Transport of Endolysins and Requires the TcdE C-Terminus

It has been already demonstrated that TcdE can cause cell lysis in the presence of Lambda endolysin (Govind and Dupuy, 2012; Monot et al., 2015). We thus analyzed the potential effect of an endolysin on TcdE-dependent cell lysis. We constitutively produced T7 lysozyme with pLysS, which is a vector compatible with the rhamnose-induced vector system we used for expression of the tcdE variant genes. Importantly, while TcdE-M25 and TcdE-M27 caused the expected lysis that had already been observed in the absence of endolysins, TcdE-M1 showed a much enhanced cell lysis, indicating that this construct was able to transport T7 lysozyme across the cytoplasmic membrane (Figure 2B). As negative control, we suppressed rhamnose-dependent gene expression by glucose in the medium. As TcdE-dependent transport of lambda endolysin R has been previously demonstrated (Govind and Dupuy, 2012), which is unrelated to T7 lysozyme in sequence, it can be concluded that TcdE is able to mediate the escape of a wide range of endolysins across the cytoplasmic membrane. As expected for a transport-mediating holin, we found by BN-PAGE analysis that TcdE formed large associations of multiple protomers (Figure 2C). Notably, the TcdE-M1 isoform was already able to form large associations, and the smaller isoforms clearly contributed to the formation of associations with masses higher than 500 kDa.

We then examined whether the C-terminal region of TcdE is important for the lytic effect and analyzed TcdE variants truncated behind position P142, I104, or S64 (numbering starting at M1), which correspond to the C-terminal ends of the predicted three trans-membrane domains (Figure 3A). All constructs were produced to comparable levels as judged by SDS–PAGE/Western blot, with the exception of TcdE1-104 that was significantly lower abundant (Figure 3B). In the absence of the endolysin LysS, none of these TcdE variants caused significant cell lysis, which agrees with the previous conclusion that the N-terminal extension renders TcdE lytically inactive (Figure 3C). In the presence of the endolysin, the TcdE-M1 construct was lytically active as described above, but none of the truncated variants could cause cellular lysis, suggesting that the C-terminal domain that follows the third trans-membrane domain is functionally important (Figure 3D). As negative control, the production of the unrelated membrane protein LepB had no lytic effect.
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FIGURE 3. C-terminal truncation abolishes the lytic effect of TcdE. (A) Scheme of the analyzed constructs. The thick regions represent potential trans-membrane domains. (B) Western blot analysis of the constructs produced by the E. coli strains ER2566 pBW-tcdE-M1-H6, pBW-tcdE(1-64)-H6, pBW-tcdE(1-104)-H6, pBW-tcdE(1-142)-H6, and pBW-lepB-H6. Western blot detection using His-tag antibodies and ECL reaction. Molecular weight markers (in kDa) are indicated on the left. The unrelated membrane protein LepB was used as negative control. (C) Effect of the indicated constructs on growth. “Glc” refers to a culture in which rhamnose-dependent expression of the full-length tcdE construct (TcdE-M1) was suppressed by glucose in the medium. (D) The same experiment as in (C) but with strains producing constitutively LysS from pLysS. Note that only the full-length TcdE-M1 construct is capable of mediating lysis, indicating LysS transport into the periplasm.



The N-Terminal Region of TcdE Evolved Within the Clostridia

As initiation at M1 was low efficient, and as the stability of the M25 and M27 isoforms suggested that these shorter isoforms constitute some protease-resistant core, we examined the existence of the differential translational starts in the most closely related phage holins, which are the holins of phiCDHM19, CDMH1, and phiMMP04, all of which are phages of C. difficile. These phage holins are highly similar among each other (96% identity) and are 79% identical to TcdE-M25. Importantly, all three phage holins clearly lack the N-terminal extension found in TcdE-M1, and all of them are most likely produced from only one translational start, which corresponds to M25 in TcdE, as a ValGTA codon is in the phage holins at the position of the M27ATG codon (Figures 4A,B). However, we cannot exclude that this GUA codon can be used by C. difficile as rare translational start. All known natural non-AUG start codons differ from AUG only by single bases (Diaz de Arce et al., 2018). For E. coli recJ it has been reported that a translational start mutated to GUA could be used with low efficiency, which to our knowledge is the only demonstrated case of a functional translational start at GUA (Haggerty and Lovett, 1997). Having clarified that the translational start at M1 in TcdE is not found in the most closely related phages, we addressed the question whether TcdE proteins lacking this extension exist in C. difficile strains. For that purpose, tcdE genes of 44 distinct C. difficile isolates were analyzed (Figure 4C). Interestingly, in four of these strains, an ATT codon was at the position of the commonly found M1 ATG start codon. ATT is not known as translational start in C. difficile, but in E. coli, ATT has been found as rare non-canonical translational start codon in three out of >4200 protein-coding genes (ymcF, ymfQ, infC). It thus cannot be excluded that some translation can initiate at this codon also in C. difficile. The tcdE genes of all 44 strains possess the canonical M25 and M27 translational starts (see Supplementary Data). In 11 out of the 44 strains, the Shine-Dalgarno sequence was rather bad due an A/C mismatch, and among these were the four strains that encoded no M1 translational start (Figure 4C). Together, the sequence data indicate that an introduction and optimization of the M1 translational start codon was followed by an improvement of the corresponding Shine-Dalgarno sequence. Most importantly, an initiation at M1 evolved in C. difficile, and not in phages, and therefore the N-terminal 24 residues extension likely relates to the function that TcdE has in C. difficile.
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FIGURE 4. The N-terminal extension of TcdE evolved within clostridia. (A) Comparison of the N-terminal sequence of TcdE with that of the three most closely related TcdE homologs from C. difficile phages. Note that the M1 and M27 isoforms are lacking in the phages, and only M25 (red) is conserved in all cases. “∗” indicates identical positions, “:” positions with highly similar exchanges, “.” positions with weakly similar exchanges; (B) DNA sequence of the translational start region in all three phage tcdE homologs. Note that the Val codon that corresponds to the M27 in TcdE is not the rare initiation codon GTG, but rather the valine codon GTA. (C) DNA sequence comparison that shows the lack of the standard M1 translational start for TcdE in four of the analyzed C. difficile strains, and a less efficient ribosomal binding site in these four cases and in further seven strains, with DSM 27640 as example. The corresponding sequence of strain 630 is given as example for the 33 analyzed strains that possess a canonical M1 translational start with a good Shine-Dalgarno sequence. The improved Shine-Dalgarno sequence is underlined. Bold letters indicate the variable position in the Shine-Dalgarno sequence and the position of the M1 start codon.



A Remnant of a Phage Endolysin, TcdL, May Mediate Toxin Interactions With the System

TcdE is known to be a holin that originated from lytic phage holin/endolysin systems (Monot et al., 2015), and our above analyses have indicated the closest phage homologs of TcdE. We wondered, whether a remnant of the endolysin could play a role. Such a remnant has been identified (gene ID CD630_06620) and regarded as pseudogene (Monot et al., 2015). However, a fragment of the endolysin could in principle be produced that does not need to have hydrolytic activity if it serves to mediate toxin transport functions rather than cell lysis in C. difficile. The endolysin fragment is unrelated to the endolysins from the three phages that contain holins closely related to TcdE and corresponds to a fragment of an endolysin found in the C. difficile phage phiCD481-1. The original endolysin gene is heavily mutated in the second half, whereas there are still very high sequence identities on DNA level in the first half (Supplementary Figure S2). A one basepair deletion has generated an early stop codon, and the CD630_06620 open reading frame starts with an ATG codon that is not in frame of the orginal endolysin. The sequence of TcdL is brought into the correct frame by a frameshift after five codons, which already argues for some potential functionality of this gene. TcdL is a peptide of 53 amino acids (6.3 kDa). A Shine-Dalgarno sequence is conserved in all 44 isolate sequences that we have analyzed. In fact, there was only one A>G point mutation in 13 out of 44 tcdL sequences, and this point mutation included the four strains that also had not the M1 translational start in TcdE. The Shine-Dalgarno sequence differs from the phage endolysin-encoding sequence at one position, which potentially improves ribosome binding (AAGG>GAGG, see Supplementary Figure S2).

To analyze whether the peptide can be stably produced, we cloned it into the rhamnose-inducible expression system and detected it by Western blot in subcellular fractions. The peptide was detectable but largely formed inclusion bodies (Figure 5A). We term this gene product TcdL, which relates to its lysis protein origin. We then examined potential interactions of TcdL with TcdL, TcdE, and TcdB by use of a bacterial two hybrid system that is based on the reconstitution of adenylate cyclase activity from enzyme fragments that are brought in close proximity by interactions of fused proteins (Karimova et al., 1998). Notably, TcdL interacted with itself and with TcdB (Figure 5B). We did not detect any TcdE interaction. The TcdB interaction for the first time related TcdL directly to the toxins and possibly toxin transport.
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FIGURE 5. Analyses of TcdL. (A) SDS–PAGE/Western blot detection of recombinantly produced Strep-tagged TcdL in cell debris and crude extract from the E. coli strain ER2566 pBW-tcdL-strep using Strep-Tactin alkaline phosphatase conjugate and NBT/BCIP. (B) Bacterial-2-hybrid analysis of TcdL, TcdB, and TcdE interactions, using LacZ activity assays. Data were normalized to the negative control values. Adenylate cyclase domains T18 or T25 were fused N-terminally or C-terminally to the proteins as indicated below the diagram. Note that the N-terminal TcdL-fusion to T18 (= TcdL-18) interacted with the C-terminal TcdL-fusion to T25 (= 25-TcdL), and the N-terminal TcdB-fusion to T18 (= TcdB-18) interacted with the N-terminal TcdL-fusion to T25 (= TcdL-25). (C) Homology-modeled TcdL structure and the corresponding region in the trimeric prophage endolysin (PDB 1YB0). Homology modeling was done using Swiss-Model (Waterhouse et al., 2018), and the images were created using CHIMERA (Pettersen et al., 2004).





DISCUSSION

This study reveals two main aspects with relevance for the field: (1) TcdE-M25 and TcdE-M27 behave similar to the well-studied Lambda S holin that has two translational starts, the first resulting in an antiholin and the second resulting in the lytically active holin (Chang et al., 1995). In contrast to phage holins, an additional isoform with an N-terminal extension evolved in C. difficile which inhibits lysis in the absence of transported substrates, i.e., in the absence of an endolysin (Figure 4). Interestingly, the extended isoform did either not inhibit transport of LysS, or the presence of LysS abrogated the inhibition of the lytic effect of TcdE (Figure 2). The finding that the N-terminal extension evolved most likely in PaLoc-encoded TcdE suggests that it is somehow related to toxins and their secretion. (2) There exists a remnant of a phage endolysin, TcdL, that might play a role in toxin transport as it is definitively inactive in its hydrolytic function but still may mediate interactions. The small protein per se is not soluble, which is expected for a fragment of a globular protein. However, interaction studies support an interaction of TcdL with the toxin TcdB (Figure 5B). It therefore is possible that the conserved fragment mediates transport processes that holins usually carry out with endolysins. Based on the known structure of the closely related Bacillus anthracis prophage endolysin PlyL (PDB 1YB0), we modeled the TcdL structure and analyzed the position of the corresponding region in the trimeric endolysin (Figure 5C). Interestingly, TcdL is exposed to one face of the trimer and likely mediates the interaction of the endolysin with the associated phage holin. As the catalytic endolysin domain is absent in TcdL, it can be speculated that the TcdL-interacting toxin substitutes this domain, which could be the basis for a holin interaction that results in transport. However, such aspects are difficult to address and need thorough further analyses, including cross-linking approaches and biochemical transport analyses that so far could not be established for any holin. Attempts to transport TcdB into the periplasm of E. coli failed so far but the direct detection of selective transport would be a key to clarify these points.

Interesting is the aspect of the differential initiation at M1, M25, or M27 in C. difficile in comparison to E. coli as heterologous host. Some strains are reported to produce exclusively TcdE-M1, although they have unaltered initiation sites at M25 and M27. This is physiologically relevant, as TcdE-M1 has been shown not to cause cell lysis in several tested strains (Olling et al., 2012), and our data confirm this. However, we also observed that TcdE-M1 can in principle mediate cell lysis in strains that produce endolysins, which can explain results obtained by another study (Govind et al., 2015). The fact that, in E. coli, translation initiation at M1 was strongly inhibited, and the observation that point mutations within the second Shine-Dalgarno sequence could partially release this inhibition (Figure 1B) argues for the involvement of RNA secondary structures. Such structures have been shown to be important for the differential initiation at the two translational starts of the lambda holin S (Chang et al., 1995), and similarly have been suggested to play a role for the initiation sites at M25 and M27 of TcdE (Govind et al., 2015). However, secondary structures have so far not been considered for the initiation of TcdE at M1. Importantly, in the natural system, we found that there exists a RBS-protecting hairpin at M1 that is predicted to be very stable, implying that without additional regulatory components there would not be significant initiation at this translational start site (Supplementary Figure S1). The fact that it has been observed that C. difficile initiates in several tested strains only at this M1 site suggests that most likely a sRNA is involved that promotes initiation at M1, thereby suppressing toxin-substrate-independent lysis. This fits to the finding that TcdE is not responsible for a lytic release of the toxins in strains that release only low amounts of toxins (Govind et al., 2015). In agreement with these and our data, it has been recently demonstrated that a TcdE-independent lytic toxin release exists as an alternative pathway in parallel to the TcdE-dependent non-lytic pathway (Wydau-Dematteis et al., 2018). The lytic pathway depends on a novel transglycosylase that is active on specific media, especially in the stationary growth phase (Wydau-Dematteis et al., 2018). In principle, TcdE could also contribute to lysis when initiation at M1 would be suppressed by the secondary structure, which would induce a switch to lysis. However, initiation at M1 appears to be the rule, and this could be achieved by a regulatory sRNA. A single potential regulatory sRNA has been identified in the PaLoc, which is encoded at position 785940–786181 of the C. difficile 630 reference genome (Soutourina et al., 2013). We tested potential influences of this sRNA on secondary structures around M1 using the bimolecular interaction analysis tool of RNAstructure (Reuter and Mathews, 2010) and found no evidence for an influence of this sRNA on the M1 hairpin, which could base-pair only at distant positions. It thus remains unknown why initiation at M1 is so efficient in several C. difficile strains (Olling et al., 2012), albeit a very stable hairpin can be formed that is expected to efficiently suppress initiation. We propose that additional factors must be involved in the regulated use of this translational start.
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Clostridioides difficile infection (CDI) causes severe inflammatory responses at the intestinal mucosa but the immunological mechanisms underlying CDI-related immunopathology are still incompletely characterized. Here we identified for the first time that both, non-toxigenic strains as well as the hypervirulent ribotypes RT027 and RT023 of Clostridioides difficile (formerly Clostridium difficile), induced an effector phenotype in mucosal-associated invariant T (MAIT) cells. MAIT cells can directly respond to bacterial infections by recognizing MR1-presented metabolites derived from the riboflavin synthesis pathway constituting a novel class of antigens. We confirmed functional riboflavin synthesis of C. difficile and found fixed bacteria capable of activating primary human MAIT cells in a dose-dependent manner. C. difficile-activated MAIT cells showed an increased and MR1-dependent expression of CD69, proinflammatory IFNγ, and the lytic granule components granzyme B and perforin. Effector protein expression was accompanied by the release of lytic granules, which, in contrast to other effector functions, was mainly induced by IL-12 and IL-18. Notably, this study revealed hypervirulent C. difficile strains to be most competent in provoking MAIT cell responses suggesting MAIT cell activation to be instrumental for the immunopathology observed in C. difficile-associated colitis. In conclusion, we provide first evidence for a link between C. difficile metabolism and innate T cell-mediated immunity in humans.

Keywords: C. difficile infection, MAIT cells, MR1-antigen presentation, riboflavin synthesis, mucosal immunity


INTRODUCTION

Clostridioides difficile (formerly Clostridium difficile) is a Gram-positive, anaerobic bacterium causing severe and recurrent colitis with a high mortality rate in humans (Kwon et al., 2015; Lawson et al., 2016). Due to its spore-forming capacity C. difficile is highly resistant to clinical hygiene measures (Dubberke et al., 2007), which represents a major drawback for preventing pathogen spreading in health care institutions. In fact, nosocomial C. difficile-associated colitis (CDAC) has reached highest medical and economical relevance in Germany, with increasing incidence (Bauer et al., 2011) and with an economic burden of up to €464 million/year for the German health-care system (Reigadas Ramírez and Bouza, 2018).

Clostridioides difficile strains are discriminated as ribotypes (RTs) and toxinotypes based on information from rRNA-based phylogenetic analyses and characteristics of the pathogenicity locus where enterotoxin and cytotoxin genes, tcdA and tcdB, are arranged (Duerden et al., 2001). C. difficile strains expressing neither toxin A (TcdA) nor toxin B (TcdB) are defined as non-toxigenic. Strains of ribotype RT084 are prototypic non-toxigenic strains, which are prevalent in symptomatic patients in sub-Saharan Africa (Janssen et al., 2016). A TcdA/B-toxigenic C. difficile strain with RT012 was the first fully sequenced and annotated C. difficile strain and its genome still serves as reference (Sebaihia et al., 2006). The so-called hypervirulent C. difficile strains with RT027 or RT023 produce, in addition to TcdA and TcdB, the binary toxin, also known as C. difficile transferase (CDT) (Duerden et al., 2001). C. difficile strain with RT027 caused large epidemics across the developed world with substantial morbidity and mortality (Kuijper et al., 2008; He et al., 2013). In Sweden, strains with RT023 were identified as the causative agent of recurrent CDI (He et al., 2013). Although toxin-associated pathogenicity is well studied, the understanding of the often destructive immunological processes involved in human CDI remain rudimentary (Pothoulakis, 1996, 2000; Chandrasekaran and Lacy, 2017).

The recently identified mucosal-associated invariant T (MAIT) cells represent an innate-like T cell subset with antibacterial properties that is highly abundant in the human blood and especially at mucosal surfaces. In the intestinal lamina propria they constitute up to 10% of total T cells (Treiner et al., 2003). MAIT cells express high levels of the C-type lectin CD161 and the T cell receptor (TCR) α-chain Vα7.2 (Tilloy et al., 1999). This semi-invariant TCR, together with a limited TCRβ repertoire, restricts them to the major histocompatibility complex (MHC) class I-related protein MR1, which is expressed on the surface of antigen presenting cells and epithelial cells (Le Bourhis et al., 2010; Dusseaux et al., 2011; Moreira et al., 2017). MR1 presents small molecular ligands derived from bacterial riboflavin (vitamin B2) precursor 5-amino-6-d-ribitylaminouracil (5-A-RU) (Kjer-Nielsen et al., 2012; Corbett et al., 2014), thereby constituting a new antigen class for innate-like T cell activation. Their antigen specificity and their effector memory-like phenotype defines the innate-like phenotype of MAIT cells and enables them to immediately execute effector functions upon stimulation (Dusseaux et al., 2011). Beside the semi-invariant TCR, MAIT cells also show high constitutive expression of the IL-12 and IL-18 receptors (Le Bourhis et al., 2010; Slichter et al., 2016) rendering them sensitive for cytokine-mediated activation. TCR-activated MAIT cells can mediate cytotoxicity by lytic granules containing effector molecules such as perforin and a set of granzymes. In previous studies, we have characterized the molecular effector inventory of unstimulated human MAIT cells revealing high expression levels of granzyme A, K, and M (Bulitta et al., 2018). In contrast, granzyme B expression is only induced upon MAIT cell activation (Kurioka et al., 2015). In addition, the expression of immune-modulating Th1- and Th17-related cytokines such as IFNγ and IL-17 are inducible as well in MAIT cells upon activation (Dusseaux et al., 2011; Le Bourhis et al., 2013). Thus, MAIT cells on the one hand can exert cell-contact dependent anti-bacterial cytotoxicity, while at the same time they are considered as systemic boosters of inflammation with in part detrimental effects in certain disease settings, such as multiple sclerosis (Willing et al., 2014). All so far described human MAIT cell activating bacteria, including E. coli, S. aureus, M. tuberculosis, and S. pneumoniae, exhibit a functional riboflavin synthesis pathway (Dias et al., 2016; Jiang et al., 2016; Johansson et al., 2016; Kurioka et al., 2018), whereby E. coli constitutively produces riboflavin (Vitreschak et al., 2002). While genomic data suggest the existence of a functional riboflavin pathway also in C. difficile (Janoir et al., 2013) experimental evidence of functional gene expression and riboflavin synthesis as well as MAIT cell-activating potential by C. difficile is still lacking. Here, we studied the responsiveness of peripheral human MAIT cells and identified a MAIT cell effector phenotype induced by C. difficile suggesting their potential role in the immunopathology of CDAC.



MATERIALS AND METHODS

C. difficile Cultures

Clostridioides difficile clinical isolates were provided by Leibniz Institute DSMZ – German Collection of Microorganisms and Cell Cultures (Braunschweig). DSM 28196 (RT027), DSM 28666 (RT084), DSM 29745 (RT001) (depositor Uwe Groß), DSM 28645 (RT012) (depositor Ralf Gerhard), DSM 102859 (RT023) (depositor: Lutz von Müller) strains were cultured in riboflavin-free casamino acids containing medium (CDMM) under anaerobic conditions (Neumann-Schaal et al., 2015; Riedel et al., 2017). Cells were harvested at the mid exponential phase (1/2 ODmax). Bacterial numbers were determined using a Neubauer improved counting chamber (C-Chip, NanoEnTek). Bacterial cell pellets were harvested by centrifugation (13.000 g, 10 min, 4°C) and fixed with 2% paraformaldehyde (PFA) solution, were washed three times with PBS and stored at °80°C. Prior PBMC stimulation, the bacterial cells were resuspended in PBS to a final concentration of 3 × 108 bacteria/ml.

RT-PCR

Bacterial RNA was isolated using Qiagen RNeasy Mini Kit (Qiagen) according to manufacturer’s instructions. RT-PCR for ribD and ribE gene was performed using Verso 1-Step RT-PCR Hot-Start kit (Thermo Fisher Scientific). RibD encodes for riboflavin biosynthesis bifunctional diamino-hydroxy-phospho-ribosyl-amino-pyrimidine deaminase/5-amino-6-(5-phosphoribosylamino) uracil reductase, which generates phosphorylated 5-A-RU, the precursor of the MR1-binding ligand 5-A-RU. 5-A-RU is converted by the ribE gene product lumazine synthase into 6,7-dimethyl-8-ribityllumazine (RL-6,7-diMe), which then can be processed to riboflavin. Sequences for ribD primers are, 5′ end to 3′ end, forward AATCAGTAAGTCTAGATGG, reverse CTGTCATTGAGAGTAGCACC, for ribE primers forward CAGCCGATGTTATGATGGAG, and reverse CTCCAACATTCTTTGTCAAGAG.

Blood Donations

This study was conducted in accordance with the rules of the Regional Ethics Committee of Lower Saxony, Germany and the declaration of Helsinki. Buffy coats from blood donations of healthy human volunteers, who provided informed consent, were obtained from the Institute for Clinical Transfusion Medicine, Klinikum Braunschweig, Germany. Blood donors’ health was assessed prior blood donation. This procedure also includes standardized laboratory tests for infections with HIV1/2, HBV, HCV, and Treponema pallidum (serology and/or nucleic acid testing) and hematological cell counts.

PBMC Isolation and Stimulation

Buffy Coats were produced from whole blood donations by using the Top & Bottom Extraction Bag System (Polymed Medical Devices). Peripheral blood mononuclear cells (PBMCs) were isolated from buffy coats by Ficoll® Paque PLUS density gradient centrifugation (GE Healthcare GmbH). PBMCs were rested overnight in RPMI 1640 medium (Gibco/Life Technologies) supplemented with 10% fetal bovine serum gold (PAA Laboratories), 2 mM L-glutamine, 50 units/ml penicillin and 50 μg/ml streptomycin (all Gibco/Life Technologies) at 37°C in a humid 7.5% CO2 atmosphere. 0.5 × 106 PBMCs were either left untreated or stimulated with PFA-fixed bacteria at different multiplicities of infection (MOI; bacteria per PBMC cell) for 6, 12, 17, and 20 h at 37°C. If indicated, PBMCs were treated with blocking antibodies against MR1 (26.5, BioLegend, 20 μg/ml) and/or against IL-12 p35 (clone B-T21, eBioscience, 5 μg/ml) or IL-18 (clone 126-2H, MBL International, 1:200 dilution) 1 h prior stimulation with PFA-fixed bacteria.

Antibodies

For cytometric assessment of MAIT cell phenotype, bulk PBMCs were stained with LIVE/DEADTM Fixable Blue Dead Cell Stain Kit (Invitrogen) and Fc receptor blocking reagent (Miltenyi Biotec) and a combination of the following antibodies (from BioLegend except as noted): CD3 BV655 (clone OKT3), CD8 BV711 (clone RPA-T8), CD161 APC (clone DX12, BD Biosciences), Vα7.2 (clone 3C10), CD69 PE (clone FN50), CD107a PerCP-Cy5.5 (clone H4A3), granzyme B Pacific Blue (clone GB11), perforin FITC (clone), and interferon γ APC-Cy7 (clone 4S.B3).

Extracellular and Intracellular MAIT Cell Staining

Stimulated PBMCs were washed with PBS and stained with Fc receptor blocking reagent (Miltenyi Biotec) and LIVE/DEADTM Fixable Blue Dead Cell Stain Kit (Invitrogen). Cells were washed with FACS buffer and stained for extracellular surface marker. Cell fixation and permeabilization were performed using BD Cytofix/CytopermTM (BD Biosciences) following intracellular staining for cytokines and cytolytic molecules. Cells were washed twice with permeabilization buffer and cell pellet was resuspended in FACS buffer and subsequently analyzed on BD LSR-II SORP and BD LSR-Fortessa flow cytometer. Data analysis was then carried out by FlowJo (TreeStar, v10.4.2) and Prism (GraphPad Software, v7.0c). To determine significant differences, Wilcoxon matched-pairs signed rank test was used.

Analysis of Bacterial Riboflavin

For the determination of the riboflavin content 30 ml culture were harvested anaerobically in the exponential phase as described previously (Dannheim et al., 2017). Cell samples were centrifuged (10 min, 10.000 g, 4°C), washed with sterile, anaerobe PBS and the precipitated cells were immediately frozen in liquid nitrogen. Cell samples were resuspended in 100 μL 1 M NaOH, vigorously mixed (5 min, 2000 rpm), neutralized with 400 μL 1 M potassium phosphate buffer pH 6.0 and centrifuged (5 min, 17.000 g, 4°C). The supernatant was sterile filtered and the riboflavin concentration was determined with a 1260 Infinity HPLC system equipped with a fluorescence detector (Agilent Technologies) and a Poroshell 120 EC – C18 separation column (3.0 mm × 50 mm, particle size 2.7 mm, Agilent Technologies). The samples were measured at 35°C with a flow rate of 1 ml min-1 according to Glinko et al. (2008), using a programmed gradient mobile phase A (25 mM NaH2PO4, pH 2.5) and mobile phase B (methanol) with the following modifications: 0–1 min, linear gradient from 1 to 12% B; 1–1.03 min, step from 12 to 30% B; 1.03–10 min, isocratic at 30% B; 10–15 min, linear gradient from 30 to 100% B; 15–17 min, isocratic at 100% B; 17–17.03 min, step from 100 to 1% B; 17.03–20 min, isocratic at 1% B (column equilibration). Riboflavin was detected by fluorescence detection (FLD) at 450 nm excitation and 530 nm emission according to Chen et al. (2009).

Quantification of Cytokines

0.5 × 106 PBMCs were either left untreated or stimulated with C. difficile ribotypes RT084, RT012, RT001, RT023, and RT027 at MOI 1 for 20 h at 37°C in duplicates. Supernatants of respective samples were pooled and enzyme-linked immunosorbent assays were performed to detect human IL-12 using Human IL-12 (p70) ELISA MAXTM Standard (BioLegend) and human IL-18 using IL-18 Human ELISA Kit (Invitrogen).



RESULTS

C. difficile Induces Activation and Effector Functions in Primary Human MAIT Cells

Genome analysis of C. difficile indicated the presence of a functional riboflavin pathway and thus suggested their ability to activate MAIT cells. However, expression of riboflavin pathway genes has not been experimentally proven so far. Therefore, we first validated the expression of riboflavin biosynthetic enzymes in two C. difficile strains grown in riboflavin-free medium: C. difficile strain with RT084 represents a prevalent non-toxigenic strain in hospitalized and non-hospitalized patients and RT023 represents a TcdA/B/CDT-toxigenic, hypervirulent strain causing diarrhea with high mortality rate in hospitalized patients. Gene expressions were analyzed for ribD that generates the MR1-binding ligand precursor 5-A-RU and additionally for ribE that can influence 5-A-RU level according to the KEGG pathway database as well. Indeed, we observed substantial ribD and ribE expression on mRNA level in both clinical isolates (Supplementary Figure 1), indicating an active riboflavin biosynthesis pathway in proliferating C. difficile.

We next examined whether C. difficile is able to activate MAIT cells in vitro. To this end, we selected a hypervirulent strain with RT023 and probed its ability to activate MAIT cells from healthy individuals (gating strategy depicted in Supplementary Figure 2). As established for other bacterial species before (Dias et al., 2016), MAIT cell activation was tested by using PFA-fixed non-viable C. difficile that were applied to PBMCs from different donors at different MOIs (0.01, 0.1, and 1) for 20 h. Indeed, C. difficile RT023 caused notable MAIT cell activation already at low bacterial doses (MOI 0.01) as indicated by the significant surface expression of CD69, while 10-times higher bacterial numbers were required to induce significant IFNγ expression (Figures 1A,B). Interestingly, as for CD69 induction, MOI of 0.01 was validated to be sufficient to trigger the cytotoxic effector phenotype of MAIT cells, which is characterized by significantly increased expression of the major lytic granule components perforin and granzyme B (GzmB) (Figures 1C,D). This indicates that MAIT cell cytotoxicity and proinflammatory cytokine response have clearly distinct antigenic activation thresholds in CDI. In conclusion, C. difficile is competent to generate MAIT cell-activating ligands and to induce MAIT cell effector responses.


[image: image]

FIGURE 1. Dose-dependent activation of primary human MAIT cells following stimulation with Clostridioides difficile (ribotype RT023). PBMCs were isolated from healthy donors and stimulated overnight with paraformaldehyde-fixed C. difficile isolate ribotype RT023 followed by flow cytometric analyses of surface staining of CD69 (A) and intracellular staining of IFNγ (B), perforin (C), and granzyme B [GzmB (D)]. Mean percentages ± SD are shown. Cells were gated on CD161++Va7.2+CD3+ T cells (MAIT cells). Wilcoxon signed rank test for paired samples was used to detect significant differences and determine p-values (∗p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001). Combined data from three independent experiments and 9–11 donors are shown.



C. difficile Induces MAIT Cell Activation and Effector Function via MR1 or IL-12/IL-18

Mucosal-associated invariant T cell activation can occur either MR1-dependently or co-dependent on both MR1 and the cytokines IL-12 and IL-18 (Le Bourhis et al., 2010). To dissect the importance of these two stimulation conditions for C. difficile-mediated MAIT cell activation we stimulated PBMCs with the hypervirulent C. difficile strain (RT023) in the presence of MR1 and/or IL-12/IL-18 blocking antibodies and analyzed MAIT cell responses after 20 h. MAIT cells from individual donors were stimulated by using a MOI of 1 that, in the absence of blocking antibodies, is able to cause robust and significant MAIT cell responses including IFNγ (Figure 1). Since IFNγ and GzmB expression is upregulated in activated MAIT cells, we measured the frequency of MAIT cells positive for these markers. For CD69 and perforin, which both showed basal expression levels already in unstimulated MAIT cells, changes in median of mean fluorescence intensity (MFI) were determined (Figures 2A,C). As shown before (Figure 1), MAIT cells readily responded to C. difficile stimulation by significant upregulation of CD69, IFNγ, perforin and GzmB (Figures 2A–D). CD69 induction could significantly (but not completely) be blocked by anti-MR1, anti-IL-12/IL-18 and a combination of both, suggesting that C. difficile-induced CD69 expression is MR1- and cytokine-dependent (Figure 2A). Interestingly, IFNγ expression could be blocked almost completely by anti-MR1. However, in contrast to CD69, perforin and GzmB, blockade of IL-12/IL-18 signaling alone did not significantly affect IFNγ production in C. difficile-stimulated MAIT cells (Figure 2B). To determine whether IL-12/IL-18 has an effect on IFNγ response of MAIT cells, we stimulated PBMCs with RT023 together with recombinant IL-12/IL-18 resulting in a pronounced IFNγ expression (Supplementary Figure 3). Regarding perforin, the blockade of MR1 or/and IL-12/IL-18 signaling resulted in a significant reduction of its expression (Figure 2C). However, combined application of MR1 and IL-12/IL-18 blocking antibodies was not sufficient to completely inhibit perforin expression in C. difficile-stimulated MAIT cells, indicating that its expression is regulated also by other pathways. The induction of GzmB expression following stimulation by C. difficile was almost completely blocked by anti-MR1 and significantly reduced by anti-IL-12/IL-18 as well as the combination of both treatments. In conclusion, despite obvious donor-specific variations in the expression levels of the analyzed markers, we show that C. difficile activates effector functions in human MAIT cells in a MR1- and in part cytokine-dependent manner.
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FIGURE 2. MR1- and cytokine-dependent activation of primary human MAIT cells following stimulation with Clostridioides difficile (ribotype RT023). PBMCs were isolated from healthy donors [(A,B,D) n = 8–36, for (C) n = 8–14] and stimulated with C. difficile clinical isolate with ribotype RT023 at MOI 1 for 20 h followed by flow cytometric analyses of indicated parameters. Mean percentages ± SD are shown. Cells were gated on CD161++Va7.2+CD3+ T cells (MAIT cells). Wilcoxon signed rank test for paired samples was used to detect significant differences and determine p-values (∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, and ∗∗∗∗p < 0.0001). Left: representative plots of CD3+ T cells. Right: combined data from 12 independent experiments and 8–36 donors are shown.



Next, we probed the kinetics of C. difficile-induced MAIT cell responses by investigating CD69, IFNγ, perforin, and GzmB expression in response to C. difficile strain with RT023 at 6, 12, 17, and 20 h (Figure 3). Additionally, we examined the surface level of CD107a to monitor potential degranulation of lytic granules. We observed significant upregulation of CD69, perforin, and GzmB compared to unstimulated cells at 12 h with a peak at 17 h post C. difficile stimulation (Figures 3A,C,D). At 17 h post stimulation, we also detected the highest increase in IFNγ expression, which, however, showed relatively strong donor variation (Figure 3B). Interestingly, at 17 h we observed lytic granule degranulation indicated by the surface expression of CD107a and therefore cytotoxic activity of MAIT cells in response to C. difficile (Figure 3E). In general, time course experiments confirmed CD69, IFNγ, perforin, and GzmB expression to be dependent on MR1 as described before for the 20 h stimulation experiments (Figure 2), and an additional contribution of IL-12/IL-18 became apparent for CD69 and GzmB (Figures 3A,D). In contrast, IFNγ and perforin induction were found to be mainly MR1-dependent at all investigated time points, since additional blockade of IL-12/IL-18 showed only limited effects. In conclusion, C. difficile-induced MAIT cell response was detectable earliest at 12 h following stimulation with a peak response at 17 h. Expression dynamics of the effector molecules IFNγ, GzmB and perforin were found largely MR1-dependent while MAIT cell degranulation appears to involve additional IL-12/IL-18 cytokine signaling.
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FIGURE 3. Kinetics of parameter expression of primary human MAIT cells following stimulation with Clostridioides difficile (ribotype RT023). PBMCs were isolated from healthy donors and stimulated with clinical C. difficile isolate with ribotype RT023 at MOI 1 for indicated time followed by flow cytometric analyses of surface staining of CD69 (A), CD107a (E) and internal staining of IFNγ (B), perforin (C), and granzyme B [GzmB (D)]. Means ± SEM are shown. Cells were gated on CD161++Va7.2+CD3+ T cells (MAIT cells). Black asterisks indicate significant differences of marker expression in stimulated MAIT cells compared to the unstimulated controls. Blue and red asterisks indicate significant differences of marker expression in stimulated MAIT cells compared to antibody treated samples. 8–12 donors per group were tested, by Wilcoxon signed rank test for paired samples and determine p-values (∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, and ∗∗∗∗p < 0.0001). Combined data from five independent experiments are shown.



Hypervirulent C. difficile Strains Provoke Strongest MAIT Cell Activation and Effector Function

Next to their antibacterial function MAIT cell activation can result in exaggerated release of proinflammatory mediators and may thus contribute to excessive immunopathology at the site of infection (Shaler et al., 2017). Since the toxins of the hypervirulent ribotypes are considered to be the causative agents for detrimental courses of CDAC, we tested whether these strains would be particularly active in riboflavin synthesis and whether this might be the basis for an extraordinary strong MAIT cell activation. To this end, we quantified riboflavin level by fluorescence detection in five different C. difficile clinical isolates. These included a non-toxigenic strain (ribotype RT084), two TcdA/B-toxigenic strains (ribotypes RT012 and RT001) as well as two hypervirulent TcdA/B/CDT-toxigenic strains (ribotypes RT023 and RT027). Since it is known, that riboflavin biosynthesis is highly regulated in C. difficile (Hofmann et al., 2018), we have harvested and fixed bacteria from the same culture to analyze MAIT cell response. Indeed, we observed strain-dependent differences with respect to riboflavin level (Figure 4A). Surprisingly, highest riboflavin content was not detected in the hypervirulent strains (ribotypes RT023 and RT027) but in the non-toxigenic strain. Fractions of the bacterial cultures used to determine the riboflavin content were simultaneously used to determine their MAIT cell-activating capacity. In particular, we wondered whether the riboflavin level would correlate with the magnitude of MAIT cell responses and thus would serve as an indicator for the contribution of MAIT cells to the inflammatory response during CDAC. Interestingly, despite containing highest riboflavin level, the non-toxigenic strain (ribotype RT084) exhibits the least capacity to induce MAIT cell activation (CD69) and cytotoxic effector function (GzmB) (Figures 4B,C). Strikingly, strongest CD69 and GzmB induction was observed in MAIT cells stimulated with the hypervirulent C. difficile isolates (ribotype RT023 and RT027) that only contained intermediate riboflavin levels.
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FIGURE 4. MAIT cell activation by Clostridioides difficile clinical isolates that differ in riboflavin metabolism. Riboflavin content of C. difficile clinical isolates was measured by fluorescence detection and ng/mg dry weight ± SD is shown (A). Data of technical replicates from two cultivations are shown. PBMCs were isolated from healthy donors and stimulated with C. difficile clinical isolates of the ribotypes RT084, RT012, RT001, RT023, and RT027 at MOI1 for 20 h. (B) Followed by flow cytometric analyses of activation marker CD69 (B) and intracellular GzmB (C). Means ± SD are shown. Cells were gated on CD161++Va7.2+CD3+ T cells (MAIT cells). Wilcoxon signed rank test for paired samples was used to detect significant differences and determine p-values (∗p < 0.05). Combined data from two independent experiments using five donors are shown. IL-12 (D) and IL-18 (E) were quantified in PBMC supernatant. Means ± SD are shown. Data from one experiment and four donors are shown.



Finally, we asked the question whether hypervirulent C. difficile clinical isolates (ribotype RT023 and RT027) evoke different cytokine pattern in antigen presenting cells. To answer this, we determined the IL-12 and IL-18 concentrations in the supernatant of C. difficile-stimulated PBMCs, revealing that hypervirulent C. difficile isolates (ribotype RT023 and RT027) induce a higher IL-12 secretion by antigen presenting cells than non-hypervirulent strains (Figure 4D). However, IL-18 secretion was only moderate in hypervirulent strains (Figure 4E), suggesting that hypervirulent strains induce an IL-12 specific cytokine pattern in antigen presenting cells.

In conclusion, we detected superior MAIT cell responses triggered by hypervirulent C. difficile isolates, suggesting a role of MAIT cells in inflammation and immunopathology in CDAC.



DISCUSSION

Clostridioides difficile infection can cause severe colitis, which ultimately leads to life-threating inflammation and loss of intestinal epithelial barrier functions in a still unacceptably high fraction of patients. In this context, immune responses ultimately evoke infiltration of neutrophilic granulocytes that beside their role in bacterial clearance have been identified as major drivers of CDAC (Kelly et al., 1994; Burakoff et al., 1995; Bulusu et al., 2000). While activation of epithelial and myeloid cells can initiate a vicious cycle of intestinal inflammation, C. difficile-induced activation of innate lymphoid cells (ILC) can also mediate protection against the pathogen. Abt et al. (2015) have recently demonstrated that recovery from acute CDI is independent of adaptive T cell responses, while IFNγ-secreting ILC1 and to a far lesser extent IL22-producing ILC3 were clearly proven to confer protection against acute CDI in mice. IFNγ released by ILC1 and probably other innate lymphocytes may contribute to enhanced clearance of bacteria from the lamina propria, thus preventing systemic pathogen spreading. Interestingly, in addition to ILCs other innate-like T cells have been shown to play beneficial roles in CDI (Rampuria et al., 2015). Taken together, current results point toward a multifaceted role of host innate immunity in the immunopathology of CDAC and suggest a role of innate-like lymphocyte subsets in determining the outcome of CDI.

In this study, we identified human MAIT cells as a further cell type to be considered in CDI. MAIT cells have innate-like properties, including the degranulation of cytotoxic granules, and can directly respond to MR1-presented metabolites derived from bacterial riboflavin biosynthetic pathway, which was suggested to be functional in C. difficile strains before (Liuzzi et al., 2015; Magnúsdóttir et al., 2015). We observed earliest MAIT cell activation after 12 h with a peak response against C. difficile after 17 h. This delay in MAIT cell activation can be explained by the time required for MR1+ antigen presenting cells to process and present suitable amounts of MR1-binding ligands to MAIT cells but might be different when using living instead of fixed bacteria (Kurioka et al., 2015). After antigen recognition, MAIT cells first increased their expression of activation marker (CD69) and cytotoxic effector molecules (perforin, GzmB) followed by a predominant cytokine-dependent degranulation (Figure 3). At the same time, C. difficile-activated MAIT cells produced the proinflammatory cytokine IFNγ. Murine studies have uncovered IFNγ as one factor conferring protection against acute CDI (Abt et al., 2015) and our current study provides first experimental data that in addition to murine ILC1, human MAIT cells are able to mount an IFNγ response toward C. difficile. Abt et al. speculated that IFNγ may strengthen the immunological barrier in the intestine and thus playing a beneficial role in the control of acute CDI (Abt et al., 2015). In this scenario, MAIT cells in humans might play a protective role in CDI similar to murine ILC1, whereby their IFNγ response seemed to be mostly controlled by antigen-presentation. Based on our observation that IFNγ could not significantly be inhibited by IL-12/IL-18 blockade, we found C. difficile-induced IFNγ expression of primary human MAIT cells mostly MR1-dependent. This suggests the existence of a pathogen-specific mechanism in MAIT cell activation. However, IL-12/IL-18 has an impact on IFNγ expression, since IL-12/IL-18 alone primes IFNγ expression in MAIT cells and an additional MR1/TCR stimulation results in pronounced IFNγ expression in individual donors (Supplementary Figure 3). This finding is in accordance with in vitro studies using E. coli, which reported IFNγ expression by MAIT cells to co-depend on MR1/TCR- and IL-12/IL-18 signaling after 20 h culture (Ussher et al., 2014). Data from this and earlier time points indicate that C. difficile-induced IFNγ expression is mostly MR1-dependent, suggesting that the cell contact with antigen-presenting cells is essential for IFNγ responses in the acute phase of infection. In contrast, CD69 expression and the expression of cytotoxic perforin and GzmB require both MR1 and IL-12/IL-18 and potentially other MAIT cell activating factors or cytokines (e.g., IL-15) that can support the induction of cytotoxic effector molecules (Chiba et al., 2017).

With respect to MAIT cell activation kinetics, we observed a temporal peak of perforin and GzmB expression at 17 h post stimulation with C. difficile. This kinetic very much resembles the expression profile of cytolytic molecules induced in E. coli-stimulated MAIT cells (Kurioka et al., 2015). While the expression of effector molecules in C. difficile-stimulated MAIT cells indicate arming of lytic granules and the adaptation of their prototypic granzyme pattern including GzmB, GzmA and GzmK (Kurioka et al., 2015; Bulitta et al., 2018), we additionally examined potential effects on MAIT cell degranulation. Indeed, we found CD107a surface expression peaking 17 h post stimulation with C. difficile indicating lytic granule release. Therefore, granzymes together with perforin are likely available at elevated level both intracellularly in C. difficile-activated MAIT cells as well as extracellularly. However, we also observed slightly elevated levels of perforin and CD107a after 17 h in unstimulated MAIT cells, suggesting further PBMC-intrinsic processes that support lytic granule degranulation even in the absence of C. difficile. In our study, the pathogen-induced degranulation peak was characterized to be MR1-independent and could only be blocked by the addition of IL-12/IL-18 antibodies. It is therefore tempting to speculate that MAIT cells, once activated MR1/TCR-dependently by C. difficile, might be able to release lytic granules with known MAIT effector components in a cytokine-dependent manner but independent of further MR1/TCR binding.

The key question is, whether TCR engagement and the formation of immunological synapses between MAIT cells and target cells at all are dispensable. An undirected release of cytotoxic components would certainly support tissue damage and excessive inflammation ultimately leading to decreased epithelial barrier function. Furthermore, activated MAIT cells at the mucosa can produce IL-17 (Dusseaux et al., 2011; Gibbs et al., 2017) that would additionally promote neutrophil-mediated inflammatory responses (Liu et al., 2016). Together, MAIT cells, although generally able to kill infected cells, might be instrumental for C. difficile to overcome mucosal barriers and therefore might play a so far unrecognized detrimental role in inflammation-driven immunopathology observed in CDAC.

This hypothesis is further corroborated by our observation that hypervirulent C. difficile strains, despite producing only moderate levels of riboflavin during anaerobic in vitro culture, are superior in activating MAIT cell effector responses. However, we consider clostridial riboflavin concentrations likely not to be sufficient to predict the level of MR1-binding intermediates. The generation of MAIT cell-activating ligands depends on several parameters including the activity of ribD as wells as non-enzymatic reactions, whereas further processing depends on ribE (Corbett et al., 2014). The higher the activity of ribE compared to ribD, the higher is the conversion of MR1-binding ligand (5-AR-U) into riboflavin. In non-enzymatic reactions with glyoxal and methylglyoxal, the MR1-binding ligand (5-AR-U) is converted into 5-OP-RU and 5-OE-RU, which have the highest MAIT-activating potency (Schmaler et al., 2018). Up to now there is no experimental data determining the amount of MR1-binding metabolites (5-A-RU, 5-OP-RU, and 5-OE-RU) in C. difficile, because isolation and analysis of intermediates is technically difficult due to intermediates’ short half-life and instability when not bound to MR1 (Corbett et al., 2014; Schmaler et al., 2018). Assuming a relatively high activity of ribD could result in the accumulation of MAIT cell-activating metabolites in C. difficile, this could be a possible explanation for superior activation of MAIT cells by hypervirulent C. difficile isolates despite only moderate riboflavin concentrations in the cultures. In general, it is imperative to understand the interdependency between MR1-antigen generation and riboflavin metabolism better. Preliminary experiments with a rib gene deletion mutant (based on C. difficile strain 630Δerm) indicate that riboflavin synthesis is not essential for C. difficile growth (data not shown). The use of such mutant strain will facilitate perspective functional and in vivo studies.

One might also speculate that the hypervirulent strains induce, due to their toxins, a largely altered cytokine pattern in epithelial and myeloid cells, which in turn would affect TCR-independent MAIT cell activation mediated by cytokines (Ussher et al., 2014; Slichter et al., 2016). We here showed that proinflammatory cytokines including IL-12 and IL-18 derived from immune cells in PBMC cultures have an impact on inducing potent cytotoxic response by MAIT cells (Figure 2). Moreover, we could show that the hypervirulent strains induce a higher IL-12 secretion by immune cells in the PBMC culture than non-hypervirulent strains. (Kurioka et al., 2015) reported granzyme B and perforin as IL-12- but not IL-18-dependent. This could also be a possible explanation for superior cytotoxic response of MAIT cells by hypervirulent C. difficile isolates. However, further experiments are required to dissect IL-12 and IL-18 specific effects on C. difficile-stimulated MAIT cells. Moreover, MR1-dependent MAIT responses characterized in this study might vary from MAIT cell responses at the mucosa where numerous cell types express MR1 and potentially contribute to the outcome.

In conclusion, this study provides the first characterization of a C. difficile-induced effector phenotype in human MAIT cells, which includes cytotoxic responses that might be instrumental for C. difficile to overcome epithelial barriers at the intestinal mucosa. Indeed, we identified superior MAIT cell activation by hypervirulent C. difficile isolates suggesting MAIT cells as novel decision makers for disease severity in CDAC.
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Clostridioides difficile toxins TcdA and TcdB are large clostridial glucosyltransferases which are the main pathogenicity factors in C. difficile-associated diseases. Four highly conserved cysteines are present in all large clostridial glucosyltransferases. In this study we focused on the conserved cysteine 2232 within the combined repetitive oligopeptide domain of TcdB from reference strain VPI10463 (clade I). Cysteine 2232 is not present in TcdB from hypervirulent strain R20291 (clade II), where a tyrosine is found instead. Replacement of cysteine 2232 by tyrosine in TcdBV PI10463 reduced binding to the soluble fragments of the two known TcdB receptors, frizzled-2 (FZD2) and poliovirus receptor-like protein-3/nectin-3 (PVRL3). In line with this, TcdBR20291 showed weak binding to PVRL3 in pull-down assays which was increased when tyrosine 2232 was exchanged for cysteine. Surprisingly, we did not observe binding of TcdBR20291 to FZD2, indicating that this receptor is less important for this toxinotype. Competition assay with the receptor binding fragments (aa 1101–1836) of TcdBV PI10463 and TcdBR20291, as well as antibodies newly developed by antibody phage display, revealed different characteristics of the yet poorly described delivery domain of TcdB harboring the second receptor binding region. In summary, we found that conserved Cys-2232 in TcdB indirectly contributes to toxin–receptor interaction.
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INTRODUCTION

The two large glucosyltransferases TcdA and TcdB from Clostridioides difficile (C. difficile) are the main pathogenicity factors leading to the clinical symptoms associated with C. difficile infections (CDI) (Just and Gerhard, 2004; Voth and Ballard, 2005). These toxins glucosylate cytosolic Rho GTPases which are master regulators of the actin cytoskeleton. Glucosylation-derived inhibition of Rho GTPases affects cell morphology of host cells as well as other dynamic, actin-mediated processes. The role of Rho GTPases in cell cycle, gene expression, regulation of the NADPH oxidase, cell polarity, and others dedicates TcdA- or TcdB-exposed cells to apoptosis, once the majority of these signaling proteins are glucosylated. Since the intestinal epithelium is the first line of target for TcdA and TcdB, these toxins induce loss of barrier function. This in turn triggers inflammatory processes, which clinically impose as diarrhea and, in worse case, pseudomembranous colitis or toxic megacolon.

To develop new therapeutics that directly aim at the toxins or that inhibit interaction of toxins with target cells, a detailed knowledge about functional toxin domains, toxin structure, or uptake mechanism into host cells is necessary. In recent years, progress has been made in elucidating the crystal structure of TcdA as well as of TcdB and also in identifying toxin receptors, especially for TcdB (LaFrance et al., 2015; Yuan et al., 2015; Tao et al., 2016). A paradigm has been solved by dissecting two separate receptor binding domains in TcdB (Genisyuerek et al., 2011; Olling et al., 2011), and it can be assumed that this is also the case for TcdA (Gerhard, 2016). Redundant receptors as well as different uptake routes explain why these toxins are so effective and no toxin-resistant cell has been described so far. What was originally described as AB-structure type (A means enzymatically active subunit, B means binding subunit) for TcdA and TcdB as well as for all other large clostridial glucosyltransferases has now evolved to an ABCD structure type. This term acknowledges the different features found in each toxin, such as the N-terminal glucosyltransferase activity (A), the C-terminal binding domain (B), the cutting domain (C) in charge of autoproteolytic release of the GTD, and the intermediate delivery domain (D) which includes a hydrophobic region for membrane insertion and also harbors a second and putative third receptor binding region (Aktories et al., 2017). Despite a lot of detailed knowledge about the structure of toxins and also of prerequisites on host cell side for uptake of toxins, very little is known about the dynamic of toxin binding to cell surfaces and conformational changes of toxins that are associated with binding and translocation.

We previously reported about an intramolecular association of N- and C-terminal domains of TcdA which is assumed to stabilize the toxin to protect it from extracellular premature cleavage (Olling et al., 2014). At least for TcdA we postulate different conformational requirements such as: (1) stable conformation in the intestinal luminal environment, (2) binding to first receptor, most probably to carbohydrate structures via CROP domain, (3) binding to a functional receptor to induce uptake, (4) pH-dependent conformational changes that (5) coordinate and allow autoproteolysis and membrane passing of at least the glucosyltransferase domain. Since this almost applies to all large clostridial glucosyltransferases, we looked out for highly conserved structural characteristics. Most interesting is the conserved cysteine 2236 in TcdA which can also be found in TcdB from clades I, III, IV, and V at position 2232 but not in TcdB from hypervirulent (clade II) strains. This is true for all sequenced clade II strains. Based on previous studies it is clear that cysteine 2232 is not essential for the function of TcdB, since deletion mutants of all toxins tested so far still induced cell rounding (Barroso et al., 1994; Genisyuerek et al., 2011; Olling et al., 2011). Here we evaluated cysteine 2232 in TcdB with respect to the conformation-associated functions, i.e., autoproteolysis, oligomerization, and receptor binding. To this end, we compared TcdBV PI10463 and TcdBR20291 and their complementary mutants TcdBV PI10463 C2232Y and TcdBR20291Y2232C.



MATERIALS AND METHODS

Site Directed Mutagenesis of TcdA and TcdB Expression Constructs

Expression of recombinant proteins was done in B. megaterium expression system (MoBiTec). Clostridioides difficile TcdAV PI10463 was cloned into a modified pWH1520 vector (Burger et al., 2003), and TcdBV PI10463 and TcdBR20291 were cloned into pHis1522 vector (Wohlan et al., 2014). C. difficile strain R20291 for cloning of TcdBR20291 was obtained from the DSMZ (DSM-27147; NCTC 13366). Point mutation for exchange of amino acid residue 2232 in TcdB was performed via GeneTailorTM-PCR using Q5® High Fidelity Polymerase (NEB) and mutagenic primers TcdB C2232Y and TcdB Y2232C according to the instruction manual of GeneTailorTM Site-Directed Mutagenesis System (Invitrogen). Mutagenesis of Cys-2236 in TcdAV PI10463 was done via QuikChange II Site-Directed Mutagenesis Kit (Stratagene) according to the protocol provided by the supplier. Table 1 lists oligonucleotides used for mutagenesis. All constructs were sequenced for successful mutation. The plasmids pWH1520_TcdAV PI10463 C2236Y, pHIS1522_tcdBV PI10463 C2232Y, and pHIS1522_tcdBR20291 Y2232C were then transformed into B. megaterium WH320 protoplasts following the protocol provided by the supplier.

TABLE 1. Oligonucleotides used for mutagenesis.
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Purification of Recombinant Proteins

For each toxin one-liter cultures of the respective transformed B. megaterium culture was harvested, lysed by sonification, and centrifuged to isolate His-tagged toxins from the supernatant. Purification was done by gravity flow using Protino® Ni-IDA Packed Columns (Macherey-Nagel). Afterward, elution buffer was exchanged with storage buffer (50 mM NaCl, 20 mM Tris–HCl, pH 8.0) using Zeba Desalting Spin Columns (Pierce). Purity and specific concentration of toxin were determined by SDS-PAGE.

Cell Culture

HEp-2 cells were cultivated in Minimum Essential Medium Eagle medium (MEM) with 10% fetal bovine serum, 100 μM penicillin, and 100 μg/ml streptomycin. The culture was passaged twice a week after reaching 75% confluence. One day prior to experiments, the cells were seeded onto 24-well or 96-well microtiter plates to achieve 50% confluency for cell rounding and competition assays. Caco-2 cells were cultured in DMEM supplemented with 10% fetal bovine serum, 100 U/ml penicillin, and 100 μg/ml streptomycin. For the measurement of transepithelial electrical resistance (TEER), the cells were seeded onto filter inserts for cell culture and were allowed to grow and differentiate for 7–10 days. Only cell monolayer with an initial TEER of at least 100 Ω∗cm2 was used for experiments. The TEER was measured with an EVOM device (Millipore) equipped with an Endohm chamber (World Precision Instruments) for 12-well filter inserts.

Cell Rounding and Competition Assay

For cell rounding assay, HEp2-cells were exposed to indicated toxins at given concentrations for 2 h at 37°C, which is the EC50 time for 100 pM TcdB. All toxin stock solutions were adjusted to the same specific toxin concentration according to SDS-PAGE prior to treatment of cells. Cell rounding was evaluated by microscopy, counting completely rounded cells per total cells in randomly selected areas at 20-fold magnification. To investigate the cytotoxic effect, higher concentrations of up to 10 nM were used. Therefore, the HEp2-cells were exposed to toxins for 4 h. Then, a DAPI solution [200 nM 4′,6-Diamidin-2-phenylindol in phosphate buffered saline (PBS)] was added to the culture medium for 15 min and DAPI-positive. The total number of cells were documented by fluorescence and phase contrast microscopy of the identical area, respectively. We repeated cytopathic and cytotoxic assays with these two mentioned concentrations three times (n = 8) under identical conditions. For neutralization assay, TcdBV PI10463 (300 ng in 1 ml culture medium) was incubated for 15 min at room temperature with 3 μg scFv-Fc. Afterward the complete toxin/antitoxin mixture was applied to HEp-2 cells in 24 wells and morphological changes were documented after 3 h incubation.

Receptor Pull Down Experiments

Pull down assays were performed to show direct interaction of toxin with the known extracellular domains of the two known receptors FZD2 (aa glycine 24 – serine 156) and PVRL3. Both proteins were purchased as Fc-fusion proteins from ACROBiosystems. Fc-tagged receptors (1 μg) were bound to 10 μl Protein A/G sepharose beads. Beads loaded with receptors were blocked for 30 min with 1 mg/ml bovine serum albumin in PBS and subsequently washed two times with PBS. Immobilized receptor (1 μg) was incubated in 300 μl PBS containing 2 mg of the indicated toxin for 60 min on a rotator at 4°C. After washing the pellet beads with PBS three time, the beads were resolved in 30 μl Laemmli buffer, heated to 95°C, and subjected to SDS-PAGE along with samples from input and supernatant. Silver-stained gels were densitometrically evaluated, and the toxin precipitated in the beads fraction was calculated as percentage of input.

SDS-PAGE and Silver Staining

Proteins were resolved in 7.5 or 10% polyacrylamide gels (SDS-PAGE) based on their molecular weight. Proteins in SDS gels were visualized by Coomassie staining. In case of autoproteolysis and pull-down assays we used the silver staining kit from ThermoFisher, Germany. Silver staining was done strictly according to the protocol supplied by the manufacturer.

Immunoblot

For specific detection of proteins, we transferred the resolved proteins from SDS-PAGE onto nitrocellulose by semi-dry Western blot for 1 h at 17 V. In case of dot blot, indicated proteins (100 ng in 2 μl storage buffer) were directly spotted onto nitrocellulose. Free non-selective binding sites were blocked with 5% milk powder in Tris-buffered saline containing 0.2% Tween 20 (TBS-T) for 30 min. The appropriate first antibody was added to 0.5% milk powder in 1 × TBST. The nitrocellulose was incubated overnight at 4°C to allow antibody binding. After washing with TBS-T, the second antibody was added. The results were documented using PierceTM ECL Western Blotting Substrate SuperSignal West Femto from Thermo ScientificTM and The Kodak Digital ScienceTM Image Station 440CF (IS440CF) system.

Inositol Hexakisphosphate-Induced Autoproteolysis

To start autoproteolysis assay, 1 μg of toxin was added to 100 μl assay buffer (1 mM dithiothreitol and 1 mM zinc chloride in PBS) and supplemented with indicated concentrations of D-myo-inositol 1,2,3,4,5,6-hexakisphosphate (InsP6). The samples were incubated for 1 h at 37°C, and the reaction was stopped by the addition of 5-fold Laemmli buffer and heating to 95°C for 5 min. Afterward, the samples were subjected to SDS-PAGE and subsequent silver staining to evaluate cleavage products.

Generation of a Monoclonal Anti-TcdB Antibody

Antibodies against TcdBV PI10463 were selected in the scFv-format from the human naive antibody gene libraries HAL9/10 (Kugler et al., 2015). The selection and screening were performed as described earlier (Russo et al., 2018). In brief, for antibody selection, the scFv phage libraries HAL9/10 were incubated on a TcdB fragment (aa 1-1852) immobilized on Costar High-Binding microtiter plates (Sigma-Aldrich Chemie GmbH, Munich, Germany). For some pannings, a preincubation of the libraries on TcdB1-1128 was performed to select binders against the CROP domain. Three panning rounds were performed and 94 clones were screened on TcdB1–1852 by antigen ELISA using soluble scFvs. From the anti-TcdB scFv clones’ plasmid DNA was isolated, and the antibody DNA was sequenced. Subsequently, the unique scFv genes were re-cloned into pCSE2.6-hIgG1-Fc-XP using NcoI/NotI for mammalian production as scFv-Fc, an IgG-like antibody format. The production and purification were performed as described earlier (Jager et al., 2013).

Statistics

All data analyses were performed with GraphPad Prism 5, version 5.02, (2008). Student’s t-test was applied for all analyses. P-values of <0.05 were considered as significant and indicated by asterisk (∗<0.05 and ∗∗<0.01). Mean values ± standard deviation are shown in all graphics.



RESULTS

Cytopathic and Cytotoxic Potency of TcdBV PI10463 and TcdBR20291

Based on negative stain data and crystal structures of TcdA and TcdB domains (Chumbler et al., 2016), as well as reports about intramolecular association of the C-terminal domain with the N-terminal part of TcdA (Olling et al., 2014; Zhang et al., 2015), we hypothesized that the conserved cysteine 2236 in TcdA and the homologous 2232 in TcdB contribute to the conformation of toxins. Cysteine 2232 is located in an exposed region of the CROP domain which might interact with the upstream located delivery domain. Interestingly, TcdB from hypervirulent C. difficile strains (clade II) possess a tyrosine instead of cysteine. The observation of different potencies of the reference TcdB and TcdB from hypervirulent strain prompted us to systematically investigate the role of the conserved cysteine 2232 in TcdB. Therefore, we generated inverse mutants of recombinant TcdB to exchange cysteine and tyrosine at position 2232 in both TcdB toxinotypes. First, we performed a cell rounding assay to compare the cytopathic effects followed by DAPI-incorporation assay to quantify the cytotoxic effect. We used HEp-2 cells, since these cells show transcriptome for all known TcdB receptors and are well described for early cell death induced by TcdB (Beer et al., 2018). We applied three different concentrations (0.3, 3, and 30 ng/ml resembling 1, 10, and 100 pM, respectively) and did not observe significant differences in wildtype toxins and their according mutant (Figure 1A). Thus, cysteine or tyrosine at position 2232 is not essential for biological function of reference TcdB from clade I (strain VPI10463) or clade II (hypervirulent strain R20291), respectively. From earlier studies we know that the intracellular flush of toxins is decisive for whether cytopathic or cytotoxic effect, i.e., early cell death, occurs (Beer et al., 2018). We therefore additionally tested the cytotoxic potency of all toxins (Figure 1B). Unlike cell rounding, induction of early cell death as measured by DAPI-incorporation was significantly altered. On the other hand, TcdBV PI10463 C2232Y showed weak but significantly decreased cytotoxic effect, and the Y2232C mutant of TcdBR20291 showed increased cytotoxic potency. We hypothesize that cysteine 2232 contributes to conformation of TcdB, thereby affecting receptor binding and uptake into cells. Comparison of wildtype TcdB from clade I and II, possessing either a cysteine or tyrosine at position 2232, respectively, supported this hypothesis. TcdBR20291 was significantly less cytotoxic compared to TcdBV PI10463 when applied to HEp-2 cells. Figure 1C shows comparable concentrations and purity of wildtype and mutant toxins.
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FIGURE 1. Cytopathic and cytotoxic effect of clade I and II TcdB. (A) Dose-dependent cytopathic effect of TcdB and TcdB C2232Y from strain VPI10463 (clade I) as well as TcdB and TcdB Y2232C from strain R20291 (Clade II). Shown are the percentage of rounded cells after treatment with TcdB at given concentrations for 2 h (means ± SD, n = 6). (B) Cytotoxic effect of indicated toxins after treatment of cells with 1 μg/ml for 4 h (means ± SD, n = 24). (C) Coomassie stained SDS-gel of all four toxins used in panels (A,B) showing comparable purity and concentration.



Exchange of Cys-2232 Has No Effect on Autoproteolysis

The C-terminal CROP domain in TcdA associates with the N-terminal part of the toxin (Olling et al., 2014; Zhang et al., 2015). Thereby, the CROP domain stabilizes the conformation in TcdA which provides protection from premature autoproteolytic cleavage. Extracellular cleavage results in inactivation of toxin due to loss of the GTD (Kreimeyer et al., 2011). It is reasonable that in TcdB, the CROPs stabilize the conformation in a similar manner to that in TcdA. To elucidate the impact of cysteine 2232 on conformation-dependent features, we performed in vitro cleavage experiments. In these experiments, wildtype TcdBV PI10463 and mutated TcdBV PI10463 C2232Y, as well as wildtype TcdBR20291 and mutated TcdBR20291 Y2232C, were compared (Figure 2). Full-length toxins as well as the cleaved long fragment lacking the GTD (aa 544-2366) were resolved in SDS-PAGE. Silver-stained proteins in gels were densitometrically evaluated (Figures 2A,B). InsP6 at low concentration of 10 μM induced weak cleavage of toxins (20–30%) after 1 h, which increased to about 50% in the presence of 200 μM InsP6. The autoproteolysis of TcdBV PI10463 or TcdBR20291 was not altered when amino acid residue at position 2322 was exchanged with tyrosine or cysteine, respectively. Obviously, this region does not significantly contribute to the overall conformation of toxin in a way that InsP6-induced autoproteolysis is affected. Nevertheless, our data were in line with a previous report, showing that processing of TcdB from hypervirulent strain is significantly more effective than of historical/reference TcdB (Lanis et al., 2012). Subsequent autoproteolysis assay with TcdA and TcdA C2236G validated the results found for TcdB (Figure 2C). Cleavage assay for TcdA requires different InsP6 concentration since this toxin is more resistant to autoproteolysis (Kreimeyer et al., 2011; Olling et al., 2014). Here we chose InsP6 concentrations that allow detection of increase as well as decrease in autoproteolysis. Similar to TcdB, the presence or absence of the conserved cysteine does not affect autoproteolysis in in vitro assay.
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FIGURE 2. Autoproteolysis of TcdB. (A) Autoproteolytic cleavage of TcdB from strain VPI10463 and R20291 (2 μg each) is induced with different concentration of InsP6. Silver-stained gel shows full-length toxin (270 kDa) and the long cleavage product TcdB 544-2366, lacking the GTD (210 kDa). (B) Densitometrical evaluation of four separate cleavage experiments reveals no significant differences in cleavage of the mutated toxin compared with the wildtype form. Given are the percentage of cleaved product compared to full-length toxin (means ± SD, n = 4). (C) InsP6-induced cleavage of TcdA and TcdA C2236G (strain VPI10463). Silver-stained gel is representative for three independent experiments.



Amino Acid Residue 2232 Contributes Indirectly to Receptor Binding

Based on the findings, that mutated TcdB alters the cytotoxic potency of TcdB, we investigated the molecular interaction of TcdB with two of the known receptors, FZD2 and PVRL3. The receptor binding region in TcdB for both receptors is upstream of the CROP domain (aa 1830-2366) (Orth et al., 2014; Manse and Baldwin, 2015; Tao et al., 2016; Chen et al., 2018). Thus, the amino acid sequence around point mutation at position 2232 does not directly interact with these receptors. The silver-stained gels showed detectable binding of TcdBV PI10463 to immobilized Fc-fusion proteins of FZD2 extracellular domain, as well as to PVRL3. A complementary decrease of toxin was observed in the supernatant after pull down of beads (Figure 3A). Unspecific precipitation of toxins was probed with Fc-loaded beads. Surprisingly, TcdBR20291 showed only weak binding to PVRL3 and no binding to FZD2. TcdBR20291 differs from TcdBV PI10463 mainly in three clusters between aa 1770 and 1811 and also in phenylalanine 1597 (serine 1597 in TcdBR20291) which is part of the FZD2 binding region (Chen et al., 2018). Although the FZD2 and PVRL3 receptor binding region in TcdB is upstream of the CROP domain and cysteine 2232 or tyrosine 2232 are supposedly not directly involved in receptor interaction, we found that point mutation at this position affects binding to FZD2 and PVRL3. Binding to both the receptors was reduced in TcdBV PI10463 when cysteine 2232 was changed to tyrosine (Figure 3B). Accordingly, when tyrosine 2232 was exchanged for cysteine in TcdBR20291, at least in PVRL3 binding, a small but significant increase was detected. Obviously, the CROP domain contributes to the exposing/covering of the non-CROP receptor binding region.
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FIGURE 3. Receptor binding of clade I and II TcdB. (A) Silver-stained SDS gels show binding of TcdB to the immobilized extracellular domains of FZD2 and PVRL3. Shown is the input (I), the fraction bound to Fc-fusion receptors coupled to protein A/G sepharose beads (B) and toxin remaining in the supernatant (S) from pull-down assays. Controls were performed with only Fc coupled to protein A/G sepharose. (B) Densitometrical evaluation of binding of TcdB and TcdB C2232Y from strain VPI10463 as well as TcdB and TcdB Y2232C from strain R20291 to FZD2-Fc and PVRL3-Fc from pull-down assays (means ± SD, n = 6, ∗,∗∗∗ p-values < 0.05 and < 0.001, respectively.



Competition Assays

The amino acid sequence 1750–1850 in TcdB is of importance when comparing clade I and II TcdB (Hunt and Ballard, 2013; Larabee et al., 2017a,b). Since this region is involved in receptor binding, we performed competition assays to elucidate the functional differences between both toxins. First, we pre-incubated cells for 3 min with the full delivery domain of TcdBV PI10463 (aa 1101–1836), which includes receptor binding regions for FZD2 as well as for PVRL3 but not for CSPG4. TcdBV PI10463 1101–1836, but not TcdBR20291 1101–1836, reduced the cytopathic effect induced by 300 ng/ml TcdBV PI10463 in HEp-2 cells when given in 1,000-fold molecular excess (Figure 4A). After 3 h, 90% of the cells showed complete rounding when treated with TcdBV PI10463 alone, whereas roughly 10% rounded up in the presence of TcdBV PI10463 fragment 1101–1836. Even 1,000-fold excess of TcdBR20291 1101–1836 could not reduce cell rounding induced by TcdBV PI10463 in more than 80% of the cells according to quantitative evaluation of micrographs (Figure 4B). In a complementary approach, we applied the extracellular domain of FZD2 fused to the Fc-domain to intercept cell surface binding. This competition assay was performed with Caco-2 cells lacking CSPG4, an important receptor which interacts with the region around the beginning of the CROP domain (Yuan et al., 2015; Gupta et al., 2017). Due to the lack of CSPG4, the Caco-2 cells allow TcdB entry only via FZD1,2,7, and PVRL3. Caco-2 cells were grown on filter inserts to measure the TEER as read out system for TcdB-induced morphological changes (Figure 4C). For this assay, we used the CROP-depleted toxin fragments TcdBV PI10463 1-1852 and TcdBR20291 1-1836. We found that TcdBV PI10463 1-1852 is less potent when applied from the apical side. 20 μg/ml FZD2-Fc slightly delayed the weak TcdB-induced decrease in TEER when applied apically. When TcdBV PI10463 1–1852 was applied from the basolateral side, a 50% decrease in TEER was achieved after 3.5 h of incubation, which was delayed for 3 h in the presence of FZD2-Fc. This result indicates asymmetrical expression of FZD2 on intestinal epithelial cells, constituting a receptor for targeting cells mainly from the basolateral side. Application of TcdBR20291 1–1836 revealed that this toxin is less potent on Caco-2 cells from basolateral than reference TcdBV PI10463. Furthermore, the extracellular domain of FZD2 had no detectable effect on the weak decrease in TEER induced by TcdBR20291 1–1836. These results clearly indicate substantial differences in non-CROP receptor binding of clade I and II TcdB. This result is in line with the different interaction of TcdB from clade I and II in receptor pull-down assays.
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FIGURE 4. Competition assay with receptor binding domain and frizzled 2 extracellular domain. (A) Micrographs show HEp-2 cells treated with 300 ng/ml TcdBV PI10463 for 3 h. Competition was performed by treatment of cells with TcdB in the presence of 1,000-fold molar excess of the receptor binding fragment TcdBV PI10463 1101–1836 or TcdBR20291 1101–1836. (B) Quantitative evaluation of micrographs from three independent experiments. Shown is the percentage of rounded cells (cytopathic effect; CPE). (C) Effect of CROP-truncated TcdB on transepithelial electrical resistance (TEER) as surrogate for barrier function. TcdBV PI10463 1–1852 (100 pM, black circles) reduces TEER to about 50% within 6 h when apically applied. Addition of FZD2-Fc in a 1000:1 ratio slightly delayed TcdB effect on TEER (gray circles). TcdBV PI10463 1–1852 (30 pM, black circles) reduces TEER to about 50% within 3.5 h when applied from basal (middle graph). Addition of FZD2-Fc in a 1000:1 ratio delayed TcdB effect for 3 h TEER (gray circles; middle graph). 30 nM TcdBR20291 1–1836 reduced TEER for only 25% within 6 h, and was not affected by addition of FZD2-Fc (1000:1 ratio; right graph) (mean ± SD, n = 3).



Conformation-Dependent Detection and Neutralization of Toxins by scFv-Fc

Since the region up-stream of the CROP domain is essential for receptor binding, we addressed the question whether antibodies directed against this part of toxin might have neutralizing effects. Several scFv-Fc were generated by antibody phage display as reported by Fühner and coworkers in the same issue of this journal, four of which were tested here in dot blot and cell rounding assay (cross reference). First, TcdBV PI10463 and TcdBV PI10463 1–1852, as well as TcdBR20291 and TcdBR20291 1–1836, were spotted onto nitrocellulose and detected by anti-His antibody (Figure 5A). All toxins were recognized via C-terminal His-tag to similar extent. The antibodies ViF087_E1 and ViF087_G10 showed only weak binding to TcdBV PI10463 1-1852 but not to full-length TcdBV PI10463. TcdB from hypervirulent strain R20291 was not recognized. Neither full-length nor CROP-truncated toxin was bound by both antibodies. Only ViF088_C5 recognized an epitope in both TcdB toxinotypes, albeit only when the CROP domains were deleted. ViF087_F3 is the only antibody that recognizes TcdB in the presence and absence of the CROP domain. ViF087_F3, however, is specific for TcdBV PI10463 and does not recognize TcdBR20291. All four antibodies generated by phage display were additionally tested in neutralization assay for their capacity to prevent uptake of TcdBV PI10463 into HEp-2 cells (Figure 5B). TcdBV PI10463 (300 ng/ml) induced almost complete cell rounding in cells after 3 h. ViF087_F3 scFv-Fc, which was the only scFv-Fc from selection that tested positive for recognizing full-length TcdB, showed a neutralizing effect. Cells treated with the combination of TcdBV PI10463 and ViF087_F3 scFv-Fc showed complete unaffected control morphology after 3 h of incubation. None of the other scFv-Fc antibodies inhibited TcdB-induced cell rounding. Together, these data indicate that specific epitope regions within the N-terminal toxin fraction (amino acid region 1–1850) are not necessarily accessible for antibodies in native TcdB (and therefore not for cell surface receptors) due to tertiary conformation.
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FIGURE 5. Detection and neutralization of TcdB by specific scFv-Fc. (A) Scheme of TcdB showing deletion mutants and specific receptor binding regions. TcdB 1-1852 does not bind CSPG4, although partial CSPG4 binding region is left. (B) Dot blot analysis of full-length toxins (TcdBV PI10463 1–2366; TcdBR20291 1–2366) and CROP-truncated toxins (TcdBV PI10463 1–1852; TcdBR20291 1–1836) using various scFv-Fc as well as anti-His antibody as positive control under non-denaturing conditions. Full-length TcdB was only detected by ViF87_F3. ViF88_C5 was the only scFv-Fc that recognized epitope in both clade I and clade II toxins, albeit only in CROP-depleted toxins. Shown are the representative results of 2–3 independent experiments. (C) All four scFv-Fc were applied in neutralization assays. Only VIF087_F3 prohibited cell rounding induced by 300 ng/ml TcdBV PI10463 in HEp-2 cells for 3 h.





DISCUSSION

The present study is about the conformation of TcdB, which was indirectly assayed by different functional read outs. Here, we wanted to learn about the role of the prominent cysteine 2232 which is conserved in TcdA and TcdB, but is exchanged for tyrosine in TcdB from hypervirulent strains. We generated the corresponding mutant toxins TcdBV pi10463 C2232Y and TcdBR20291 Y2232C and found that mutated toxins were as potent as their wildtype forms when tested in cell rounding assay. Interestingly, we did not observe that TcdBR20291 from hypervirulent strain exhibited higher potency than reference TcdBV pi10463 in Hep-2 cells as could be expected (Lanis et al., 2010, 2012). Moreover, TcdBR20291 was even significantly weaker in cytotoxicity regarding induction of early cell death (Ecd) than TcdBV pi10463. Most astonishing was that the replacement of cysteine 2232 by tyrosine reduced cytotoxicity in TcdBV pi10463 and complementary to this, exchange of tyrosine 2232 in TcdBR20291 with cysteine increased cytotoxicity. This is the first evidence that a single amino acid within the Crop domain systematically affects a specific function of TcdB. The mechanism by which TcdB induces Ecd is not known. Knockdown of the TcdB receptor Pvrl3/nectin-3 prohibits Ecd (LaFrance et al., 2015). According to Manse and Baldwin (2015) the receptor binding region for Pvrl3 in TcdB is between amino acids 1250 and 1804, indicating that the cysteine 2232 has to contribute indirectly to receptor binding. Very recently we reported about the uptake efficiency as prerequisite for Ecd rather than a specific receptor-mediated effect (Beer et al., 2018), which is not in contradiction with Pvrl3 knockdown result. Even from this point of view our present results can be interpreted the same: The Crop domain modulates non-Crop domain receptor binding, thereby modulating uptake of toxin into cells.

To be sure that no other conformation-dependent feature account for different cytotoxicities, we performed an autoproteolysis assay, but found that mutated TcdB showed the same InsP6-dependent cleavage efficiency as the corresponding wildtype form. Moreover, clade II TcdB showed enhanced cleavage efficiency in our study but less cytotoxic effect in terms of ECD. Thus, autoproteolytic release of the GTD is most likely not the reason for different cytotoxic effects, which was also reported by Chumbler et al. (2012).

The most novel finding is that the interaction of TcdBR20291 with FZD2 extracellular domain and with PVRL3 is strongly reduced compared to historical TcdBV PI10463. Both receptors bind TcdB upstream of the CROPs, as shown by CROP-truncated TcdB (Manse and Baldwin, 2015; Tao et al., 2016). Very recently the exact binding region of the FZD2 extracellular cysteine-rich domain (FZD2-CRD) was defined in TcdB (Chen et al., 2018). This is close to the region where cluster of mutations are found in TcdBR20291, and it can be assumed that the differences in primary amino acid sequence contribute to lack of interaction of FZD2-CRD with this toxinotype. Especially phenylalanine 1597 directly interacts with FZD2 {Chen}, which is replaced by serine in TcdBR20291. The interaction of PVRL3 with TcdBR20291 was comparable to TcdBV PI10463 C2232Y. In line with this, TcdBR20291 Y2232C showed increased binding to PVRL3, although not to an extent as wildtype TcdBV PI10463. Our results show that the receptor binding regions upstream of the CROPs are affected by the CROP domain. We assume that the CROP domain affects accessibility of the receptor binding region for FZD2 and PVRL3 and that cysteine 2232 contributes to the arrangement of the CROPs. As mentioned in the Introduction, receptor interaction and receptor binding region in TcdB are targets for therapeutic intervention to treat CDI symptoms. To date, only Actoxumab and Bezlotoxumab are the antibodies used for trial therapy in CDI with different efficiencies (Wilcox et al., 2017). Only Bezlotoxumab is approved for therapy, since Actoxumab did not pass the clinical trial due to efficacy and safety reasons (Merck, 2015). Both antibodies recognize epitopes within the CROP domain (Orth et al., 2014; Hernandez et al., 2017). Here we tested antibodies (scFv-Fc) recombinantly generated by antibody phage display for their binding to TcdB. To get antibodies directed against the delivery domain, we used CROP-deleted TcdB 1–1852 for selection with (ViF087) or without (ViF088) pre-absorbance of antibodies to TcdB 1–1128 fragment. Our approach resulted in antibodies that only bind to TcdB immobilized onto a nitrocellulose membrane in the absence of the CROP domain, implicating that the CROP shields antigenic epitopes within the N-terminal portion (aa 1–1852) of TcdB. The only exception was ViF87_F3, which also recognizes full length TcdB. This was the only scFv-Fc which also showed neutralizing capacity in a cell rounding assay. Obviously, the translocation domain (aa 1101–1852) is not accessible for specific antibodies. Especially the region of amino acids 1750–1850, which harbors important cluster specific for clade I or clade II TcdB, contributes to toxin conformation and intrinsic peptides can inactivate TcdB (Larabee et al., 2017a). Additionally, the interaction of this hypervariable region as shown by Larabee et al., 2015 impacts protein–protein interaction within TcdB and the exposure of neutralizing epitopes. Our results from dot blot are not in line with the results from antigen ELISA as reported by HUST/Fühner in the same issue of this journal (here: insert cross reference). This can be explained by the binding of toxin to different matrices or partial denaturation which might lead to exposure of a further epitope. Our studies extend this model by including the C-terminal CROP-domain which might contribute not only to intramolecular interaction but also to intermolecular interaction.

In summary, we conclude that clade II toxins, e.g., TcdBR20291, interact much lesser with FZD2 and also with PVRL3 than TcdBV PI10463. This finding implicates significant differences in susceptibility of different cells toward clade I and clade II toxins. The three-dimensional conformation of toxin is affected when the conserved cysteine 2232 within the CROP domain is exchanged, indirectly influencing non-CROP receptor binding epitopes. Further studies have to investigate if intermolecular association or oligomerization contributes to receptor selection.
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PrsA2 (CD630_35000) of Clostridioides difficile Is an Active Parvulin-Type PPIase and a Virulence Modulator

Can Murat Ünal1,2*, Mareike Berges1, Nathiana Smit3, Cordelia Schiene-Fischer4, Christina Priebe1, Till Strowig3, Dieter Jahn1,5 and Michael Steinert1,3,5

1Institut für Mikrobiologie, Technische Universität Braunschweig, Braunschweig, Germany

2Türk-Alman Üniversitesi, Moleküler Biyoteknoloji Bölümü, Istanbul, Turkey

3Helmholtz-Zentrum für Infektionsforschung, Braunschweig, Germany

4Institut für Biochemie und Biotechnologie, Martin-Luther-Universität Halle-Wittenberg, Halle, Germany

5Braunschweig Integrated Centre of Systems Biology, Braunschweig, Germany

Edited by:
Rustam Aminov, University of Aberdeen, United Kingdom

Reviewed by:
Meera Unnikrishnan, University of Warwick, United Kingdom
Claes Von Wachenfeldt, Lund University, Sweden

*Correspondence: Can Murat Ünal, unal@tau.edu.tr; c.uenal@tu-braunschweig.de

Specialty section: This article was submitted to Infectious Diseases, a section of the journal Frontiers in Microbiology

Received: 17 May 2018
Accepted: 13 November 2018
Published: 04 December 2018

Citation: Ünal CM, Berges M, Smit N, Schiene-Fischer C, Priebe C, Strowig T, Jahn D and Steinert M (2018) PrsA2 (CD630_35000) of Clostridioides difficile Is an Active Parvulin-Type PPIase and a Virulence Modulator. Front. Microbiol. 9:2913. doi: 10.3389/fmicb.2018.02913

Clostridioides difficile is the main cause for nosocomial antibiotic associated diarrhea and has become a major burden for the health care systems of industrial countries. Its main virulence factors, the small GTPase glycosylating toxins TcdA and TcdB, are extensively studied. In contrast, the contribution of other factors to development and progression of C. difficile infection (CDI) are only insufficiently understood. Many bacterial peptidyl-prolyl-cis/trans-isomerases (PPIases) have been described in the context of virulence. Among them are the parvulin-type PrsA-like PPIases of Gram-positive bacteria. On this basis, we identified CD630_35000 as the PrsA2 homolog in C. difficile and conducted its enzymatic and phenotypic characterization in order to assess its involvement during C. difficile infection. For this purpose, wild type CdPrsA2 and mutant variants carrying amino acid exchanges mainly in the PPIase domain were recombinantly produced. Recombinant CdPrsA2 showed PPIase activity toward the substrate peptide Ala-Xaa-Pro-Phe with a preference for positively charged amino acids preceding the proline residue. Mutation of conserved residues in its active site pocket impaired the enzymatic activity. A PrsA2 deficient mutant was generated in the C. difficile 630Δerm background using the ClosTron technology. Inactivation of prsA2 resulted in a reduced germination rate in response to taurocholic acid, and in a slight increase in resistance to the secondary bile acids LCA and DCA. Interestingly, in the absence of PrsA2 colonization of mice by C. difficile 630 was significantly reduced. We concluded that CdPrsA2 is an active PPIase that acts as a virulence modulator by influencing crucial processes like sporulation, germination and bile acid resistance resulting in attenuated mice colonization.

Keywords: Clostridioides difficile, PrsA2, peptidyl-prolyl-cis/trans-isomerase, resistance, germination, colonization


INTRODUCTION

The Gram-positive obligate anaerobe Clostridioides difficile was first isolated in 1935 from neonates and identified as part of their natural intestinal microbiota. In 1978 it was recognized as the causative agent of enterocolitis and pseudomembraneous colitis following the introduction of clindamycin, a broad-band lincosamin antibiotic against Gram-negative anaerobes (Bartlett et al., 1977; Lusk et al., 1978). In industrialized countries, C. difficile infection (CDI) has become a major burden in health care facilities in the last two decades with increasing incidence numbers in community-associated cases (Rupnik et al., 2009; Hopkins and Wilson, 2018). The most common severe form of CDI is pseudomembranous colitis which is a strong inflammation that goes along with fever, massive tissue destruction of the large intestine and leucocytosis (Barbut et al., 2007; Rupnik et al., 2009).

Clostridioides difficile infection is mainly mediated by two enterotoxins (TcdA and TcdB) that are essential for developing the disease (Burke and Lamont, 2014). These toxins are taken up by endocytosis, translocate into the host cell cytosol and exert their activity by glycosylating and thereby inactivating small GTPases in human enterocytes. This leads to the collapse of the actin cytoskeleton dynamics resulting in the distortion of the gut epithelial barrier and inflammation (Rupnik et al., 2009; Chandrasekaran and Lacy, 2017). Apart from its enterotoxins, several other virulence factors that contribute to disease severity and host colonization have been described for C. difficile and analyzed to different extents. These include, among others, the binary toxin CDT (C. difficile toxin) that is present in 5–6% of historic human isolates, extracellular proteases, surface layer proteins, several adhesins like a fibronectin binding protein (Fbp68) or a collagen binding protein (CbpA), flagella and type IV pili (Geric et al., 2004; Janoir, 2016; Ünal and Steinert, 2016; Péchiné et al., 2018). Furthermore, the bile acid status of the infected host was shown to clearly determine the course and outcome of CDI as patients display a clear shift from antibacterial to less antibacterial bile acids due to the disturbances of their indigenous microbiome (Theriot et al., 2016). Besides this, the arsenal of virulence factors and mechanisms that contribute to host colonization, disease outbreak and dissemination is still largely unexplored.

Peptidyl-prolyl-cis/trans-isomerases (PPIases) are ubiquitous proteins that can be divided into three major classes: the FK-506 binding proteins (FKBPs), cyclophilins and parvulins (Schiene-Fischer et al., 2013; Dunyak and Gestwicki, 2016). Despite their amino acid sequence and structural differences all classes have in common that they catalyze the rate limiting isomerization of peptidyl-prolyl bonds during protein folding (Fischer et al., 1984; Fischer and Bang, 1985; Siekierka et al., 1989; Rahfeld et al., 1994). By this, they contribute to protein stability, activity and translocation in bacteria (Behrens-Kneip, 2010; Lyu and Zhao, 2015). Physiologically, PPIases participate in stress tolerance, protein homeostasis or secretion. In many instances PPIases have been shown to contribute to virulence in Gram-negative and Gram-positive bacteria (Ünal and Steinert, 2014). The most prominent examples are the macrophage infectivity potentiator (Mip) of Legionella pneumophila, and PrsA2 of Listeria monocytogenes (Cahoon and Freitag, 2014; Rasch et al., 2014).

PrsA2 of L. monocytogenes (LmPrsA2) is a parvulin-type PPIase that is a lipoprotein and localizes to the cytoplasmic membrane. Like its homolog PrsA from Bacillus subtilis, it facilitates folding and efficient secretion of extracellular proteins (Kontinen et al., 1991; Vitikainen et al., 2004; Cahoon and Freitag, 2014). LmPrsA2 was first identified in a transposon mutant study as a factor promoting the virulence related trait haemolysis (Zemansky et al., 2009). Subsequently, it was shown to promote the activity or efficient secretion of several other virulence factors like the metalloprotease Mlp, the phospholipase PC-LPC, listeriolysin O or the actin-binding and nucleating protein ActA. Thus, it was influencing the outcome of infection in cellular and animal models (Alonzo and Freitag, 2010; Alonzo et al., 2011; Forster et al., 2011). Furthermore, LmPrsA2 homologs have been described in other major Gram-positive pathogens like Staphylococcus aureus, Streptococcus equi or S. suis in the context of virulence (Ikolo et al., 2015; Cincarova et al., 2016; Jiang et al., 2016; Wiemels et al., 2017). Accordingly, in this study we analyzed the closest homolog of LmPrsA2 in C. difficile, CD630_35000, in respect to its biochemistry as well as contribution to physiology and infection.



MATERIALS AND METHODS

Bacterial Strains and Culture

Bacterial strains and plasmids that were used in this study are listed in Table 1. C. difficile 630Δerm and its derivatives were cultured in BHIS medium (brain-heart infusion broth (Carl Roth GmbH) supplemented with 5 g/L yeast extract (BD BactoTM) and 1 g/L L-cysteine (Sigma-Aldrich) under anaerobic conditions (95% N2/5% H2). If necessary, 5 μg/mL erythromycin or 15 μg/mL thiamphenicol were added. Escherichia coli and Bacillus megaterium were cultured in LB medium supplemented with 100 μg/mL ampicillin, 10 μg/mL tetracycline or 30 μg/ml chloramphenicol. All antibiotics were purchased from Sigma-Aldrich. Media were solidified by adding 1.5% (w/v) agar when needed.

TABLE 1. Bacterial strains and plasmids used in this study.
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Recombinant Production of CdPrsA2 and Its Single Amino Acid Substitution Mutants

The prsA2 gene without the first 66 bp encoding for the N-terminal signal peptide was amplified with the primers 3500_For and 3500_Rev. The PCR product was cloned into the production vector pSPYocH-hp using the restriction sites EagI and SpeI yielding a C-terminally His-tagged protein that is N-terminally coupled to the signal peptide of YocH of B. subtilis (Stammen et al., 2010). Conserved amino acids, which were suspected to be involved in PPIase activity were substituted by alanine. This was done by inverse PCR utilizing the original production construct as template and primers with the respective codon changes. The linearized plasmids were gel purified, phosphorylated with T4 polynucleotide kinase (NEB) and re-ligated with T4 ligase (NEB) according to manufacturer’s instructions. Plasmids carrying the desired mutations were selected in E. coli DH10β and verified by sequencing. After propagation and validation in E. coli DH10β, the protoplasts of the strain B. megaterium MS941 were transformed using purified plasmid DNA as described previously (Biedendieck et al., 2011). For recombinant production, an overnight culture of the production strain was prepared, and the next morning refreshed 1:100 in 300 ml LB medium containing 10 μg/mL tetracycline. The cells were induced at an OD600nm of ∼0.4 by the addition of sterile filtered D-xylose (Carl Roth GmbH) at a final concentration of 0.5 % (w/v). After 6 h the cells were removed (3000 g, 15 min, RT), and the supernatant was sterile filtered as pSPYocH-hp facilitates the secretion of the recombinantly produced protein into the culture supernatant. His-tagged PrsA2 and its variants were purified from the supernatant using Protino® Ni-TED columns (Macherey-Nagel) following the manufacturer’s instructions. Protein yield and purity were analyzed by SDS-page. Correct secondary structure folding of recombinant proteins was confirmed by circular dichroism. Primers used in this study are listed in Table 2.

TABLE 2. Primers used in this study.
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Protease-Free PPIase Assay

Protease-free PPIase assays were performed as previously described (Zoldák et al., 2009). Briefly, measurements of the PPIase activity were done in 35 mM HEPES pH 7.8 at 10°C in a HP8452 UV/Vis spectrophotometer using the substrate peptide Suc-Ala-Ala-Pro-Phe-pNA. The time courses were followed at 330 nm after jumping from the peptide stock solution in 0.55 M LiCl/TFE into the final buffer solution. Data analysis was performed by single exponential non-linear regression. Measurements were performed at different concentrations of PrsA2 in triplicate. Determination of kcat/Km was performed by evaluation of the linear dependency of kenz from the concentration of PrsA2. Relative errors of the measurements were calculated using the standard errors of the linear regression. Substrate specificity was determined using substrate peptides of the form Abz-Ala-Xaa-Pro-Phe-pNA with Xaa representing different proteinogenic amino acids. Measurements were done in a Fluoromax 4 fluorescence spectrophotometer after jumping from the peptide stock solution in 0.55 M LiCl/TFE into the final buffer solution. The time courses were followed at 416 nm after excitation at 316 nm. Relative errors were calculated using the standard errors of the measurements in triplicate. Data were analyzed by ANOVA.

Construction of CD630_35000 (prsA2) Destruction Clones Using ClosTron

A synthetic vector containing the region of prsA2 (CD630_35000) was designed with the help of the ClosTron website1 using the Perutka algorithm (Perutka et al., 2004). E. coli CA434 was transformed with customized vectors for mating with C. difficile 630Δerm cells as described previously (Purdy et al., 2002; Heap et al., 2009, 2010). Mutants were selected on BHIS containing 5 μg/mL erythromycin and confirmed by PCR and sequencing using gene specific primers.

Determination of Toxin Concentration in Supernatants

For determining the toxin production, exponentially growing cultures were adjusted to an OD600 nm of 0.05 in 10 mL of fresh BHIS and grown at 37°C under anaerobic conditions. After 48 h, the culture supernatants of 2 mL of each culture were harvested (5000 g, 5 min, RT) and sterile filtered using 0.2 μm syringe filters. Toxin concentrations in culture supernatants were determined using the Clostridium difficile Toxin A OR B ELISA Kit of tgcBIOMICS (tgc-E002-1) following the manual instructions.

Preparation of Spores

Spores of C. difficile were prepared with slight modifications as previously described (Sorg and Sonenshein, 2008). Bacteria were grown over night in BHIS medium, and 100 μL were spread on BHIS-agar plates, which were incubated for 10 days at 37°C under anaerobic conditions. Bacteria and spores were collected using a sterile loop and suspended in 2 mL ice cold H2Odd. Spores were separated from vegetative cells by layering this suspension onto 10 ml of sterile 50% (w/v) sucrose solution and centrifugation (3200 g, 4°C, 25 min). This step was repeated until a spore purity of > 95% was reached as assessed microscopically. Spores were washed five times with H2Odd (5000 g, 4°C, 10 min), resuspended in 1 mL of H2Odd, and stored at 4°C.

Assessment of Sporulation Rates

The spore formation was assessed microscopically as described previously (Edwards and McBride, 2016). Briefly, 100 μL of an exponentially growing culture were spread out on sporulation agar plates [63 g Bacto peptone (BD Difco), 3.5 g proteose peptone (BD Difco), 0.7 g (NH4)2SO4, 1.06 g Tris base, 11.1 g BHI extract (Roth) and 1.5 g yeast extract (BD Difco) in 1000 mL H2Odd, autoclave and add 3 ml 10% (w/v) of sterile filtered L-cysteine (Sigma-Aldrich)]. The plates were incubated at 37°C under anaerobic conditions. After 24 h, a loop full of bacteria were resuspended and fixed for 15 min at room temperature in 100 μL of PBS containing 2% (w/v) paraformaldehyde. Two to five μL of these suspensions were dropped onto a microscope slide, pictures of at least three different fields were taken, and the number of vegetative cells and spores were determined.

Germination Assays

Spore germination in response to the bile acids taurocholate (TCA) or deoxycholate (DCA) was measured optically as described previously (Sorg and Sonenshein, 2008, 2009). Briefly, spores were heat activated at 60°C for 30 min, adjusted to an OD600 nm of 0.3–0.5 in 100 μL BHIS containing 5 mM TCA or 1 mM DCA in a 96-well plate, and immediately transferred to a VarioSkanTM (ThermoFisher) plate reader at room temperature. Germination of the spores resulted in a decrease in the optical density, which was recorded every 2 min for 20 min.

Resistance Assays

Overnight cultures were refreshed 1:100 in 10 mL BHIS medium, cultured to an OD600 nm of 0.8–1.0, and adjusted to 0.1 in BHIS medium. Bile acids (20 mM stock solution in DMSO) or antibiotics (5 mM stock solution in DMSO) were serially diluted 1:1 in a 96-well plate in 100 μL BHIS containing 10% (v/v) DMSO. Following this, 100 μL of the bacterial solution were added into each well resulting in a final OD of 0.05 and a final DMSO concentration of 5% (v/v). Bacteria were grown for 12–16 h at 37°C under anaerobic conditions, and the final OD was measured at 600 nm using a VarioSkanTM (ThermoFisher) plate reader. Medium containing 5% (v/v) DMSO served as background.

Mouse Colonization Studies

Mice for C. difficile infection were bred at the Helmholtz Centre for Infection Research (Braunschweig, Germany) under enhanced specific pathogen free conditions. CHOW AND IVC. 16–20 weeks old mice (GENDER) were treated with an intraperitoneal injection of clindamycin (10mg/kg body weight, Sigma) and 24 h later orally infected with 1000 spores of the indicated strains of C. difficile. Twenty four hours after infection, fecal samples were collected and mice were euthanized to obtain cecum and colon content. Samples were weighed and homogenized, after which aliquots of homogenized contents were heated for 20 min at 65°C to kill vegetative cells. To determine CFU of vegetative cells and spores, non-heated and heated samples were plated on CLO agar plates (BioMerieux, 43431), which were for the heated samples supplemented with taurocholate (0.1% w/v, Roth) to induce germination of spores. Plates were incubated for 3 days at 37°C in an anaerobic environment (Anaerocult A, Merck). All experiments were performed in strict accordance with the German Recommendation of the Society for Laboratory Animal Science (GV-SOLAS) and the European Health Recommendations of the Federation of Laboratory Animal Science Associations. The animal protocol was approved by the “Niedersächsisches Landesamt für Verbraucherschutz und Lebensmittelsicherheit”: (33.9-42502-04-14/1415).



RESULTS

C. difficile Encodes Proteins With Strong Amino Acid Sequence Similarity to PPIases

We screened the reference genome of C. difficile str. 630 (NC_009089.1) for the presence of genes encoding parvulin homologs and identified four putative candidates (Table 3). Of those four, two contained putative secretion signals (SP) that can be recognized by the signal peptidase II as predicted by LipoP 1.0 (Juncker et al., 2003; Rahman et al., 2008). This is similar to L. monocytogenes where, in contrast to the model organism B. subtilis, two membrane localized PrsA-homologs are present (Cahoon et al., 2016). In order to determine the closest homolog of the virulence associated PrsA2 of L. monocytogenes (LmPrsA2), we performed an amino acid sequence alignment with Clustal Omega (Sievers et al., 2011). For this, we used the sequences of LmPrsA2 and the four putative parvulin-type PPIases from C. difficile, CD630_13570, CD630_15570, CD630_22630 as well as CD630_35000. Out of those, CD630_35000 had with 32.96% identity the highest similarity on amino acid level to LmPrsA2 and separated in this respect clearly from the remaining parvulins of C. difficile (Figure 1A). Further amino acid sequence comparisons of CdPrsA2 (CD630_35000) with LmPrsA1, LmPrsA2, BsPrsA and the human parvulin Pin1 (HsPin1) identified highly conserved amino acids, mostly in the well-defined PPIase domain (Figure 1B). This amino acid sequence alignment shows the close relatedness between BsPrsA, LmPrsA1 and LmPrsA2. Interestingly, CdPrsA2 contained a stretch of 21 amino acids (K188-K208) that was absent in the other bacterial parvulins. Interestingly, HsPin1 contains a stretch of amino acids which is approximately of the same length. Overlaying an available structural model of the PPIase domain of BsPrsA with HsPin1 showed that this stretch corresponded to a flexible loop in HsPin1 that is absent in BsPrsA (Figure 1C). The 996 bp long CdPrsA2 gene is localized on the chromosome between the gene for RNA polymerase removal factor Mfd upstream and the gene encoding the highly conserved forespore-specific transcription factor SpoVT downstream (Figure 1D) (Asen et al., 2009; Willing et al., 2015).

TABLE 3. Putative parvulin-type PPIases of C. difficile.
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FIGURE 1. CD630_35000 is the closest homolog of PrsA2 of L. monocytogenes in C. difficile with unique features. (A) Similarity analysis of all putative parvulins of C. difficile with the virulence associated parvulin LmPrsA2 of L. monocytogenes shows that CD630_35000 (CdPrsA2) displays the highest similarity to LmPrsA2. (B) Alignment of amino acid sequences of CdPrsA2 (Q180Z8), LmPrsA1 (Q71ZM6) and LmPrsA2 (Q71XE6) of L. monocytogenes, BsPrsA (P24327) of B. subtilis and HsPin1 (Q13526) of humans reveals highly conserved amino acids, especially in the PPIase domain (underlined). The alignment was performed using the T-Coffee webserver and visualized by Jalview 2.10.3b1. Amino acids that are conserved to 100% are highlighted by color coding according to Taylor (Taylor, 1986; Notredame et al., 2000; Waterhouse et al., 2009). Amino acids that have been mutated in CdPrsA2 for enzymatic studies are marked by an asterisk. A variable loop that aligns with the human HsPin1 and is absent in all other bacterial PrsA proteins is highlighted in red. (C) Structural alignment of HsPin1 (pdb:1NMV) and BsPrsA (pdb: 4WO7) reveals a loop (highlighted in red) in the human parvulin that has no homology in BsPrsA but aligns with CdPrsA2 (see also B). Shown in red is the side chain of the catalytically important amino acids K63 in HsPin1 that corresponds to K188 in CdPrsA2. (D) Shown is the genetic localization of the 996 base pairs long ORF of CD630_35000 (CdPrsA2) in the genome of C. difficile strain 630Δerm with the integration site of the ClosTron construct between bases 262 and 263. Shown are also the downstream adjacent genes spoVB and spoVT as well as the upstream adjacent gene mfd.



CdPrsA2 Is an Active Parvulin

For evaluating whether CdPrsA2 is an active parvulin, we recombinantly produced a C-terminally His-tagged CdPrsA2 lacking its putative signal peptide and lipid modification as well as its single alanine-exchange mutant variants in B. megaterium MS941 and performed in vitro protease-free PPIase assays using the substrate peptide Abz-Ala-Ala-Pro-Phe-pNA. Wild type CdPrsA2 was active in the protease-free PPIase assay with a catalytic efficiency (kcat/Km) of 6.78 ± 0.41 × 104 M-1s-1 (Figure 2A and Table 4). In order to functionally identify amino acid residues involved in the observed enzymatic activity, conserved residues of the PPIase domain were deduced from the outlined amino acid sequence comparisons (D232, L241, M249, F253, T271, Y273, H276). Additionally, K188 was selected due to its possible functional homology to K63 in HsPin1 (Zhou et al., 2000) (Figure 1B). Among the eight amino acid replacements, Y273A, T271A, and F253A were the most deleterious ones with catalytic efficiencies dropping to 1.06 ± 0.24 × 103 M-1s-1, 1.06 ± 0.10 × 103 M-1s-1, 1.61 ± 0.23 × 103 M-1s-1, respectively, and resulting in an activity loss of about 98% compared to the wild type protein. This was followed L241A with 92% reduced activity and a catalytic efficiency of 5.02 ± 0.50 × 103 M-1s-1 (Figure 2B). Two substitution mutants, namely M249A and H276A, revealed activity losses of about 20 and 70%, respectively. Also, exchanging the non-canonical K188 by alanine caused a loss in activity by about 45% to a kcat/Km value of 3.65 02 ± 0.40 × 104 M-1s-1. In contrast, substituting D232 by an alanine caused an opposite effect and increased the catalytic efficiency of the enzyme 2.6-fold to 1.80 ± 0.05 × 105 M-1s-1 (Figure 2B).

TABLE 4. Relative catalytic activity of alanine substitution mutants of CdPrsA2.
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FIGURE 2. PPIase activity profile of CdPrsA2. (A) Determination of the catalytic efficiency of wtPrsA2 (kcat/Km 6.78 × 104 M-1 s-1) by evaluation of the linear dependency of kenz from the concentration of the protein. The cis/trans isomerization of the PPIase substrate Suc-Ala-Ala-Pro-Phe-pNA was measured by the protease-free PPIase activity assay. The time courses were followed using a HP 8452 diode array spectrophotometer at 330 nm after jumping from the peptide stock solution in LiCl/TFE into the final buffer solution at 10°C. Measurements were done in 35 mM HEPES pH 7.8. Each data point represents the mean of three independent measurements. (B) Substitution of selected conserved amino acids in the PPIase domain by alanine revealed that especially the amino acids in the catalytic core Y273, T271, F253 and L241 are involved in the PPIase activity. Substitution of Y273 and T271 reduced the catalytic efficiency to 1.5% of the wild type protein, whereas the alanine substitutions of F253 and L241 yielded catalytic efficiencies of 2.3 and 7.4%, respectively. Moderate changes were observed when M249 or H276 were replaced by alanine, which decreased catalytic efficiencies to 80.5 and 38.5%, respectively. Replacement of the non-canonical K188 by alanine yielded a variant with only 53.8% residual efficiency. Substituting D232 by alanine resulted in 264% increased PPIase activity compared to wild type protein. (C) Relative PPIase activities of CdPrsA2 for substrates with different amino acids N-terminal to proline compared to its activity towards Abz-Ala-Ala-Pro-Phe-pNA. Determination of kcat/Km was performed by evaluation of the linear dependency of kenz from the concentration of CdPrsA2. Catalytic efficiencies were increased to 264, 236, or 176% for substrates with leucine or the positively charged amino acids arginine or lysine preceding proline, respectively. In contrast, the catalytic efficiency dropped to 9.9% or to 8.4%, when substrate peptides containing glutamate or valine were used, respectively. Data are means and SEM of three independent measurements. Statistical significance was determined by one-way analysis of variance (ANOVA), (∗p ≤ 0.05).



Next, we analyzed the substrate preference of CdPrsA2 by using the wild type protein with variants of the substrate peptide Abz-Ala-Xaa-Pro-Phe-pNA containing different amino acid residues Xaa preceding the proline residue (Table 5). The catalytic efficiency of CdPrsA2 for a substrate peptide with leucine instead of alanine was with 8.5 × 105 M-1s-1 about 2.6-fold increased. We concluded a clear preference of CdPrsA2 toward positively charged amino acids preceding proline, as the peptides containing arginine or lysine were isomerized 2.3-fold and 1.76-fold faster resulting in kcat/Km values of 7.58 × 105 M-1s-1 and 5.67 × 105 M-1s-1, respectively. In agreement with this, the catalytic efficiency for a substrate peptide with the negatively charged glutamate was reduced by around 90% to 3.2 × 104 M-1s-1. Peptides containing isoleucine or valine were less suitable substrates as their kcat/Km values were reduced by 87 and 92% to 4.26 × 104 M-1s-1 and 2.7 × 104 M-1s-1, respectively (Figure 2C).

TABLE 5. Substrate specificity of wild type CdPrsA2 protein.
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CdPrsA2 Is Involved in Stress Responses

Next, we analyzed its physiological role by disrupting the CdPrsA2 gene using the ClosTron technology. The ClosTron element was found inserted between bps 262 and 263 (Figure 1D). The mutant revealed no obvious growth defect in rich BHIS-medium (Figure 3A). Similarly, the spore forming capacity and the toxin titres of stationary liquid cultures were comparable between the prsA2::ClosTron mutant and its isogenic wild type (Figures 3B,C). PPIases are typically involved in various stress responses in bacteria. Consequently, we analyzed the contribution of CdPrsA2 to different stress responses of C. difficile. As stressors we used the two most common therapeutic antibiotics, vancomycin and metronidazole, and the two main secondary bile acids of the healthy intestine, lithocholic acid (LCA) and deoxycholic acid (DCA) that inhibit vegetative cell growth. When treated with vancomycin, no significant difference between the wild type strain and its isogenic prsA2::ClosTron mutant was detected (Figure 4A). In contrast, a significant reduction in resistance from 16 to 8 μM metronidazole was observed for the mutant strain (Figure 4B). The mutant strain was found less susceptible toward bile acids, with 31 μM of LCA (Figure 4C) and 125 μM of DCA (Figure 4D), concentrations at which the vegetative growth of the wild type strain was significantly impaired.
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FIGURE 3. Deletion of CdPrsA2 does not affect growth, sporulation or toxin production. (A) Growth in BHIS medium was measured over 24 h every 90 min for the first 14 h. Shown is the mean and standard deviation of two separate experiments performed in duplicates. (B) Sporulation of 630Δerm (wild type) and its isogenic ΔprsA2::ClosTron mutant (ΔprsA2) was induced on sporulation plates for 24 h, and monitored microscopically. The number of spores was put in relation to the vegetative cells in order to assess the sporulation rate in percentage. Shown are the results of three independent experiments. (C) Toxin concentrations in 48 h old culture supernatants were measured by ELISA and revealed no substantial differences between 630Δerm (wild type) and its isogenic ΔprsA2::ClosTron mutant (ΔprsA2).
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FIGURE 4. CdPrsA2 confers metronidazole resistance and renders the bacteria sensitive to secondary bile acids. (A) Vancomycin is equally effective against vegetative C. difficile 630Δerm (wild type) and its isogenic ΔprsA2::ClosTron mutant with a minimal inhibitory concentration (MIC) of ≥ 1 μM. (B) In case of metronidazole the ΔprsA2::ClosTron mutant showed increased sensitivity as the MIC dropped from ≥ 8 μM to ≥4 μM. In the absence of PrsA2 C. difficile can tolerate higher concentrations of the secondary acids (C) litocholic acid (LCA) and (D) deoxycholic acid (DCA) as the MICs for the substances increase from ≥ 16 μM to ≥31 μM, and from ≥63 μM to ≥125 μM, respectively. Shown are the mean and standard deviation of three independent experiments performed in duplicates. Significance was calculated using unpaired two-sided Student’s t-test (∗p ≤ 0.05, ∗∗p ≤ 0.01).



Response to Germination Inducing Bile Salts Is Impaired in Spores Lacking CdPrsA2

The germination of spores is the crucial step for colonization and developing acute CDI. Accordingly, we evaluated the response of spores derived from the wild type strain and isogenic prsA2::ClosTron mutant. For this purpose, we used the bile acid DCA at a concentration of 1 mM and sodium taurocholate (TCA) with 5 mM and monitored the initial stages of germination by measuring the drop in OD at 600 nm every 2 min for 20 min after the addition of the respective bile acid. The change in relative OD indicated a significant response of the wild type strain to both bile acids. The relative OD decreased by about 20% during treatment with 1 mM DCA (Figure 5A) and by about 25% with 5 mM TCA (Figure 5B) until it reached a plateau at 20 min. In contrast, spores of the prsA2 deficient mutant did not respond to both bile acids in the same time frame and showed less than 5% loss in OD (Figures 5A,B).
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FIGURE 5. CdPrsA2 influences germination efficiency of C. difficile spores. Germination of C. difficile 630Δerm (wild type) and its isogenic ΔprsA2::ClosTron mutant (ΔprsA2) in the presence of (A) 1 mM deoxycholic acid (DCA) or (B) 5 mM taurocholic acid (TCA) was assessed in 96-wells by measuring the change in optical density of the spore suspension at OD600 nm over 20 min. Plotted is the change in optical density relative to the starting OD at t0. Shown are the means and SEM of three measurements performed with spores of two different preparations. Statistical significance was calculated using Student’s t-test (∗p ≤ 0.05).



CdPrsA2 Contributes to Colonization of Mice

Having seen the differential effects in C. difficile regarding bile acid responses, we evaluated the prsA2 deficient mutant in a mouse colonization model. For this purpose, 4 months old mice that had been treated with clindamycin were infected orally with 1000 spores of C. difficile str. 630Δerm or its isogenic prsA2::ClosTron mutant. The mice were sacrificed 24 h after infection, and the cecum and colon contents as well as the feces were collected. The colonization of the mice was assessed by determining the colony forming units (cfu) of each strain on selective agar. Mice infected with wild type spores yielded a higher bacterial burden in their cecum and colon compared to the mutant strain (Figures 6A,B). In the cecum, 106 cfu/g of vegetative cells were recovered. This was about 10-fold and by this significantly higher (p ≤ 0.01) than in mice infected with the PrsA2-deficient mutant (Figure 6A). This difference was even higher in the colon, where 105 cfu/g of vegetative cells of wild type compared to about 5 × 103 cfu/g (p ≤ 0.001) of vegetative cells of the mutant were recovered (Figure 6B). In contrast, no difference in the count of vegetative cells was observed between the strains in the feces, where about 3.5 × 103 cfu/g were recovered for both strains (Figure 6C). The spore numbers of the wild type were with 4.5 × 104 vs. 3.2 × 103 cfu/g in the colon and 5.2 × 105 vs. 104 cfu/g in feces significantly higher for the wild type (Figures 6B,C). No significant differences in the spore counts were measured in the cecum (Figure 6A).
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FIGURE 6. CdPrsA2 is important for colonization of mice. Twenty to twenty four weeks old mice old clindamycin treated mice were infected with 1000 spores of either C. difficile 630Δerm and its isogenic ΔprsA2::ClosTron mutant (ΔprsA2) per mouse, sacrificed after 24 h, and (A) cecum, (B) colon contents as well as (C) feces were collected. The number of vegetative cells and spores in each compartment were determined by plating out serial dilutions on CLO plates (bioMérieux) with or without 0.1% (w/v) TCA. Samples were heated prior to plating out for the determination of spore numbers. Significantly higher cfu of vegetative cells could be isolated from cecum and colon of mice infected with the wild type as compared with the ΔprsA2 mutant. Furthermore, significantly less spores of the mutant were recovered in the colon and feces samples. Significance was calculated using unpaired two-sided Student’s t-test (∗p ≤ 0.05, ∗∗p ≤ 0.01, ∗∗∗p ≤ 0.001).





DISCUSSION

The multi-resistant pathogen C. difficile is a steadily growing problem for the health care systems of industrialized countries as its spread goes along with the broad use of antibiotics in communities with a demographic change toward a care-intensive population. While the acute disease is mainly caused by the enterotoxic activity of two large clostridial toxins, TcdA and TcdB, there are many additional factors that influence colonization, persistence and recurrence. However, the systematic investigation of non-toxin virulence factors lags considerably behind that of TcdA and TcdB. Accordingly, in this study we aimed at narrowing this gap by characterizing the PrsA2-homolog, a parvulin-type PPIase, of C. difficile.

PrsA of B. subtilis is important for the secretion of extracellular proteins (Kontinen et al., 1991; Jacobs et al., 1993; Yan and Wu, 2017; Ma et al., 2018). Homologs of PrsA in pathogenic bacteria very often contribute to pathogenicity by the secretion of extracellular virulence factors (Ünal and Steinert, 2014; Jiang et al., 2016; Wiemels et al., 2017; Lin et al., 2018). The most prominent example of these proteins is LmPrsA2 of L. monocytogenes, which has in addition to many other pathogens like S. aureus or Streptococci two homologs of this protein (Cahoon and Freitag, 2014). For our study, we identified all four putative parvulin-like PPIases of C. difficile and determined by sequence homology that CD630_35000 is the closest homolog to LmPrsA2. Additionally, CD630_35000 was confirmed as a lipoprotein in an experimental lipoproteomic approach (Charlton et al., 2015). Further analysis revealed that CdPrsA2, although closely related to the PrsA2 proteins of B. subtilis and L. monocytogenes, may have structural differences that might have functional consequences. The most interesting in this respect is certainly an additional 21 amino acid long stretch starting with K188 (Figure 1C). This stretch exhibits a certain similarity to a loop region in the human parvulin Pin1 that is involved in enzymatic activity and substrate discrimination (Zhou et al., 2000). In the light of these preliminary findings we decided to perform a systematic substitution analysis with conserved amino acids. Here, we demonstrated that the recombinant protein was indeed an active parvulin and that the most conserved amino acids within the PPIase domain, namely L241, F253 and Y273 are crucial for its enzymatic activity (Figure 2B). Substituting D232 with alanine resulted in increased PPIase activity suggesting that this residue also contributes to substrate selectivity. Interestingly, K188, which corresponds to K63 in human Pin1 but is not present in other PrsA2 proteins analyzed, also influences the activity of CdPrsA2. In Pin1, this positively charged residue together with R68 and R69 form a basic cluster which recognizes phospho-serine or phospho-threonine residues and facilitates its participation in mammalian signaling cascades (Zhou et al., 2000). With this substrate specificity Pin1 takes a special place among eukaryotic PPIases, whereas there are no reports for a selectivity toward phosphorylated amino acids in bacterial PPIases. Thus, we elucidated the substrate specificity of recombinant wild type CdPrsA2. Interestingly, we observed a clear preference of CdPrsA2 toward substrates containing positively charged amino acids preceding proline, which is similar to the substrate specificity of the second human parvulin Par14 (Uchida et al., 1999). Probably, K188 in CdPrsA2 does not contribute to substrate selectivity as K63 in Pin1. In contrast to Pin1, the 21 amino acid stretch of CdPrsA2 contains three aspartate residues and thus, might determine the preference for positively charged substrates together with D232. Also, it should be noted that CdPrsA2 might have a relatively broad substrate spectrum as the cis/trans isomerization of peptides with leucine, glutamine, methionine and phenylalanine preceding the proline was also accelerated at high rates.

In order to analyze the role of CdPrsA2 in C. difficile physiology, we generated a gene disruption mutant using the ClosTron technology. The mutant showed no major differences regarding growth in BHIS, sporulation on agar or toxin titres. Furthermore, the prsA2::ClosTron mutant and the wild type were comparably susceptible toward the cell wall targeting antibiotic vancomycin. In contrast, an increased susceptibility toward metronidazole, the second common first line antibiotic against CDI, was observed in the mutant (Figure 4B). This antibiotic that is administered against anaerobic pathogens exerts its activity mainly by causing DNA damage (Dhand and Snydman, 2009). In recent years, the resistance toward this considerably cheap antibiotic has constantly been rising among C. difficile isolates. However, the exact mechanisms conferring metronidazole resistance in C. difficile are not known. Suggested are increased activity of nitroreductases, iron uptake and DNA repair mechanisms (Peng et al., 2017). Among these, CdPrsA2 might influence the iron uptake by modulating the concentration or activity of membrane associated transporters.

Interestingly, in the absence of PrsA2 the resistance of C. difficile toward the secondary bile acids LCA and DCA significantly increased. The antibacterial effect of bile acids is a well-known phenomenon, as the probability and severity of acute CDI clearly correlate with the bile acid status of the host (Sung et al., 1993; Buffie et al., 2015). Nevertheless, the exact mode of action for the antibiotic activity of bile acids is still speculative. Considering their mainly hydrophobic nature, the disturbance of bacterial membranes is the most likely mode of action followed by interfering with the stability of cellular macromolecules like DNA, RNA or proteins. Most common bile tolerance or resistance mechanisms in bacteria include the modification of the outer membrane in Gram-negatives as well as the upregulation of transporters, efflux pumps or bile acid modifying enzymes in Gram-negative and Gram-positives (Begley et al., 2005). Many bacteria of the commensal microbiome, like C. scindens, are known to convert primary bile acids of the host to secondary bile acids that exert antibacterial activity on vegetative C. difficile and inhibit spore germination which contributes to the naïve colonization barrier in healthy individuals (Sorg and Sonenshein, 2009; Studer et al., 2016; Weingarden et al., 2016). In addition, especially the primary bile acid TCA and the secondary bile acid DCA induce germination of the spores, which is the key event leading to acute disease (Sorg and Sonenshein, 2008). How C. difficile might directly cope with bile acid stress is currently not known. Only recently a bile acid modifying 7α-hydroxysteroid dehydrogenase was biochemically characterized, while its contribution to bile acid dependent physiology of the bacterium remains unsolved (Bakonyi and Hummel, 2017). Considering the increase in resistance in the CdPrsA2-deficient mutant and a probable role of the protein in the composition of the outer layer of the bacterium, it is very likely that the interaction of LCA or DCA with the bacteria is hampered either by the reduced presence of a yet unknown receptor or a membrane modifying enzyme.

Most interestingly, PrsA2 deficiency resulted in a substantial loss in germination in response to the bile acids TCA and DCA (Figure 5). The germination is the initial step in the transformation to toxin producing vegetative cells and as such the development of acute disease. Germination in C. difficile differs from other clostridia and the model organism B. subtilis in regard to the regulatory cascades that are activated upon the detection of bile acids and amino acids as germination signals. Its main actors are the bile acid receptor CspC and the downstream proteases CspA, CspB, and SleC (Burns et al., 2010; Francis et al., 2013; Paredes-Sabja et al., 2014). How PrsA2 influences the germination of C. difficile still needs to be analyzed in detail, but the reduced response toward bile acids could also explain the reduced capability of the mutant to colonize mice. In orally infected mice the number of vegetative cells 24 h p.i. were significantly reduced in the cecum and colon. The same was true for the number of spores in the colon and feces, whereas interestingly the spore numbers in the cecum were comparable. This might indicate that the wild type due to a normal response toward bile acids can transform much earlier and more efficiently into vegetative cells and start the colonization. This early onset of infection most probably leads also to higher spore burden in the distal part of the gastrointestinal tract and finally in the feces. CdPrsA2, like all the other PPIases of C. difficile, has consistently been found in proteomic studies including the spore (Lawley et al., 2009; Charlton et al., 2015). However, CdPrsA2 was shown to be the only PPIase that was significantly upregulated throughout the first 30 h of infection in mice indicating that it actively participates in the infection process (Fletcher et al., 2018).



CONCLUSION

We suggest that the extracellular PPIase PrsA2 of C. difficile is enzymatically active with a preference for substrates containing positively charged amino acids. Furthermore, it acts as a virulence modulator by influencing important processes including germination and bile acid resistance that all together contribute to the colonization efficiency of the bacteria. By this, it is part of the virulence repertoire of C. difficile whose pathogenic potential reaches beyond the toxic activity of TcdA and TcdB.
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Clostridioides difficile is the causative bacterium in 15–20% of all antibiotic associated diarrheas. The symptoms associated with C. difficile infection (CDI) are primarily induced by the two large exotoxins TcdA and TcdB. Both toxins enter target cells by receptor-mediated endocytosis. Although different toxin receptors have been identified, it is no valid therapeutic option to prevent receptor endocytosis. Therapeutics, such as neutralizing antibodies, directly targeting both toxins are in development. Interestingly, only the anti-TcdB antibody bezlotoxumab but not the anti-TcdA antibody actoxumab prevented recurrence of CDI in clinical trials. In this work, 31 human antibody fragments against TcdB were selected by antibody phage display from the human naive antibody gene libraries HAL9/10. These antibody fragments were further characterized by in vitro neutralization assays. The epitopes of the neutralizing and non-neutralizing antibody fragments were analyzed by domain mapping, TcdB fragment phage display, and peptide arrays, to identify neutralizing and non-neutralizing epitopes. A new neutralizing epitope within the glucosyltransferase domain of TcdB was identified, providing new insights into the relevance of different toxin regions in respect of neutralization and toxicity.
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INTRODUCTION

By the end of the 1970s, Clostridioides (former Clostridium) difficile (CDiff) was identified as the causative pathogen of antibiotic treatment associated diarrhea (CDAD) (Bartlett et al., 1978). Since then, the number of CDiff infections (CDI) has been increasing and in the last two decades CDiff even caused epidemic outbreaks (Rupnik et al., 2009; DePestel and Aronoff, 2013). In 2011, CDiff caused ~453,000 incident infections in the USA with ~29,000 deaths (Lessa et al., 2015). Due to its association with antibiotic treatment and the resulting high potential for development of antibiotic resistance, the Centers for Disease Control and Prevention (CDC) classify CDiff as an urgent threat (Centers of Disease Control Prevention, 2013).

In standard therapy for mild to moderate CDI, CDiff is targeted with metronidazole, vancomycin or fidaxomicin (Tedesco et al., 1978; Bolton and Culshaw, 1986; Goldstein et al., 2012). However, antibiotic therapy presumably further disrupts the gut microbiome that confers colonization resistance against CDiff. Hence, in 20–30% of CDI cases, recurrences or relapses occur within 2–6 weeks after completion of antibiotic treatment (Pépin et al., 2006). Another concern about antibiotic therapy is the high potential of CDiff to evolve resistances (Centers of Disease Control Prevention, 2013; Gao and Huang, 2015), therefore, alternative therapeutic approaches are urgently needed.

Disease and typical symptoms of CDI are only caused by strains that express at least Toxin B (TcdB), mostly together with Toxin A (TcdA) (Natarajan et al., 2013). Some strains also express an additional binary Toxin CDT, but its role in disease is still poorly understood (Gerding et al., 2014).

In the last two decades, the incidence of so-called hypervirulent CDiff strains has increased. These strains carry mutations within the toxin repressor gene tcdc, which may lead to higher toxin expression levels and, therefore, to more severe disease (Razavi et al., 2007; Joost et al., 2009).

TcdA and TcdB are homologous single-chain multidomain proteins with a molecular weight of 308 and 270 kDa, respectively. A schematic representation of TcdB is given in Figure 1.


[image: image]

FIGURE 1. Schematic representation of TcdB fragments used in this study. All fragments were derived from TcdB of C. difficile strain VPI10463. TcdBFL: wild type (wt) TcdB, TcdB1−1852: wt TcdB missing the CROP domain, TcdB1−1128: N-terminal 1128 aa of wt TcdB, TcdBGTD: enzymatically inactive mutant (D286/288N) of TcdB glucosyltransferase domain, TcdBCROPs combined repetitive oligopeptides, missing the first short repeat.



The N-terminal glucosyltransferase domain (GTD, TcdB aa 1–543) acts on small Rho-GTPases, e.g., RhoA, within the cytosol of the host's cells (Just et al., 1995; Busch et al., 1998). Due to the monoglucosylation, the GTPases are trapped in an inactive state, which inhibits multiple signal cascades, leading to cytoskeleton breakdown and consequently cell rounding (Rothman et al., 1984; Erdmann et al., 2017).

Amino acids 544–767 build up a cysteine protease domain (CPD) that catalyzes the proteolytic auto-processing and releases the GTD into the cytosol upon translocation, after activation induced by cytosolic inositol-6 phosphate (InsP6) (Egerer et al., 2007; Reineke et al., 2007; Shen et al., 2011).

Amino acids 768–1852 form the translocation domain (TLD). Despite notable progress during the last years, the exact function and the molecular mechanisms involving this huge domain are still elusive. The TLD includes a stretch of amino acids (aa 830–990), which are proposed to be involved in pore formation for translocation of the N-terminal portion across the endosome membrane upon acidification (Genisyuerek et al., 2011). Furthermore, for TcdB three putative receptors binding regions have been identified recently within this domain, which interact with the following cell surface receptors: chondroitin sulfate proteoglycan 4 (CSPG4), polio virus receptor like 3 (PVRL3) or members of the frizzled protein family (FZD1/2/7) (LaFrance et al., 2015; Yuan et al., 2015; Tao et al., 2016; Gupta et al., 2017). The role of these receptor binding sites in disease is still unknown.

The C-terminus of both toxins is composed of repetitive elements, where long and short repeats are combined in so-called CROPs (combined repetitive oligo peptides) (von Eichel-Streiber et al., 1992). In case of TcdA, the CROPs interact with carbohydrate structures [α-Gal-(1,3)-β-Gal-(1,4)-β-GlcNAc] on the cell surface of the target cells, mediating a first contact between toxin and target cell (Krivan et al., 1986; Greco et al., 2006) and prevent premature autoproteolytic cleavage of the toxin, by stabilization of the toxin conformation (Olling et al., 2014). For TcdB the role of the CROPs is less defined, but due to the homology similar functions can be assumed. Recently it had been shown, that next to residues within the TLD the first three short repeats of the CROPs are also involved in CSPG4 binding (Gupta et al., 2017).

Since TcdA and TcdB are the major virulence factors of CDiff responsible for damage of the gut epithelium upon CDI, efforts have been made to develop therapeutics that directly target the toxins instead of the bacterium (Kurtz et al., 2001; Puri et al., 2015; Sturino et al., 2015; Ivarsson et al., 2017). One of these is the human monoclonal anti-TcdB antibody Bezlotoxumab, recently approved by the FDA as therapeutic for prevention of recurrent CDI (U.S. Food and Drug Administration, 2016). However, this antibody only reduces the relapse rate by ~40% (Navalkele and Chopra, 2018) and is not approved for treatment of acute CDI. Crystal structure analysis revealed binding of Bezlotoxumab to two homologous epitopes within the CROPs domain (Orth et al., 2014). For either TcdA and TcdB it had been shown that toxicity is partially reduced, but not abolished in CROPs deletion mutants (Frisch et al., 2003; Olling et al., 2011; Manse and Baldwin, 2015), pointing out functionally independent receptor binding sites within at least TcdB, which could also affect neutralization efficacy of Bezlotoxumab. Therefore, a combined approach with a mixture of antibodies that target different epitopes or domains may further improve toxin neutralization and clinical outcome.

In this study, we describe the generation of a panel of human antibodies targeting different domains of TcdB by a phage display approach using the naïve human antibody libraries HAL9 and HAL10 (Kügler et al., 2015). In a cell based assay, the generated antibodies were screened for TcdB neutralization. Furthermore, domain and epitope mapping of the neutralizing and non-neutralizing antibodies was performed by antigen ELISA, peptide array (Weber et al., 2017a,b) and phage display. We mapped TcdB in respect to its epitopes, related to neutralization or, respectively, to non-neutralization. These resultsgive new insights into the relevance of different toxin regions regarding neutralization and toxicity. In addition, we identified a new epitope within the N-terminal glucosyltransferase domain (GTD) of TcdB that conveys neutralization.



METHODS


Antigen Production

Full length TcdB from Clostridioides difficile strain VPI10463 (identical to TcdB from strain cdi630) as well as toxin fragments and isolated domains were recombinantly expressed as C-terminally 6 × His-tagged proteins in the Bacillus megaterium expression system (MoBiTec, Germany) (Burger et al., 2003), except for TcdBCROP domain (aa 1853–2366) which was expressed as GST-fusion protein in E. coli. Full length TcdB1−2366 (TcdBFL), TcdB1−1852, TcdB1−1128, and TcdB1−542 (TcdBGTD) were cloned into pHIS1522 via BsrGI and BamHI (Wohlan et al., 2014). For production of TcdBGTD we used the glucosyltransferase-deficient mutant TcdB1−542 D286/288N for higher yield and purity of protein. The His-tagged proteins were purified via Ni2+-affinity chromatography (Ni-IDA columns, Machery-Nagel, Germany) by gravity flow after protocol supplied by company. The purified proteins were stored at −80°C in storage buffer (50 mM NaCl, 20 mM Tris HCl, pH 8.0) after buffer exchange via Zeba desalting columns (Pierce, Thermofisher). The TcdBCROP domain was expressed as N-terminal GST fusion protein. The fusion protein was purified via glutathione (GSH)-sepharose (GE Healthcare) after standard protocol in E. coli lysis buffer (20 mM Tris, pH 8.0, 50 mM NaCl, 1 mM dithiothreitol). TcdBCROP was cleaved directly from GSH-sepharose bound GST-tag by thrombin at 4°C overnight. The purity and specific concentration of all proteins was estimated by SDS-PAGE.



Antibody Generation

Antibodies against TcdB were selected in scFv-format from the human naïve antibody gene libraries HAL9 and HAL10 (Kügler et al., 2015). The selection and screening was performed as described before (Russo et al., 2018a). In brief, for antibody selection, scFv phage from HAL9 and HAL10 were mixed and incubated on TcdBFL, TcdB1−1852, or TcdBCROPs, immobilized in Costar High Binding microtiter plates (Sigma-Aldrich Chemie GmbH, Munich, Germany). Panning was performed at 37°C or room temperature. In two approaches, negative selection of the library on immobilized TcdB1−1128 was used to specifically isolate binders directed against the TLD domain of TcdB. After three rounds of panning, monoclonal soluble scFv were produced and screened for TcdB binding by antigen-ELISA. DNA of binding candidates was isolated and sequenced. The unique scFv sequences were recloned into pCSE2.6-hIgG1-Fc-XP (Beer et al., 2018; Russo et al., 2018b) using NcoI/NotI (NEB) for mammalian production as scFv-Fc, an IgG-like antibody format. The production in HEK293-6E cells and subsequent protein A purification was performed as described before (Jäger et al., 2013)



Domain Mapping by Antigen ELISA

Costar High Binding microtiter plate were coated with 100 ng of TcdB fragments or full length TcdB (TcdBFL) in 100 μL of PBS overnight at 4°C. After saturating the wells with 250 μL MPBST (PBS with 0.05% (v/v) Tween20 and 2% (w/v) milk powder) and three times washing, a serial dilution of scFv-Fc in MPBST was added to the plate and incubated for 1 h at room temperature followed by three times washing. Bound scFv-Fcs were detected using a Fcγ specific HRP conjugated antibody (Sigma Aldrich, A0170, 1:70,000 in MPBST) for 45 min incubation at room temperature followed by 3x washing. The detection was performed using TMB substrate. The colorimetric reaction was stopped by addition of 100 μL 0.5 M H2SO4 and measured with an ELISA reader (TECAN Sunrise, 450 nm, reference 620 nm).



SDS-PAGE and Immunoblot

TcdB was heated to 96°C in Leammli buffer with 3% 2–Mercaptoethanol for 10 min to denature. Five microgram of denatured TcdB was applied to an 10% SDS-PAGE and separated at 200 V for 45 min. The protein was transferred to a PVDF membrane using the Trans-Blot® Turbo™ (BioRad) transfer system according to manufacturer's instructions using the high molecular weight program (1.3 A, 25 V, 10 min). The membrane was blocked in MPBST and placed into a Mini-Protean®II multi-screen chamber (BioRad). The channels were completely filled with scFv-Fcs diluted in MPBST to a concentration of 1 μg/mL. After 1.5 h the channels were washed three times with PBST. The membrane was removed from the multi-screen chamber washed again with PBST and incubated with an anti-human IgG (Fcγ specific) AP conjugated antibody (Jackson Immuno Research Laboratories 109-055-098) in a 1:20,000 dilution in MPBST. After 1 h the membrane was washed 2 times with PBST and once with AP substrate buffer (100 mM Tris HCl pH 9.5, 0.5 mM MgCl2. Afterwards the immunoblot was developed with nitro blue tetrazolium chloride (0.30 mg/mL) and 5-Bromo-4-chloro-3-indolyl phosphate (0.15 mg/mL) in AP substrate buffer. The color reaction was stopped by removing the substrate through washing with water. The membrane was dried between paper towels and scanned.



Cultivation of Vero Cells and in vitro TcdB Neutralization Assay

For in vitro TcdB neutralization assay a Vero cell line (African green monkey kidney cells) was used. TcdB treatment leads to a breakdown of the actin cytoskeleton which leads to cell rounding. This effect is easily visible using bright field microscopy.

Vero cells were cultivated in RPMI medium supplemented with 2.0 g/L NaHCO3, 2 mM stable glutamine (FG1215, Biochrom) and 10% fetal calf serum at 37°C and 5% (v/v) CO2 and passaged 2–3 times per week when confluency exceeded 90%. In an initial assay the working concentration of TcdB was determined. Therefore, Vero cells were seeded at a density of 10,000 cells per well in a 96 well cell culture plate (Cellstar®, Greiner bio-one) 16 h before intoxication, TcdBFL was diluted in cultivation media and a serial dilution was prepared. Consumed media was removed from the cells, and TcdBFL dilutions were added. Cells were incubated at 37°C and 5% CO2 for 5 h. Pictures of the wells were collected (Zeiss Axiovert 200 with Hamamatsu C4742-95 digital camera) and the percentage of round cells was determined by software assisted counting (Image J).

For neutralization assay, cells were prepared as described above and 0.1 pM TcdBFL was premixed with scFv-Fc in cultivation media. After incubation of 30 min at room temperature the antibody TcdBFL mixture was transferred to the cells. Pictures of the wells were collected when the percentage of round cells in the control wells (TcdBFL w/o antibody) reached 70–80%.



Construction and Packaging of TcdB-Fragment Phage Display Library

The pHORF-tcdB-fragment library was generated as described before (Zantow et al., 2016) with minor adjustments. In brief, tcdB was amplified from genomic DNA of Clostridioides difficile strain 630 (kindly provided by Meina Neumann-Schaal, DSMZ) by PCR using Phusion DNA polymerase and the following oligonucleotides as primers:

5′ATGAGTTTAGTTAATAGAAAACAGTTAGAAAAAATGG 3′ (forward),

5′CTATTCACTAATCACTAATTGAGCTGTATCAGG 3′ (reverse)

PCR product was fragmented using Bioruptor® Pico sonicator (Diagenode) using following settings: 4°C, 45 cycles, 30 s sonication (low intensity), 30 s pause. Fragmented DNA was concentrated using Amicon Ultra Centrifugal filters (30K MWCO, Millipore). Cohesive ends were blunted and blunt ends were phosphorylated according to manufacturer's instructions (Fast DNA End Repair Kit, Thermo Scientific). DNA product was purified using HiYield® Gel/PCR DNA fragment extraction kit, (SLG). A 10-fold molar excess of gene fragments was ligated into PmeI (NEB) linearized and CIP (Calf Instestine Phosphatase, NEB) dephosphorylated pHORF3 library vector (Kügler et al., 2008) (16 h at 16°C, T4 DNA Ligase, Promega). The ligase was inactivated at 65°C for 10 min and the buffer was exchanged to H2O using Amicon Ultra Centrifugal Filters (30K MWCO). Five microliter of ligation was used to transform 25 μL of electrocompetent E. coli TOP10F' (TOP10F' Electrocomp™ Kit, Life Technologies) by electroporation (1.8 kV, MicroPulser™, BioRad). Successfully transformed TOP10F' cells were selected on 2 × YT agar [1.6% (w/v) tryptone, 1% (w/v) yeast extract, 0.05% (w/v) NaCl, 1.2% (w/v) agar] supplemented with 100 mM glucose and 100 μg/mL ampicillin.

Determination of transformation rate and packaging of oligopeptide phage library and ORF enrichment was performed as described before (Zantow et al., 2016). Gene coverage and ORF enrichment was analyzed by sequencing of individual E. coli XL1 blue MRF' clones infected with TcdB-gene fragment phage.



Epitope Mapping by Phage Display

Epitope mapping by phage display was either conducted by panning on scFv-Fc immobilized in Costar High Binding microtiter plates or as a panning in solution with immunoprecipitation using Protein A coupled magnetic beads (SureBeads, BioRad) with subsequent screening ELISA using monoclonal TcdB-fragment phage.

Panning on Immobilized scFv-Fc

For negative-selection of the TcdB-fragment phage display library, an irrelevant scFv-Fc (1 μg in 100 μL PBS/well) was immobilized in a Costar High Binding microtiter plate. After blocking with 250 μL panningblock [PBS with 0.05% (v/v) Tween20, 1% w/v BSA and 1% w/v milk powder] and 3x washing of the cavity using Tecan Columbus microplate washer, 109 cfu TcdB-fragment-phage diluted in 150 μL panningblock were incubated in the negative-selection well for 1 h. The supernatant of the negative selection well and 1 μg of the irrelevant scFv-Fc for competition were transferred to the first of three successive panning wells, which had been coated overnight at 4°C with 1 μg of the scFv-Fc of interest and blocked with MPBST (PBS with 0.05% (v/v) Tween20, and 2% w/v milk powder). After 1 h of incubation, the phage were transferred to the second panning well, after one further hour to the third well. To prevent the first and the second well from drying, 1 μg of the irrelevant scFv-Fc diluted in 150 μL PBST was added immediately after transfer. To remove unbound phage, the first well was washed 10x with a harsh bottom wash program using Tecan Columbus microplate washer, the second well was washed 6x and the third well 3x using PBST. Remaining phage were eluted with 150 μL trypsin in PBS (10 μg /mL) by incubation at 37°C for 30 min. 10 μL of eluted phage were used to infect 50 μL E. coli XL1 blue MRF' at an O.D600nm of 0.5. To generate single clones infected E. coli was plated on 2x YT-agar supplemented with 100 mM glucose and 100 μg/mL ampicillin and incubated overnight at 37°C.

Panning in Solution

For negative-selection of the TcdB-fragment phage library, a cavity of a Costar High Binding microtiter plate was coated with 1 μg of an irrelevant scFv-Fc in 100 μL PBS overnight at 4°C, then blocked with panningblock for 1 h at room temperature and subsequently washed 3x with PBST using a microplate washer. 109 cfu TcdB-fragment-phage were diluted in 150 μL 2% (w/v) BSA in PBST and incubated in the negative-selection well for 1 h at room temperature. Magnetic protein A coated SureBeads (Bio-Rad) were washed according to manufacturer's instructions. Phage were transferred to a protein low binding (PLB) microtube (Sarstedt) and co-incubated with 15 μL resuspended beads for 1 h on a programmable rotator-mixer (PRM) (PTR-30 Grant-bio) to further remove sticky or unspecific phage. Beads were separated in a magnetic rack and phage containing supernatant was transferred to a fresh PLB microtube and co-incubated with 100 ng scFv-Fc diluted in 150 μL blocking buffer [2% (w/v) BSA in PBST] for 2 h on a PRM. An excess of magnetic protein A coated SureBeads (Bio-Rad) was added to precipitate the scFv-Fc fragments together with the bound TcdB-fragment phage (30 min, PRM). Beads were separated in a magnetic rack and the supernatant was discarded. Beads were washed 10x with 1 mL PBST, then resuspended in 150 μL trypsin (10 μg/mL) and incubated at 37°C for 30 min to elute the phage. Infection to obtain individual clones was performed as described before (Panning on immobilized scFv-Fc).

Production of Monoclonal TcdB-Fragment Phage and Screening ELISA

Each well of a 96 well polypropylene U-bottom plate was filled with 150 μL 2x YT-media [1.6% (w/v) tryptone, 1% (w/v) yeast extract, 0.05% (w/v) NaCl] supplemented with 100 mM glucose and 100 μg/mL ampicillin and inoculated with single E. coli colonies derived from the panning (see above) and incubated (37°C, 800 rpm, Labnet Vortemp 56) overnight. The plate was sealed with a breathable film (STARLAB INTERNATIONAL). For phage production 150 μL of fresh 2x YT-GA per well were inoculated with 10 μL overnight culture and incubated at 37°C and 800 rpm until cells reached exponential growth phase. Cells were infected with 20 MOI (multiplicity of infection) Hyperphage (M13K07Δ gIII) (Rondot et al., 2001; Soltes et al., 2007) for 30 min at 37°C without shaking and 30 min at 37°C at 800 rpm. After pelleting for 10 min at 3,220 × g cells were resuspended in phage production media (2x YT-media supplemented with 100 μg/mL ampicillin and 50 μg/mL kanamycin). Phage were produced during overnight incubation at 30°C and 800 rpm. Cells were pelleted at 3,220 × g for 10 min and phage containing supernatant was used for screening ELISA.

For screening ELISA, a Costar High Binding microtiter plate were coated with 100 ng scFv-Fc, respectively, 100 ng of irrelevant scFv-Fc as control in 100 μL PBS overnight at 4°C. Wells were saturated with MPBST for 1 h at room temperature The plates were washed 3x with water containing 0.05% (v/v) Tween20 before adding the monoclonal phage containing production supernatant (25 μL in 75 μL MPBST). After 1 h incubation at room temperature and 3x washing, bound phage were detected using HRP conjugated anti-M13 antibody (GE 27-9421-01, 1: 40,000) for 45 min at room temperature followed by 3x washing. The detection was performed using TMB substrate. The colorimetric reaction was stopped by addition of 100 μL 0.5 M H2SO4 and measured with an ELISA reader (TECAN Sunrise, 450 nm, reference 620 nm).



Epitope Mapping by Peptide Array

For epitope mapping by peptide array, custom microarray slides were generated by PEPperPRINT (Heidelberg). Each slide contained three copies of the TcdB array [TcdB 15mer peptides with 13 amino acids (aa) overlap (2 aa offset)]. To prepare the microarray slides, the array areas were hydrated for 15 min with 500 μL PBST [PBS 0.05% (v/v) Tween20] at room temperature and slight orbital shaking (200 rpm). To avoid unspecific binding of the scFv-Fcs, the arrays were blocked with blocking buffer (MB-070, Rockland, Limerick, USA) for 30 min (room temperature, 200 rpm agitation). After washing with PBST, 1 μg/mL (or 100 μg/mL) scFv-Fc diluted in assay buffer [PBS 0.05% (v/v) Tween20 with 10% (v/v) Rockland blocking buffer] was incubated on the array area (overnight, 4°C, 200 rpm). To remove unbound scFv-Fc, the arrays were washed three times with PBST. The scFv-Fc was detected using a DyLight 680 conjugated anti-human Fc antibody (Biomol), diluted 1:2,000 in assay buffer (30 min, room temperature, 200 rpm agitation). The array was washed three times with PBST, dipped in 1 mM Tris HCl pH 7.4 and dried in a jet of air. Slides were scanned and fluorescence signals were detected at 700 nm with an Odyssey Scanner (LI-COR Biotechnology GmbH). Afterwards, the HA-tag control peptides were stained, using anti-HA Peptide Ready Tag Mouse IgG2b (BioXcell) in a 1:5,000 dilution in assay buffer as a primary, and Anti-Mouse IgG (H+L) DyLight 680 conjugated (Cell Signaling Technology) 1:5,000 in assay buffer as a secondary antibody. Incubation with both antibodies was 30 min at RT and 200 rpm, followed by three times washing with PBST. After staining was completed, arrays were dipped in 1 mM Tris HCl pH 7.4, dried in a jet of air and used for a second scan. Analysis of the scans was performed using PepSlide Analyzer software (SICASYS Software GmbH).




RESULTS


Antibody Generation

To generate antibodies against the various domains of C. difficile Toxin B (TcdB) a phage display approach was used. Phage display was performed using the two naïve human scFv-libraries HAL9 and HAL10 (Kügler et al., 2015). To gain a broader antibody diversity and to cover a broader range of epitopes six pannings were performed on either domains or fragments of TcdB or the full length toxin (TcdBFL) and at room temperature or 37°C. For two pannings, a negative preselection on the N-terminal fraction of TcdB was performed to direct the selection pressure toward antibodies that bind within the TLD, more exactly, between aa 1,128 and 1,852. An overview over the panning strategies and the success of the pannings is given in Table 1. After three rounds of panning a total of 562 clones were screened for production of TcdB specific scFv in an antigen ELISA (data not shown). On basis of the signal intensity and the signal to noise ratio in the screening ELISA, 96 scFv clones were further analyzed. Sequencing with subsequent V-gene analysis and CDR comparison using the VBASE2 tool (Mollova et al., 2010), revealed the isolation of 36 unique scFvs (Table 2). Of the 36 antibodies 15 (41%) are IGHV1, 18 (50%) IGHV3, two (5.5%) IGHV5 and one IGHV6. No IGHV2 or IGHV4 antibodies were isolated. The majority (29) of the isolated antibodies contained a lambda light chain (9x IGLV1, 10x IGLV2, 8x IGLV3, 2x IGLV6) and only 7 antibodies (18.9%) a kappa light chain (2x IGKV1, 5x IGKV3).



Table 1. Panning strategies.
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Table 2. Overview over gene families of generated antibodies.
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The scFv genes were cloned into the mammalian expression vector pCSE2.6-hIgG-Fc, which enables antibody production in HEK293-6E cells in an scFv-Fc format. After protein A purification of the scFv-Fcs from the culture supernatant, purity of the mAb preparations was controlled by SDS-PAGE and Coomassie staining (data not shown). There were no visible impurities or breakdown products. Of the 36 mAbs, 31 were successfully produced and further analyzed.



Validation of Antigen Binding and Domain Mapping

The 31 scFv-Fcs were analyzed by titration ELISA on four different TcdB variants (TcdBFL, TcdB1−1852, TcdBGTD and TcdBCROPs) first, to verify that format change from scFv to the bivalent scFv-Fc did not impair antigen recognition, second, to analyse TcdBFL binding of antibodies that were generated on TcdB fragments, third, to validate antibody TcdB fragment specificity and fourth, to determine the binding domains or regions of the respective mAbs (Figure 2 and Table 3).


[image: image]

FIGURE 2. Antigen ELISA on TcdB variants. 31 mAbs were tested for binding on 100 ng of immobilized fragments of TcdB or full length TcdB. Bound scFv-Fcs were detected using an HRP conjugated anti-human Fcγ antibody. (A,E,I) Titration on TcdBFL; (B,F,J) Titration on TcdB1−1852; (C,G,K) TcdBGTD was used as antigen; (D,H,L) Titration on TcdBCROPs.





Table 3. Overview over binding characteristics of all 31 antibodies analyzed in this study, including Antigen ELISA, Immunoblot and epitopes.
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In this ELISA setup, all mAbs bound to their respective panning TcdB variant in a concentration dependent manner. The antibodiesViF137_C3 (Figure 2H) and SH1429_B10 (Figure 2I) showed only weak binding in ELISA.

Interestingly, almost no binding to TcdBFL was detected for some mAbs [ViF087_G11, ViF087_H5 (Figure 2A), ViF088_C5, ViF088_E10, and ViF137_C2 (Figure 2E)] despite of binding to the panning antigen. For further seven antibodies [ViF087_A10, ViF087_B1, ViF087_B10, ViF087_F1 (Figure 2A), ViF091_B10, ViF137A9, and ViF137_C1 (Figure 2E)] the binding to TcdBFL was notably reduced (≤ 50% signal intensity at highest concentration) compared to the respective panning TcdB variant.

As expected, there was no binding to TcdB1−1852 or TcdBGTD of mAbs that were generated by panning against TcdBCROPs [mAbs ViF137 (Figures 2F,G)] and no binding to TcdBCROPs of mAbs that were generated by panning against TcdB1−1852 [mAbs ViF087, ViF088, ViF090, and ViF091_B10 (Figures 2D,H)], proving domain specificity of the mAbs generated in this study.

Of the 31 mAbs tested in this assay, 14 bound to TcdBCROPs, among them all antibodies derived from the panning against TcdBCROPs [mAbs ViF137 (Figure 2H)], as well as the majority of the antibodies derived from the panning against TcdBFL [SH1429_B10, SH1429_C10, SH1429_D6, SH1429_G1, SH1429_G6 (only very weak), and SH1429_H7 (Figure 2L)].

Four mAbs [ViF087_E1, ViF088_C5, ViF088_H10, and ViF090_A6 (Figures 2C,G)] bound to TcdBGTD indicating an epitope within the GTD domain of TcdB. The remaining 13 antibodies bound to immobilized TcdB1−1852, but not to TcdBGTD. Therefore, it is likely that these antibodies bound to epitopes between aa 543 and 1,852, but due to possible differences in protein folding between the different TcdB variants, a lack of TcdBGTD binding in this experiment is not sufficient to exclude an epitope within this domain.



In vitro Neutralization

In a next step, the antibodies were tested for in vitro neutralization of TcdB. Therefore, a cell based assay with Vero cells (African green monkey kidney cells) was chosen. Upon cellular uptake of TcdB and release of the GTD into the cytosol, the GTD glucosylates small Rho GTPases which impairs several cell signaling pathways and consequently leads to a breakdown of the actin cytoskeleton. This effect induces morphological changes like the formation of retraction fibers and finally cell rounding (Just et al., 1995). Neutralization efficacy of an antibody was analyzed by comparing the percentage of round cells in samples of cells treated with TcdB to cells treated with TcdB which was preincubated with an antibody.

To determine the optimal working concentration of TcdBFL for this assay, a serial dilution of TcdB in culture media was applied to Vero cells. After 5 h, pictures of the cells were collected and the percentage of round cells was determined by counting using ImageJ software. Cell rounding correlated with TcdBFL concentration (see Supplementary Figure 1). For following neutralization experiments, a TcdBFL concentration of 0.1 pM (resulting in around 80% cell rounding) was coincubated with 100 nM mAb in cultivation media and subsequently transferred to the Vero cells.

To determine neutralization efficacy, the percentage of round cells was determined and normalized to the percentage of round cells in the control wells (Vero cells w/o TcdBFL and Vero cells with TcdBFL w/o mAb).

In a first screening for neutralization, all tested mAbs reduced the percentage of round cells after TcdB treatment to some extent, with significant neutralization (p > 0.0001) seen for 12 of 31 mAbs (Figure 3A). Preincubation of TcdB with either ViF087_B1, ViF087_E7, ViF090_G5, ViF137_E4 or SH1429_H7 resulted in more than 50% neutralization. Best in vitro neutralization of TcdB was achieved with ViF087_A10, ViF087_F3, or SH1429_B1 (>75% reduction of cell rounding).


[image: image]

FIGURE 3. In vitro neutralization of TcdB. TcdB (0.1 pM) and mAbs were coincubated in cultivation media and transferred to subconfluent Vero cells in 96 well plates. Pictures of each well were taken when cell rounding in NK control wells (TcdB w/o antibody) was 70–80%. Number of round cells were normalized to NK control and percentage of round cells after media exchange (w/o toxin or antibody) was set to 100% neutralization. (A) Initial screening for neutralization using all 31 mAbs in a 10,000-fold molar excess. Bars represent technical triplicates with SD as error bars. A one-way ANOVA test was performed for each antibody against the isotype control TM43_E10 (Kügler et al., 2015) *p < 0.0001. (B) IC50 of ViF087_A10 and SH1429_B1 were estimated with serial antibody dilutions.



TcdBFL neutralization of ViF087_A10 and SH1429_B1 was further verified using serial dilutions of these antibodies (Figure 3B). ViF087_F3 was not included since it contains the same heavy chain as SH1429_B1 which suggests a neutralization via the same mechanism, and size exclusion chromatography revealed partial aggregation of ViF087_F3 which was not seen for SH1429_B1 (data not shown). The dilution series confirmed the results of the neutralization screening. At the starting concentration of 100 nM ViF087_A10 or SH1429_B1 nearly completely inhibited the cell rounding induced by TcdBFL intoxication (Figure 3B). However, the dilution series revealed that SH1429_B1 is roughly 10 times more potent than ViF087_A10, since 0.1 nM SH1429_B1 was sufficient to reduce cell rounding by ~50% whereas 1 nM of ViF087_A10 was needed to achieve a comparable effect.

Next, a combination of ViF087_A10 and SH1429_B1 was tested to neutralize TcdBFL in an in vitro assay, but neutralization achieved with this combination was not stronger than for SH1429_B1 alone (data not shown).

Unlike Bezlotoxumab, a human anti-TcdB antibody already approved by the FDA for therapy of recurrent CDI (Navalkele and Chopra, 2018), the two most potent neutralizing antibodies generated in this study (ViF087_A10 and SH1429_B1) bind to epitopes within TcdB1−1852 (Figures 2B,J). Bezlotoxumab binds to two epitopes within the CROPs. There are two distinct neutralization mechanism possible for Bezlotoxumab: i) blocking of interaction with carbohydrate structures and therefore inhibition of cell binding (Orth et al., 2014), ii) inhibition of binding to CSPG4 (Gupta et al., 2017). However, this antibody proves that neutralization via this repetitive domain is feasible. Nevertheless, there are three cellular receptors for TcdB described that bind to specific receptor binding sites within the TLD, e.g., members of the frizzled family binding to TcdB1285−1804 with low nanomolar affinity (LaFrance et al., 2015; Yuan et al., 2015; Tao et al., 2016; Gupta et al., 2017; Chen et al., 2018). Hence it might be possible that the anti-TcdBCROPs antibodies generated in this study reduce CROPs mediated binding of TcdB to the cell surface but that TcdB induced cell rounding is not reduced because of the numerous compensation mechanisms mediated by the additional cell surface receptors. In this case a combination of the mAbs directed against TcdBCROPs with mAbs that bind to the N-terminal domains could lead to improved neutralization and synergistic effects. To test this hypothesis, combinations of either ViF087_A10 or SH1429_B1 with a mAb directed against TcdBCROPs were tested in an in vitro TcdB neutralization assay. Therefore, 0.1 pM of TcdB was preincubated with 1 nM ViF087_A10 or 0.1 nM SH1429_B1 [the concentration needed for ~50% TcdB neutralization as determined by titration (Figure 3B)] and 100 nM of either of the 14 anti-TcdBCROPs mAbs for 30 min at room temperature and then transferred to Vero cells. TcdB neutralization for each antibody combination was compared to neutralization achieved with ViF087_A10, or SH1429_B1 alone in the same assay.

Forty-one percent neutralization was observed for 1 nM ViF087_A10 in this assay. Addition of 100 nM of a second mAb directed against TcdBCROPs improved neutralization. The best neutralization of ViF087_A10 was achieved in combination with ViF137_E4 (73%), SH1429_C10 (70%) and SH1429_H7 (66%) (Figure 4A).
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FIGURE 4. In vitro neutralization of TcdB with antibody combinations. TcdB (0.1 pM) and either 1 nM of ViF087_A10 (A) or 0.1 nM SH1429_B1 (B) mAbs were coincubated in cultivation media with 100 nM of CROPs binding mAbs.



0.1 nM of mAb SH1429_B1 reduced cell rounding by 49%. As for ViF087_A10, addition of 100 nM of an anti-TcdBCROPs mAb increased neutralization and best neutralizing with SH1429_B1 was achieved in combination with the same TcdBCROPs binders as for ViF087_A10, namely ViF137_E4 (79%), SH1429_C10 (78.9%) or SH1429_H7 (83.6%) (Figure 4B). Remarkably, the anti-TcdBCROPs mAbs leading to the highest increase of neutralization with either ViF087_A10 or SH1429_B1 in this assay were the same mAbs that already showed best neutralization among TcdBCROPs binders in the initial screening as single antibodies (ViF137_E4 53%, SH1429_C1048%, SH1429_H7 56%). Therefore, the increase of neutralization in this combinatory assay seems to be based on additive rather than synergistic effects.



Epitope Mapping

To identify the epitopes of ViF087_A10 and SH1429_B1 that elicit neutralization, and gain more information about the binding sites of the other antibodies, epitope mapping was performed. To generate reliable data and to increase the chance of identifying the epitopes or at least to narrow down the binding regions of a significant number of antibodies, two different approaches were used. First, all antibodies were tested on a peptide array consisting of 15mer peptides of TcdB. The maximum resolution of this array was two amino acids due to the 2 aa offset of two neighboring peptides on the array. This approach was successful for about 40% of the antibodies (Table 3). Two antibodies (ViF137_A9 and ViF137_E7) were found to exclusively bind to three clusters of peptides within the CROP domain (1858–1869, 2084–2095, 2216–2227, and 1858–1867, 2084–2093, 2218–2225, respectively) (Figure 5D). These clusters contain a common motif which probably resembles the key amino acids necessary for antibody-antigen interaction [KYYF† († = D or N) and *KYYF† (* = I, S or D, † = D or N), respectively]. The two neutralizing antibodies ViF087_A10 and SH1429_B1 both specifically bound to the five 15mer peptides starting between aa 414 and 422. ViF087_A10 additionally also bound to the peptides starting at aa position 402 and 404 (Supplementary Figure 2).
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FIGURE 5. Crystal structures of the glucosyltransferase of TcdB (A–C, PDB 2bvm), the N-terminal (D,E PDB 4np4) and C-terminal (F, PDB 4nc2) fraction of the CROP domain with highlighted epitopes of mapped antibodies. Figures were created using PyMOL (De Lano, 2002) (F) overview over epitopes mapped to TcdB in this study. Neutralizing epitopes are highlighted in red. Neutralizing epitopes published by others are designated in gray (Orth et al., 2014; Kroh et al., 2018).



For other antibodies, the results of the peptide arrays were less clear.

For mAb ViF087-B10, a region within the GTD, represented by four neighboring peptides starting at aa positions 288, 290, 292, and 294 was highly overrepresented among the fifteen peptides showing the highest signal in the peptide array. Nevertheless, this antibody seemed to have a broader cross-specificity as the remaining signals originated from different regions of the toxin and did not have common features. MAb ViF087-E1 strongly, but not exclusively, bound to a peptide that spans aa 522–537.

Furthermore, antibodies that bind to epitopes within the CROPs, namely ViF137_A3, ViF137_A6, ViF137_C3, SH1429_C10, SH1429_D6, and SH1429_G1, reacted with peptides derived from the CROPs, but they did not exclusively bind to only one cluster of neighboring peptides, but showed a higher degree of cross-specificity or tolerance of aa substitutions, therefore epitope identification only by peptide array was not feasible for these antibodies. As expected, especially for short (i.e., linear) epitopes, the peptide array approach yielded good results.

Thus, to confirm the epitopes found by peptide array and to identify further epitopes or at least binding regions of the remaining antibodies, a phage display approach was used. Therefore, a tcdB-gene fragment phage display library was generated and packaged with Hyperphage (M13K07ΔgIII) to improve the presentation of correct open reading frames (Supplementary Table 1). This library was used for pannings on immobilized mAbs and/or for panning in solution with subsequent immunoprecipitation using protein A coupled magnetic beads. E. coli clones, carrying tcdB-gene fragments coding for the potential epitope region, were identified by monoclonal phage ELISA on immobilized mAbs. For 17 out of 31 mAbs the screening ELISA resulted in the identification of monoclonal phage presenting TcdB fragments that specifically bound to the corresponding anti-TcdB-mAb but not to an irrelevant control mAb (data not shown). The related gene fragments were sequenced, translated into aa sequences and aligned to the TcdB sequence. For each mAb, the stretch of amino acids that was covered by all sequenced clones that carried correct inserts in the pHORF3 vector, is referred to as the minimal epitope region (MER) (Table 3).

For two antibodies from pannings against TcdB1−1852, ViF088_H10, and ViF090_A6, an almost identical MER in the N-terminal part of the GTD was identified, comprising of aa 24–84 and 23–83, respectively. These aa make up three alpha helices that belong to an alpha helical bundle at the toxins N-terminus (Figure 5A).

In the screening ELISA for ViF087_B10 only one clone tested showed specific binding to its mAbs. This clone carried a TcdB fragment spanning aa 289–313 which is in line with the result from the peptide array.

The MER of the two best neutralizing antibodies generated in this study (ViF087_A10 and SH1429_B1) is also located in the GTD and comprises aa 423–433. For ViF087_A10, the signal-to- noise ratio of epitope presenting clones in screening ELISA was comparably low, nevertheless the MER was in accordance to the binding pattern on the peptide array for both antibodies. As shown in Figure 5B, the MER is located directly next to the Rho-GTPase binding groove of TcdB.

The MER of ViF087_E1 was located between aa 528 and 543, which corresponds to the C-terminus of the GTD (Figure 5C) The MER overlaps with the peptide (aa 522–537) found with the peptide array. For ViF137_A9 and ViF137_E7 the MERs identified by phage display were in accordance with the results of the peptide array, albeit for ViF137_A9 only one and for ViF137_E7 only two of the three clusters were confirmed (Figure 5D).

The MER of ViF137_C3 was located in the N-terminal portion of the CROPs and spans aa 1860–1992. For SH1429_D6, the MER spanned a stretch of 118 amino acids in the middle of the CROPs (aa 2010–2118) and the MER of SH1429_G6 aa 2228–2291.

The seven remaining mAbs (ViF137_A3, ViF137_A6, ViF137_E4, SH1429_B10, SH1429_C10, SH1429_G1, and SH1429_H7) for which the phage display approach was successful, all bind to the C-terminal part of TcdB, therefore the MERs resemble the last 70–130 aa of the toxin's C-terminus.

For ViF137_A3, ViF137_A6, ViF137_C3, (Figure 5E), SH1429_C10, SH1429_D6, and SH1429_G1 a re-evaluation of the results of the peptide array was done after identification of the MERs by phage display. In all cases peptide clusters were identified that interacted with the respective antibodies and which were in accordance to the MERs identified by phage display (Table 3).




DISCUSSION

The toxins TcdA and TcdB are main virulence factors for CDI. The anti-TcdB antibody Bezlotoxumab was approved in 2016 by the FDA for prevention of CDI recurrence. The corresponding antibody Actoxumab, directed against TcdA, did not show clinical efficacy in clinical phase 31. In the clinical phase three study (MODIFY II) the CDI recurrence was reduced from 26 to 16% by Bezlotoxumab (Wilcox et al., 2017). Because of this limited efficacy and the fact that currently three different TcdB receptors and a potential carbohydrate structure (Greco et al., 2006; LaFrance et al., 2015; Yuan et al., 2015; Tao et al., 2016; Gupta et al., 2017) are described as interaction partners, new studies to describe neutralizing and non-neutralizing epitopes are necessary, for further development of antibody combinations that potentially improve clinical outcome. For these reasons, we generated a set of novel human monoclonal antibodies targeting TcdB using phage display.

We performed a total of six antibody selections using different fragments/ functional domains of TcdB, and different panning strategies. The panning strategies differed in regards of the TcdB fragments and temperature used. Since all six panning strategies led to the identification of unique and specific antibodies, enrichment of specific antibody phage directed against the different TcdB variants was successful in all cases. Sequencing revealed the isolation of a total of 36 unique human antibodies. In accordance to previous studies, pooling of lambda and kappa libraries led to an enhanced but not exclusive selection of lambda antibodies (80%) and also the subfamily distribution of selected antibodies represents the pattern that was described before (Kügler et al., 2015).

For further validation and characterization, the antibody candidates were converted into the IgG like bivalent scFv-Fc format. Due to a fast cloning and better production rates, this format is preferred over the full IgG format for the rapid screening of a higher number of candidate antibodies (Bujak et al., 2014; Rasetti-Escargueil et al., 2017).

Thirty-one antibodies were tested for antigen binding and domain specificity in an antigen ELISA on four different TcdB variants (TcdBFL, TcdB1−1852, TcdBCROPs, and TcdBGTD). By antigen ELISA on the respective panning antigen, we validated that the antibody antigen interaction was not impaired by the format change from scFv to scFv-Fc and switch of the production system, since all antibodies bound to their respective antigen, albeit 2 out of 31 weaker.

Interestingly, for five antibodies almost no binding to TcdBFL was detected and for further seven antibodies the binding to TcdBFL was drastically reduced compared to the respective panning antigen. All these antibodies were generated on fragments of TcdB, therefore the epitopes or binding regions of these antibodies might not be accessible in the tertiary structure of the full length TcdB or not folded correctly in the fragments. For TcdA a 3D model of the holotoxin on the basis of electron micrographs reveals the domain organization of the toxin (Pruitt et al., 2010). In this model the CROPs form a long tail that lays back onto the N-terminal portion of the toxin. Electron micrographs of TcdB suggest a similar domain organization in this homologous toxin (Pruitt et al., 2010). Epitope regions that are located at the interface between CROPs and the N-terminal portion of the toxin may be less accessible in the full length toxin due to steric hindrance, which could explain reduced antibody binding on full length TcdB. Different antibody binding on TcdB fragments and full length TcdB was also shown by Chung and coworkers (this issue of Frontiers Microbiology).

Fourteen of the antibodies characterized in this study bind to TcdBCROPs, 14 to TcdB1−1852 but not to TcdBGTD. Despite of depletion of the library by incubation on immobilized TcdB1−1128 prior to the panning in cases of panning ViF087 and ViF090, four antibodies were obtained that bind to TcdB1−1852 and TcdBGTD. For the domain mapping ELISA, an enzymatically inactive GTD mutant (D286/288N) was used. Even though there are only two amino acids exchanged, the overall structure of the domain might be changed. Therefore, epitopes might not be accessible or conformational epitopes might be destroyed. Loss of antibody binding after mutation of single amino acids had already been described in the literature for antibodies targeting the diphtheria DT toxin (Bigio et al., 1987), among many others. To avoid the generation of antibodies which are not binding the full length protein, antibody generation strategies could be applied with alternating panning rounds on full length protein and protein fragments to focus on a particular epitope (Thie et al., 2011).

Since CROPs, GTD, and TLD of TcdB all harbor epitopes that can be targeted for neutralization (Babcock et al., 2006; Marozsan et al., 2012; Wang et al., 2012; Maynard-Smith et al., 2014; Anosova et al., 2015) all antibodies were subsequently tested in an in vitro TcdB neutralization assay which is based on cell rounding of Vero cells. All 31 mAbs reduced the percentage of round cells after TcdB treatment to some extent and therefore had slight neutralizing effects. However, of the 14 antibodies directed against the CROPs domain only two (ViF137_E7 and SH1429_H7) had neutralization efficacies of more than 75%. A previous study showed, that generation of neutralizing antibodies against TcdB CROPs is difficult through immunization as well (Maynard-Smith et al., 2014). Based on homology to TcdA, the CROPs of TcdB were proposed to harbor 4 putative carbohydrate binding sites (Greco et al., 2006; Orth et al., 2014) which may contribute avidity effects upon cell binding. These binding sites share structural similarity (repetitive elements) but differ in respect to their amino acid sequence, therefore it may be difficult to develop a single antibody that completely blocks all interactions between the CROPs and the carbohydrate structures. As revealed by crystal structure analysis, the already approved therapeutic antibody Bezlotoxumab binds to two epitopes within the CROPs, therefore it was suggested that this antibody blocks interaction of the CROPs with carbohydrate structures on the cell surface (Orth et al., 2014). Nevertheless, binding to aa 1878–1961 also inhibits interaction with CSPG4 receptor (Gupta et al., 2017) and due to the existence of two epitopes within the CROP domain also aggregation of the toxin as neutralization mechanism cannot be excluded. As of today, it is not clear which of the above mentioned is the major neutralization mechanism of Bezlotoxumab.

The anti-CROPs mAbs generated in this study did not lead to a substantially increased neutralization when applied together with mAbs directed against the N-terminal fraction of TcdB (aa 1–1852), showing at most an additive effect.

The two best neutralizers ViF087_A10 and SH1429_B1 with neutralizing IC50 values of ~1 nM and ~0.1 nM, respectively, are directed against the N-terminal fraction of TcdB (aa 1–1852). Via antigen ELISA it was not possible to narrow down the binding region to a single domain. Therefore, an epitope mapping via peptide array and phage display was performed. In these assays all antibodies were included with the hope to identify correlations between epitopes and neutralization efficacy. Unfortunately, but not unexpectedly, epitope mapping by peptide array was not successful for the majority of the tested antibodies. Since a prerequisite for binding of antibodies to peptides immobilized on the array surface is that the antibodies bind to continuous epitopes not including complex folding (Abbott et al., 2014), this result suggests that most of the identified human antibodies are very likely to bind to complex conformational and/or discontinuous epitopes. This hypothesis was also supported by data from immunoblot assays, where most antibodies did not bind to denatured, linearized TcdB (example given in Supplementary Figure 3). Nevertheless, even though ViF087_A10 does not bind to denatured TcdB in immunoblot and SH1429_B1 only very weakly, the core of their epitope is a continuous aa stretch within the GTD (aa 423–433 and 423–432, respectively). This epitope, primarily found by peptide array, was also confirmed by antigen fragment phage display, a method that also allows the identification of conformational epitopes (Cariccio et al., 2016). Remarkably, both neutralizing antibodies share the same epitope that is a surface exposed α-helical secondary structure located in close proximity to the substrate binding groove for the small Rho-GTPases (Figure 5B).

This epitope is well conserved between the clinically most relevant strains of CDiff clade 1 and clade 2 (hypervirulent strains), however strains of the TcdA− TcdB+ in clade 4 show some variance in this region.

Due to the localization of the epitope, at least two neutralization mechanisms are possible for ViF087_A10 and SH1429_B1: (i) inhibition of substrate binding or (ii) sterical hindrance of TcdBGTD translocation through the pore. The latter mode of action was recently described for the humanized monoclonal antibody PA41 that binds to aa 290–360 (Kroh et al., 2018).

For one antibody, ViF137_C3, an epitope (aa 1860–1992) was found that includes one of the epitopes described for Bezlotoxumab where aa 1902–1907 were shown to be partially protected from H/D exchange by bezlotoxumab (Orth et al., 2014). Nevertheless, TcdB neutralization achieved with this antibody in cell rounding assays was only < 50%. Unfortunately, the minimal epitope region identified by phage display was larger, thus not allowing conclusions on whether our antibody interacts with the same amino acids of TcdB.

For most antibodies that exclusively bind to TcdB1−1852 and TcdBFL in antigen ELISA it was not possible to determine the epitope by neither of the methods tested. These mAbs probably bind to complex discontinuous epitopes, including aa that are located far apart on the primary structure of TcdB and only come into close proximity upon folding of the polypeptide chain. Such epitopes might be hard to display on phage due to a selection pressure toward smaller peptides during library packaging (Kügler et al., 2008) and potential misfolding of the antigen fragments.

In conclusion, a panel of novel fully human monoclonal antibodies was generated that target TcdB of C. difficile (Figure 5F). A new neutralizing epitope was found located within the GTD of TcdB. For future development of neutralizing antibodies, the following regions may be addressed (i) aa 290–360 (Kroh et al., 2018), (ii) aa 423 432 (epitope of the two best neutralizers generated in this study), (iii) aa 1372-1493, involved in binding to poliovirus receptor- like protein-3 (LaFrance et al., 2015; Manse and Baldwin, 2015), (iv) aa 1810–1850, involved in CSPG4 binding (Gupta et al., 2017) and aa 1430–1600 containing the binding site for FZD- cysteine rich domain (Chen et al., 2018), whereas the following regions may be omitted: (i) N-terminus and C-terminus of GTD, since antibodies against these regions generated in this study did not show significant neutralization, (ii) the C-terminus of CROPs (Maynard-Smith et al., 2014; Gupta et al., 2017).
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The large clostridial glucosylating toxin B (TcdB) is a major virulence factor of the nosocomial pathogen Clostridioides difficile. TcdB inhibits small GTPases by glucosylation leading to impaired downstream signaling. TcdB also possesses a glucosyltransferase independent effect described as pyknosis. To elucidate the impact of TcdB and its glucosylation-inactive mutant TcdBNXN on the kinome of human cells, SILAC labeled HEp-2 cells were treated with 2 nM TcdB for 8 h. Phosphopeptides were enriched using SCX chromatography, IMAC and TiO2 followed shotgun mass spectrometry analysis. Overall 4,197 phosphopeptides were identified; more than 1,200 phosphosites responded to treatment with TcdB or TcdBNXN. The data suggested that predominantly stress-activated MAPK-dependent signaling pathways were triggered by toxin B treatment.
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INTRODUCTION

Clostridioides difficile is one of the most common human nosocomial pathogens and causes antibiotic-associated diarrhea leading sometimes to severe pseudomembranous colitis (Loo et al., 2005; Voth and Ballard, 2005). The main virulence factors are C. difficile toxin A (TcdA) and toxin B (TcdB) (Just and Gerhard, 2004). They both belong to the clostridial glucosylating toxins (CGT) that inactivate small GTPases by transferring a glucose moiety to a highly conserved threonine residue (Thr-35 in Rho and Thr-37 in Rac/Cdc42) (Just et al., 1995), while TcdB is up to 1,000 times more potent than TcdA (Chaves-Olarte et al., 1997). In case of TcdB Rho, Rac, and Cdc42 are glucosylated causing a perturbed downstream signaling of the affected small GTPases (Kuehne et al., 2010; Zeiser et al., 2013; Genth et al., 2014). This leads initially to a rearrangement of the cytoskeleton and cell cycle arrest (cytopathic effect) (Reinert et al., 2005; Halabi-Cabezon et al., 2008) and finally to apoptosis (cytotoxic effect) (Matarrese et al., 2007). Recently, it has been shown that high concentrations of TcdB, but not TcdA, have an additional effect causing necrotic cell death termed pyknosis (Farrow et al., 2013; Wohlan et al., 2014; Chumbler et al., 2016; Frädrich et al., 2016). This is manifested in morphological changes such as chromatin condensation, ballooning of the plasma membrane and loss of membrane integrity. Interestingly, this effect is also triggered by the glucosyltransferase-deficient mutant TcdBNXN and is therefore independent of small GTPase glucosylation (Wohlan et al., 2014). It has been suggested that ROS production and involvement of the NADPH oxidase complex are responsible for this effect. However, exact mechanisms of both effects – glucosyltransferase-dependent and independent – are still mostly unknown. Recently, several proteome studies have been conducted to investigate the impact on the proteome and to elucidate the affected downstream signaling pathways by TcdA and TcdB treatment with variating toxin concentrations (Zeiser et al., 2013; Jochim et al., 2014; Junemann et al., 2016; Erdmann et al., 2017). Both toxins exhibit similar effects on the proteome of human epithelial cells when using moderate toxin concentrations. Especially proteins associated with cytoskeleton organization, signaling, cell–cell contact and cell proliferation are significantly altered. Interestingly, these protein groups were also affected by inducing pyknosis with high TcdBNXN concentrations, except proteins involved in GTPase-related signaling.

In this study a comprehensive phosphoproteome study was conducted to further investigate the involved signaling pathways which are altered after TcdB and TcdBNXN treatment (Stasyk and Huber, 2012). Pyknosis-inducing conditions and the human epithelial cell line HEp-2 were chosen, in order to cover the glucosyltransferase-independent effect. With the use of SCX chromatography and IMAC and TiO2 phosphopeptide enrichment techniques in total more than 1,000 significantly altered phosphosites were identified which alterations shed more light on intracellular regulatory processes upon toxin treatment.



MATERIALS AND METHODS

Cultivation of HEp-2 Cells and SILAC Labeling

The human epithelial cell line HEp-2 was cultured in 75 cm2 flasks in a humidified 5% CO2 atmosphere at 37°C and 95% humidity. Cells were cultivated in Minimum Essential Media (MEM) without arginine and lysine (Thermo Fisher Scientific, United States). The media was supplemented with 10% dialyzed bovine fetal calf serum (Silantes, Germany), 100 U/ml penicillin, 0.1 mg/ml streptomycin (Merck, Germany) and 0.4 mM L-proline (Sigma, Germany) in order to avoid arginine-proline conversion (Lössner et al., 2011). For the metabolic labeling 0.6/0.4 mM Arg-0/Lys-0 (light), Arg-6/Lys-4 (medium), or Arg-10/Lys-8 (heavy) (Silantes, Germany) were added according to SILAC protocol (Ong et al., 2002). Complete incorporation of stable isotope labeled amino acids was checked prior to experiments by LC-MS. Cells were passaged every 3–4 days at a 1:5 split ratio.

Treatment of HEp-2 Cells and Sample Preparation

At a confluency of 75% the differently labeled HEp-2 cells were treated with 2 nM TcdB or TcdBNXN for 8 h. Recombinant toxins were generated using the Bacillus megaterium expression system as previously described (Olling et al., 2011). Untreated cells cultured in SILAC-media were used as control. All experiments were carried out in triplicates including a label switch. Changes in cell morphology were documented by phase contrast microscopy (Zeiss, Germany). After treatment, cells were washed twice with ice cold PBS and subsequently harvested by scraping cells and dissolved in lysis buffer containing 50 mM ammonium bicarbonate (pH 8.0), 8 M Urea, 1 mM sodium ortho-vanadate, complete EDTA-free protease inhibitor cocktail (Roche) and phosSTOP phosphatase inhibitor cocktail (Roche). Cells were homogenized on ice by sonication and cell debris was removed by centrifugation at 16,000 g for 20 min at 4°C and total protein concentrations was determined using a Lowry assay (Bio-Rad). Equal amounts (1.3 mg) of differently labeled and treated lysates were combined as already described (Zeiser et al., 2013; Junemann et al., 2016).

Protein Digestion and Fractionation by SCX

Proteins were reduced with dithiothreitol (DTT) (5 mM) for 1h at 37°C and subsequently alkylated with iodoacetamide IAA (10 mM) in the dark at room temperature for 30 min. Alkylation was stopped by adding DTT at a final concentration of 5 mM. Lysates were diluted with 50 mM ABC to a final urea concentration below 4 M. Proteins first were digested with Lys-C (Wako) at a 1:150 enzyme/protein ratio for 4 h at 37°C and then trypsin (1:80; Promega) was added followed by an overnight incubation at 37°C. Digestion was stopped by acidification with TFA to a final concentration of 1%. Peptide solution was desalted using Sep-Pak tC18 cartridges (Waters) according to the manufacturer’s protocol.

Dried peptides were dissolved in SCX Buffer A (7 mM KH2PO4, pH 2.65, 30% ACN) and separated by strong cation exchange (SCX) using an Agilent 1200 HPLC equipped with a PolySULFOETHYL A column (250 mm × 9.4 mm; 5 μm beads, pore size 200Å) (259-SE0502, PolyLC Inc.). Chromatography was performed by increasing SCX Buffer B concentration (7 mM KH2PO4, 350 mM KCl, pH 2.65, 30% ACN) from 1–30% over 40 min at a flow rate of 2 ml/min. Twelve 5-min fractions were collected over the full run, lyophilized and subsequently desalted using Sep-Pak tC18 cartridges (Waters). Fractions 1/2, 3/4, and 11/12 were pooled for phosphopeptide enrichment resulting in a total of 9 fractions.

Phosphopeptide Enrichment

A 2D affinity chromatography was conducted for phosphopeptide enrichment for each of the 9 fractions. In the first step peptides were subjected to an immobilized metal affinity chromatography using a Fe-NTA phosphopeptide enrichment kit according to the manufacturer’s protocol (#88300, Thermo Fisher Scientific). Eluted phosphopeptides were acidified by TFA to final concentration of 2.5% and dried by vacuum centrifugation. All flow-troughs after sample loading were pooled, dried by vacuum centrifugation and stored for subsequent enrichment step by metal oxide affinity chromatography (MOAC) using the TiO2 phosphopeptide enrichment spin tips (#88303, Thermo Fisher Scientific). Spin tips were equilibrated by washing with Buffer A (80% ACN/0.4% TFA) first and then with Buffer B (57% ACN/0.3% TFA/25% lactic acid). Peptides were suspended in Buffer B and applied to the spin tips. After reapplying samples, spin tips were again washed with Buffer B and three times with Buffer A before peptides were eluted with 1.5% NH4OH first and then with 5% pyrrolidine. Eluted samples were acidified with TFA to a final concentration of 1.25% and dried by vacuum centrifugation. All IMAC and TiO2 elution fractions were cleaned up prior to MS analysis using graphite spin columns (#88302, Thermo Fisher Scientific) according to the manufacturer’s protocol.

Liquid Chromatography Mass Spectrometry (LC-MS)

Dried phosphopeptides were reconstituted in 2% ACN/0.1% TFA and analyzed by an Obritrap Velos mass spectrometer connected to an Ultimate 3000 RSLC nanoflow system (Thermo Fisher Scientific). Samples were loaded on a trap column (2 cm length, 75 μm ID, 3 μm C18 particles) at a flow rate of 6 μl/min of 0.1% TFA for 5 min. The trap column was switched in line with the analytical column (Acclaim PepMap, Thermo Fisher Scientific, 50 cm length, 75 μm ID, 2 μm C18 particles,) and peptides were eluted at a flow rate of 250 nl/min and at 45°C column temperature by an increasing multistep linear acetonitril gradient from 4 to 25% in 105 min and from 25 to 50% in the following 35 min. The column outlet was directly connected to the nano electrospray source of the mass spectrometer and peptides were ionized with a spray voltage of 1.35 kV using metal-coated fused silica emitter.

The Orbitrap Velos mass spectrometer was operated in data-dependent acquisition mode recording survey scans in the orbitrap mass analyzer with a mass range from 300 to 1600 at a resolution of 60,000 at m/z 400. The five most intense precursors with a charge state of +2 or higher were selected for CID fragmentation with a normalized collision energy of 38 using multi-stage activation for the neutral loss masses of phosphoric acid and MS/MS spectra were acquired in the linear ion trap mass analyzer. Dynamic exclusion duration was set to 30 s.

Data Processing

Raw data were processed with MaxQuant software (version 1.5.3.30) (Cox and Mann, 2008) and peptides were identified by searching against all human entries of the UniProtKB/Swiss-Prot database using the Andromeda search engine (Cox et al., 2011). Propionamidation (C) was set as fixed modification and a maximum of two missed cleavages was allowed. Phosphorylation (S/T/Y), oxidation (M), deamidation (N/Q) and acetylation (protein N-terminal) were set as variable modifications. A false discovery rate of 0.01 on peptide and protein level was used for identification and “re-quantify” and “match between runs” options were checked. For quantification a minimum ratio count of 1 was used and peptides had to be identified in at least 2 replicates for statistical analysis. Data were analyzed and visualized with the software tools Perseus (version 1.5.2.6) (Cox and Mann, 2012; Tyanova et al., 2016) and Cytoscape (version 3.4) Shannon et al., 2003). Two sided on-sample Student’s t-test was applied for the comparison between TcdB vs. control and TcdBNXN vs. control.



RESULTS

Altered Morphology by TcdB and TcdBNXN Treatment

HEp-2 cells were used to elucidate the impact of TcdB and TcdBNXN on the phosphorylation status of cellular proteins designated as phosphoproteome. According to previous proteome studies cells were treated with a high toxin concentration of 2 nM for 8 h to induce both, cell rounding and the pyknotic phenotype. After TcdB treatment most cells exhibited the typical cell rounding morphology (Figure 1) and about 20% of the cells showed the pyknotic morphology. The glucosyltransferase-deficient mutant TcdBNXN only revealed the pyknotic phenotype for almost all cells. No morphological changes were observed in the control.
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FIGURE 1. Morphological changes after TcdB or TcdBNXN treatment. Subconfluent HEp-2 cells were treated either with 2 nM TcdB or 2 nM TcdBNXN for 8 h. Control cells were not treated and illustrate normal morphology. TcdB treatment led to typical rounding of most cells and also some pyknotic cells could be observed by phase-contrast microscopy; whereas in consequence of TcdBNXN treatment all cells exhibited only pyknotic morphology, which was manifested by blistering and chromatin condensation.



Quantitative Phosphoproteome Analysis After TcdB or TcdBNXN Treatment

The phosphoproteome was analyzed by using a SILAC triplex shotgun approach in combination with SCX and phosphopeptide enrichment by IMAC and TiO2 prior to MS analysis. With this technique in total 3,256 protein groups were identified by sequence identification of 12,447 peptides (Supplementary Tables 1, 2). Nearly 50% of the identified proteins possessed at least one phosphorylation site (Figure 2A). A phosphorylation site was determined for 5,855 peptides (Figure 2B). Out of these phosphosites 73.2% were identified by IMAC and 26.8% by TiO2 enrichment (Figure 2C). Around 82.6% of the identified phosphopeptides were monophosphorylated, while 16.3% were double phosphorylated and about 1% was multiphosphorylated (Figure 2D). About 80% of the phosphate moieties were located at serine residues, 19% at threonine residues and only less than 1% at tyrosine residues (Figure 2E). The analysis of phosphorylation motifs of all regulated phosphosites revealed the consensus sequence R/X-X-S-P and S-P for phosphoserine and T-P for phosphothreonine (data not shown).
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FIGURE 2. Comprehensive characterization of the obtained dataset. Donut charts illustrating the percentage of identified phosphorylated and non-phosphorylated proteins (A) and peptides (B). Red areas represent phosphorylated peptides and proteins, blue areas not phosphorylated proteins and peptides. (C) Total phosphopeptides have been enriched using IMAC (blue) or TiO2 (red) techniques. (D) Identified phosphopeptides contained either one (blue), two (red), or three or more (green) phosphor groups. (E) Phosphorylation was detected at serine (blue), threonine (red), and tyrosine (green) residues.



The quality of data was supported by a principle component analysis (PCA) of all phosphopeptides identified in the 3 replicates (Figure 3A). Each possible comparison (TcdB/Control; TcdBNXN/Control; TcdB/TcdBNXN) clustered properly showing the reproducibility of the fractionation and enrichment method.
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FIGURE 3. Data reproducibility and phosphopeptide enrichment method analysis. (A) Principal component analysis of SILAC labeled replicates illustrating the workflow reproducibility. (B) Histogram showing the distribution of identified phosphorylated and non-phosphorylated peptides and the percentage of enrichment across each fraction of SCX chromatography.



All SCX fractions contributed to the total quantity of identified phosphopeptides (Figure 3B). Especially in the first three fractions more than 50% of the identified peptides contained a phosphate moiety. In contrast, the middle fractions contained mainly non-phosphorylated peptides, while the amount of phosphorylated peptides remained comparatively constant across all fractions. The number of identified peptides was highest in fraction 5 and declined continuously to fraction 9.

The comparison of TcdB vs. control revealed in total 4,336 class-I-phosphosites with a localization probability higher than 75%. The number of identified phosphosites was 3,697 for replicate 1, 2,914 for replicate 2 and 3,112 for replicate 3 (Figure 4A). 2,197 phosphosites were identified in all the replicates, resulting in a reproducibility of 50.7%. The comparison of TcdBNXN vs. control resulted in very similar numbers (data not shown). Phosphosites had to be identified in at least two replicates in order to be considered for quantification.
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FIGURE 4. Phosphoproteome analysis of TcdB or TcdBNXN treated HEp-2 cells. (A) Venn diagram of all identified phosphosites with a localization probability higher than 75% for all three replicates. (B) Venn diagram of all significantly regulated phosphosites as consequence of TcdB or TcdBNXN treatment. Volcano plots of TcdB (C) or TcdBNXN (D) treated vs. untreated control cells. Negative log10 p-values were plotted against the log2 phosphosite ratios illustrating the significantly regulated sites (red dots: down-regulation; green dots: up-regulation) with a minimum fold change of 2 and a p-value less than 0.05.



TcdB treatment for 8 h with 2 nM led in total to 1,012 significantly altered phosphosites, whereas TcdBNXN treatment resulted in 686 changed phosphosites. The overlap was 401 phosphosites, while 611 and 285 were altered exclusively by TcdB or TcdBNXN, respectively (Figure 4B). When taking only phosphosites with a biological relevance with a fold change of at least 2 into account, 177 up-regulated and 141 down-regulated sites after TcdB treatment were obtained. In case of TcdBNXN 86 phosphosites were up-regulated and 53 down-regulated. It is noticeable that more phosphosites exhibited a stronger phosphorylation than vice versa indicating a general stronger activation of phosphoproteins (Figures 4C,D).

The 10 most up- and down-regulated phosphosites with the corresponding proteins and genes are presented in Table 1 for TcdB and Table 2 for TcdBNXN treatment. It can be noted that the regulation factors were much higher as a consequence of TcdB treatment than after TcdBNXN treatment. The highest up-regulated phosphosite in case of TcdB was S-63 of the transcription factor AP-1 with a fold change (fc) of 18.1, while TcdBNXN treatment led to an up-regulation of phosphosite at S-208 of Serine/arginine-rich splicing factor 2 (fc = 9.6). The most down-regulated phosphosites was S-5448 of neuroblast differentiation-associated protein AHNAK (fc = −23.6) in case of TcdB and a doubly phosphorylated peptide of 40S ribosomal protein S6 (S-236; T-241) with a fold change of −5.2 after TcdBNXN treatment. Interestingly, 4 more phosphorylated peptides of 40S ribosomal protein S6 were highly down-regulated. When looking at TcdB it is noticeable that many GTPase effector or regulation proteins and transcription factors enclose the most strongly regulated phosphopeptides.

TABLE 1. Top 10 up- and down-regulated phosphosites after 8 h treatment with TcdB.
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DISCUSSION

For the first time the effects of TcdB or glucosyltransferase deficient mutant TcdBNXN on the phosphoproteome of target cells were examined. C. difficile toxins inhibit small GTPases of the Rho- and Ras-family by glucosylation leading to perturbation of affected signaling pathways and subsequent actin cytoskeleton breakdown. Since protein phosphorylation plays an important role in signaling pathways a phosphoproteome approach has been chosen to reveal further insights into GTPase down-stream processes induced by C. difficile toxins (Stasyk and Huber, 2012). A SILAC approach was chosen to precisely quantify the toxin-induced effects in HEp-2 cells which show a clear pyknotic phenotype. Phosphopeptides were enriched by a combination of IMAC and TiO2 materials prior to LC-MS shotgun analysis which is an approved strategy to detect as much phosphopeptides as possible.

With the chosen setup 4,197 phosphorylated peptides containing 5,855 phosphosites were identified. Of these phosphosites 4,336 had a localization probability higher than 75% and therefore were qualified for quantification (Figure 2). Overall 1,297 phosphosites were significantly altered due to TcdB or TcdBNXN treatment (2 nM for 8 h) (Figure 4). Interestingly, the glucosyltransferase deficient TcdBNXN had a strong impact on the phosphoproteome. These effects should be independent from inactivation of small GTPases by glucosylation. In previous proteome studies a strong input on proteome homeostasis has been observed for TcdBNXN treated cells indicating glucosyltranferase-independent activities of TcdB (Erdmann et al., 2017). Glucosyltransferase active TcdB induces, as expected, cell rounding due to cytoskeleton rearrangement in about 80% of Hep-2 cells and a pyknotic morphology; in the remaining 20% of cells.

All significantly regulated phosphopeptides were compared and many showed a consensus sequence of a clearly proline-dependent phosphorylation sites (S/T-P), which are the target motifs of MAP and cyclin-dependent kinases (Bobo et al., 2013). This correlates well with earlier observations in which it has been reported that apoptosis induced by TcdB is mediated by MAPK-dependent caspase activation (Trost et al., 2009).

The treatment with the enzymatically active TcdB led to generally stronger regulated phosphosites with higher fold changes (Figure 4B and Tables 1, 2). Interestingly, the majority of altered p-sites were up-regulated indicating an activation of signaling transduction pathways as a result of treatment with a glucosyltransferase-active toxin. When looking at the top 10 up- and down-regulated proteins it is noticeable that the phosphorylation status of many GTPase effector proteins and GEFs such as Cdc42 effector protein 1/4 and Arhgef2 and Dock5 were altered after TcdB treatment. As expected this was not the case for TcdBNXN. Also AP-1 transcription factor phosphorylation sites were highly phosphorylated, which is a downstream factor of p38 and JNK signaling pathways and is activated as a result of stress and apoptosis (Nateri et al., 2004; Wang et al., 2007). In case of TcdBNXN treatment many cytoskeleton and cell proliferation regulators like PPP1R12A and SRSF2 phosphorylation sites were up-regulated. The SRSF2 protein is known to be phosphorylated in response to apoptosis (Edmond et al., 2011). The 40S ribosomal protein S6 phosphopeptides were strongly downregulated (Table 2). This ribosomal subunit is involved in cell growth and proliferation by mTOR signaling pathway and is dephosphorylated at growth arrest (Magnuson et al., 2012).

TABLE 2. Top 10 up- and down-regulated phosphosites after 8 h treatment with TcdBNXN.
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Phosphosites with MAP kinase motifs were differently regulated in TcdB and TcdBNXN. These kinases are particular involved in ERK, JNK und p38 signaling pathways (Pearson et al., 2001). Several proteins belonging to these pathways have been identified in a proteome analysis to be regulated in similar treated cells (Junemann et al., 2016). Particularly RAF activators and transcription factors, e.g., AP-1 localized downstream of JNK signaling are involved. These pathways regulates apoptotic processes and cell cycle arrest (Dhanasekaran and Reddy, 2008, Huang et al., 2009). These hypothesis are supported by further studies that provide evidence for a caspase-mediated apoptosis induced by C. difficile toxins (Qa’Dan et al., 2002; Solomon et al., 2005; Nottrott et al., 2007). First an activation of inhibitory caspases 8 and 9 is induced with an subsequent activation of known effector caspases 3, 6, and 7 that are involved in the cytotoxic effects induced by C. difficile toxins.

At a first glance these preliminary results suggest signaling pathways to be affected by TcdB or TcdBNXN treatment. Nevertheless, further investigations are necessary to further elaborate and confirm these findings.
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Clostridioides difficile toxin A (TcdA) and Toxin B (TcdB) trigger inflammasome activation with caspase-1 activation in cultured cells, which in turn induce the release of IL-6, IFN-γ, and IL-8. Release of these proinflammatory responses is positively regulated by Ras-GTPases, which leads to the hypothesis that Ras glucosylation by glucosylating toxins results in (at least) reduced proinflammatory responses. Against this background, data on toxin-catalyzed Ras glucosylation are required to estimate of pro-inflammatory effect of the glucosylating toxins. In this study, a quantitative evaluation of the GTPase substrate profiles glucosylated in human colonic (Caco-2) cells treated with either TcdA, TcdB, or the related Clostridium sordellii lethal toxin (TcsL) was performed using multiple reaction monitoring (MRM) mass spectrometry. (H/K/N)Ras are presented to be glucosylated by TcsL and TcdA but by neither TcdB isoform tested. Furthermore, the glucosylation of (H/K/N)Ras was detected in TcdA-(not TcdB)-treated cells, as analyzed exploiting immunoblot analysis using the Ras glucosylation-sensitive 27H5 antibody. Furthermore, [14C]glucosylation of substrate GTPase was found to be increased in a cell-free system complemented with Caco-2 lysates. Under these conditions, (H/K/N)Ras glucosylation by TcdA was detected. In contrast, TcdB-catalyzed (H/K/N)Ras glucosylation was detected by neither MRM analysis, immunoblot analysis nor [14C]glucosylation in a cell-free system. The observation that TcdA (not TcdB) glucosylates Ras subtype GTPases correlates with the fact that TcdB (not TcdA) is primarily responsible for inflammatory responses in CDI. Finally, TcsL more efficaciously glucosylated Ras subtype GTPase as compared with TcdA, reinforcing the paradigm that TcsL is the prototype of a Ras glucosylating toxin.

Keywords: Rho, Ras, GTPase, large clostridial glucosylating toxins, MRM analysis


INTRODUCTION

The family of large clostridial glucosylating toxins (LCGTs) encompasses toxin A (TcdA) and toxin B (TcdB) of Clostridioides difficile, lethal toxin (TcsL) and hemorrhagic toxin (TcsH) from Clostridium sordellii, and large toxin (TpeL) from C. perfringens (Popoff and Bouvet, 2009; Genth and Just, 2011; Genth et al., 2014; Jank et al., 2015). These toxins exhibit molecular masses ranging from 191 to 307 kDa and an AB-like domain structure with a N-terminal glucosyltransferase domain and a C-terminal delivery domain. Upon cell entry by receptor-mediated endocytosis, the LCGTs mono-O-glucosylate Rho/Ras subfamily GTPases (D’Urzo et al., 2012; Genth et al., 2016). Rho and Ras subtype proteins are key regulators of cytoskeletal dynamics, cell proliferation, and cell death/survival. Mono-O-glucosylation of RhoA at Thr-37 or of Rac/Cdc42 and (H/K/N)Ras at equivalent Thr-35 renders cellular Rho/Ras proteins inactive, resulting in a breakdown of the actin cytoskeleton, inhibition of cell proliferation, and cell death (Dreger et al., 2009; Lica et al., 2011; Farrow et al., 2013; May et al., 2013; Wohlan et al., 2014). The glucosylating toxins are regarded to be responsible for the loss of intestinal barrier function and for inflammation observed in C. difficile-associated diarrhea (CDAD), C. sordellii-induced haemorrhagic enteritis and enterotoxemia, and C. perfringens-associated necrotic enteritis (Popoff, 2011; Smits et al., 2016).

In cultured cells, TcdA and TcdB trigger inflammasome activation with caspase-1 activation, based on the recognition of RhoA glucosylation by pyrin (Ng et al., 2010; Xu et al., 2014). Caspase-1 subsequently activates IL-1β and IL-18, which in turn induce the release of IL-6, IFN-γ, and IL-8. Either of these proinflammatory responses is positively regulated by Ras-GTPases (Sparmann and Bar-Sagi, 2004; Johnson and Chen, 2012), which leads to the hypothesis that Ras glucosylation by glucosylating toxins results in (at least) reduced proinflammatory responses. Some observations support this hypothesis, as TcdB (not the Ras glucosylating TcdA) has been suggested to be primarily responsible for inflammatory responses in CDI (Carter et al., 2015; Popoff, 2017). Against this background, data on Ras glucosylation are required to estimate the proinflammatory effects of the toxins. A quantitative evaluation of the GTPase substrate profiles glucosylated in cells treated with TcdB (as well as with the related TcsL) is not yet available. Therefore, the profiles of substrate GTPases glucosylated by TcdB, TcsL, and TcdA were evaluated in toxin-treated Caco-2 cells using multiple reaction monitoring (MRM) mass spectrometry. MRM analysis allows the quantification of the glucosylation of small GTPases in cultured cells (Junemann et al., 2017). This study provides evidence on the glucosylation of (H/K/N)Ras and Rap(1/2) by TcsL and TcdA. In contrast, neither TcdB isoform tested glucosylated (H/K/N)Ras and Rap(1/2). Furthermore, the glucosylation of (H/K/N)Ras was detected in TcdA-treated cells, as analyzed exploiting the glucosylation-sensitive Ras(Mab 27H5) antibody (Huelsenbeck et al., 2009). Finally, [14C]glucosylation of (H/K/N)Ras by TcdA was found in a cell-free system complemented with Caco-2 lysates.



RESULTS

TcdA-Catalyzed Glucosylation of Ras Subtype GTPases in Cultured Cells

The C. difficile strain VPI10463 [isolated from an abdominal wound, (Theriot et al., 2011)] has long been regarded as a reference strain. C. difficile strain VPI10463 exhibits an A+B+CDT- toxinotype i.e., it produces TcdA-10463 and TcdB-10463 but not the binary C. difficile toxin (CDT) (Genth et al., 2008). To evaluate possible differences in the GTPase substrate profiles of TcdA-10463 and TcdB-10463, Caco-2 cells were treated with the toxins and GTPase substrate profiles were analyzed in terms of the MRM method. Treatment of Caco-2 cells with TcdB-10463 resulted in time-dependent mono-O-glucosylation of the Rho subtype GTPases Rho(A/B/C), Rac1, RhoG, and Cdc42 (Figure 1A). Remarkably, neither Rap(1/2) nor (H/K/N)Ras were glucosylated (Figure 1A). Furthermore, TcdB-10463-catalyzed glucosylation of Rap(1/2) or (H/K/N)Ras was observed neither upon treatment with an about three orders of magnitude higher TcdB-10463 concentration of 2 nM (Figure 1B) nor upon prolonged TcdB-10463 treatment for 48h (Figure 1G). TcdA-10463 glucosylated Rap(1/2) and (less efficaciously) (H/K/N)Ras as well as its canonical Rho subfamily substrate GTPases including Rho(A/B/C), Rac1, RhoG, and Cdc42 (Figures 1D,E). The latter observations were consistent with published data (Junemann et al., 2017). Combined treatment of Caco-2 cells with TcdA (300 pM) and TcdB (3 pM) resulted in glucosylation kinetics almost similar to that of TcdA (300 pM) alone, excluding synergistic effects in the kinetics of substrate GTPase glucosylation upon combined toxin treatment. The only exception was (H/K/N)Ras, which glucosylation seemed to suppressed upon combined treatment with TcdA and TcdB (Figures 1D,F). The latter observation suggests that TcdB suppressed TcdA-catalyzed Ras glucosylation.


[image: image]

FIGURE 1. Mass spectrometry-based evaluation of the substrate GTPase profiles glucosylated by LCGTs. Caco-2 cells were exposed to recombinantly prepared TcdB-10463 (A,B,F,G), to TcsL prepared from C. sordellii strain 6018 (TcsL-6018) (C), recombinantly prepared TcdA-10463 (D–F), and recombinantly prepared TcdB-20291 (H). Upon cell lysis, small GTPases of the Rho and Ras subfamilies were analyzed for cellular concentrations of glucosylated GTPases using MRM analysis. Glucosylation was given as the ratio of the concentration of glucosylated GTPase per concentration of total GTPase. All experiments were conducted with three biological replicates. The error bars are representing the SD of the mean.



Next, the substrate GTPase profile of TcdB from the hypervirulent, toxinotype A+B+CDT+ C. difficile strain R20291 (isolated from the feces of a symptomatic patient in United Kingdom) was evaluated upon prolonged treatment of Caco-2 cells for 48 h. TcdB-R20291 specifically glucosylated Rho/Rac/Cdc42 subtype GTPases (but not Ras subtype GTPases) (Figure 1H). TcdB-R20291 and TcdB-10463 thus exhibited a similar substrate GTPase profile, with the Ras subtype GTPases Rap(1/2) and (H/K/N)Ras not being glucosylated (Figures 1G,H).

Among the family of glucosylating toxins, C. sordellii lethal toxin (TcsL) has been classified as the prototype of Ras glucosylating toxin (Genth and Just, 2011; Genth et al., 2014). This notion was re-confirmed using MRM analysis of TcsL-treated Caco-2 cells: Ras subtype GTPases Rap(1/2) and (H/K/N)Ras were the preferred cellular substrates of the related TcsL: (H/K/N)Ras, Rac1, Rap(1/2) > RhoG > > Rho(A/B/C) (Figure 1C). Weak glucosylation of Rho(A/B/C) (not observed until TcsL treatment for 24 h) was background (Figure 1C). In contrast to TcdA/TcdB-treated Caco-2 cells, Cdc42 was not read from TcsL-treated Caco-2 cells, which might due to Cdc42 degradation (Figure 1C).

Immunoblot analysis exploiting the Rac1(Mab 102) and the Ras(Mab 27H5) antibodies have evolved into a routine method for tracking mono-O-glucosylation of cellular Rac/Cdc42 and (H/K/N)Ras, respectively (Genth et al., 2006; Huelsenbeck et al., 2009; Brandes et al., 2012). Once Rac/Cdc42 or (H/K/N)Ras is mono-O-glucosylated, the antibodies do not detect their epitopes, resulting in signal loss. In contrast, the H-Ras (C20) and the Rac1 (Mab 23A8) antibodies are glucosylation insensitive and can be used to quantify total levels of H-Ras or Rac1, respectively. TcdA-10463-treated Caco-2 cells exhibited time-dependent glucosylation of (H/K/N)Ras with about 50% of total (H/K/N)Ras being glucosylated after 12 h (Figures 2A,B). Detection of exemplarily H-Ras using the H-Ras(C20) antibody showed no decrease, indicating that the cellular level of H-Ras was not changed upon TcdA treatment (Figure 2A). In contrast to (H/K/N)Ras, TcdA-10463-catalyzed glucosylation of Rac/Cdc42 was almost complete upon 3 h of TcdA treatment, as evaluated using the Rac1(clone 102) antibody (Figures 2A,B). The cellular level of Rac1 was not changed as analyzed using the Rac1(Mab 23A8) antibody, confirming that decreasing detection by the Rac1(Mab 102) antibody was due to glucosylation but not due to degradation (Figure 2A). In TcdB-10463-treated Caco-2 cells, rapid glucosylation of Rac/Cdc42 but not of (H/K/N)Ras was detected exploiting the Rac1(Mab 102) and the Ras(Mab 27H5) antibodies (Figure 2C). Taken together, (i) either MRM analysis or immunoblot analysis comparably tracked Rac/Cdc42 and (H/K/N)Ras glucosylation in toxin-treated Caco-2 cells, (ii) the glucosylation of (H/K/N)Ras by TcdA-10463 was delayed as compared with glucosylation of Rac/Cdc42 glucosylation, and (iii) (H/K/N)Ras was not glucosylated by TcdB-10463.
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FIGURE 2. Immunoblot-based analysis of the glucosylation of (H/K/N)Ras and Rac/Cdc42 in TcdA- and TcdB-treated Caco-2 cells. Caco-2 cells were exposed to natively prepared TcdA-10463 (A,B) or TcdB-10463 (C,D) for the indicated times. Upon cell lysis, the cellular concentrations of glucosylated (H/K/N)Ras and Rac/Cdc42 subtype GTPases were evaluated using immunoblot analysis. Immunoblots were quantified using Kodak software. The amounts of non-glucosylated Rac/Cdc42 and non-glucosylated (H/K/N)Ras relative to the respective total levels of Rac1 and H-Ras are expressed as mean ± SD of three experiments.



The kinetics of Rac/Cdc42 and (H/K/N)Ras glucosylation were further investigated in African green monkey kidney (Vero) cells, an epithelial cell line with high sensitivity to the C. difficile toxins (Orth et al., 2014). In TcdA-10463-treated Vero cells, Rac/Cdc42 was about one order magnitude more efficaciously glucosylated than (H/K/N)Ras, as evaluated exploiting the Rac1(Mab 102) and the Ras(Mab 27H5) antibodies (Figures 3A,B). In contrast to Caco-2 cells, (H/K/N)Ras was completely glucosylated in TcdA-10463-treated Vero cells (Figures 3A,B). In TcdB-10463-treated Vero cells, (H/K/N)Ras was not glucosylated even at TcdB-10463 concentrations two orders of magnitude greater than those required for complete Rac/Cdc42 glucosylation (Figures 3C,D). These observation from Vero cells further excluded that (H/K/N)Ras was glucosylated by TcdB-10463.
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FIGURE 3. Immunoblot-based analysis of the glucosylation of (H/K/N)Ras and Rac/Cdc42 in TcdA- and TcdB-treated Vero cells. Vero cells were exposed to the indicated concentrations of native TcdA-10463 (A,B) and TcdB-10463 (C,D) for 16 h. The cellular levels of non-glucosylated (H/K/N)Ras, total H-Ras, non-glucosylated Rac/Cdc42, total Rac1, and beta-actin were analyzed by immunoblot analysis. Immunoblots were quantified using Kodak software. The amounts of non-glucosylated Rac/Cdc42 and non-glucosylated (H/K/N)Ras relative to the, respectively, levels of Rac1 and H-Ras are expressed as mean ± SD of three experiments.



The cellular levels of active GTP-bound Ras were next analyzed using pull-down assay exploiting the Ras binding domain of Raf kinase (van Triest and Bos, 2004). In TcdA-10463-treated Vero cells, (H/K/N)Ras was completely inactivated, as no GTP-bound active (H/K/N)Ras was detected (Figure 4). In contrast, GTP-bound active (H/K/N)Ras was present in TcdB- and mock-treated cells (Figure 4). (H/K/N)Ras activates the canonical pathways leading to activation of p44/42-MAP kinase (ERK1/2). In mock-treated Vero cells, active ERK1/2 was detected in terms of the cellular level of pT202/Y204-ERK1/2. In TcdA-10463-treated Vero cells, almost no pT202/Y204-ERK1/2 was detected (Figure 4), reflecting Ras inactivation. The level of pT202/Y204-ERK1/2 was slightly reduced in TcdB-10463-treated cells (as compared to mock-treated cells) (Figure 4). This observation reflects that – besides (H/K/N)Ras – ERK1/2 is activated by Rac1 to some extent (Niba et al., 2013). Slightly reduced levels of pERK1/2 in TcdB-treated Vero cells most likely reflected TcdB-catalyzed Rac1 glucosylation. The Ras-ERK pathway was thus completely inhibited in TcdA-treated Vero cells, reinforcing the view that (H/K/N)Ras was inactivated by TcdA.
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FIGURE 4. Inactivation of (H/K/N)Ras in TcdA-treated Vero cells. Vero cells were exposed to native TcdA-10463 and TcdB-10463 for 16 h. Cells were lysed and objected to effector pull-down assay exploiting the Ras-binding domain of Raf kinase. The cellular levels of GTP-loaded (H/K/N)Ras, total H-Ras, pT202/pY204-p44/42-MAP kinase (pT202/pY204-ERK1/2), and total p44/42-MAP kinase (ERK1/2) were analyzed by immunoblot analysis using the indicated antibodies.



Enhanced Glucosylation of Substrate GTPases in the Presence of Caco-2 Lysates

Next, GTPase glucosylation catalyzed by the recombinant glucosyltransferase domains of TcdA-10463 (rN-TcdA) and of TcdB-10463 (rN-TcdB) was re-analyzed in a cell-free system. Specifically GST-Rac1 but not GST-H-Ras was [14C]glucosylated by rN-TcdA and rN-TcdB applied at a relatively low toxin concentration of 0.3 nM (Figure 5A). In the presence of Caco-2 lysates (that contain the heavy and light membrane fractions), Rac1 glucosylation by rN-TcdA was strongly enhanced (Figures 5A,B). Furthermore, partial glucosylation of (H/K/N)Ras by rN-TcdA was observed in the presence of Caco-2 lysates (Figures 5A,B). Rac1 glucosylation by rN-TcdB was also enhanced in the presence of Caco-2 lysates (Figures 5A,C). However, (H/K/N)Ras glucosylation by rN-TcdB was not observed even in the presence of lysates (Figures 5A,C).
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FIGURE 5. Enhanced glucosylation of substrate GTPases catalyzed by rN-TcdA and rN-TcdB in the presence of the Caco-2 lysates. GST-tagged GTPases (2 μM), UDP-[14C]glucose (40 μM) and recombinant rN-TcdA (3 nM, A,B) or rN-TcdB (0.3 nM, A,C) were incubated in the presence and the absence of Caco-2 lysates for the indicated times. Upon separation on SDS-PAGE, [14C]glucosylated GTPases were visualized by autoradiography. Signals were quantified using Kodak software and are given as mean ± SD of three experiments.



The recombinant glucosyltransferase domain of TcsL-6018 (rN-TcsL) preferably [14C]glucosylated GST-(H/K/N)Ras as compared with GST-Rac1 (Figure 6A), consistent with former observations (Huelsenbeck et al., 2009). The latter observation apparently contradicts above observation that (H/K/N)Ras and Rac1 were glucosylated in TcsL-treated Caco-2 cells with almost comparable kinetics (Figure 1C). To solve this apparent contradiction, the glucosylation of either Rac1 and (H/K/N)Ras by rN-TcsL was analyzed in the presence of Caco-2 lysates. The glucosylation of Rac1 (Figures 6A,B) and H-Ras (Figures 6A,C) was strongly increased in the presence of Caco-2 lysates and Rac1 and (H/K/N)Ras were glucosylated with comparable kinetics (Figures 6A,D). Comparable glucosylation of Rac1 and (H/K/N)Ras by rN-TcsL was thus not observed until Caco-2 lysates were added to the cell-free system. A cell-free system complemented with Caco-2 lysates seems to be suitable for predicting intracellular glucosylation. In sum, substrate GTPase glucosylation by either rTcdA, rTcdB and rTcsL was enhanced in a cell-free system in the presence of lysates. Under these advanced conditions, (H/K/N)Ras was preferably glucosylated by rN-TcsL, to some extent by rN-TcdA, but not by rN-TcdB.
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FIGURE 6. Enhanced glucosylation of substrate GTPases catalyzed by rN-TcsL in the presence of the Caco-2 lysates. GST-tagged Rac1 (A,B) and GST-tagged Ras-GTPases (A,C,D) (2 μM), UDP-[14C]glucose (20 μM each) and recombinant rN-TcsL (0.3 nM) were incubated in the presence and the absence of Caco-2 lysates at 37°C for the indicated times. Upon separation on SDS-PAGE, [14C]glucosylated GTPases were visualized by autoradiography. Signals were quantified using Kodak software and are given as mean ± SD of three experiments.





DISCUSSION

Analysis of GTPase glucosylation by LCGT has widely been studied in cell-free systems to determine the specificities of LCGTs for particular small GTPases (Just et al., 1995b; Genth et al., 2014). Initial evaluation of the profiles of substrate GTPase profile of full-length TcdA-10463 and TcdB-10463 in cell-free systems has revealed that TcdA-10463 and TcdB-10463 specifically glucosylate the Rho subtype GTPases including RhoA, Rac1, and Cdc42 but not Ras subtype GTPases (Just et al., 1995a,b). It had been assumed that similar specificity pattern exist in a cell-free and a cellular context. However, mass spectrometry-based analysis revealed that TcdA glucosylates RhoA/B/C, Rac1, RhoG, and Cdc42 but also the Ras subtype GTPases Rap1/2 and (H/K/N)Ras in Caco-2 cells (Figure 1) (Zeiser et al., 2013; Junemann et al., 2017). The apparent contradiction that TcdA glucosylates Ras subtype GTPases in cellular but not in cell-free system is solved by advancing the cell-free system in two aspects: (1) Application of rN-TcdA: rN-TcdA better mimics the situation inside the cell, as the N-terminal glucosyltransferase domain of TcdA is cleaved off the delivery domain upon cell entry. rN-TcdA (applied at a relatively high concentration of 100 nM) has been shown to glucosylate a broader profile of substrate GTPases (including Ras subtype GTPases), while full-length TcdA fails to do so (Genth et al., 2014); (2) Complementation of the cell-free system with membrane-containing lysates: The substrate GTPases of the LCGTs are anchored to membranes through their C-terminally located polybasic domain and the isoprenyl residue. The 4-helix-bundle at the very N-terminus of the glucosyltransferase domain of the LCGTs mediates membrane anchoring as well (Varela Chavez et al., 2015, 2016; Craven and Lacy, 2016). Membrane anchoring of both substrate GTPases and the glucosyltransferase domain of the LCGTs facilitates enhanced glucosylation as compared with the soluble components, as substrate GTPase glucosylation catalyzed by either rN-TcdA (Figure 5B), rN-TcdB (Figure 5C), and rN-TcsL (Figure 6) was enhanced in a cell-free system upon addition of membrane-containing lysates. In particular, rN-TcdA-catalyzed glucosylation was strongly enhanced in the presence of Caco-2 lysate facilitating the detection of glucosylation of (H/K/N)Ras (Figures 5A,B).

(H/K/N)Ras is observed to be glucosylated in TcdA-treated Caco-2 cells, as evidenced by MRM analysis (Figure 1). In general, the LC-MS based MRM method exhibits a higher specificity but less sensitivity compared to the antibody detection. In terms of antibody detection, glucosylation of (H/K/N)Ras has been observed in TcdA-treated Caco-2 and Vero cells (Figures 2, 3), complementing the observations from the MRM analysis (Figures 1D,E). Ras glucosylation results in blocked Ras signaling in TcdA-treated cells, as evidenced in terms of inhibited Ras-ERK signaling (Figure 4). In contrast to TcdA, TcdB-10643-catalyzed glucosylation of Ras-GTPases was observed neither in Caco-2 cells (Figures 1, 2) nor in Vero cells (Figure 3) nor in a cell-free system (Figure 5), as analyzed in terms of MRM analysis, immunoblot analysis, and [14C]glucosylation. Comparable to TcdB-10463, TcdB-R20291 did also not glucosylate Ras-GTPases in Caco-2 cells (Figure 1H). In conclusion, the two TcdB isoforms tested in this study (either of which derives from C. difficile toxinotype A+B+ strains) do not glucosylate Ras, which leads to the prediction that TcdB-10463 and TcdB-R20291 more efficiently promote inflammatory response in cells as compared to TcdA-10463. Finally, the GTPase profile of TcdB isoforms from so called variant, toxinotype A-B+ strains (such as strain 1470) remains to be analyzed because these strains must be expected to exhibit Ras glucosylation (Huelsenbeck et al., 2007; Genth et al., 2008).

In TcsL-treated Caco-2 cells, Rac1 and (H/K/N)Ras exhibited almost comparable kinetics of glucosylation (Figure 1C). In a cell-free system, comparable glucosylation of Rac1 and (H/K/N)Ras by rN-TcsL was not observed until the cell-free system with complemented with membrane-containing lysates (Figure 6).

Upon combined treatment of Caco-2 cells with TcdA and TcdB, TcdA-catalyzed Ras glucosylation was suppressed (Figure 1F). This unexpected observation suggests that TcdB is capable of reducing TcdA uptake. TcdA enters target Caco-2 cells (but not other yet investigated cell lines) by clathrin-independent endocytosis, which requires intact actin dynamics (Robertson et al., 2009; Papatheodorou et al., 2010; Chandrasekaran et al., 2016). TcdB-induced glucosylation of Rho-GTPases results in actin depolymerization (May et al., 2013), which in turn might reduce TcdA uptake and subsequent Ras glucosyslation.

Taken together, the profiles of small GTPases glucosylated by LCGTs can be analyzed with the presented methods in cell-free systems, cultured cells, and in tissue from animal models and infected humans. The presented methods will allow the identification of new toxinotypes that exhibit different GTPase substrate profiles. Finally, observations from three independent experimental systems exclude that TcdB glucosylates Ras subtype GTPases. The observations of this study leads to the recommendation that TcdB (rather than TcdA) should be applied as tool in cell biology research to check for an involvement of Rho subtype GTPases in cellular processes.



MATERIALS AND METHODS

Materials

Toxins: Recombinant toxins and toxin fragments as well as native toxin were used in parallel. The glucosyltransferase domains (covering amino acids 1–546) of TcsL (rN-TcsL, strain 6018) and TcdB (rN-TcdB, strain VPI10463) were expressed in Escherichia coli using the pGEX-2T vector system and affinity purified using Glutathion-Sepharose Beads (AP Biotech) as described (Hofmann et al., 1997). The glucosyltransferase domain (covering amino acid 1 to 1065) of TcdA (rN-TcdA, strain VPI10463) and full-length TcdA-10463, TcdB-10463, and TcdB-R20291 were expressed in the Bacillus megaterium expression system (MoBiTec, Germany) (Wohlan et al., 2014). Full length TcsL-6018 was produced in C. sordellii strain 6018 and purified yielding only one band on SDS-PAGE as previously described (Genth et al., 2000). In brief, a dialysis bag containing 900 mL of 0.9% NaCl in a total volume of 4 liters of brain heart infusion (Difco, BD Life Sciences, Heidelberg, Germany) was inoculated with 100 mL of an overnight culture of C. sordellii. The culture was grown under microaerophilic conditions at 37°C for 72 h. Bacteria were removed from the dialysis bag solution by centrifugation. Proteins from the culture supernatant were precipitated by ammonium sulfate at 70% saturation. The precipitated proteins were dissolved in 50 mM Tris-HCl, pH 7.5 buffer and extensively dialyzed against 50 mM Tris-HCl, pH 7.5 buffer for 24 h. The protein solution was loaded onto an anion exchange column (MonoQ, AP Biotech, New Jersey, NJ, United States). TcdA was eluted with 50 mM Tris-HCl, pH 7.5, at 150–200 mM NaCl. TcsL or TcdB were eluted at 500–600 mM NaCl. The toxins were subsequently dialyzed against buffer (50 mM Tris-HCl pH 7.5, 15 mM NaCl). Immunoblot analyses were used to identify and calculate the amount of isolated toxins.

Purification of recombinant proteins: GST-tagged Rho and Ras subtype GTPases were expressed in E. coli using the pGEX-2T vector system and affinity purified using Glutathion-Sepharose Beads (AP Biotech) as described (Hofmann et al., 1997).

Cell Culture and Preparation of Lysates

African green monkey kidney (Vero) cells and human epithelial colorectal adenocarcinoma (Caco-2) cells were cultivated in Dulbecco’s modified Eagle Medium (DMEM) containing 10% fetal calf serum (FCS), 100 U/ml penicillin G and 100 μg/ml streptomycin in a humidified atmosphere containing 5% CO2. Cells sub-confluently seeded in 3.5-cm dishes were treated with TcdA, TcdB, and TcsL according to the indicated concentrations. Upon incubation time, the cells were rinsed with 5 ml of ice-cold phosphate-buffered saline and scraped off in 200 μl of Laemmli lysis buffer per dish. The cells were disrupted mechanically by sonification (five times on ice). The lysate were submitted to immunoblot analysis. For MRM analyses cells were washed at least three times with ice-cold phosphate buffered saline and solubilized in Tris-HCl buffer, pH 7,5 containing 20 mM NaCl and 1 mM DTT homogenized by sonification and centrifuged at 13,000 ×g to remove cell debris. Protein levels were determined by the method of Bradford. Crude extracts were stored at -20°C.

Immunoblot Analysis

Cell lysates were separated on 15% polyacrylamide gels and transferred onto nitrocellulose for 2 h at 250 mA, followed by blocking with 5% (w/v) nonfat dried milk for 1 h. Blots were incubated with the appropriate primary antibody with dilution according to the manufacturers’ instructions [beta-actin(Mab AC-40, Sigma; dilution 1:5000); PAK2 (Cell signaling 2608, dilution 1:1000); phospho-S144/141-PAK1/2 (Abcam ab40795; dilution 1:2000); Rac1 (BD Transduction Laboratories 610650, clone 102; dilution 1:1000); Rac1(Millipore 05-389, clone 23A8; dilution 1:1000); Ras(Mab27H5, Cell Signaling 3339, dilution 1:200); H-Ras (C20, SantaCruz sc-520, dilution 1:200); in buffer B (50 mM Tris-HCl, pH 7.2, 150 mM NaCl, 5 mM KCl, 0.05% (w/v) Tween 20] for 18 h and subsequently for 2 h with a horseradish peroxidase-conjugated secondary antibody (mouse: Rockland 610-1034-121; dilution 1:3000; rabbit Rockland 611-1302; dilution 1:3000). For the chemiluminescence reaction, ECL Femto (Pierce) was used. The signals were analyzed densitometrically using the KODAK 1D software.

Preparation of Caco-2 Cell Lysates

Caco-2 cells were disrupted mechanically by sonification on ice in a detergent-free lysis buffer containing 10 mM Tris/HCl (pH 7.4), 10 mM NaCl, 2 mM MgCl2, and EDTA-free protease inhibitor cocktail (Roche, Berlin, Germany). Crude cell lysates were centrifugated at 1,000 ×g at 4°C for 10 min to remove the nuclear fraction and intact cells. The supernatant was used as “lysate.”

Glucosyltransferase Reaction

Recombinant Rho and Ras subtype GTPases (50 μg/mL) was incubated with either rN-TcdA, rN-TcsL or rN-TcdB in glucosylation buffer (50 mM of HEPES pH 7.4, 0.1 mM ⋅ MgCl2, 150 mM ⋅ KCl, 100 μg/mL of BSA, 20 μM of UDP-[14C]glucose) (Biotrend, Cologne, Germany) in a total volume of 20 μL at 37°C for the indicated times. Proteins were analyzed by 12.5% SDS-PAGE, and [14C]glucosylated Rho and Ras subtype GTPases were visualized by Phosphorimaging (Cyclone, PerkinElmer Life and Analytical Sciences, Shelton, United States).

MRM Analysis

Multiple reaction monitoring analysis was conducted for determining glucosylation extent of small GTPases as previously described (Junemann et al., 2017). Briefly, proteins were separated by SDS-PAGE and area between 15 and 25 kDa was cut. Proteins were digested using trypsin and peptides were subjected to MRM analysis using a triple quadrupol mass spectrometer (QTRAP4000, SCIEX). Peptides were separated in a nano LC system using an Acclaim PepMap C18 column (Thermo Fisher Scientific) that was directly connected to the ion source of the mass spectrometer. For quantification acquired raw data were processed with the Skyline software (MacCoss Lab Software, Canada) (MacLean et al., 2010).
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The response to iron limitation of several bacteria is regulated by the ferric uptake regulator (Fur). The Fur-regulated transcriptional, translational and metabolic networks of the Gram-positive, pathogen Clostridioides difficile were investigated by a combined RNA sequencing, proteomic, metabolomic and electron microscopy approach. At high iron conditions (15 μM) the C. difficile fur mutant displayed a growth deficiency compared to wild type C. difficile cells. Several iron and siderophore transporter genes were induced by Fur during low iron (0.2 μM) conditions. The major adaptation to low iron conditions was observed for the central energy metabolism. Most ferredoxin-dependent amino acid fermentations were significantly down regulated (had, etf, acd, grd, trx, bdc, hbd). The substrates of these pathways phenylalanine, leucine, glycine and some intermediates (phenylpyruvate, 2-oxo-isocaproate, 3-hydroxy-butyryl-CoA, crotonyl-CoA) accumulated, while end products like isocaproate and butyrate were found reduced. Flavodoxin (fldX) formation and riboflavin biosynthesis (rib) were enhanced, most likely to replace the missing ferredoxins. Proline reductase (prd), the corresponding ion pumping RNF complex (rnf) and the reaction product 5-aminovalerate were significantly enhanced. An ATP forming ATPase (atpCDGAHFEB) of the F0F1-type was induced while the formation of a ATP-consuming, proton-pumping V-type ATPase (atpDBAFCEKI) was decreased. The [Fe-S] enzyme-dependent pyruvate formate lyase (pfl), formate dehydrogenase (fdh) and hydrogenase (hyd) branch of glucose utilization and glycogen biosynthesis (glg) were significantly reduced, leading to an accumulation of glucose and pyruvate. The formation of [Fe-S] enzyme carbon monoxide dehydrogenase (coo) was inhibited. The fur mutant showed an increased sensitivity to vancomycin and polymyxin B. An intensive remodeling of the cell wall was observed, Polyamine biosynthesis (spe) was induced leading to an accumulation of spermine, spermidine, and putrescine. The fur mutant lost most of its flagella and motility. Finally, the CRISPR/Cas and a prophage encoding operon were downregulated. Fur binding sites were found upstream of around 20 of the regulated genes. Overall, adaptation to low iron conditions in C. difficile focused on an increase of iron import, a significant replacement of iron requiring metabolic pathways and the restructuring of the cell surface for protection during the complex adaptation phase and was only partly directly regulated by Fur.
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INTRODUCTION

Clostridioides difficile (formerly Clostridium difficile) is a spore-forming, Gram-positive, anaerobic, toxins-producing pathogen leading to often hospital-acquired infections worldwide (Burke and Lamont, 2014). The phenotypes of C. difficile infections (CDI) range from mild diarrhea to toxic megacolon which ultimately causes death (Bartlett and Gerding, 2008). In the United States over half a million cases of CDI per year with approximately 30,000 deaths are reported, making CDI to one of the most common and also cost-effective healthcare-associated infections (Lessa et al., 2015). Proteins containing iron, [Fe-S]-clusters and iron-coordinated heme are indispensable for the bacterial metabolism. Consequently, iron is an essential element for the growth of all bacteria including C. difficile (Symeonidis, 2012). Despite its abundance in nature, iron is often a growth-limiting nutrient due to the low solubility of the dominating oxidized ferric iron over the soluble ferric form (Braun and Hantke, 2011). To counteract this problem, bacteria have developed high affinity transporters and high affinity chelators, so called siderophores, which are excreted and re-imported after iron acquisition to cope with this limitation (Huang and Wilks, 2017; Khan et al., 2018). Alternatively, ferric reductases are excreted (Schroder et al., 2003). In pathogenic bacteria these iron-uptake mechanisms acquire iron directly from host proteins, including the iron-binding glycoproteins transferrin in serum and extracellular fluid, lactoferrin in mucosal secretions, and heme-containing proteins such as hemoglobin, haptoglobin, and hemopexin (Symeonidis, 2012). C. difficile can utilize different iron salts (FeCl3, FeSO4), iron citrate and ferritin as iron source (Cernat and Scott, 2012). In a previous investigation ferritin, hemoproteins and heme were able to sustain growth of C. difficile under iron-limited condition (Cernat and Scott, 2012). However, a cellular overload with iron has to be avoided to prevented reactive oxygen species generation via the Fenton reaction (Cornelis et al., 2011). As a consequence, bacteria have evolved various mechanisms to control iron homeostasis. They carefully adjust their iron uptake and utilization strategies at the transcriptional level (Troxell and Hassan, 2013; Porcheron and Dozois, 2015). Several iron-responsive regulatory proteins (Fur, Irr, RirA, and IscR) have been described in bacteria (Rudolph et al., 2006; Santos et al., 2015; Mandin et al., 2016). The ferric uptake regulator (Fur) protein is a transcriptional repressor of genes in iron uptake and utilization (Troxell and Hassan, 2013; Fillat, 2014; Porcheron and Dozois, 2015). The Fur protein typically contains two structural domains, the N-terminal DNA binding domain and the C-terminal dimerization domain (Deng et al., 2015). Under iron-replete conditions, Fe2+ functions as a co-repressor in that the Fur–Fe2+ complex binds a conserved DNA site in the promoter of a regulated gene and usually inhibits the expression. In contrast, under iron starvation conditions, the Fur protein is inactive, which allows for the expression of Fur-regulated genes.

The Fur regulons of Clostridium acetobutylicum and C. difficile were determined using DNA microarray-based transcriptome analyses (Vasileva et al., 2012; Ho and Ellermeier, 2015). In C. difficile one transcriptome investigation focused on high iron versus iron-depleted conditions (Hastie et al., 2018), while the second defined the Fur-regulon under high iron conditions (Ho and Ellermeier, 2015). In C. acetobutylicum genes for various siderophore uptake systems (feo, fhu), a flavodoxin (fldX), lactate dehydrogenase (ldh), benzoyl-CoA reductase and riboflavin biosynthesis (rib) were found under Fur-mediated iron control. A Fur binding site of G/T-A/T-T/G-A-A-T-N-A/T-T/A-T/A- T-C-A-T/A-T/A-A/T was proposed (Vasileva et al., 2012). Similarly, in C. difficile genes for 7 putative cation transport systems including various iron uptake systems (fpi, feo, and fhu,) a flavodoxin (fldX), two component regulatory systems and very few metabolic enzymes were found repressed by Fur in an iron-dependent manner. But also a series of Fur induced genes were identified. Furthermore, in vitro DNA binding by Fur was shown (Ho and Ellermeier, 2015). The deduced Fur binding site was A-A-A-T-G-A-T-A-A-T-N-A-A/T-T/A-A/T-T-C-A. A similar binding site A/T-A/T-N- T/A-N-T-G-A-T-A-A-T-G-A-T-T-T-T-C-A-T-T-A/T was proposed by (Dubois et al., 2016). They demonstrated cysteine-dependent regulation of fur and several fur target genes. Finally, the C. difficile Fur regulon was found induced in a hamster infection model control (Ho and Ellermeier, 2015). During the second DNA-array-based transcriptome approach focusing on iron versus iron-depleted conditions, genes for a flavodoxin, enzymes of polyamine and histidine biosynthesis, and flagella formation were found induced under iron limiting conditions (Hastie et al., 2018). Corresponding studies in Clostridium perfringens identified FeoB as the major systems to counteract iron depletion in this bacterium (Awad et al., 2016). Finally, a bioinformatics investigation proposed the DNA binding site for Clostridium botulinum Fur as A/T-T/A- T-N-A/T-T/A- A-A/T-T-A/T-A-T/A-T/A-A-T-T-A/T-T-T (Zhang et al., 2011). A position weight matrix analyses was employed for regulon prediction.

Here we describe a combined RNA sequencing-based transcriptomic, proteomic, metabolomic and electron microscopy approach to characterize multiple functional and metabolic changes induced by the Fur-mediated low iron response. Multiple cellular processes aside of iron transport including mainly energy metabolism, but also flagella formation and motility, cell wall architecture and antibiotic/CAMP resistance were controlled by iron and partly by Fur in C. difficile.



MATERIALS AND METHODS

Bacterial Strains and Growth Conditions

Escherichia coli DH5a [fhuA2 lac(del)U169 phoA glnV44 Φ80’ lacZ(del)M15 gyrA96 recA1 relA1 endA1 thi-1 hsdR17], DH10B [F- mcrA Δ(mrr-hsdRMS-mcrBC) Φ80dlacZΔM15 ΔlacX74 endA1 recA1 deoR Δ(ara,leu)7697 araD139 galU galK nupG rpsL λ-], and CA434 (E. coli HB101 carrying the Incβ conjugative plasmid R702) were grown in LB medium supplemented with 100 mg/l ampicillin or 20 mg/l chloramphenicol as required. C. difficile 630Δerm cells were grown in Brain-Heart-Infusion (BHI) medium (37 g/l) supplemented with 0.1% L-cysteine and 5 mg/ml yeast extract. During mutagenesis experiments C. difficile supplement (250 mg/l D-cycloserine and 8 mg/l cefoxitin) (Sigma Aldrich, Taufkirchen, Germany) and 2.5 mg/l erythromycin (Carl Roth, Karlsruhe, Germany) were added. Growth and Omics experiments were performed in Clostridium difficile minimal medium (CDMM) (Neumann-Schaal et al., 2015) under anaerobic conditions using an anaerobic chamber from Coy Laboratories (Grass Lake, MI, United States). Different iron sources were tested as additives to the medium including 15 μM iron-sulfate, 15 μM iron-chloride, 15 μM iron-citrate, 10 μM hemin, 10 μg/ml ferritin and 10 μg/ml transferrin unless stated otherwise. Cells were harvested (10 min, 8,000 × g) anaerobically using gas-tight polypropylene tubes (TPP, Trasadingen, Switzerland) and harvested cells and/or supernatant were used for transcriptome, proteome and metabolome analyses as described below.

Construction of the C. difficile fur Mutant and a fur Containing Vector for Complementation

The vector for fur inactivation was designed with the help of the ClosTron website1 using the Perutka algorithm (Perutka et al., 2004). E. coli CA434 was transformed with the resulting pMTL007C-E2_fur274a::intron vector (pMTL007C-E2 retargeted to CD630Δerm fur274a::intron, ermB) for mating with C. difficile 630Δerm cells after a standard protocol (Heap et al., 2007, 2009, 2010). The desired fur mutant was identified using primers Cdi-fur-F (5′-CTGGTTTTAAGATTACGCCAC-3′), Cdi-fur-R (5′-CCATTACACTCGTCACATAGTC-3′), EBSuni-versal (5′CGAAATTAGAAACTTGCGTTCAGTAAA-3′), Erm-RAM-RF (5′-ACGCGTTATATTGATAAAAATAATAGTGGG-3′), ErmRAM-R (5′-ACGCGTGCGACTCATAGAATTATTTCCTCCCG-3′) as described and documented in the Supplementary Material. For complementation of the C. difficile fur mutant, a PCR fragment covering the region from 300 bp upstream to 100 bp downstream of the fur gene (CD630_12870) was amplified using chromosomal C. difficile 630 DNA and the primers Cdi-fur-compl.NotI-F (5′-ATCAGCGGCCGCCAGATATTTATTATATTTGC-3′ and Cdi-fur-compl.HindIII-R (5′-ATCAAAGCTTAATGGAAGAATAGCATAG-3′) digested with NotI and HindIII and cloned into the appropriately cut shuttle vector pMTL82151 to generate pMTL82151_fur (Heap et al., 2009).

Field Emission Scanning Electron Microscopy (FESEM)

Clostridioides difficile 630Δerm and corresponding fur mutant were grown anaerobically in CDMM with and without addition of 15 μM iron-sulfate at 37°C to mid-exponential phase, harvested and fixated with 5% formaldehyde. Afterwards, the cells were washed with TE-buffer (20 mM TRIS, 1 mM EDTA, pH 6.9) before dehydration in a graded series of acetone (10, 30, 50, 70, and 90%) on ice for 15 min for each step. The 100% acetone dehydration step was performed at room temperature. Then, samples were critical-point dried with liquid CO2 (CPD 30, Bal-Tec, Balzers, Liechtenstein) and covered with a gold-palladium film by sputter coating (SCD 500, Bal-Tec, Balzers, Liechtenstein) before being examined in a field emission scanning electron microscope (Zeiss DSM 982 Gemini, Oberkochen, Germany) using the Everhart Thornley SE detector and the in lens detector in a 50:50 ratio at an acceleration voltage of 5 kV.

RNA Sequencing

Clostridioides difficile 630Δerm and corresponding fur mutant were grown anaerobically in CDMM with and without addition of 15 μM iron-sulfate at 37°C to mid-exponential phase and harvested. Employed CDMM without additions contained 0.2 μM iron. Due to the different growth behavior of both strains the mid-exponential growth rate was reached by both strains at different time points. At these two time points both strains revealed comparable growth rates. Total bacterial RNA was isolated from bacterial cell pellets as described before (Rosinski-Chupin et al., 2014). Residual DNA was removed using TURBO DNase (Ambion, Thermo Fisher Scientific, Waltham, MA, United States). Resulting DNA-free RNA was further purified with phenol:chloroform:isoamylalcohol (25:24:1) extraction. Remaining traces of phenol were removed by washing the samples twice with chloroform:isoamylalcohol (24:1). RNA integrity was assessed using the Agilent RNA 6000 Nano Kit on the Agilent 2100 Bioanalyzer (Agilent Technologies, Santa Clara, CA, United States). Transfer RNA was depleted from the total RNA using Microbexpress (Ambion, Thermo Fisher Scientific, Waltham, MA, United States). To 1 μg of rRNA depleted total RNA 1 μl of either 1:10 diluted ERCC ExFold RNA Spike-In Mix 1 or 2 (Ambion, Thermo Fisher Scientific, Waltham, MA, United States) was added. RNA was subsequently treated with tobacco acid pyrophosphatase (TAP) (Epicentre Biotechnologies, Madison, WI, United States). Prior to cDNA library preparation, RNA was further purified with phenol:chloroform:isoamylalcohol (25:24:1), any remaining phenol traces were removed by washing the samples twice with chloroform:isoamylalcohol (24:1), RNA was recovered by ethanol precipitation. Strand-specific RNA-Seq cDNA library preparation and barcode introduction based on RNA adapter ligation was performed as described previously (Nuss et al., 2015). Library quality was validated using the Agilent 2100 Bioanalyzer (Agilent Technologies, Santa Clara, CA, United States) following the manufacturer’s instruction. Cluster generation was performed using the Illumina cluster station. Single-end sequencing on the Illumina HiSeq2500 followed a standard protocol. The fluorescent images were processed to sequences and transformed to FastQ format using the Genome Analyzer Pipeline Analysis software 1.8.2 (Illumina, San Diego, CA, United States). The sequence output was controlled for general quality features. Sequencing adapter clipping and demultiplexing was done using the fastq-mcf and fastq-multxtool of ea-utils2. DNA sequencing output was analyzed using the FastQC tool (Babraham Bioinformatics, Cambridge, United Kingdom). All sequenced libraries were mapped to the C. difficile 630 genome (NC_009089.1) and the corresponding pCD630 plasmid (NC_008226.1) using Bowtie2 (version 2.1.0) (Langmead and Salzberg, 2012) with default parameters. ERCC mapping and analysis were performed after supplier’s instructions. After read mapping, SAMtools (Li et al., 2009) was employed to filter the resulting bam files for uniquely mapped reads (both strands), which were the basis for downstream analyses. Differential gene expression was evaluated using the DESeq2 tool as part of the Bioconductor software package. Throughout the manuscript the data were adapted to the C. difficile 630Δerm annotation. In Table 1 both annotations are given. For the interconversion of the original data shown in Supplementary Tables S1–S3 and also the proteomics data in Supplementary Table S4 in the Supplemental Material an appropriate conversion table (Supplementary Table S5) is provided. The data discussed in this publication have been deposited in NCBI’s Gene Expression Omnibus (Edgar et al., 2002) and are accessible through GEO Series accession number GSE120189.

TABLE 1. Integration of the transcriptome (RNA-Seq), proteome, metabolome and bioinformatics-based Fnr –binding site analyses for the analysis of C. difficile to low iron conditions.
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Proteomics

Bacteria were grown as outlined for the RNA-seq experiments. Cell pellets were suspended in 700 μl of ice-cold urea-containing buffer (7 M urea, 2 M thiourea, 50 mM dithiothreitol (DTT), 4% (w/v) 3-[(3-cholamidopropyl) dimethylammonio]-1-propanesulfonate (CHAPS), 50 mM Tris-HCl). Cell lysis was performed by sonication (probe MS73, Sonoplus, Bandelin, Berlin, Germany) in six cycles of 60s (amplitude 60%, 0.1 s pulse every 0.5 s) on ice. Cell debris was removed by centrifugation at 6,000 g for 10 min at 4°C. Proteins of cell free resulting lysates were precipitated by addition of ice-cold acetone [in a 1:5 ratio (v/v)] for 20 h at -20°C. Subsequently, samples were allowed to warm to room temperature and were centrifuged at 22,000 g for 45 min at room temperature. The supernatant was discarded, the protein pellets were washed in 80% acetone, and subsequently in 100% acetone, before they were air-dried. The protein pellets were solubilized in SDS-containing urea-buffer [7 M urea, 2 M thiourea, 1% (v/v) SDS]. For protein concentration determination, 10 μl of each sample was separated by SDS-PAGE (Criterion TGX Precast Gels 4–20%, Bio-Rad, Hercules, CA, United States). Resulting SDS-gels were fixed for 1 h in 40% (v/v) EtOH, 10% (v/v) glacial acidic acid, washed in H2O and stained by the Flamingo fluorescent dye (Bio-Rad, Hercules, CA, United States) for 1 h. Resulting fluorescence signals of the samples were measured by a Typhoon TRIO scanner (GE Healthcare, Little Chalfont, United Kingdom), quantified by ImageQuant 5.2 (GE Healthcare, Little Chalfont, United Kingdom) and used for quantitative normalization of protein. Comparable protein amounts (∼30 μg of protein per sample) for each analyzed condition were separated by SDS-PAGE as described above and stained overnight with Colloidal Coomassie. Gel lanes were cut into 10 slices and proteins subjected to in-gel trypsinization as described previously (Lassek et al., 2015).

The eluted peptides were subjected to LC-MS/MS analyses performed on a Proxeon nLC 1000 coupled online to an Orbitrap Elite mass spectrometer (Thermo Fisher Scientific, Waltham, MA, United States). In-house self-packed columns [i.d. 100 μm, o.d. 360 μm, length 150 mm; packed with 1.7 μm Aeris XB-C18 reversed-phase material (Phenomenex, Aschaffenburg, Germany)] were loaded and washed with 10 μl of buffer A [0.1% (v/v) acetic acid] at a maximum pressure of 750 bar. For coupled LC-MS/MS analysis, elution of peptides took place with a non-linear 80 min gradient from 1 to 99% buffer B [0.1% (v/v) acetic acid in acetonitrile] at a constant flow rate of 300 nl/min. Eluting peptides were recorded in the mass spectrometer at a resolution of R = 60,000 with lockmass correction activated. After acquisition of the full MS spectra, up to 20 dependent scans (MS/MS) were performed according to precursor intensity by collision-induced dissociation fragmentation (CID) in the linear ion trap. For protein identification and quantification from raw MS data, the Proteome DiscovererTM software (version 1.4, Thermo Fisher Scientific Inc., Waltham, MA, United States) was used, and results further evaluated employing Scaffold (version 4.4, Proteome Software Inc., Portland, OR, United States) as previously described in detail (Lassek et al., 2015). In brief, Sequest HT database searches were performed with raw files against a C. difficile 630 protein database containing common contaminations (3804 entries). The following search parameters were used: enzyme type = trypsin (KR), peptide tolerance = 10 ppm, tolerance for fragment ions = 0.6 Da, b- and y-ion series, variable modification = methionine (15.99 Da); a maximum of three modifications per peptide was allowed. Peptide and protein identifications were accepted with a false discovery rate (FDR) of at most 1%, requiring a minimum of at least two unique peptides for protein identification and quantification. Moreover, only proteins that were at least identified in two out of three biological replicates were taken into account. Relative protein quantification was achieved by calculating the normalized area under the curve (NAUC). Identification of statistical differences in relative protein amounts was performed using t-test (p-value < 0.05) including adjusted Bonferroni correction and all possible permutations. Proteome data are summarized in Supplementary Table S4. Data of interest can be easily converted into the C. difficile 630Δerm annotation using conversion Supplementary Table S5. All MS raw data as well as Proteome Discoverer and Scaffold result files have been deposited to the ProteomeXchange Consortium via the PRIDE partner repository (Vizcaino et al., 2016) with data set identifier PXD011161.

Metabolomics

Cells were grown to the mid-exponential growth phase and harvested anaerobically as indicated above for the transcriptome and proteome experiments. The supernatant was removed and the cells were immediately quenched by suspension in pre-cooled isotonic sodium chloride-methanol [50% (v/v), -32°C]. Cells were pelleted at -20°C, 8,000 g for 5 min. The quenching solution was removed and the cells were frozen in liquid nitrogen. Cell lysis and metabolite extraction were performed as described previously (Zech et al., 2009; Dannheim et al., 2017b). One ml of the polar phase was dried in a vacuum concentrator and stored at -80°C prior to analysis. Extracellular samples were prepared as described previously (Neumann-Schaal et al., 2015). Volatile and non-volatile compounds in the culture supernatants and cell free extracts were analyzed via GC/MS as described earlier (Neumann-Schaal et al., 2015). Raw data obtained from GC/MS measurements were processed by applying version 2.2N-2013-01-15 of the in-house developed software MetaboliteDetector (Hiller et al., 2009). The peak identification was performed in a non-targeted manner with a combined compound library. After processing, non-biological peaks and artifacts were eliminated with the aid of blanks. Peak areas were normalized to the corresponding internal standards (o-cresol or ribitol) and derivatives were summarized. Significant changes in metabolite levels were calculated by non-parametric Wilcoxon–Mann–Whitney test (Mann and Whitney, 1947) using Benjamini–Hochberg correction (Benjamini and Hochberg, 1995) to control the false discovery rate. Metabolome data are summarized in Supplementary Table S6.

HPLC/MS-Based Analysis of Coenzyme A-Derivatives

Coenzyme A (CoA)-esters were isolated by cell breakage using a Precellys 24 homogenizer (Peqlab, Erlangen, Germany) at -10°C. The procedure included three cycles of homogenization (6,800 rpm, 30 s with equivalent breaks). The lysate was transferred to 10 ml of ice-cold ammonium acetate (25 mM, pH 6) and centrifuged (5 min at 10,000 g, 4°C). CoA-derivatives were extracted on a Strata XL-AW solid phase extraction column (Phenomenex, Aschaffenburg, Germany) as described previously (Wolf et al., 2016). CoA-derivatives were analyzed on a Dionex ultimate 3000 system (Thermo Scientific Inc., Darmstadt, Germany) coupled to a Bruker MicroTOF QII mass spectrometer (Bruker Daltonik GmbH, Karlsruhe, Germany) equipped with an electrospray ionization interface. The separation and detection was performed as described previously (Peyraud et al., 2009; Wolf et al., 2016). Raw data were processed using the XCMS package (Smith et al., 2006; Benton et al., 2008; Tautenhahn et al., 2008) for R (version 3.0.3) as described previously (Wolf et al., 2016). Significant changes in metabolite levels were calculated by non-parametric Wilcoxon-Mann-Whitney test (Mann and Whitney, 1947) using Benjamini–Hochberg correction (Benjamini and Hochberg, 1995) to control the false discovery rate. Metabolome data are summarized in the Supplementary Table S6.

Bioinformatics

De novo Motif Search

Motif search was performed with the standalone version of MEME (Bailey et al., 2009) on the promoter sequences [-250,0] of 66 genes known to be differentially regulated by Fur and involved in the iron metabolism. MEME was run with option “-anr” and without any restrictions on the motif width. Motif presence was confirmed in 11 out of the 66 promoters.

Genome-Wide Motif Scan

We performed genome-wide motif search in the promoters [-250,0] of C. difficile using the de novo obtained position weight matrix (PWM). The standalone version of the MAST tool available in the MEME package was run with option “-norc” (search only the forward strand) once with default other parameters and once with maximal motif hit P-value of 5.10(-5).



RESULTS

Construction of a C. difficile fur Mutant and Definition of High and Low Iron Growth Conditions

The overarching aim of this study was identification and characterization of the Fur regulon at the transcriptional, translational, metabolomics and the phenotypic level. For this purpose a fur mutant was constructed using the ClosTron technology (Heap et al., 2007, 2009, 2010). The fur gene was identified and characterized before by Ho and Ellermeier (2015) and partially by Dubois et al. (2016). Similar to their approaches, a stabile insertional mutation in open reading frame CDIF630_01441 of the laboratory strain C. difficile 630Δerm (Hussain et al., 2005) was generated. The ClosTron system uses a group II intron to insert an erythromycin resistance cassette into the target gene. C. difficile 630Δerm, an erythromycin-sensitive derivative of C. difficile strain 630, was used as the parental strain and is further referred to as wild type. The insertional mutant was confirmed by PCR analysis (Supplementary Figure S1). The growth behavior of the wild type and the constructed fur mutant in logarithmic growth phase was almost identical when tested in the complex Brain-Heart-Infusion (BHI) medium independent of the addition of iron (Supplementary Figure S2). However, the stationary phase was entered earlier by the fur mutant. Similar observations have been made for the fur mutant grown in complex TY medium before (Ho and Ellermeier, 2015). A different growth behavior was observed in Clostridium Minimal Medium (CDMM). Here we tested high (15 mM) and low (0.2 mM) concentrations of iron, in this case iron sulfate. For this purpose a commercial analytical laboratory (Currenta Analytik, Leverkusen, Germany) investigated the CDMM used throughout this investigation with Inductively-Coupled-Plasma Mass Spectrometry (ICP-MS) for its iron content. Highly reproducible, 0.2 mM iron were determined for the medium and used as low iron conditions. For defining high iron conditions CDMM was titrated with increasing amounts of iron and C. difficile wild type growth stimulation was determined. When the point of no further growth stimulation was reached 9.2 mM iron were measured by ICP-MS in CDMM.

We explicitly circumvented the utilization of the chelator 2,2′-dipyridyl (DPP) to achieve low/no iron conditions. Cernat and Scott failed after DPP treatment of C. difficile to recover the bacterial growth by the addition of alternative iron sources including lactoferrin, transferrin, hemoprotein, and heme (Cernat and Scott, 2012). A high-throughput small molecule screen identified DPP as one of the most potent inhibitors of C. difficile growth, even in a mouse model (Katzianer et al., 2014). Latter indicated the importance of iron for C. difficile growth, but also showed the detrimental effects of DPP treatment. Nevertheless, DPP remains an useful and often used tool to achieve complete iron depletion. To our understanding C. difficile does not encounter completely iron free conditions in its environment, thus, we compared high (15 μM) and low (0.2 μM) iron conditions in all experiments of this study. When growth of the wild type and the fur mutant was compared under both iron concentrations, both strains revealed significant reduced growth under iron limited conditions (Figure 1). Complementation of the fur mutant with a plasmid encoded fur restored growth to almost wild type conditions (Supplementary Figure S3). Furthermore, the fur mutant grew much slower and to lower terminal densities compared to the wild type strain. Obviously, Fur is required for optimal growth under high and low iron conditions (Figure 1).
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FIGURE 1. Growth of wild type and fur mutant growth at low and high iron concentration. Growth curves of Clostridioides difficile wild type and the corresponding fur mutant in CDM medium with 15 μM iron sulfate (high iron, black for wild type and green symbols for the fur mutant) or 0.2 μM (low iron, red for wild type and blue symbols for the fur mutant) are shown. Growth was monitored every two in at least five independent cultivations. Arrows indicate time points of sampling for the systems biology (Omics) approaches. Standard deviations are indicated.



Next, different iron sources were analyzed for the ability to restore iron limited growth of the wild type and the fur mutant (Supplementary Figure S4). Addition of 15 mM iron citrate or iron (II) chloride induced a growth behavior of C. difficile similar to that observed for the addition of iron sulfate (compare Figure 1 and Supplementary Figures S4A,B,D). Addition of 10 μM hemin, or 10 μg/ml transferrin did not significantly improve wild type growth, but slightly enhanced the growth of the fur mutant. Substitution with 10 μg/ml ferritin clearly improved the growth of both strains (compare Figure 1 and Supplementary Figures 4C,E,F). Overall, the basic difference in the growth behaviors of the wild type and the mutant strain remained similar under various tested iron conditions, i.e., the various iron sources did not compensate for the loss of Fur in the mutant strain. Obviously, additional functions besides iron regulation are executed by Fur in C. difficile.

Transcriptome, Proteome and Metabolome of Wild Type and the fur Mutant of C. difficile Grown at Iron-Limiting and Iron-Saturated Conditions

We aimed at a multi-level, holistic view on iron-regulation in C. difficile and the contribution of Fur to these processes. To analyze environmental iron conditions close to the gut habitat, we refrained from DPP treatment of the cultures, rather we compared samples taken from low, iron limiting growth conditions (0.2 μM) with samples of iron saturated (15 μM) growth conditions. The transcriptome (RNA-Seq), cytoplasmic proteome, metabolome, and exo-metabolome of wild type and the fur mutant grown under both conditions were compared. Samples were taken in the exponential growth phase as indicated by arrows in Figure 1. This approach enabled us to functionally identify iron regulated processes at the transcriptional and proteomic level, and to observe their metabolic consequences. Furthermore, the inhibitory and promoting activities of Fur became visible. Certain phenotypes were further investigated using electron microscopy and growth experiments.

The RNA-Seq approach identified 3,156 individual transcripts. First, we compared the 4 different transcriptomes (wild type low/high iron, fur mutant low/high iron) by principal component analyses (Supplementary Figure S5). Interestingly, biological triplicates from wild type/low iron, fur/low iron, and fur/high iron showed a certain degree of overlap, while triplicates for wild type/high iron clustered very distinct. As Fur usually acts as a transcriptional repressor at high iron concentration, global transcriptional changes due to high iron availability were mostly effected by the presence of active Fur. The terms “induced” and “repressed” were used for enriched or depleted RNAs throughout the paper. We are fully aware of the fact that comparative RNA-Seq shows changes in RNA abundancies, which might not always correlate with changes in gene expression. Using a log2 fold change of 1 in transcript abundance (p-value of 0.05) as cutoff, 243 genes were found up- and 303 genes down-regulated in response to iron limitation (Supplementary Tables S1–S3). Comparing wild type and the fur mutant at high iron 369 genes were found up- and 268 genes found down-regulated (Table 1). In order to visualize the differences of the currently available transcriptome wild type (Ho and Ellermeier, 2015; Hastie et al., 2018) the principal component analysis was employed for all available transcriptome data of C. difficile wild type versus fur mutant at high iron growth conditions. Results are summarized in Supplementary Tables S1–S3. We were aware of the fact that highly different transcriptome methods (RNA-Seq versus DNA array) and different low/no iron condition (with and without DPP) were compared. Clear cut differences became visible (Figure 2). The DNA array data of the wild type obtained in the presence of high iron and low/no iron (Hastie et al., 2018) cluster together, nevertheless, with some distance. The DNA array data for the fur mutant obtained at high iron conditions (Ho and Ellermeier, 2015) cluster separate from the RNA-Seq data, however, with the wild type data oriented toward the RNA-Seq wild type data and the fur mutant data toward the RNA-Seq fur mutant data (Figure 2).
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FIGURE 2. (A) Principle component analysis (PCA) of transcriptome data from previously published datasets and this study concerning Fur regulated adaptation to low/no iron conditions and sequence logo for the deduced Fur binding site. Data are shown as triplicates recorded after growth in iron rich medium [red, wild type – this study, yellow, same – from (Ho and Ellermeier, 2015), green, same from (Hastie et al., 2018), blue – fur mutant, this study, brown – from (Ho and Ellermeier, 2015)]. (B) Position weight matrices deduced Fur binding site sequence logo is shown on the bottom (see also Supplementary Table S7).



Analyzing iron limitation in C. difficile with a proteomics approach, a total of 1,639 proteins were identified. A recent investigation of 8 C. difficile proteome yielded 662 quantifiable common proteins (Dresler et al., 2017). Using a cutoff at a log2 fold of 1 (p-value of 0.05) 85 proteins were found down- and 61 up-regulated in response to iron limitation. A total of 170 proteins were not found (OFF) and 85 solely found (ON) under iron limiting conditions (Supplementary Table S5). For the wild type versus fur mutant comparison 1,682 proteins were analyzed. Using the same cutoff 86 proteins were found depleted and 122 enriched in the fur mutant compared to wild type, both grown at high iron conditions. A total of 152 proteins were not detected (OFF) and 128 proteins solely identified (ON) in the fur mutant (Supplementary Table S4). Comparing transcriptome and proteome data, interesting differences were observed, most likely reflecting the delay of the response of the proteome compared to the transcriptome at the analyzed time point (Table 1). These differences will be described and discussed in the context of the various regulated processes below. Furthermore, a significant degree of similarity was observed for the Omics data for high versus low iron and the wild type versus fur mutant at high iron conditions, indicating that major adaptations were controlled directly or indirectly by Fur (Supplementary Table S4).

Combined GC/MS- and LC/MS-based metabolome approaches were employed for the analyses of intracellular metabolites including CoA-esters and for the elucidation of the metabolic composition of the growth medium and corresponding volatiles. Overall, we identified 113 intracellular metabolites including 23 coenzyme A-esters. Extracellularly, 45 metabolites were identified. Using a fold change cutoff of 1.5 and at an adjusted p-value of 0.05, 52 metabolites were found in higher concentration and 13 in lower concentration under low iron conditions (Supplementary Table S5). For the wild type versus fur mutant comparison using the same cutoff 29 metabolites were found more and 31 less abundant in the fur mutant compared to wild type when both were grown at high iron conditions. Overall, the most abundant identified metabolites were dominated by amino acids and their products (5-aminovalerate, glutamate, valine, isoglutamate, leucine, lysine, alanine and more) followed by diverse coenzyme A-esters, cofactors and polyamines (spermine, spermidine). As typically observed for C. difficile, only a few sugars and activated sugars (glucose, glucose-6-phosphate and fructose-1,6-bisphosphate) or intermediates of the central carbon metabolism (2-oxoglutarate) were under the highly abundant metabolites (Supplementary Table S6).

Finally, a bioinformatics approach for the definition of the Fur regulon was taken. Fur binding sites upstream of Fur-regulated genes in C. difficile were combined to define a position weight matric using the MEME motif search tool version 4.11.2. A consensus binding site of TGATAATVAWHWTCA was deduced (Figure 2). Overall, 161 potential strand-specific Fur binding sites were identified up to 250 bp upstream of 147 coding genes/operons. Approximately 20 of these binding sites were found upstream of genes involved in the regulation of the major adaptations processes to low iron condition in C. difficile (Supplementary Table S7).

Fur-Mediated Iron Regulation of Metal Uptake Systems

As expected various iron and other metal uptake systems encoded by fpi, fhu, zupT and the sulfonate transporters encoded by the ssu operon (CDIF630erm_03273–03276) were found more abundant by low iron conditions at the transcriptome and proteome level (Table 1). This response was indirectly mediated by Fur, since a conserved Fur binding site was not detected upstream of the ssu operon. This is in agreement with previously published transcriptome analyses induced (Ho and Ellermeier, 2015; Hastie et al., 2018). In the previous two transcriptome analyses using DPP-treated bacteria as iron depleted condition, the ferrous iron uptake transporter genes feoA1 (CDIF630erm_01641 – 01642) were also found clearly induced (Ho and Ellermeier, 2015; Hastie et al., 2018). Moreover, low induction by iron depletion was observed for feoA5/feoB3 (CDIF630erm_03573 – 03574) and feoA4 (CDIF630erm_01939). None of the FeoA type systems were found more abundant at the transcriptome level in our approach with 0.2 μM iron as low iron conditions. However, the proteome data revealed that FeoAB system encoded by CDIF630erm_01641 – 01643 was induced at low iron condition in a Fur-dependent manner (Table 1). Moreover, the significant differences in the observed fold changes in gene induction between DPP-treated cells (up to 730-fold with the DNA array, over 100-fold for the RNA-seq) and 0.2 μM iron grown cells (around 5-fold) might further explain some of these observations. Possibly, at an iron concentration of 0.2 μM the necessary threshold of iron depletion for the Feo-type systems was not reached. Alternatively, feo gene regulation by low iron with Fur was of transient nature and finished at the time point of sampling. Possibly, the adaptation at this certain time-point was only visible at the proteome level (summarized in Figure 3). Many of the operons/genes (CDIF630erm_01824, CDIF630erm_01827, CDIF630erm_03145, CDIF630erm_03146, CDIF630erm_01641, CDIF630erm_01643, CDIF630erm_01939) involved in iron uptake contain potential Fur binding sites in their upstream region, indicating direct Fur control. Nevertheless, similar results were obtained for the currently available three transcriptome analyses (Ho and Ellermeier, 2015; Hastie et al., 2018). Overall, this response was clearly coordinated directly by Fur, indicated by the multiple potential binding sites (Supplementary Table S7). Some of them were already confirmed by DNA binding studies before (Ho and Ellermeier, 2015).
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FIGURE 3. Overview of the overall adaptation strategies of C. difficile to low iron conditions. Transcriptome (RNA-Seq), proteome and metabolome data were integrated into a general adaptation strategy model. Shown are enzymes (bold) and metabolites (non-bold), generally upregulated pathways are shown in black, while downregulated pathways are labeled in gray. The changes in abundance of the corresponding mRNAs, proteins and metabolites between low iron and high iron and/or a comparison between the fur mutant and the wild type strain are indicated in the following code: Transcriptome (RNA–Seq) data are shown as squares, proteome data as circles, metabolome data as triangles (cytoplasmic metabolome, peak up, exo-metabolome, peak down). Green indicates higher abundance and red indicates a reduction of the cellular abundances of the corresponding molecules. Filled symbols indicate the same effect in both conditions (high versus low iron and wild type versus fur mutant), open symbols indicate the effect in only one condition, blue symbols indicate contrary effects. Cut off values were a log2 fold change of 2 for transcriptome and proteome and a fold change of 1.5 for metabolic data. Iron-dependent reactions are labeled by brown circles and letters (Fd, ferredoxin; FeS, iron sulfur clusters, Fe2+). Fe-ABC, YclNOPQ; OH, hydroxy-group; CoA, coenzyme A; Me, methyl group. For details, see Table 1, and the Supplementary Tables.



With standard Western diet the iron concentrations in the gut is about 100 mg Fe/g wet weight feces (Pizarro et al., 1987; Lund et al., 1999). However, due to the rising pH in the duodenum and the small intestine solubility of ferric iron decreases and favors the oxidation to ferrous iron in the presence of oxygen. Furthermore, ascorbic acid and citric acid chelate iron and make it available to the microbiome and host. On the other side polyphenols like tannins and catechols from tea or coffee as well phytate from cereals tightly bind iron. Consequently, the amount of iron in the colon lumen that is readily available to bacteria is difficult to estimate (Kortman et al., 2014). The large amounts of different siderophores found in the feces indicate strongly limited access to ferric iron for the gut microbiome (Kortman et al., 2014). In summary, there is always some iron around in the gut. However, the actual iron concentrations might vary with respect to nutrition. Consequently, high and low affinity iron uptake systems are advised. Most likely the differences observed between the proteome and transcriptome data regarding induction of iron-uptake systems of this study as well as the difference to the two transcriptome analyses performed before might be caused by a time-resolved response to iron limitation.

Certain systems found still enhanced at both the RNA and protein level (yclP, ssuA2, ssuB2, CDIF630erm_01231), while other were already formed and the increased abundance became only visible at the protein level (feoA, CDIF630erm_01642; feoB1 CDIF630erm_01643). A co-regulation of the sulfur (ssu operon) and iron metabolism becomes obvious and was observed before (Dubois et al., 2016). This might be explained by the often sulfur-mediated iron coordination in enzymes of C. difficile (see Supplementary Table S8). One of the strongest induced operons at no/low iron conditions in all three transcriptome analyses (Ho and Ellermeier, 2015; Hastie et al., 2018) was the one encoding the catecholate siderophore import system YclNOPQ (CDIF630erm_001824 – 01827). This represents a high affinity iron import system induced at low iron conditions and in the fur mutant which allows uptake of iron at low bioavailability.

The precursor of many catechol siderophores is spermidine (Datta and Chakrabartty, 2014). Interestingly, the spermidine biosynthesis genes speAHEB (CDIF630erm_01008 – 01022) and spermidine/putrescine transporter genes potABCD (CDIF630erm_01160 – 01163) were significantly induced on the transcriptome (spe, Hastie et al., 2018 and pot) and the proteome (only spe) level (Table 1 and Figure 3). In agreement, significantly increased levels of spermidine, spermine and putrescine were detected in the metabolome of iron limited C. difficile cells (Supplementary Table S6). Already in the nineties an increase in polyamines in bacterial cell grown under iron-limited conditions was studied (Bergeron and Weimar, 1991). A similar close relationship between intracellular iron and polyamine content was described for cancer cells (Bae et al., 2018; Lane et al., 2018). Interestingly, siderophores like petrobactin (Lee et al., 2007), alcaligin (Challis, 2005) are formed from polyamines. Others like vibriobactin and vulnibactin contain polyamine backbones (Shah and Swiatlo, 2008; Bergeron et al., 2011). However, the protective function of polyamines during stress situation and their importance for the infection process of many bacteria have been widely described (Shah and Swiatlo, 2008).

The fur Mutant Lost Most of Its Flagella and Motility

Comparative inspection of the wild type and fur mutant C. difficile strains using scanning electron microscopy revealed obvious differences with regard to the presence of flagella. Scanning electron microscopy revealed a significant loss of flagella in the fur mutant compared to the wild type C. difficile (Figure 4B). Negative staining (Figure 4C) also depicted less flagellation of the fur mutant and no detectable other appendage-like structures on the surface like pili or fimbriae. Motility assay revealed in agreement with the electron microscopy analyses, that the fur mutant was highly impaired in motility (Figure 4A). Interestingly, the two flagella operons were also subject to Fur-mediated gene regulation, one (CDIF630erm_00375 – 00395) was found Fur-repressed, while the other (CDIF630erm_00348 - 00361) was identified as Fur-induced. Interestingly, latter operon contained a Fur box upstream of CDIF630erm_00348. The missing Fur-dependent induction of this operon might have caused the observed phenotype. The proteome data partially confirmed this assumption. Most likely, additional unknown factors are required. Remarkably, the gene for the pleiotropic regulator SinR (CDIF630erm_02447) was found overexpressed under iron limiting conditions. One function of the SinR regulator in C. difficile is the induction of flagella formation and motility via the control of c-di-GMP levels (Girinathan et al., 2018). Similarly, proline iminopeptidase (CDIF630erm_02215), catalyzing the removal of N-terminal proline residues from peptides, was described to be involved in Xanthomonas campestris motility via influencing c-di-GMP levels (Khan et al., 2018). The corresponding plp gene and a TetR family transcriptional regulator were found induced under low iron conditions. Pili gene transcription (CDIF630erm_03817 – 03826) was found reduced in the fur mutant (Table 1). This is in agreement with the electron microscopy inspection of the fur mutant (Figure 4C). Due to their extracellular location only one pilus protein was detected by the proteomics approach, but as expected solely in the wild type strain (OFF). Due to a missing potential Fur box upstream the pil operon the observed regulation might be of indirect nature.
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FIGURE 4. Scanning/transmission electron microscopic images and motility assays of C. difficile wild type and the corresponding fur mutant. (A) CDMM agar filled glass tubes containing 0.2 μM (-Fe) and 15 μM (+Fe) iron sulfate were inoculated with wild type (wt) and the corresponding fur mutant strain and incubated anaerobically for 24 h. Scanning electron microscopy picture of C. difficile (B, right panel) and the fur (mutant B, left panel) grown in CDMM containing 0.2 μM (-Fe) and 15 μM (+Fe) iron sulfate are shown. Negative staining (C) also depicts less flagellation of the fur mutant and no detectable other appendage-like structures on the surface of C. difficile like pili or fimbriae. Bars represent 2 μm in (B), top 2 images and 1 μm in all other images.



Low Iron Conditions Induce Major Re-Arrangements of the Energy Metabolism Partially Regulated by Fur

The basic principles of energy generation of Clostridia differs significantly from those of eukaryotes or other prokaryotes. Some of these bacteria mainly generate their energy in form of amino acid fermentation using two coupled reactions previously called Stickland reaction (Stickland, 1934). ATP is formed at the substrate level and using a proton/sodium gradient at the membrane. In principle, during the first oxidative part of the reaction, the first amino acid gets deaminated to form an a-keto acid with the concurrent transfer of the electrons to a carrier like NAD+. Subsequently, the decarboxylation of the a-keto acid is linked with the formation of a coenzyme A ester, which in turn is converted into an acyl-phosphate. The final transfer of the activated phosphate residue to ADP yields ATP. In the reductive part of the pathway the second amino acid gets reduced by the formed electrons and deaminated. Sometimes this process is again coupled to ATP generation (Durre, 2014). During the analysis of butyrate formation in C. difficile the enzyme butyryl-CoA dehydrogenase (Bcd) was identified as an electron bifurcating stable complex with the flavoproteins EtfA and EtfB (Aboulnaga et al., 2013). The complex oxidizes NADH and transfers two electrons to the first flavin (β-flavin), which bifurcates one electron to ferredoxin and one electron to a second flavin (α-flavin). After two such rounds the completely reduced a-flavin transfers two electrons further to the third flavin (s-flavin) of the complex, which finally reduces crotonyl-CoA to butyryl-CoA (Chowdhury et al., 2014; Demmer et al., 2017). Most importantly, formed reduced ferredoxins are the substrate of the membrane spanning ferredoxin-NAD+ reductase complex (Rnf) which couples the electron transfer from the ferredoxin to NAD+ with the generation of a proton or sodium gradient at the membrane (Biegel and Muller, 2010; Tremblay et al., 2012; Mock et al., 2015; Chowdhury et al., 2016). The generated sodium gradient drives ATP generation via a sodium-dependent ATPase (Buckel and Thauer, 2013; Buckel and Thauer, 2018).

Clostridioides difficile possesses three different EtfAB systems. The first is encoded downstream the bcd2 gene encoding butyryl-CoA dehydrogenase (CDIF630erm_01194 – 01199), the second (CDIF630erm_01319 – 01320) in an operon with lactate racemase (LarA, CDIF630erm_01318) and a lactate dehydrogenase (CDIF630erm_01321) and the third downstream of acdB encoding a short chain acyl-CoA dehydrogenase involved in the conversion of 2-enoyl-3-phenylpropionyl-CoA/isocaprenoyl-CoA into 3-phenylpropionyl-CoA/isocaproyl-CoA during phenylalanine/leucine fermentation with formation of 3-phenylpropionate/isocaproate (Elsden and Hilton, 1978; Britz and Wilkinson, 1982; Kim et al., 2006). The selenoprotein D-proline reductase (PrdABCDE) catalyzes the reductive ring cleavage of D-proline to form 5-aminovalerate. As typical Stickland reaction it is coupled to the oxidation of other amino acids, but also formate can serve as electron donor (Kabisch et al., 1999). First proline racemase (PrdF) converts L-proline into D-proline (Wu and Hurdle, 2014). Already in the eighties it was shown that proline reduction is coupled to proton motive force generation (Lovitt et al., 1986). However, the enzyme complex does not reduce ferredoxin and was proposed to directly interact with the membrane-localized, proton/sodium pumping Rnf complex (Jackson et al., 2006). Glycine reductase (GrdABCDE) catalyzes the reductive deamination of glycine to form acetylphosphate and ammonia with the oxidation of thioredoxin (TrxA2, TrxB3) (Andreesen, 2004). The influence of iron on the fermentative metabolism of Clostridium acetobutylicum was already described in the eighties (Bahl et al., 1986).

At low iron conditions the ferredoxin-dependent pathways of phenylalanine, leucine (hadAIBCB, etfBA, CDIF630erm_00523 – 00529), glycine degradation (grdDCBAE,trxBA (CDIF630erm_02587 – 02597) and butyrate fermentation (CDIF630erm_01194 – 01199) with the formation of 3-phenylpropionate, isocaproate, butyrate, 5-methylcaproate, valerate and acetate (CDIF630erm_01194 – 01199, CDIF630erm_02577 – 02583) were significantly reduced, while the proline reductase (prdFEDBARC, CDIF630erm_03533 – 03544) and Rnf complex encoding operons (rnfCDGEAB, CDIF630erm_01284 – 01289) were induced in C. difficile (Table 1). Correspondingly, the highest increase in metabolite concentration was observed for 5-aminovalerate, the product of up-regulated proline utilization, when the lower biomass responsible for its production is taken into account. In agreement, the substrates of the reduced pathways phenylalanine, leucine, glycine and some initial intermediates (phenylpyruvate, 2-oxo-isocaproate, 3-hydroxybutyryl-CoA, crotonyl-CoA) were found accumulated. At the same time some end product like isocaproate and butyrate were found reduced (Figure 3).

Moreover, the synthesis of the flavodoxin (FldX, CDIF630erm_02217) and of enzymes of riboflavin biosynthesis (ribHBAED, CDIF630erm_01882 – 01885) was found significantly enhanced. Interestingly, flavodoxins can replace ferredoxins as electron donors for the proton/sodium ion pumping ferredoxin-NAD+ reductase (Rnf) (Chowdhury et al., 2016). Consequently, one explanation for the increased formation of flavodoxins is the replacement of iron-containing ferredoxin as electron donors at the Rnf-complex. The EtfAB (CDIF630erm_01319 - 01321) containing system with nickel-dependent lactate racemase (CDIF630erm_01318) was found induced under low iron conditions (Weghoff et al., 2015). Possibly, the yet unknown function contributes to the overall change or the system uses flavodoxin as natural electron acceptors. Interestingly, a change in ATPase also accompanied the switch from high to low iron conditions. Under low iron conditions, where the directly Rnf complex-coupled proline reductase was found enhanced, an F0F1-type, sodium-dependent ATP forming ATPase (atpCDGAHFEB, CDIF630erm_03778 – 03785) was found induced. Under high iron conditions Fur-induces the formation of a V-type, mostly proton-pumping, ATP-consuming ATPase (atpDBAFCEKI, CDIF630erm_03237 – 03245) was preferentially produced. Promoter sequences upstream of the latter genes contained a potential Fur biding site. Clearly, under low iron conditions C. difficile significantly reduced the formation of most iron-requiring, ferredoxin-dependent processes including phenylalanine/leucine utilization via AcdB/EtfA1B1 and butyrate/caproate/valerate formation via Bcd2, EtfA3B3 (Table 1 and Figure 3). Only lactate formation via Ldh/EtfA4B4 was found. Finally, the transcripts for an F0F1-type, sodium-dependent ATP forming ATPase (atpCDGAHFEB, CDIF630erm_03778 – 03785) were more abundant, while the formation of a V-type, mostly proton-pumping, ATP-consuming ATPase (atpDBAFCEKI, CDIF630erm_03237 – 03245) was reduced. Obviously, the ferredoxin-independent process of Rnf-complex coupled proline utilization was found enhanced and with it the formation of an ATP forming proton/sodium–driven ATPase. The oligopeptide transporter OppBCAD (CDIF630erm_0972 - 0975) was found reduced.

Looking at the identified potential Fur binding sites, most of the observed changes are not directly regulated by Fur. Two open readings frames upstream of the had operon and the hydroxybutyrate metabolizing enzymes encoding operon possessed potential Fur binding sites (Table 1). Additionally, the flavodoxin gene fldX contained a Fur-box upstream its coding region. Perhaps, known regulators including PrdR, CodY, CcpA or Rex are involved in the detection of the drastic physiological changes accompanying the outlined adaptation process (Bouillaut et al., 2015). Currently, the relationship between membrane protein function and lipid composition becomes true. In this context, the major operon of fatty acid biosynthesis (fapR, plsX, fabHKDG, acpP, fabF, CDIF630erm_01326 – 01333) was up-regulated at the transcriptional level during iron limiting conditions (Table 1). Obviously, a re-structuring of the membrane is required for the overall adaptation of multiple membrane associated metabolic processes.

Iron Requiring Metabolic Processes of the Central Metabolism and of CO Oxidation Are Significantly Downregulated at Low Iron Conditions

Clostridioides difficile is utilizing pyruvate via the radical enzyme pyruvate formate-lyase, which forms in the presence of coenzyme A acetyl-CoA and formate (Figure 3). Formate gets subsequently oxidized by the formate dehydrogenase H to CO2 and protons. The [NiFe] Hydrogenase Hyd reduces protons to molecular hydrogen (Shafaat et al., 2013; Pinske and Sawers, 2016). Pyruvate formate-lyase (PflD) requires an [4Fe-4S] cluster containing activating enzyme (PflC, PflD1) for the formation of the catalytic glycyl radical (Crain and Broderick, 2014). Formate lyase H (FdhF) is described as a MoCo-containing selenoprotein with a single [4Fe-4S] cluster (Pinske and Sawers, 2016). FdhD is a sulfurtransferase which transfers the sulfur residing on the desulfurase IscS to FdhF (Thome et al., 2012). The [NiFe] Hydrogenase (HydN1AN2) contains 3 different iron-sulfur clusters and heme (Shafaat et al., 2013; Pinske and Sawers, 2016). The whole array of Fe-containing enzymes and their activators were found strictly down-regulated under low iron conditions (Supplementary Table S8). The utilization of glucose via pyruvate-formate lyase (PflD, CDIF630erm_03582 – 03583), with formate dehydrogenase and a hydrogenase (Hyd, Fdh, CDIF630erm_03614 – 03619) was downregulated mainly at the transcript level at low iron condition (Table 1 and Figure 3). Consequently, the whole flux toward formate and hydrogen was significantly blocked at low iron conditions, glucose and pyruvate accumulated (Supplementary Table S5). The overall flux through the glycolysis seemed to be reduced since also glucose accumulated 2.17-fold (Figure 3). In agreement the synthesis of the enzyme for glycogen formation from glucose (GlyCDAP) was also diminished by 3.5-fold. Again, an iron-requiring metabolic pathway was shut down at low iron conditions. Fur-dependent regulation might be mediated via a potential Fur-box found upstream the hydrogenase gene hydN2 and the ATPase gene atpA. CO dehydrogenase (CooSC, CDIF630erm_00832 – 00833) formation was found reduced at the transcriptional and proteomic level. Carbon monoxide dehydrogenase CooSF contains 5 [Fe-S] cluster and catalyzes the oxidation of CO using water with the formation of CO2 and hydrogen (Dobbek et al., 2001). Like the hydrogen utilizing hydrogenase, carbon monoxide dehydrogenase was down-regulated at the transcriptional and proteomic level.

Cell Wall Restructuring and the Protection Against Antibiotics and CAMPs

Obviously, the low iron stress was counteracted via increased resistance to external attacks. Firstly, the transcription of the dtl operon (dtlCBAD, CDIF630erm_03118 - 03122) involved in the resistance to the collection antimicrobial peptides (CAMP) was enhanced during low iron conditions (McBride and Sonenshein, 2011). The enzymatic system encoded by the corresponding genes is responsible for the D-alanylation of lipoteichoic acids. The D-alanine-poly(phosphoriboto) ligase DltA ligates D-alanine to the carrier protein DltC. Aided by DltB, DltC transferres the D-alanine further to undecaprenyl phosphate and transverses to the membranes. Finally, the D-alanine transferases DltD is involved in the final release of the lipoteichoic acids outside the cell. Similarly, the so called vancomycin resistance gene cluster (vanGYTG, CDIF630erm_01803 – 01805) was found induced at the transcriptional level. The encoded proteins VanG (D-Ala:D-Ser ligase), VanXY (D,D-depeptidase), and VanT (D-Ser racemase) acting on the peptidoglycan, were found all functional in C. difficile before, however, confer only low resistance to vancomycin (Ammam et al., 2013; Peltier et al., 2013).

We challenged the wild type and the fur mutant with below MIC50 amounts of vancomycin and the CAMP polymyxin B as determined before (McBride and Sonenshein, 2011; Ammam et al., 2013). In the presence of 0.3 mg vancomycin/l a delayed growth of the wild type and the fur mutant with an visibly increased sensitivity of the fur mutant strain especially after 18 h to vancomycin treatment was observed. The treatment of both strains with 150 mg/l polymyxin resulted in normal growth of the wild type and significantly inhibited growth of the fur mutant (Figure 5).


[image: image]

FIGURE 5. Growth of wild type and fur mutant growth at high iron concentration in the presence of vancomycin and polymyxin B. Growth curves of C. difficile wild type and the corresponding fur mutant in CDM medium with 15 μM iron sulfate, without (A) and with the addition of 0.3 mg vancomycin/l (B) and 150 mg polymyxin B/l (C) are shown. Black symbols are used for the wild type and green symbols for the fur mutant. Growth was monitored every 2 h in at least five independent cultivations. Standard deviations are indicate.



Additionally, two potential ABC transporter systems of the bacitracin/multidrug family (CDIF630erm_00443 – 00445,CDIF630erm_00938 – 00943) and one multi antimicrobial extrusion protein with a downstream MarR family transcriptional regulator gene (CDIF630erm_03501 – 03502) were also found approximately 2- to 3-fold induced at the transcriptional level (Table 1). Multiple genes encoding enzyme of cell wall biosynthesis and modification (murG, murD, mraY, murF, CDIF630erm_02905 – 02909, manC, pgm, mviN, glmU, prs) were two–fourfold transcriptionally up-regulated under low iron conditions. A mutated murG gene was selected to mediate in decreased susceptibility to vancomycin (Leeds et al., 2014). Deletion of the manC gene in Corynebacterium glutamicum resulted in a slow growing mutant, showing the essential role of the targeted pathway (Mishra et al., 2012). Interestingly, disruption of GDP-mannose synthesis in Streptomyces coelicolor resulted in an increased susceptibility to antibiotics of the bacterium (Howlett et al., 2018). The last gene of the operon encoding the transmembrane virulence factor MviN was shown to be essential in C. difficile (Chu et al., 2016). Antisense RNA mediated down-regulation of mviN resulted in a morphology defects, retarded growth and decreased PSII (integral part of the cell wall anchored glycopolymers) formation and surface deposition (Chu et al., 2016). The bifunctional N-acetyltransferase/uridylyltransferase GlmU (CDIF630erm_03829) catalyzes the transfer of an acetyl from acetyl-coenzyme A to glucosamine 1-phosphate to form N-acetylglucosamine 1-phosphate during cell wall biosynthesis. The protein is necessary for the infection of various pathogenic bacteria, including Mycobacterium tuberculosis, Yersinia pestis, Haemophilus influenzae and Xanthomonas oryzae (Buurman et al., 2011; Min et al., 2012; Patin et al., 2015), it serves as target for the antimicrobial treatment of Mycobacteria (Sharma and Khan, 2017). The glmU gene obviously forms an operon with the prs gene (CDIF630erm_03828) encoding ribose-phosphate pyrophosphokinase that catalyzes the conversion of ribose-5-phosphate into phosphoribosyl pyrophosphate during nucleotide biosynthesis. The prs gene was one of the major up-regulated genes of Bacillus thuringiensis in response to erythromycin treatment (Zhou et al., 2018). Both genes were found up-regulated under low iron conditions. The phosphotransferase uptake system for mannose/fructose/sorbose (CDIF630erm_00408 – 00413) was also found enhanced two–threefold at the transcriptional level. Mannose-derived and guanosine-activated compounds are important constituents of the Gram-positive cell wall. In contrast, the genes for the enzymes N-acetylglucosamine-6-phosphate deacetylase (NagA) and the N-acetylglucosamine-6-phosphate deaminase (NagB) (CDIF630erm_01146 – 01147) involved in cell wall degradation and restructuring were found fourfold down-regulated. The enzyme catalyzes the conversion of N-acetyl-D-glucosamine-6-phosphate via D-glucosamine-6-phosphate to D-fructose-6-phosphate during cell recycling. Interestingly, the promoter of the glmU gene is the only gene regulatory element with a potential Fur binding site of almost all iron regulated genes of cell wall metabolism. Obviously, the cell wall is restructured to protect the bacterium against various external challenges. At the same time cell wall degradation and recycling is stopped. Interestingly, the genes for extracytoplasmic function (ECF) sigma factor sV (csfV) and the corresponding anti ECF sigma factor RsiV were found enhanced at the transcriptional level. The sigma factor sV regulates peptidoglycan deacetylation and lysozyme resistance (Ho and Ellermeier, 2011; Ho et al., 2014). An iron-regulated gene encoding a peptidyl-prolyl isomerase is encoded by the gene upstream of both genes. The corresponding promoter carried a potential Fur binding site.

Nucleotide Biosynthesis, CRISPR/Cas System and Prophage Cluster Regulation

Dihydroorotate dehydrogenase (PyrDK), aspartate carbamoyltransferase (PyrB), and orotate phosphoribosyltransferase (PyrE), all enzyme of pyrimidine biosynthesis (pyrBKDE, CDIF630erm_00305 – 00308) were found induced at the transcript level under low iron conditions. Interestingly, in other bacteria dihydroorotate dehydrogenase (PyrDK) channels abstracted electrons directly into electron transfer chains and contributes to proton/sodium gradient formation (Reis et al., 2017). Furthermore, the transcripts from an operon (purECFGNHDL, CDIF630erm_00340 – 00347) involved in purine biosynthesis were found more abundant (Table 1). The purine GTP serves as precursor of riboflavin biosynthesis, which also was found enhanced under low iron conditions. Both operons revealed Fur binding site containing promoters. The bacterial immunity system against phage infections CRISPR/Cas (CDIF630erm_03259 – 03266) was found approximately twofold down-regulated at the transcriptional and proteomic level (Hargreaves et al., 2014). The prophage encoded by CDIF630erm_01522 – 01532 was also found down-regulated. The corresponding promoter of the operon possessed a conserved Fur binding site.



DISCUSSION

The highly specialized energy metabolism of C. difficile mainly relies on multiple ferredoxin-mediated amino acid utilizing reactions, and on pathways harboring various iron-sulfur cluster containing enzymes (see Figure 3 and Supplementary Table S8). Overall, it is highly iron-dependent. In an anaerobic organism, this usually represents a feasible and effective strategy. There are two major drawbacks of this highly specialized lifestyle. (1) Oxygen is inactivating many of the employed processes. (2) Iron is essential for this type of energy metabolism. We investigated here the critical scenario of low iron conditions. It was no surprise that an initial stress response for the acquisition of iron (iron transporter on!) was observed. Maybe, the production of polyamines has something to do with iron storage and acquisition. But in parallel, a major rebuilding of the central energy metabolism occurred. All ferredoxin-dependent amino acid (Phe, Leu, Gly) utilizing processes were drastically reduced. Flavodoxin as an alternative was brought into the game. Similarly, glucose utilization via pyruvate-formate-lyase, formate dehydrogenase, and hydrogenase, all multi-Fe-S-enzymes, was reduced. Instead, proline utilization directly coupled to the sodium ion/proton pumping RNF complex was strongly enhanced. Thus, the switch from more substrate phosphorylation dominated energy generation to membrane potential based processes obviously required the utilization of a different, membrane potential-dependent ATP-forming ATPase. Most likely, even the membrane composition was adjusted appropriately. Finally, the energy consuming process of motility via flagella movement was reduced. However, the transition period for the adaptation to low iron conditions represents a period of metabolic weakness and physical vulnerability. Here, C. difficile “protects the gates,” changing drastically the composition of the cell wall. Protection against antibiotics from other microorganisms of the microbiome, against CAMPs or molecules of the immune system of the host are the major task. And what has Fur to do with all of it? It is the major player, directly and indirectly. Proposed Fur binding sites identified central adaptation processes as directly Fur-controlled. Nevertheless, especially in the complex adaptation of the energy metabolism several indirect regulatory scenarios can be assumed.

In the closely related C. acetobutylicum the strong induction flavodoxins and riboflavin biosynthesis under iron limited conditions was also observed besides the expected increase of iron uptake systems (Vasileva et al., 2012). Additionally, a few metabolic enzymes involved in energy generation were found iron controlled, however, not to the degree observed in this study for C. difficile. The major difference of C. difficile to many other pathogenic bacteria is their aerobic/facultative anaerobic life style. Under these condition iron uptake and storage is connected to ROS formation. Consequently, these bacteria use Fur for the control of superoxide dismutase, catalase, or hydroperoxidase formation (Troxell and Hassan, 2013). Nevertheless, a strict co-regulation of the TCA cycle during virulence by Fur was observed for Staphylococcus epidermidis and Vibrio cholera (Troxell and Hassan, 2013). Finally, multiple other bacteria employ completely different systems (Irr, RirA, and IscR) for their iron response (Rudolph et al., 2006; Santos et al., 2015; Mandin et al., 2016). Consequently, the observed adaptation of C. difficile to low iron conditions partly mediated by Fur is the result of its unique life style and metabolism.
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FIGURE S1 | Clostron-based knock out of the Clostridioides difficile fur gene. On the left side the mutagenesis strategy and the theoretical PCR-based control with all necessary primers and resulting PCR products are depicted. Corresponding primers and test condition are outlined in the method section. On the right side an experimental PCR-based verification of the generated C. difficile fur mutant is shown. The agarose gel with stained DNA from the analysis of wild type versus fur mutant clones shows in lane A the wild type DNA control with an expected PCR product of 394 bp. Lane B displays a PCR product of 2,194 bp from the fur mutant strain indicating desired mutational insertion, lane C shows the corresponding intron–exon junction PCR product of 410 bp, and lane D displays the spliced ErmRAM marker PCR product of 900 bp. Lane M represents the GeneRuler Ladder Mix, Fermentas (Thermo Fisher Scientific, Darmstadt, Germany).

FIGURE S2 | Growth of wild type and fur mutant C. difficile in BHI medium. C. difficile 630Δerm and corresponding fur mutant were grown in BHI medium for 24 h. Growth in anaerobic flasks was monitored every 2 h in at least 3 independent cultivations by measuring the optical density of the culture at 600 nm. The black curve represents 630Δerm growth and the green curve the growth of the corresponding fur mutant. Standard deviations are given.

FIGURE S3 | Complementation of the fur mutant with fur in trans. Growth on high iron containing minimal medium of C. difficile wild type (black), the corresponding fur mutant (green), and the fur mutant complemented in trans with the fur gene (red) was monitored by absorbance measurements at 600 nm (left, in absorbance units) over the time period indicated (bottom).

FIGURE S4 | Comparison of the growth behavior of C. difficile wild type (black) and the corresponding fur mutant strain (green) utilizing different iron sources. C. difficile 630Δerm and the corresponding fur mutant were grown for 24 h in CDM medium with different iron sources. The iron sources were: FeSO4 (A), Fe citrate (B), hemin (C), FeCl3 (D), transferrin (E), and ferritin (F). Growth was monitored spectroscopically every 2 h in anaerobic flasks in at least 3 independent cultivations. Standard deviations are given.

FIGURE S5 | Principle component analysis (PCA) of the RNA-Seq based transcriptome samples from this study in biological triplicates. Cultures were grown in CDM medium under high (760 μg/l) and low (11 μg/l) iron conditions, harvested at mid-log phase (see Figure 1) and used for transcriptome (RNA-Seq) analyses. Obtained results were used for PCA. Orange circles represent wild type grown under high iron, blue circles indicate wild type grown under low iron, orange squares stand for the results for the fur mutant grown under high iron conditions, and the blue squares are for the fur mutant grown under low iron conditions.

TABLE S1 | Comparative transcriptome (RNA-Seq) analysis of C. difficile wild type grown at low and high iron conditions. For details, please consult the Section “Materials and Methods” and “Results”.

TABLE S2 | Comparative transcriptome (RNA-Seq) analysis of C. difficile wild type grown at high iron versus the fur mutant at high iron conditions. For details, please consult the Section “Materials and Methods” and “Results.”

TABLE S3 | Comparative transcriptome (RNA-Seq) analysis of the C. difficile fur mutant grown at low and high iron conditions. For details, please consult the Section “Materials and Methods” and “Results”.

TABLE S4 | Comparative proteome analysis of C. difficile wild type and the fur mutant grown at low and high iron conditions. For details, please consult the Section “Materials and Methods and “Results.”

TABLE S5 | Genome annotation conversion table for the C. difficile 630 (lane A) and C. difficile 630Δerm (B). Given is further the gene name (lane C), the start point (D) and end point (E) on the genome, the coding strand (F), the Refseq No. (G), the EC No. of the encoded enzyme (H), the TIGR main role (I), the TIGR minor role (J), the GO terms (K), the name of the gene product (L) and the protein sequence (M).

TABLE S6 | Comparative metabolome and exo-metabolome analysis of C. difficile wild type and the fur mutant grown at low and high iron conditions. For details, please consult the Section “Materials and Methods” and “Results”.

TABLE S7 | Bioinformatics-based investigation of the Fur-binding sites in the C. difficile 630Δerm genome. Listed are all found Fur binding sites found with the consensus shown in Figure 2 upstream from the indicated genes/operons. The results for the Fur binding sites described by Dubois et al. (2016) and from Ho and Ellermeier (2015) are included. For details, please consult the Section “Materials and Methods” and “Results”.

TABLE S8 | Iron-binding proteins in C. difficile. Locus tags of Clostridioides difficile 630Δerm and their annotation and bound iron as detected by InterPro Scan. Green highlighted locus tags were found regulated in the present experimental set-up (see Table 1).



FOOTNOTES

1 http://www.clostron.com/

2 https://github.com/Expression/Analysis/ea-utils
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A Novel Bacteriophage Lysin-Human Defensin Fusion Protein Is Effective in Treatment of Clostridioides difficile Infection in Mice
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Clostridioides difficile is the leading cause of worldwide antibiotics-associated diarrhea. In this study, we report the construction and evaluation of a novel bacteriophage lysin-human defensin fusion protein targeting C. difficile. The fusion protein, designated LHD, is composed of two parts connected by a 3-repeating unit linker “(GGGGS)3”: the catalytic domain of a lysin protein from a C. difficile bacteriophage phiC2 (LCD), and the functional domain of a human defensin protein HD5. Lytic assays showed that LHD protein had a potent lytic activity against different types of clinical C. difficile strains, including the epidemic 027, 078, 012, and 087 strains. The minimum inhibitory concentration (MIC) of LHD was 0.78 μg/ml, which was lower than the MIC of the protein LCD (1.56 μg/ml), and the MICs of metronidazole (4 μg/ml) and vancomycin (4 μg/ml). In addition, the LHD protein could lyse C. different strains in different pHs (6.0, 7.0, and 8.0). Evaluation of LHD potency in vivo using mouse model of C. difficile infection (CDI) showed that administration of the LHD protein (twice daily for 7 days) was effective in mitigating the symptoms and reducing the death from CDI. Treatment with LHD also significantly decreased the number of C. difficile spores and the toxin level in feces from the infected mice. Our data suggest that this novel lysin-human defensin fusion protein has a potential on CDI control.

Keywords: Clostridioides difficile infection, lysin-human defensin fusion protein, lytic activity, treatment, novel bacteriophage


INTRODUCTION

Clostridium difficile, reclassified as C. difficile (Lawson et al., 2016), is a Gram-positive, spore-forming, anaerobic, and toxin-producing nosocomial pathogen. Since the first description of a C. difficile-associated disease (CDAD)-like case in 1892 (Finney, 1893), C. difficile infection (CDI) has become a high-impact health care–associated infection throughout the world, especially in the developed countries. In the United Sates, C. difficile is listed as one of the three most urgent antibiotic resistance threats by the Centers for Disease Control and Prevention (CDC) (Centers for Disease Control and Prevention [CDC], 2013), and CDI is responsible for approximately 453,000 cases of infections and 29,000 deaths every year, with an annual economic burden ranging from $436 million to $3 billion dollars (Napolitano and Edmiston, 2017). In Europe, CDI was associated with considerable short or long term disability, 8382 deaths per year (Cassini et al., 2016), and an annual economic burden of €3 billion euro (Reigadas Ramirez and Bouza, 2018).

Currently, oral antibiotics such as metronidazole, vancomycin, and fidaxomicin is still recommended treatment for CDI (Debast et al., 2014; McDonald et al., 2018). However, C. difficile isolates with significantly reduced susceptibility, and even resistance to these recommended antibiotics have been frequently identified and reported (Spigaglia, 2016; Peng et al., 2017a,b). In this regard, development of novel antibiotics and/or alternative treatment strategies for CDI receives increasing attentions nowadays. A previous study showed that a prophage lysin PlyCD and its catalytic domain PlyCD1-174 had good lytic activities against specific C. difficile strains (Wang et al., 2015). In addition to phage lysin, human alpha-defensin 5 (HD5) can also effectively lyse hypervirulent C. difficile strains (Furci et al., 2015). Here, we report the generation of a novel fusion protein containing bacteriophage lysin and human defensin, which showed potent lytic activity in vitro, and was effective in treatment of CDI in mice.



MATERIALS AND METHODS

Bacterial Strains

Clostridioides difficile strains R20291 (ribotype 027), M120 (ribotype 078), VPI 10463 (ribotype 087; ATCC 43255), CD630 (ribotype 012), LC693 (ribotype unknown, ST201), and 1377 (ribotype 012) were used in this study. Strains M120 and VPI 10463 were provided by Dr. Joseph A. Sorg from Texas A&M University. Strains R20291 and CD630 were provided by Dr. Abraham L. Sonenshein from Tufts University. Strains 1377 and LC693 were epidemic clinical strains in China (Li et al., 2015; Peng et al., 2017c). Detailed information of these C. difficile strains is listed in Table 1.

TABLE 1. Information of Clostridioides difficile strains used in this study.
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Construction and Expression of the Fusion Protein LHD and Catalytic Domain (LCD) of C. difficile Phage phiC2

The gene sequence coding for catalytic domain (LCD, 179 aa) of C. difficile phage phiC2 (NCBI reference sequence NC_009231), and the fusion gene sequence (LHD) coding for LCD, a 3-repeating unit linker (GGGGS)3 and human alpha-defensin 5 (HD5) (32 aa) (Furci et al., 2015) were synthesized, and optimized for expression in Escherichia coli by GenScript. The synthesized fusion gene sequence, and gene sequence coding for LCD were cloned into pET-28a (+) using restriction enzymes BamHI and HindIII. The recombinant plasmids pET-LHD and pET-LCD were introduced into E. coli BL21DE3 for protein expression. The resultant proteins LHD and LCD carry an N-terminal His-tag. For protein induction and expression, E. coli BL21DE3 cells carrying pET-LHD or pET-LCD were inoculated into LB broth containing 50 μg/mL kanamycin, and incubated at 37°C with shaking to mid-log phase (OD600 values between 0.6 and 0.8), followed by addition of 0.5 mM IPTG to induce protein expression for 2–3 h. To determine the best inducing condition for each of the proteins, bacteria with IPTG were grown at 15°C for overnight; 20°C, overnight; 25°C, overnight; 30°C, 3 h; 30°C, 4 h; 37°C, 3 h, and 37°C for 4 h.

After induction, bacterial culture was centrifuged, and the pellets were re-suspended in a lysis buffer (Buffer A: 0.5 M NaCl+0.02 M Na3PO4; PH = 7.5). Then, the bacterial suspension was sonicated, and centrifuged at 20,000 rpm for 40 min. The supernatant recovered after centrifugation was filtered through a 0.45-μm membrane, the proteins were purified using a GE Healthcare HisTrapHPTM Nickel column (Uppsala, Sweden) with 5, 10, 15, 30, and 100% of elusion buffer (Buffer B: Buffer A+500 mM imidazole, PH = 7.5). The purified proteins were dialyzed at 4°C against PBS overnight, concentrated using Centricon centrifugal filter (Millipore), and stored in PBS at -80°C for further study. The protein purity was analyzed by SDS-PAGE, and concentration determined by nanodrop.

Determination of Lytic Activity of Proteins LHD and LCD Against C. difficile Strains

The lytic activity of proteins LHD and LCD against C. difficile strains was determined as previously described (Wang et al., 2015). Briefly, C. difficile strains were cultured in an anaerobic chamber to mid-log phase, and the bacterial pellets were harvested by centrifugation at 3000 × g for 5 min. Pellets were washed twice and re-suspended in sterilized ddH2O, and resuspensions were not buffered. Prior to tests, bacterial optical density at 600 nm (OD600) was adjusted to approximately 0.8–1.0. Proteins LHD and LCD were added into the cell re-suspension with the final concentration of 200 μg/ml. The drop in OD600 at 37°C was measured every 10 min for 60–90 min. Bacterial re-suspension with sterilized water was also set as a control. Three repeats were included in each test.

The minimum inhibitory concentrations (MICs) of LHD and LCD were determined using the protocol of Wiegand et al. (2008) with some modifications, as described previously (Gilmer et al., 2017). In brief, strain R20291 was grown in BHIS and adjusted to -5 × 105 cells/ml in BHIS, and distributed into the wells of a 96-well round bottom polystyrene microtiter plate. In the wells of each row, either sterile-filtered lysin or control vehicle (metronidazole, vancomycin, and fidaxomicin) was added with a final concertation varied from 200 to 0.19 μg/ml (2-fold dilution) (Wiegand et al., 2008). The plates were incubated at 37°C for 18 h. The MIC was “the lowest or minimum concentration of lysin or control vehicle that prevented the formation of a cell pellet (a measure of growth) on the bottom of the wells” (Gilmer et al., 2017). The MICs were also confirmed by measuring the OD600 values using a Bio-Rad plate reader (Bio-Rad, Hercules, CA, United States).

To determine the optimal pH values for the lytic activity of LHD against C. difficile, optical drop assays described above were performed with C. difficile strain R20291 in buffers of different pH (pH 6.0, 7.0, and 8.0).

Determination of Inhibitory Activity of LHD Against C. difficile Toxin B (TcdB)

It was reported that the human defensin protein HD5 (HD) could inhibit TcdB (Giesemann et al., 2008). Therefore, we evaluated the inhibitory effects of LHD and HD on TcdB. Briefly, CT26 cells in 12-well plates were exposed to LHD, synthesized HD or PBS at 750 ng/ml (50 times of TcdB concentration) for 1 h, followed by exposure to TcdB at 15 ng/ml for 5 h. Total cell lysates were subjected to 12% SDS-PAGE separation, and transferred onto a Nylon membrane. Following blocking for 1 h at room temperature with 5% skim milk, the membrane was incubated overnight at 4°C with RAC1 antibody (1: 1000, Cat: 610650, and BD Biosciences) and β-actin antibody (1: 10000, Cat: A5441, and Sigma-Aldrich). After washing PBST (PBS with 0.1% Tween), the membrane was incubated with horseradish peroxidase-conjugated secondary antibody goat anti-mouse (Cat: ab97023, goat anti-rabbit, IgG, 1:3000, and Abcam), the antibody-reactive bands were revealed by enhanced chemiluminescence detection on Hyperfilm (Thermo Fisher Scientific, Waltham, MA, United States).

Glucosyltransferase (GT) activity of TcdB was also measured by its ability to glucosylate Rho GTPase Rac1 in cell lysates (Zhang et al., 2013). CT26 cell pellets were resuspended in a reaction buffer (50 mM HEPES, pH 7.5, 100 mM KCl, 1 mM MnCl2, and 2 mM MgCl2), and lysed by passing through a 30 G needle for 40 times. After centrifugation (167,000 g, 3 min), the supernatant was used as a cytosolic fraction (protein concentration 2.5 mg/ml). To perform the glucosylation assay, the cytosolic fraction was incubated with TcdB at 15 ng/ml (with or without HD at 750 ng/ml or LHD at 1500 ng/ml) at 37°C for 60 min. The reaction was terminated by adding SDS-sample buffer, and samples were heated at 100°C for 5 min before loading on a 12% SDS-PAGE gel. Western bot analysis was performed as described above to detect non-glucosylated Rac1.

Evaluation of Treatment Efficacy of LHD in the Mouse Model of CDI

C57BL/6 mice (6-week-old) were purchased from Charles River Laboratories, MA, United States. The mice were housed in groups of 5 animals per cage under the same conditions. All studies followed the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health, and were approved by the Institutes Animal Care and Use Committee (IACUC) at University of South Florida under the animal protocol number IS00003756. Mouse model of CDI was established as described previously (Zhang et al., 2015). The experimental design is illustrated in Figure 6. Briefly, twenty BL6/C57 female mice were divided into two groups (n = 10). Before challenge, mice were pre-treated with antibiotics mixture [ampicillin (200 mg/kg), kanamycin (40 mg/kg), gentamicin (3.5 mg/kg), colistin (4.2 mg/kg), metronidazole (21.5 mg/kg), and vancomycin (4.5 mg/kg)] in drinking water for 5 days. After that, all mice were given autoclaved water for 2 days, followed by a single dose of clindamycin (10 mg/kg) intraperitoneally 1 day before (day-1) challenge with C. difficile R20291 spores at 106 by gavage (day 0). At 4-h post infection, one group of mice (R20291+LHD) were given a dose of 400 μg LHD in 200 μL of PBS by gavage, and another group of mice (R20291+PB) received sterilized PBS as control. From the first day (day 1) to the seventh day (day 7) after infection, mice were given a dose of 400 μg LHD or PBS by gavage twice a day. Weight changes, diarrhea, and survivals of the mice were recorded during the 7-day monitoring period. Fecal samples from mice were collected at days 0, 1, 3, 5, and 7 post challenge for quantitating C. difficile spores and TcdA/TcdB concentration.

To appreciate the stability and activity of LHD in the mouse intestine, LCD protein was incuated with freshly prepaerd mouse intestinal contents for 15, 30, and 60 min, and retrived by centrifugation. Lytic activities of LHD treated with intestinal contents were determined on strain C. difficile R20291 as described above.

Quantification of C. difficile Spores From Mouse Feces

Fecal samples were collected on days 1, 3, 5, and 7 post-infection. 50 mg of feces were dissolved with 500 μl sterile MilliQ water for 16 h at 4°C, and then treated with 500 μl of purified ethanol (Sigma-Aldrich) for 60 min at room temperature to kill vegetative cells. Samples were vortexed, serially diluted and plated onto selective medium supplemented with taurocholate (0.1% w/v), Cefoxitin (16 μg/mL), L-cycloserine (250 μg/mL). The plates were incubated anaerobically at 37 for 48 h, colonies counted and results expressed as the CFU/gram of feces.

Quantitation of C. difficile Toxins in Mouse Feces

After challenges with C. difficile spores, feces were collected and dissolved in an equal volume (g/ml) of sterile PBS containing protease inhibitor cocktail and the supernatants were collected after centrifugation and stored at -80°C. TcdA/TcdB concentrations in the fecal samples of Tcd169 or Tcd169FI-immunized mice were determined by ELISA. Brieflly, 96-well Costar microplates were coated with 100 μl of anti-TcdA antibody (1 μg/ml) and anti-TcdB antibody (1 μg/ml) overnight in phosphate-buffered saline (PBS) at 4°C. On the next day, each well was blocked with 300 μl of blocking buffer (PBS + 5% dry milk) at RT for 2 h. Next, standards and samples were added to each well (100 μl) in duplicate and incubated for 90 min at 25°C. After another set of washes, HRP-chicken anti-C. difficile Toxin A or B (1:5,000 dilution in PBS, Gallus Immunotech, Shirley, MA, United States) was added to wells for 30 min at RT. A final set of 3 washes preceded the addition of the TMB Microwell Peroxidase Substrate for 20 min at RT in the dark. The reaction was stopped with 2 N H2SO4, and the absorbance was measured using a plate reader at 450 nm, and the ELISA was analyzed by a spectrophotometer at 450 nm utilizing BioTek Gen5 Version 2.0 Data Analysis Software.

Statistical Analysis

When comparing results for two groups, student’s unpaired t-test was used for statistical significance; when comparing the results of more than two groups, ordinary one-way analysis of variance (ANOVA) with post-hoc analysis by Dunnett’s test was used. Differences were considered statistically significant if P < 0.05 (∗). All statistical analyses were performed using GraphPad Prism software.



RESULTS

Design and Expression of the Lysin-Human Defensin Fusion Protein, LHD

The novel bacteriophage lysin-human defensin fusion protein LHD was designed by linking the catalytic domain (LCD, 179aa) of a lysin protein from phage phiC2 (NCBI reference sequence NC_009231) and human alpha-defensin 5 (HD5, designated HD in this paper) (Furci et al., 2015) with a 3-repeating unit linker (“GGGGS”)3 (Figure 1). A recent study showed that that phage phiC2 is present in the majority of human isolates of C. difficile (Roy Chowdhury et al., 2016), therefore, we used LCD from phage phiC2 to as part of the LHD. There was 34% identity in amino acid sequence between LCD and PlyCD1-174. The predicted molecular weight of the lysin-human defensin fusion protein LHD was approximately 24.4 kDa with a PI of 9.1.
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FIGURE 1. Design of LHD fusion protein. (A) Diagram of LHD containing catalytic domain of the lysin from phage phiC2 (LCD), a linker (GGGGS)3, and human alpha-defensin protein HD5. LHD has 226 amino acids with a PI of 9.10 and MW of 24.4 kDa. (B) Amino acid sequence of LHD; sequence of LCD is marked in gold; sequence of the linker is marked in green; and sequence of the HD5 protein is marked in red.



The DNA sequences of LHD and LCD were cloned into the protein expression vector pET-28a (+). The recombinant plasmids were transformed into the expression host E. coli BL21 cells for protein induction and expression. After induction at 37°C, both LHD and LCD seemed expressed in inclusion bodies, since no LHD or LCD could be detected on SDS-PAGE gels from supernatants recovered from centrifugation of the sonicated bacterial pellets (data not shown).

After an overnight induction at 15°C, protein LHD was detected in the supernatant after centrifugation of the sonicated bacterial pellets (Figure 2A), indicating some portions of expressed LHD were properly folded. When induced at 30°C for 3 h, protein LCD was well expressed and was also detected in the supernatant after centrifugation of the sonicated bacterial pellets (Figure 2B). Proteins LHD and LCD carry an N-terminal His-tag. After purification of LHD and LCD using GE Healthcare HisTrapTM HP Nickel column, the purity of the proteins was analyzed on SDS-PAGE gels, and the results showed that both purified proteins were ≥95% pure (Figure 2C).
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FIGURE 2. Purification of protein LHD and LCD. (A) SDS-PAGE analysis of protein LHD induced and expressed in cell pellet (as inclusion bodies) (Lane 1) and supernatant (soluble form) (Lane 2) at 15°C, overnight. (B) SDS-PAGE analysis of protein LCD induced and expressed in cell pellet (as inclusion bodies) (Lane 1) and supernatant (soluble form) (Lane 2) at 37°C for 3 h. (C) SDS-PAGE gel analysis of purified LHD and LCD.



Lytic Activity of LHD and LCD on C. difficile Clinical Strains

Initially, we determined the lytic activity of LCD and LHD on a C. difficile 027 strain, R20291, including HD5 as a control. The optical drop assays showed that both LHD and LCD had potent lytic activities on R20291 at a concentration of 200 μg/ml, with LHD displaying a better lytic activity (Figure 3). While HD5 also showed moderate lytic activity compared to strain R20291 treated with ddH2O), it was much less potent than both LHD and LCD in lysing strain R20291 cells (Figure 3). We wondered whether LHD or LCD is also potent against other ST type of epidemic C. difficile strains. To this end, we further evaluated lytic activities of LHD/LCD on strains M120 (078/ST11), VPI10463 (087/ST46), CD630 (012/ST54), LC693 (ST201, a novel binary toxin-positive C. difficile strain associated with severe diarrhea in China) (Peng et al., 2017c), and 1377 (012/ST54, an epidemic strain in Xiangya hospital in China). Both LHD and LCD proteins showed potent lytic activities on different types of clinical epidemic strains (Figure 3) with LHD being slightly more potent on strains VPI10463, CD630, LC693, and 1377. Interestingly, LHD was more potent than LCD on strain M120 (p < 0.05, Figure 3). More impressively, LHD and LCD rapidly and drastically lysed strains LC693 and 1337, two epidemic C. difficile strains in China, in 10–20 min (Figure 3).
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FIGURE 3. Lytic activity of LHD on different types of Clostridioides difficile strains. The lysin catalytic domain LCD was included as a control. In strain R20291, HD5 was also included as a control. Lytic activity of LHD was significantly higher than that of LCD at the time points marked in red boxes (∗p < 0.05). p < 0.001 between groups “C. difficile strain+LHD” and “C. difficile strain+H2O”. Data are present as “Mean ± SD”. Experiments were repeated 3 times, and representative data were shown.



To test the MIC of LHD protein, optical drop assays were performed using a series of 2-fold-diluted protein LHD (from 200 to 0.19 μg/ml) to lyse a C. difficile R20291. The results showed that LHD protein could lyse the bacteria at a concentration as low as 0.78 μg/ml (Table 2). The MIC of the lysin catalytic domain LCD was 1.56 μg/ml, while the MICs of the three treatment antibiotics for CDI including metronidazole, vancomycin, and fidaxomicin were 4, 4, and 0.25 μg/ml, respectively (Table 2).

TABLE 2. Minimum inhibitory concentrations (MIC) of different anti-C. difficile agents tested on strain R20291.
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To test the pH sensitivity, the lytic activity of LHD against strain R20291 was measured at different pH conditions. As shown in Figure 4, LHD (200 μg/ml) lysed strain R20291 more efficiently at PHs of 6 and 7. LHD was still partially active at PH of 5, but lost almost all activity at PHs of 2, 3, and 4 (Supplementary Figure S1).
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FIGURE 4. Lytic activity of LHD on C. difficile R20291 in different pH conditions. Prior to tests, bacterial optical density at 600 nm (OD600) was adjusted to approximately 0.8–1.0. Protein LHD was added into the cell re-suspension with the final concentration of 200 μg/ml. The drop in OD600 at 37°C was measured once per 20 min for 60 min. Bacterial re-suspension with sterilized water was also set as a control. Data are present as “Mean ± SD”. Experiments were repeated 3 times, and representative data were shown.



LHD Inhibits Cytotoxicity of TcdB

TcdB has four domains including the N-terminal catalytic glucosyltransferase domain (GT), the autoproteolytic cysteine proteinase domain (CPD), the central translocation domain (TM), and the C-terminal receptor-binding domain (RBD). In the host cells, the CPD domain cleaves GTD off the TcdB, releasing GTD into the cytosol, where GTD glucosylates Rho GTPases including RhoA, CDC42, and Rac1 (Aktories et al., 2017). The CPD-mediated TcdB autocleavage is induced by Inositol hexakisphosphate (InsP6) in vivo and in vitro (Aktories et al., 2017). It was reported that the human defensin protein HD5 (designated HD in this paper) could inhibit TcdB (Giesemann et al., 2008). We wondered whether LHD carries the anti-TcdB function. To this end, CT26 cells were pre-treated with LHD, HD at 750 ng/ml or PBS as control for 1 h, followed by exposure to Tcd B at 15 ng/ml for 5 h. The results showed that a pre-treatment of LHD or HD decreased cell rounding caused by TcdB (Figure 5A). Western-blot analysis of non-glucosylated Rac1 in cells showed that exposure to TcdB significantly decreased the expression of non-glucosylated Rac1 in cells, as a readout of cytotoxicity of TcdB (Figure 5B). As expected, HD inhibited the cytotoxicity of TcdB. Interestingly, the expression of non-glucosylated Rac1 had a significant increase when the cells received a pre-treatment of LHD prior to exposure to TcdB, indicating that LHD can inhibit cytotoxicity of TcdB as HD does by interfering with GT activity of TcdB.
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FIGURE 5. LHD inhibits cytotoxicity of TcdB. (A) LHD inhibits TcdB-induced cell rounding. CT26 cells in 12-well plates were exposed to HD or LHD at 750 ng/ml (50 times of TcdB concentration) or nothing for 1 h, followed by exposure to TcdB at 15 ng/ml for 5 h. (B) Western-blot analysis of non-glucosylated Rac1 in CT26 cells treated with TcdB in the presence or absence of LHD or HD. TcdB glucosylates Rac1 in cells, serving as a readout for toxin cytotoxicity. Up panel shows one blot being cut into two separate blots to remove extra sample lanes. i.e., all bands were from the same blot. Quantitation of Rac1 levels in Western-blot was shown in low panel (∗p < 0.05). (C) CT26 cells were lysed, and the cytosolic fraction was exposed to TcdB (15 ng/ml) with or without HD at 750 ng/ml (50 times of TcdB concentration) or LHD at 1500 ng/ml (same molecular concentration as HD) or nothing for 1 h followed by Western Blot analysis using a monoclonal antibody that only recognizes non-glucosylated Rac1. β-actin was used as an equal loading control. Quantitation of Rac1 levels in Western-blot was shown in low panel (∗∗∗∗p < 0.0001).



To exclude the possibility that LHD or HD may interfere with TcdB binding rather than GT activity of TcdB, cytosolic factions of CT26 cells were used as Rac1-containing substrates to confirm that HD or LCD could indeed inhibit GT activity of TcdB. Cytosolic fractions of CT26 cells were exposed to TcdB (15 ng/ml) in the absence or presence of HD (750 ng/ml) or LHD at 1500 ng/ml (same molecular concentration as HD) for 1 h. As shown in Figure 5C, both HD and LHD significantly inhibited GT activity of TcdB to a similar extent, indicating the fused HD portion in LHD is comparable with “free” LHD in inhibiting TcdB glucosylation activity.

LHD Is Effective in the Treatment of CDI in Mice

To evaluate the treatment efficacy of LHD in mouse model of CDI, 20 of BL6/C57 mice were divided into two groups (n = 10). One group was infected with C. difficile R20191 spores and treated with LHD, and the other group was infected with R20191 spores and treated with PBS as control. The experimental scheme and treatment plan are illustrated in Figure 6.
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FIGURE 6. Experimental scheme for evaluation of LHD treatment efficacy in mouse model of CDI. After 5 days of antibiotic pretreatment, mice were given autoclaved water for 2 days, followed by a single dose of clindamycin (10 mg/kg) intraperitoneally, 1 day before (day-1) challenge with C. difficile R20291 spores by gavage (day 0). The first group (R20291+PB) was infected with 106 C. difficile R20291 spores on day 0, and was given PBS (PB) by gavage at 4 h after spore gavage, followed by administration of PB by gavage twice a day from the first day (day 1) to the seventh day (day 7) after spore gavage. The second group (LHD + R20291) was given 400 μg LHD by gavage at 4 h after spore gavage, followed by treatments of 400 μg LHD in 200 μl of PBS by gavage twice a day from day 1 to day 7 after spore gavage.



From the first day of post challenge, weight loss, and diarrhea were observed among mice in both groups (Figures 7A–C). However, treatment with LHD decreased both weight loss and diarrhea rate significantly (Figures 7A,B). The non-treatment group (R20291+PB) showed 90% diarrhea rate, and the diarrhea was observed during the 7-day experimental period (Figures 7B,C). While, 60% of the mice treated with LHD displayed diarrhea, the symptom only lasted 3 days (Figures 7B,C). Death occurred in the non-treatment group (R20291+PB) from the 3rd day of post challenge, and only 60% of the mice finally survived (Figure 7D). However, all mice receiving the treatment of LHD survived during the experimental period (Figure 7D). In addition, treatment with LHD significantly decreased the number of C. difficile spores in feces (Figure 8A), and also the toxin-level in feces (Figures 8B,C). To appreciate the stability and activity of LHD in the mouse intestine, LCD protein was incuated with freshly prepaerd mouse intestinal contents for different times, lytic activities of LHD treated with intestinal contents were determined on strain C.difficile R20291. As shown in Figure 9, treatment with intestinal contents for 1 h did not affect lytic activity of LHD.
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FIGURE 7. LHD is effective in the treatment of CDI in mice. Twenty BL6/C57 mice were divided into two groups (n = 10). One group of mice was infected with C. difficile R20291 spores and treated with LHD, and the other group was infected with R20291 spores and treated with PBS as control. The experimental scheme and treatment plan is illustrated in Figure 2, and described in Methods and Materials. Weight changes (A), percentage of diarrhea (B,C), survivals of two group mice (D) were plotted. Mice in group “R20291+LHD” lost significantly less weight in postinfection days 1 and 2 (p < 0.05, marked in dash box region) (A).
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FIGURE 8. Clostridioides difficile spores and toxin levels in fecal samples of mice infected with C. difficile R20191 spores with/without LHD treatment. C. difficile spore numbers (A), Tcd A level (B), and Tcd B level (C) in two groups of mice infected with R20291 spores with/without LHD treatment, respectively. Experiments were repeated 3 times, and representative data were shown. Data are present as “Mean ± SD”. ∗p < 0.05.
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FIGURE 9. Lytic activity of protein LHD on C. difficile R20291 after treatment in mouse intestinal contents. Protein LHD was incubated with mouse intestinal contents at 37°C for 15, 30, or 60 min, then optical drop assays were performed on C. difficile R20291 to test the lytic activity of LHD at a concentration of 100 μg/ml. Experiments were repeated 3 times, and representative data were shown.





DISCUSSION

The prevalence and outbreak of CDI have caused serious morbidities and mortalities, and huge economical burdens worldwide (Napolitano and Edmiston, 2017; Reigadas Ramirez and Bouza, 2018). Studies on novel therapeutics such as the use of bacteriophages and their derivatives received increasing attentions. While, phage therapy is proposed to be particularly suited for CDI treatment, the technical difficulties of working with anaerobes limits the research in this area (Hargreaves and Clokie, 2014). A previous study found that both phage lysin protein PlyCD and its catalytic domain PlyCD1-174 displayed good lytic activities on C. dfficile (Wang et al., 2015), which sheds light onto the usage of phage derivatives against CDI. In this study, we also found that the catalytic domain of the lysin from phage phiC2 (LCD) and its derivative (LHD) were potent against C. difficile in vitro and in vivo, indicating the potential of phage lysins as therapeutics in the treatment of CDI.

Although previous study suggested that the PlyCD1-174 from C. difficile strain CD630 had potential as a novel therapeutic for clinical application against CDI, either alone or in combination with other treatments to improve their efficacy (Wang et al., 2015). We chose the catalytic domain of the lysin from phage phiC2 (LCD) rather than PlyCD1-174 to design the novel bacteriophage lysin-human defensin fusion protein LHD, because phiC2 is present in the majority of human isolates of C. difficile (Roy Chowdhury et al., 2016), and it may have a wider lytic spectrum. In fact, both LHD and LCD were potent against different types of C. difficile strains, including 027, 078, 087, 012, and ST201 strains (Figure 3). These types of C. difficile strains are clinical epidemic strains circulating in different regions of world (Li et al., 2015; Shin et al., 2016). In addition, both LHD and LCD had a lower MIC than the therapy antibiotics metronidazole and vancomycin (Table 2). These findings suggest a good potential of the two proteins present in our study as novel therapeutics against CDI.

In addition to the catalytic domain of the lysin from phage phiC2, another part designed for the lysin-human defensin fusion protein is the functional domain of human alpha-defensin protein HD5 (Figure 1). This region has been documented to inhibit hypervirulent C. difficile strains (Furci et al., 2015). Indeed, we found that the lysin-human defensin fusion protein LHD had a lower MIC on C. difficile R20291 than the lysin catalytic domain LCD (Table 2).

It has been reported that TcdB is essential for virulence of C. difficile (Lyras et al., 2009). A previous study has documented that the human defensin protein HD5 has an inhibitory role on TcdB (Giesemann et al., 2008). Our results showed that the lysin-human defensin fusion protein LHD was comparable to human defensin peptide HD5 in inhibiting cell rounding caused by TcdB (Figure 5A). We further showed that HD and LHD inhibited the GT activity of TcdB to a similar extent (Figures 5B,C).

The potential application of the lysin-human defensin fusion protein in combating CDI was also demonstrated by its treatment efficacy in mouse model of CDI (Figure 7). In this study, we delivered the protein LHD to the C. difficile-challenged mice by gavage. Even though the presence of stomach acid might influence the efficacy of LHD on C. difficile, however, in the animal experiment, mice were continuously gavaged twice a day for 7 days at 400 μg LHD in 200 μl of PBS per dose. This large volume of PBS may neutralize the stomach acid, protecting LHD there. In addition, as an alkaline protein (PI = 9.10), LHD may also neutralize the stomach acid, and stay effective against C. difficile in the gut. The weight recovery of the mice receiving LHD was slower than those given PBS at the late stage of the tests (from 3 to 7 dpi, Figure 7A), which might be caused by the administration of LHD (twice a day), limiting the food intake of mice.

In conclusion, we designed a novel lysin-human defensin fusion protein based on the phage lysin protein and human alpha-defensin 5 peptide. Both in vitro and in vivo tests suggest this novel lysin-human defensin fusion protein has a good potential to help control CDI. To improve the delivery of LHD in vivo, we will encapsulate LHD with nanoparticles for our next step of study, we will also evaluate the treatment efficacy of LHD in hamster model of CDI.
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FIGURE S1 | Lytic activity of LHD on C. difficile R20291 in different pH conditions (pH 2–5). Prior to tests, bacterial optical density at 600 nm (OD600) was adjusted to approximately 0.8–1.0. Protein LHD was added into the cell re-suspension with the final concentration of 100 μg/ml. The drop in OD600 at 37°C was measured once per 20 min for 60 min. Bacterial re-suspension with sterile water was also set as a control. Experiments were repeated 3 times, and representative data were shown.



REFERENCES

Aktories, K., Schwan, C., and Jank, T. (2017). Clostridium difficile toxin biology. Annu. Rev. Microbiol. 71, 281–307. doi: 10.1146/annurev-micro-090816-093458

Cassini, A., Plachouras, D., Eckmanns, T., Abu Sin, M., Blank, H. P., Ducomble, T., et al. (2016). Burden of six healthcare-associated infections on European population health: estimating incidence-based disability-adjusted life years through a population prevalence-based modeling study. PLoS Med. 13:e1002150. doi: 10.1371/journal.pmed.1002150

Centers for Disease Control and Prevention [CDC] (2013). Antibiotic Resistance Threats in the United States. Atlanta, GA: Centers for Disease Control and Prevention.

Debast, S. B., Bauer, M. P., and Kuijper, E. J. (2014). European Society of Clinical Microbiology and Infectious Diseases: update of the treatment guidance document for Clostridium difficile infection. Clin. Microbiol. Infect. 20(Suppl. 2), 1–26. doi: 10.1111/1469-0691.12418

Finney, J. M. (1893). Gastro-enterostomy for cicatrizing ulcer of the pylorus. Johns Hopkins Hosp. Bull. 4, 53–55.

Furci, L., Baldan, R., Bianchini, V., Trovato, A., Ossi, C., Cichero, P., et al. (2015). New role for human alpha-defensin 5 in the fight against hypervirulent Clostridium difficile strains. Infect. Immun. 83, 986–995. doi: 10.1128/IAI.02955-14

Giesemann, T., Guttenberg, G., and Aktories, K. (2008). Human alpha-defensins inhibit Clostridium difficile toxin B. Gastroenterology 134, 2049–2058. doi: 10.1053/j.gastro.2008.03.008

Gilmer, D. B., Schmitz, J. E., Thandar, M., Euler, C. W., and Fischetti, V. A. (2017). The phage lysin plyss2 decolonizes Streptococcus suis from murine intranasal mucosa. PLoS One 12:e0169180. doi: 10.1371/journal.pone.0169180

Hargreaves, K. R., and Clokie, M. R. (2014). Clostridium difficile phages: still difficult? Front. Microbiol. 5:184. doi: 10.3389/fmicb.2014.00184

Lawson, P. A., Citron, D. M., Tyrrell, K. L., and Finegold, S. M. (2016). Reclassification of Clostridium difficile as Clostridioides difficile (Hall and O’Toole 1935) Prevot 1938. Anaerobe 40, 95–99. doi: 10.1016/j.anaerobe.2016.06.008

Li, C., Liu, S., Zhou, P., Duan, J., Dou, Q., Zhang, R., et al. (2015). Emergence of a novel binary toxin-positive strain of Clostridium difficile associated with severe diarrhea that was not ribotype 027 and 078 in China. Infect. Control Hosp. Epidemiol. 36, 1112–1114.

Lyras, D., O’Connor, J. R., Howarth, P. M., Sambol, S. P., Carter, G. P., Phumoonna, T., et al. (2009). Toxin B is essential for virulence of Clostridium difficile. Nature 458, 1176–1179. doi: 10.1038/nature07822

McDonald, L. C., Gerding, D. N., Johnson, S., Bakken, J. S., Carroll, K. C., Coffin, S. E., et al. (2018). Clinical practice guidelines for Clostridium difficile infection in adults and children: 2017 Update by the Infectious Diseases Society of America (IDSA) and Society for Healthcare Epidemiology of America (SHEA). Clin. Infect. Dis. 66, 987–994.

Napolitano, L. M., and Edmiston, C. E. Jr. (2017). Clostridium difficile disease: diagnosis, pathogenesis, and treatment update. Surgery 162, 325–348. doi: 10.1016/j.surg.2017.01.018

Peng, Z., Addisu, A., Alrabaa, S., and Sun, X. (2017a). Antibiotic resistance and toxin production of Clostridium difficile isolates from the hospitalized patients in a large hospital in Florida. Front. Microbiol. 8:2584. doi: 10.3389/fmicb.2017.02584

Peng, Z., Jin, D., Kim, H. B., Stratton, C. W., Wu, B., Tang, Y. W., et al. (2017b). Update on antimicrobial resistance in Clostridium difficile: resistance mechanisms and antimicrobial susceptibility testing. J. Clin. Microbiol. 55, 1998–2008. doi: 10.1128/JCM.02250-16

Peng, Z., Liu, S., Meng, X., Liang, W., Xu, Z., Tang, B., et al. (2017c). Genome characterization of a novel binary toxin-positive strain of Clostridium difficile and comparison with the epidemic 027 and 078 strains. Gut Pathog. 9:42. doi: 10.1186/s13099-017-0191-z

Reigadas Ramirez, E., and Bouza, E. S. (2018). Economic burden of Clostridium difficile infection in European Countries. Adv. Exp. Med. Biol. 1050, 1–12. doi: 10.1007/978-3-319-72799-8_1

Roy Chowdhury, P., DeMaere, M., Chapman, T., Worden, P., Charles, I. G., Darling, A. E., et al. (2016). Comparative genomic analysis of toxin-negative strains of Clostridium difficile from humans and animals with symptoms of gastrointestinal disease. BMC Microbiol. 16:41. doi: 10.1186/s12866-016-0653-3

Shin, J. H., Chaves-Olarte, E., and Warren, C. A. (2016). Clostridium difficile Infection. Microbiol. Spectr. 4, EI10–EI17. doi: 10.1128/microbiolspec.EI10-0007-2015

Spigaglia, P. (2016). Recent advances in the understanding of antibiotic resistance in Clostridium difficile infection. Ther. Adv. Infect. Dis. 3, 23–42. doi: 10.1177/2049936115622891

Wang, Q., Euler, C. W., Delaune, A., and Fischetti, V. A. (2015). Using a novel lysin to help control Clostridium difficile infections. Antimicrob. Agents Chemother. 59, 7447–7457. doi: 10.1128/AAC.01357-15

Wiegand, I., Hilpert, K., and Hancock, R. E. (2008). Agar and broth dilution methods to determine the minimal inhibitory concentration (MIC) of antimicrobial substances. Nat. Protoc. 3, 163–175. doi: 10.1038/nprot.2007.521

Zhang, K., Zhao, S., Wang, Y., Zhu, X., Shen, H., Chen, Y., et al. (2015). The non-toxigenic Clostridium difficile CD37 protects mice against infection with a BI/NAP1/027 type of difficile, C., strain. Anaerobe 36, 49–52. doi: 10.1016/j.anaerobe.2015.09.009

Zhang, Y., Shi, L., Li, S., Yang, Z., Standley, C., Yang, Z., et al. (2013). A segment of 97 amino acids within the translocation domain of Clostridium difficile toxin B is essential for toxicity. PLoS One 8:e58634. doi: 10.1371/journal.pone.0058634

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Peng, Wang, Gide, Zhu, Lamabadu Warnakulasuriya Patabendige, Li, Cai and Sun. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 14 January 2019
doi: 10.3389/fmicb.2018.03331






[image: image]

Fecal Microbiota of Toxigenic Clostridioides difficile-Associated Diarrhea

Marta Hernández1,2, Mónica de Frutos3, David Rodríguez-Lázaro2, Luis López-Urrutia3, Narciso M. Quijada1,2 and Jose María Eiros3*

1Laboratorio de Biología Molecular y Microbiología, Instituto Tecnológico Agrario de Castilla y León, Valladolid, Spain

2Área de Microbiología, Departamento de Biotecnología y Ciencia de los Alimentos, Universidad de Burgos, Burgos, Spain

3Hospital Universitario Río Hortega, Valladolid, Spain

Edited by:
Meina Neumann-Schaal, German Collection of Microorganisms and Cell Cultures GmbH (DSMZ), Germany

Reviewed by:
Rosa Del Campo, Instituto Ramón y Cajal de Investigación Sanitaria, Spain
Alexander G. Haslberger, Universität Wien, Austria

*Correspondence: Jose María Eiros, jmeirosbouza@gmail.com

Specialty section: This article was submitted to Infectious Diseases, a section of the journal Frontiers in Microbiology

Received: 27 September 2018
Accepted: 21 December 2018
Published: 14 January 2019

Citation: Hernández M, de Frutos M, Rodríguez-Lázaro D, López-Urrutia L, Quijada NM and Eiros JM (2019) Fecal Microbiota of Toxigenic Clostridioides difficile-Associated Diarrhea. Front. Microbiol. 9:3331. doi: 10.3389/fmicb.2018.03331

Clostridioides difficile infection (CDI) is currently one of the most important causes of infectious diarrhea in developed countries and the main cause in healthcare settings. Here, we characterized the gut microbiota from the feces of 57 patients with diarrhea from nosocomial and community-acquired CDI. We performed an ecological analysis by high-throughput sequencing of the V3-V4 region of 16S rRNA amplicons and evaluated the association of the various ecological profiles with CDI risk factors. Among all samples Bacteroidaceae 31.01%, Enterobacteriaceae 9.82%, Lachnospiraceae 9.33%, Tannerellaceae 6,16%, and Ruminococcaceae 5.64%, were the most abundant families. A reduced abundance of Bacteroides was associated with a poor CDI prognosis, with severe diarrhea and a high incidence of recurrence. This reduction was associated with a weakened host immune system and previous aggressive antibiotherapy. Peptostreptococcaceae family was 1.56% overall and within the family the only identified member was the genus Clostridioides, positively correlated with the presence of Akkermansia that may be predictive of the presence of a CDI. Finally, a relevant aspect that must be considered in clinical practice is the misdiagnosis of CDI, as patients with a stool sample that tests positive for C. difficile are usually diagnosed with CDI and subsequently treated as such. However, co-infection with other pathogenic agents often plays an important role in the development of diarrhea, and must be considered when prescribing antibiotic treatment.
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INTRODUCTION

The Gram-positive, spore-forming anaerobe, Clostridioides difficile (formerly Clostridium difficile and Peptoclostridium difficile; Yutin and Galperin, 2013) is an asymptomatic component of the healthy intestinal microbiota of approximately 2–7% of healthy human adults and up to 70% of healthy newborns (McFarland et al., 1989; Lees et al., 2016). However, certain C. difficile strains have pathogenic potential mediated by two exotoxins: toxin A (TcdA) and toxin B (TcdB), encoded by the tcdA and tcdB genes within the pathogenicity loci (PaLoc). In addition, some C. difficile strains may also produce a binary toxin, called C. difficile transferase (CDT), with a potential role in the pathogenesis of the bacterium (Di Bella et al., 2016). C. difficile infection (CDI) is thus a toxin-mediated disease of the colon, with clinical symptoms that range from mild or self-limiting diarrhea to pseudomembranous colitis and life-threatening fulminant colitis (Leffler and Lamont, 2015; Smits et al., 2016).

Clostridium difficile infection is currently one of the most important causes of infectious diarrhea in developed countries and the main cause in healthcare settings (Lagier, 2016). The rate of recurrence and mortality has been increasing since 2002, associated with severe infections produced by the emergence of the hyper-virulent ribotype 027 (ST1) strain. The burden of CDI has increased mainly in the United States and Europe. It is estimated that nearly 500,000 illnesses and 15,000 deaths are caused by CDI every year in the United States1, whereas the annual incidence in the EU was estimated to be 123,997 cases in 2011–20122, with mortality rates of 3–30% (Hensgens et al., 2013). Remarkably, although 125 ribotypes have being found in Europe, the hyper-virulent ribotype 027 is the most prevalent (19%) (Davies et al., 2016). In addition, the incidence of CDI is increasing and may be highly underestimated (Alcalá et al., 2015), 23% of cases may be undiagnosed, equivalent to approximately 40,000 missed CDI diagnoses per year in 482 participating hospitals in 20 European countries (Davies et al., 2014). Other relevant factors associated with the emergence of CDI have been the introduction of C. difficile strains resistant to multiple antibiotics, including metronidazole, as well as genomic plasticity and the potential to transfer resistance genes, as approximately 11% of the C. difficile genome consists of mobile genetic elements (Sebaihia et al., 2006).

Clostridium difficile infection appears particularly after antibiotic chemotherapy or prolonged periods of hospitalization, which causes disruption and dysbiosis of the endogenous intestinal microbiota and facilitates the proliferation of toxigenic C. difficile in the gut. Fecal-oral transmission from other patients or animals, which represent potential reservoirs of C. difficile, also plays an important role in CDI epidemiology (Rupnik, 2007). There are also other risk factors that trigger CDI, including comorbidities, surgical and non-surgical gastrointestinal procedures, admission to an intensive care unit (ICU), an immunocompromised status, and advanced age (>65 years) (Knight et al., 2015). CDI has a high relapse rate due to reactivation or reinfection, making it difficult to completely resolve. However, fecal microbiota transplantation appears to be a promising treatment for recurrent CDI (Shankar et al., 2014; Juul et al., 2018).

It is evident that modification of the gut microbiota can play a relevant role in the development of CDI. The identification of microbial markers that can predict disease severity or chronicity could help in the treatment of patients. Here, we characterized the gut microbiota from the feces of 57 patients with diarrhea from nosocomial or community-acquired CDI. The study consisted of an ecological analysis by high-throughput sequencing of the V3-V4 region of the 16S rRNA amplicons and evaluation of the association of the various ecological profiles with CDI risk factors.



MATERIALS AND METHODS

Sampling and Detection of Toxins

This study was conducted at the Hospital Universitario “Rio Hortega” (Valladolid, Castilla y León, Spain) in accordance with the recommendations of the Ethical Clinical Research Committee (CEIC) of the western health area of Valladolid. The protocol was approved by the CEIC with reference number CEIm PI128-18. All subjects gave written informed consent in accordance with the Declaration of Helsinki.

Fecal content from 57 adults (between 29 and 94 years old, 57/43 male/female ratio) was sampled from November 2016 to April 2018: 51 patients were sampled once, four twice, and two individuals three times. Stool samples were stored at −80°C until use.

Stool samples were initially tested for the presence of both glutamate dehydrogenase (GDH) and toxins A and B by the lateral flow assay C.Diff Quik Chek Complete assay (Techlab). The GeneXpert C. difficile PCR assay (Cepheid) was used for the detection of the toxin B gene (tcdB), binary toxin, and tcdC deletion that identifies ribotype 027.

Measurement of Redox Potential

One gram of feces were diluted in 25 mL of distilled water and centrifuged at 8000 rpm for 10 min. A pH and redox meter (GLP21 and Hach 5262PCE-228-R) was used to measure the pH and the redox potential according to the manufacturer’s instructions.

Total DNA Extraction

For each stool sample, 220 mg of feces was homogenized and total DNA extracted using the QIAamp DNA Stool Mini Kit (Qiagen), according to manufacturer’s instructions. The DNA concentration was determined using a Qubit®fluorimeter (Invitrogen). A second DNA extraction from some of the samples and subsequent sequencing validated the characterization of the microbiota (data not shown).

16S rRNA Gene Amplicon Library Preparation and Sequencing

Microbial diversity was studied by sequencing the amplified V3-V4 region of the 16S rRNA gene using previously reported primers and PCR conditions (Klindworth et al., 2013). Sample multiplexing, library purification, and sequencing were carried out as described in the “16S Metagenomic Sequencing Library Preparation” guide by Illumina. Libraries were sequenced on a MiSeq platform at the University of Burgos, leading to 300-bp, paired-end reads.

Bioinformatics and Data Analysis

Demultiplexed paired-end fastq files were processed using QIIME2 pipeline version 2018.6 (Caporaso et al., 2010) and dada2 (Callahan et al., 2016) and feature-table (McDonald et al., 2012) plugins were used for quality filtering of the reads, merging of the paired ends, chimera removal, and assignation of amplicon sequence variants (ASV). We truncated reverse reads to 240 bp using the “–p-trunc-len-r” option implemented in the dada2 plugin due to decreased quality scores of the sequences at the end of the reverse reads. A phylogenetic tree was built using alignment (Katoh and Standley, 2013) and phylogeny (Price et al., 2010) plugins. Alpha and beta diversity analysis were performed using the diversity3 and emperor (Vazquez-Baeza et al., 2013) plugins. Samples were rarefied to 17,520 reads per sample for beta-diversity analysis to reduce the bias due to different sequencing depths (only sample MS1498 was excluded from beta-diversity analysis). A pre-trained Naïve Bayes classifier based on the SILVA database (Pruesse et al., 2007), which had been trimmed to harbor the V3-V4 region of the 16S rRNA gene, was applied to assign taxonomy to the ASV using the feature-classifier plugin (Bokulich et al., 2018).

Plotting was carried out in the R environment4, using ggplot2 (Wickham, 2016) and reshape2 (Wickham, 2007) packages. Weighted UniFrac distance matrices calculated with QIIME2 were represented as principal coordinates (principal component analysis - PCoA) to compare bacterial community composition based on the relative abundance of ASV. ASV assigned to the family Peptostreptococcaceae were extracted from the feature table and used to construct a heatmap using JColorGrid (Joachimiak et al., 2006).



RESULTS

Description of the Study Population

Sixty-five fecal samples of the 57 patients with diarrhea enrolled in this study were studied. Figure 1A summarizes the patient metadata; there were no significant differences between gender, 62% of the patients were ≥65 years old, 73.7% were healthcare-associated cases, and 19 patients (33.3%) died before August 2018. All patients were reported to be CDI positive as they were positive for GDH antigen and the gene encoding toxin B (tcdB), but negative for the C. difficile ribotype 027 test. Some samples were negative for the in situ detection of the toxin in the stool and 14 samples were PCR positive for the binary toxin gene (MS0138, MS0148, MS0151, MS0155, MS0211, MS0212, MS0220, MS0223, MS1497, MS1506, MS1508, MS1509, MS1748, MS1753). Remarkably, patients who tested positive for the binary toxin gene did not show severe diarrhea. At least one previous hospital admission was recorded for all but two patients, prior to CDI during the previous year. The number of previous hospital admissions was higher for patients receiving healthcare in hospital than those receiving community care (Figure 1B). All individuals had received antibiotic treatment prior to developing diarrhea and some had also received proton pump inhibitors, except patient MS0215, who came to the emergency room with severe diarrhea, without previous antibiotic treatment. This patient showed an abnormal relative abundance of the Streptococcus genus (10.95%) and the Bacteroides abundance was below 50%. Upon hospital admission, all inpatients were administrated antibiotics after the positive diagnosis of C. difficile. Antibiotherapy generally consisted of metronidazole and then vancomycin if the diarrhea persisted. Only patient MS1496 was finally successfully treated with fidaxomicin, because of multiple recurrences. The most abundant diarrhea-related bacteria for two patients (MS0141 and MS0227) were Staphylococcus and Klebsiella. Neither co-infection nor these pathogens being the primary cause of diarrhea, instead of C. difficile, can be ruled out for these two patients.
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FIGURE 1. Metadata of the 57 patients studied. (A) Distribution of the patients according to age (y, years and [image: image], average age), sex (female and male), and community-, healthcare in a nursing home-, and nosocomial-acquired diarrhea. (B) Distribution of the patients according to the number of previous hospital admissions (1, 2, or more than 3 previous hospital admissions). The inner ring indicates a community origin (there were two patients with no previous admission not shown in the figure) and the outer ring, nosocomial or healthcare-in-a-nursing home origin of the infection.



Diversity of Bacterial Microbiota in Feces From Individuals With CDI

A total of 7,474,887 reads survived the quality filtering process (108,239 ± 53,034 reads/sample). This is the first time that QIIME2 has been used to analyze the gut microbiota associated with CDI, and, different from previous studies, sequences are not clustered together into “Operational Taxonomic Units” (OTUs) using a certain dissimilarity threshold (generally 97 or 99% similarity). Amplicon Sequence Variants (ASVs) were obtained instead and represent much higher taxonomic resolution than OTUs, as single-nucleotide differences over the sequenced gene region are taken into account (Callahan et al., 2017). A total of 3,477 ASVs were identified among all samples. We observed lower bacterial diversity than that obtained using OTUs; between 32 (MS0218) and 352 (MS0138) different bacterial ASVs were identified in each fecal sample, significantly lower than the expected 1,000 OTUs that are estimated to exist in a healthy human gut. This reduction of diversity could be associated with the bacterial dysbiosis linked to CDI. However, the main alpha diversity indices, such as the Chao richness estimator, and the Shannon and Simpson diversity indices were 134.32 ± 80.6, 4.01 ± 1.25, and 0.86 ± 0.12, respectively, indicating that the observed reduced alpha diversity was true, and not a sequencing artifact.

We analyzed beta-diversity between samples by calculating weighted UniFrac distance matrices and representing them as principal coordinates (Figure 2). There were two clusters (A and B) that described 38.9% of the variability in the x-axis. The differences between the two clusters were due to the most abundant bacterial families: Enterobacteriaceae and Enterococcaceae in cluster A, Bacteroidaceae and Lachnospiraceae in cluster B. Samples of only 15 patients were assigned to Cluster A (representing 26.31% of the patients). However, given that C. difficile could be ruled out as the primary etiological agent for four patients, the percentage dropped to 20.75%. In addition, the PCoA plot showed the points to be more widely dispersed in cluster A than in cluster B (Figure 2). Most of the patients in this cluster were either immunosuppressed (transplant patients) or immunocompromised (cancer patients), with a history of aggressive antibiotherapy. In contrast, cluster B was compact (Figure 2) and contained most of the samples (79.24% of the patients), suggesting that this group may represent the general CDI scenario.
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FIGURE 2. Principal Coordinates Analysis (PCoA), representing the total microbiota of the samples plotted according to the origin of the infection: blue, community; red, nosocomial; and green, nursing home. Two clusters A (full black) and B (dot lane) were observed. Different samples from the same individual are indicated by the shapes [image: image]MS0217, MS1502, and MS1193; [image: image] MS0209, MS0222, and MS0214; [image: image] MS0155 and MS0147; [image: image] MS01508 and MS1506; [image: image] MS0144 and MS0150; and [image: image] MS1746 and MS1496.



The relative abundance of the 15 most abundant families in the fecal samples is shown in Figure 3, in which samples are segregated into clusters A and B from the PCoA. Bacteroidaceae was the most abundant family overall (31.01%). However, the percentage varied from 0% in 12 samples to 81.47% in a sample from a patient who had a dental procedure, was treated with clindamycin, and developed mild diarrhea. Patients who lacked Bacteroidaceae (mainly in Cluster A) had severe disease and were previously treated for diarrhea with an aggressive or prolonged antimicrobial treatment. In contrast, the diarrhea was less severe and the patients who provided samples in which Bacteroidaceae was the most abundant family (mainly Cluster B) recovered easily. Indeed, there was a significant difference in the distribution of Bacteroidaceae between cluster A and cluster B; the relative abundance of Bacteroidaceae was very low and even absent in many samples (5.57% overall, Figure 3A) in cluster A, whereas it was dominant in cluster B, with a relative abundance of 36.91% (Figure 3B).


[image: image]

FIGURE 3. Relative abundance (%) of the 15 most abundant families found in the samples plotted in the A or B cluster of the PCoA: (A,B), respectively.



Four other bacterial families had an overall relative abundance of over 5%: Enterobacteriaceae 9.82%, Lachnospiraceae 9.33%, Tannerellaceae 6.16%, and Ruminococcaceae 5.64%. Together with Bacteroidaceae, these five bacterial families represented almost two thirds of the bacterial diversity. Most are obligate anaerobes, indicating severe changes in the redox potential that can produce gut bacterial dysbiosis. Differences in the relative abundance of these bacterial families in clusters A and B are shown in Figure 3. Enterobacteriaceae was the most abundant family in cluster A (22.66% overall, but ranged from 0% in sample MS1495 to 79.13% in sample MS1508), whereas the relative abundance of Lachnospiraceae was significantly lower (4.96% overall).

Several minority bacterial families (with an overall relative abundance below 5%), such as Enterococcaceae, Veillonellaceae, Rikenellaceae, Akkermansiaceae, Burkholderiaceae, Acidaminococcaceae, Prevotellaceae, Streptococcaceae, Barnesiellaceae, Peptostreptococcaceae, Staphylococcaceae, Marinifilaceae, and Fusobacteriaceae, were particularly abundant in some samples. For example, the microbiota of sample MS0227, that came from a patient who had bloody diarrhea, fever, and was vomiting, was dominated by Enterobacteriaceae and Pasteurellaceae (49.57 and 9.52% relative abundance, respectively) and had a low abundance of Bacteroidaceae (11.11%).

Relative abundance of Peptostreptococcaceae family within the order Clostridiales was comparatively low, 1.56% overall, and C. difficile was the most abundant species within both the order Clostridiales (Figure 4) and the family Peptostreptococcaceae (Figure 5). C. difficile was identified in almost all samples and was detected in all but five diarrheic samples included in Cluster B (11.90% of the samples in cluster B), in which other components of the family Peptostreptococcaceae were found (not in sample MS0223). We detected C. difficile in 73.33% of the samples of cluster A. Interestingly, there was a positive correlation between the increase in the abundance of Akkermansia and that of the Clostridioides genus, as it includes only Clostridioides difficile (Figure 6).
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FIGURE 4. Abundance of taxa within the order Clostridiales.
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FIGURE 5. Heat map showing the distribution and relative abundance of members of the Peptostreptococcaceae family grouped (in rows) within the different samples (in columns). C. difficile was absent from nine samples: asterisks indicate the negative samples of cluster A and black dots the negative samples of cluster B.
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FIGURE 6. Correlation matrix of the relative abundance of genera above 1% abundance (significance level = 0.05). The average percentage of each genus among all samples is shown to the left of the name of the genus. A positive correlation was observed between the Akkermansia and Clostridioides genera (C. difficile).





DISCUSSION

Here, we sought to better understand the microbiota potentially associated with CDI by investigating phylogenetic variation across fecal samples from hospitalized individuals and those living in a community setting with diarrhea and a positive diagnosis of C. difficile by high throughput sequencing of the 16S ribosomal-RNA- gene amplicons in the Microbiology Laboratory of a tertiary hospital in Spain. Many studies have characterized the baseline gut microbiota in healthy adults, in which 90% is composed of anaerobes. Individuals can be classified into three “enterotypes” based on their microbiota composition, with a predominance of Bacteroides, Prevotella, or Ruminococcus genera (Arumugam et al., 2011). The individuals in this study clearly belonged to enterotype 1, with a high abundance of Bacteroides (31.01% overall). Many studies of the human intestinal tract have reported few phyla to be present in the gut; Bacteroidetes and Firmicutes generally dominate, whereas Actinobacteria, Proteobacteria, and Verrucomicrobia, are generally minor constituents. We found a higher average abundance of Bacteroidetes (46.51% in the samples) than in previous studies, followed by 34.70% for Firmicutes and 13.49% for Proteobacteria. However, Firmicutes was more prevalent in 13 samples and Proteobacteria in three.

Culture-based studies suggest that all healthy adults share most of the same gut bacterial species, whereas culture-independent sequencing studies have revealed vast microbial diversity (more than 1,000 species), that varies highly over time and among the population. A change in microbiota composition and a decrease in the richness of bacterial species within individuals with diarrhea and a positive diagnosis of C. difficile is to be expected because, although the gut microbiota stabilizes early in life (during the first 3 years), severe interventions, such as antibiotic administration, or diseases can lead to dysbiosis. Decreased diversity of the fecal microbiome has been reported in recurrent Clostridioides difficile-associated diarrhea. Although one of the main alpha diversity indices, the Shannon index, was significantly higher in our study than that reported in other studies (Staley et al., 2018), the findings of our study are in accordance on that decreased diversity, as we observed reduced bacterial diversity; 3,477 different ASVs were identified with high variability between samples and 29 harbored less than 100 different ASVs. Such a reduction of diversity may be associated with the bacterial dysbiosis linked to CDI. The richness of the microbiota composition was also reduced; although the microbiota composition associated with CDI is still unclear, we observed limited variability and a microbiota characteristic of the presence of C. difficile, independent of the severity of the disease. Interestingly, the Shannon index was very low in sample MS209, for which most of the reads were assigned to Enterococcaceae.; this inpatient was immunocompromised and aggressive therapy, including broad-spectrum antimicrobials, corticoids, and antifungal medicines, was used.

Bacteroidaceae was the most abundant family along all samples, followed by Enterobacteriaceae. Several families among the most abundant, such as Lachnospiraceae and Ruminococcaceae, have been previously reported to be enriched in non-diarrheal cases because they are primary butyrate-producing bacteria in the human gastrointestinal tract and have been associated with the inhibition of C. difficile (Schubert et al., 2014). However, the percentage of Bacteroides was lower among the most affected patients and in those with the worst evolution; a reduction in the abundance of this family to below 50% could be considered to be a marker for worsening of the clinical prognosis. Patients with an abnormally low abundance of Bacteroides (<10%) did not recover as well as those with higher percentages. We observed a reduction in the abundance of Bacteroides not only in C. difficile associated diarrhea, but also when other pathogenic agents were more abundant. This was true, for example, for samples MS1496 and MS1746, which came from the same patient diagnosed twice, 2 months apart. There was a high abundance of Rikenellaceae (13.65 and 15.05%), Bacteroidaceae was reduced to approximately 30%, and C. difficile was also identified in the two samples. Thus, the involvement of the pathobiont Rikenellaceae as a triggering factor for the diarrhea cannot be ruled out, as the percentage of C. difficile was lower after 2 months.

We identified two clusters in the PCoA (Figure 2); Enterobacteriaceae and Enterococcaceae were the most abundant families in cluster A, whereas Bacteroidaceae and Lachnospiraceae were the most abundant in cluster B. In addition to the different profiles of the bacterial communities, the previous medical interventions, prognoses, and recurrences were different between the two groups. Patients in cluster A were either immunosuppressed (transplant patients) or immunocompromised (cancer patients) and treated with severe antibiotic regimes, including broad spectrum antibiotics. The clinical symptoms within this group included severe diarrhea and an uncertain prognosis, which in many cases was fatal, and the percentage of recurrences higher. Patients in cluster B had had a history of less aggressive antibiotherapy, less severe diarrhea, and only a small incidence of recurrence. The use of aggressive antibiotherapy with broad spectrum antibiotics may have reduced the abundance of Bacteroidaceae and Lachnospiraceae in cluster A, giving an advantage to Enterobacteriaceae and Enterococcaceae. The clusters showed a significant difference in the level of C. difficile by 16S rRNA high throughput sequencing; the percentage of samples negative for C. difficile was 26.67% for cluster A, whereas it was only 11.90% for cluster B, for which other members of Peptostreptococcaceae were found in 80%. Thus, the samples belonging to cluster A likely represent a community associated with immune suppression and relatively severe antibiochemoterapy, for which the clinical prognosis of the patients is uncertain and the possibility of recurrence high. Cluster B, consisting of a compact group (Figure 2), and representing most of the samples (79.24% of the patients) may represent the general CDI scenario.

Differences in microbial composition have been already observed in CDI studies. Sangster et al. (2016) characterized 24 patients, of whom 12 were suspected of having an initial episode of CDI (not recurrent CDI). The Lachnospiraceae, Bacteroidaceae, and Ruminococcaceae families were dominant in both cohorts, but CDI patients showed a predominance of the Peptostreptococcaceae family, with a relative reduction in the abundance of the Bacteroidales and Clostridiales groups, whereas there was a higher abundance of Akkermansia muciniphila and some species of Enterobacteriaceae. Schubert et al. observed that non-diarrheal controls were more likely to have higher levels of several Bacteroidacae, Lachnospiraceae, and Ruminococcaceae families, commonly associated with a healthy microbiome and that Enterococcus species, Enterobacteriaceae, Erysipelotrichaceae, and some Lachnospiraceae families were enriched in some cases (Schubert et al., 2014). However, our findings showed Bacteroidaceae, Lachnospiraceae, and Enterobacteriaceae to be the most abundant families, along with a higher abundance of Enterococcaceae. Segregation of the samples into clusters, showed differences, as Bacteroidaceae and Lachnospiraceae were the most abundant families in cluster B (potentially associated to less severe CDI), whereas Enterobacteriaceae and Enterococcaceae were the most abundant in Cluster A, potentially associated with immune suppression, previous use of aggressive antibiotherapy, severe diarrhea, and a high incidence of recurrence.

In a recent study of more than 80 patients, the most abundant bacterial family was Enterobacteriaceae (>30%) and the five most abundant families (Enterobacteriaceae, Lachnospiraceae, Bacteroidaceae, Porphyromonadaceae, and Ruminococcaceae) represented less than 50% of the bacterial diversity (Staley et al., 2018). In our study, Enterobacteriaceae was the most abundant family in cluster A (22.66% overall, but ranged from 0% in sample MS1495 to 79.13% in sample MS1508), whereas the relative abundance of Lachnospiraceae was significantly lower (4.96% overall). Staley et al. (2018) also reported similar figures; Enterobacteriaceae was the most abundant bacterial family and the abundance of Lachnospiraceae was also very low. However, Lachnospiraceae was the third most abundant family overall (9.33%) and the second most abundant family in cluster B, in which its relative abundance was even higher (10.64%). This finding has been previously reported, but to a significantly lower extent: i.e., 6.5% (Staley et al., 2018). Although Lachnospiraceae are common inhabitants of the healthy human and mammalian gut microbiota (Lagier et al., 2012), they are highly sensitive to antimicrobial chemotherapy. Thus, a common sign of antibiotic exposure is the reduction or absence of Lachnospiraceae in the gut, creating an environmental niche for opportunistic CDI (Song et al., 2013). Not surprisingly, restoring Lachnospiraceae in infected patients has been shown to help cure C. difficile infections (Song et al., 2013) and it is a bacterial family used in fecal material transplants (Staley et al., 2018). Similarly, a member of the Tannerellaceae family, Parabacteroides distasonis, has been reported to be the most abundant in certain gastrointestinal disorders, such as Crohn’s disease (Lopetuso et al., 2018). Sample MS0147 came from a patient with Crohn’s disease and the most abundant genus was Escherichia–Shigella at 22.65%.

Although the relative abundance of Peptostreptococcaceae was comparatively low (1.56% overall), this family is of prime importance in CDI. The clostridial phylogeny in the phylum Firmicutes has recently been reconsidered and, among other reassignments of the taxa, it has been suggested that C. difficile and its close relatives, C. paradoxum and C. sticklandii, be reclassified within the family Peptostreptococcaceae in the order Clostridiales as a tentative solution to resolve various taxonomical problems (Yutin and Galperin, 2013). As expected, C. difficile was the most abundant species within both the order Clostridiales and the family Peptostreptococcaceae, and was identified in almost all samples. We also observed a correlation between the presence of Akkermansia and Peptostreptococcaceae as previously reported (Sangster et al., 2016). Sangster et al. (2016) also reported an increase in the abundance of Akkermansia muciniphila in CDI patients, potentially linked to the capacity of Akkermansia to degrade mucin, which may provide a selective advantage in CDI. In our study, samples MS0223 and MS1753 exhibited an abnormal expansion of the family Prevotellaceae (16.50% and 32.25%, respectively). Prevotellaceae is a family that can enzymatically disrupt mucosal barrier function and tends to be more abundant in intestinal biopsy samples isolated from patients with inflammatory bowel disease (IBD) (Nagao-Kitamoto et al., 2016).

Predicting microbiota dynamics in individuals and determining whether changes in composition are associated with varying severity and outcomes of CDI will require determining whether such changes lead to the disease. Wilson and Perini (1988) and latter other authors, demonstrated that other microorganisms compete more efficiently than C. difficile for monomeric glucose, N-acetylglucosamine, and sialic acids found in colonic contents, being the reason why C. difficile is not a predominant intestinal bacterium. However, when perturbations of the gut microbiota, as occur upon antibiotic administration, intestinal commensal bacteria depletion occur and consequently can help C. difficile compete for nutrients to grow, as well as fermentation process decline causing an increase of fecal redox potential. We analyzed the redox potential in fecal content and differs among the samples (minimum +29.03 mV, maximum +187,67 mV, mean ± standard deviation, 90.7 mV ± SD35.1). While we tried to establish a correlation between gut redox modification and the microbial alterations observed, it remains unclear, although our findings could suggest that modifications of the redox potential might be a key parameter shaping the gut microbiota to be elucidated in future studies. On the other hand, virulence, previous medical treatment, and host immunity will also need to be considered. We analyzed only samples from patients with diarrhea and a positive diagnosis for C. difficile. However, several other aspects must be considered in the association of the microbiota to CDI and other gastrointestinal processes. First, a potential drawback of ecological studies of gut microbiota in pathological processes is the misdiagnosis and/or the misassumption of the role of C. difficile in the gastrointestinal process, as patients colonized by C. difficile can be found for whom the diarrhea is primarily caused by other pathogens, although C. difficile is present. That was true in our study for at least four patients who were infected by Klebsiella, Campylobacter, Staphylococcus, or Escherichia. In these cases, co-infection cannot be ruled out, and the differences in the bacterial community profile should be considered with caution. The previous history of antibiotherapy is also highly relevant; the trigger may be dysbiosis caused by prior antibiotic treatment, even in cases in which the gastrointestinal process is caused by C. difficile and there is robust evidence for CDI. Similarly, the trigger may be also the status of the immune system. In our study, we were able to segregate the samples into clusters in which these two aspects were highly relevant. Finally, we cannot rule out that the triggering factors were digestive disorders or gastrointestinal diseases (small bowel occlusion, Chron’s disease, gastritis, diverticulitis).

In conclusion, our findings show that a reduction in Bacteroides is a clear disadvantage for healthy gut microbiota and can result in a worse CDI prognosis, including severe diarrhea and a high incidence of recurrence. This reduction may be associated with a weakened host immune system and history of aggressive antibiotherapy. In addition, an elevated abundance of Akkermansia may be a predictive marker for the presence of a CDI. Finally, a relevant aspect that must be considered in clinical practice is the misdiagnosis of CDI, as patients with a stool sample that tests positive for C. difficile are usually diagnosed with CDI and subsequently treated as such. However, co-infection with other pathogenic agents often plays an important role in the development of diarrhea and must be considered when prescribing antibiotic treatment.

Nucleotide Sequence Accession Number

The 16S rRNA profiling data sequenced in this study were deposited in the Sequence Read Archive of the National Center for Biotechnology Information database under the following study accession number: PRJNA493204.
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Clostridioides difficile is a Gram positive, sporulated, rod-shape, anaerobic pathogen responsible for nosocomial diarrhea and colitis, mainly in antibiotic treated patients. C. difficile produce two toxins responsible for disease, toxin A (TcdA) and toxin B (TcdB), although not all strains produce them. Non-toxigenic C. difficile (NTCD) strains are able to colonize the intestinal mucosa and are often isolated from asymptomatic individuals. NTCD are poorly studied, their evolutionary history has not been elucidated, and their relationship with illness remains controversial. The aim of this work was to analyze the phenotype of NTCD strains isolated from clinical cases in hospitals of México, and whether NTCD strains present characteristics that differentiate them from the toxigenic strains. Seventy-four C. difficile strains isolated from patients were tested for cytotoxicity and 14 were identified as NTCD strains. We analyzed phenotypical characteristics that are important for the biology of C. difficile like colony morphology, antibiotic resistance, motility, sporulation, and adherence. Strains were also genotyped to determine the presence of genes coding for TcdA, TcdB and binary toxin and ribotyped for 027 type. When compared with toxigenic strains, NTCD strains presented an enlarged branched colony morphology, higher resistance to metronidazole, and increased sporulation efficiency. This phenotype has been reported associated with mutations that regulates phenotypic characteristics like swimming, sporulation or adhesion. Our results show that phenotype of NTCD strains is heterogeneous but still present characteristics that differentiate them from toxigenic strains.

Keywords: phenotype, Clostridioides difficile, non-toxigenic, hospital-acquired diarrhea, Mexico


INTRODUCTION

Clostridioides difficile has emerged as a healthcare problem worldwide, C. difficile colitis has been one of the most costly and common causes of diarrhea during the last 20 years, causing millions of deaths every year (Garey et al., 2010). The infection may present different clinical characteristics, including diarrhea, pseudomembranous colitis, fulminant colitis, toxic megacolon, and even death (Burke and Lamont, 2014). An important factor to consider in the transmission of C. difficile infection (CDI) is the asymptomatic carriage of strains, which has been reported in up to 18% of asymptomatic people (Donskey et al., 2015). To understand the mechanism by which this pathogen causes disease, it is necessary to know the ecology of the microorganism. C. difficile was considered as part of the normal intestinal microbiota, until 1970 when it was identified as an opportunistic pathogen. The administration of antibiotics disrupts the composition of gut microbiota causing a dysbiosis which results in reduced resistance to pathogens and C. difficile spores takes advantage of this to germinate and colonize the host.

Clostridioides difficile has several virulence factors, including toxins A and B encoded on a pathogenic island called PaLoc (Pathogenesis Locus) (Dingle et al., 2014). A third toxin, denominated CDT, which belongs to a family of toxins called binary toxins was recently identify in toxigenic C. difficile strains (Perelle et al., 1997; Gulke et al., 2001). The disruption of cytoskeleton, and cellular damage caused by the action of toxins A and B leads to the disassociation of thigh junctions between colonocytes, promoting the loss of epithelial integrity and consequently diarrhea (Hunt and Ballard, 2013). However, there are some strains that are unable to produce one or the two toxins and are denominated as Non-toxigenic C. difficile (NTCD). These NTCD are classified into three groups: the first does not contain the PaLoc genes, the second present a modified PaLoc and are unable to produce toxin A or B; finally, the third group produces very low amount of toxins and their cytotoxic activity is not detected (Fluit et al., 1991; Wren et al., 1993; Cohen et al., 1998; Brouwer et al., 2012; Natarajan et al., 2013). NTCD are usually isolated from asymptomatic individuals, but there are some reports on the association of NTCD strains with diarrhea (Martirosian et al., 2004). In addition, NTCD strains have been isolated from patients also infected with toxigenic strains (Miyajima et al., 2011; Behroozian et al., 2013) suggesting that NTCD may be involved in mixed infections. Other reports highlight the ability of NTCD to protect against toxigenic C. difficile strains, although the mechanisms providing this protective effect are unknown (Nagaro et al., 2013). Of note, recent works suggest that the use of NTCD strains as an oral probiotic would be an effective treatment for C. difficile associated diarrhea, an option probably simpler than fecal transplant (Villano et al., 2012; Nagaro et al., 2013; Gerding et al., 2015; Arruda et al., 2016). Thus, the role of NTCD strains in gut disease remains unclear and should be better studied. The aim of this study was to gain more information about phenotypic and genotypic characteristic of NTCD strains isolated from patients with hospital-acquired diarrhea.



MATERIALS AND METHODS

Isolation and Identification of C. difficile From Patients

All samples were obtained from patients suffering from hospital-acquired diarrhea, attended at the National Medical Center “XXI Century” of the Mexican Institute of Social Security, Mexico City. Stools were cultured on CCFA agar after an ethanol shock and incubated under anaerobic conditions (N2, 5% CO2, and 5% H2) for 48–72 h at 37°C. Isolates were purified by passages of single colonies on Casman Blood Agar (Difco; Becton, Dickinson and Company, United States) and CCFA agar at least three times. C. difficile strains were identified by Gram staining, morphological growth in blood agar, UV-fluorescence and PCR amplification of 16S rRNA and tpi genes. Isolates were also subcultured in meat broth (Difco; Becton, Dickinson and Company, United States) for storage.

The amplification of 16S rRNA gene was performed using primers PS13 and PS14 (Table 1), while tpi gene amplification was performed with tpi-Fw and tpi-Rv primers in a 25 μl reaction according to the GoTaq Green Master Mix Protocol (Promega, United States). Thermocycler conditions were 7 min at 95°C, followed by 30 cycles of 30 s at 94°C, 90 s at 57°C and 1 min at 72°C; then a final extension of 7 min at 72°C. Products were analyzed by 2.0% agarose electrophoresis stained with Eva Green 1X (Jena Bioscience, Germany).

TABLE 1. Oligonucleotides used in this study.
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DNA Extraction

Bacteria were cultured in BHI broth (Bacto; Becton, Dickinson and Company, United States) under anaerobically atmosphere for 24 h at 37°C. Then cultures were centrifuged and pellets were used for extraction of bacterial DNA using InstaGene Matrix (BioRad, Mexico) following manufacturer’s recommendations. DNA concentration and quality were measured using a Nanodrop spectrophotometer, ensuring that A260/280 values were greater than 1.8.

Detection of Virulence Genes by PCR and Ribotyping

PCR amplification of the tcdA, tcdB, and cdtB genes was performed in 25 μl reaction with GoTaq Green Master Mix (Promega, United States), using the primers described in Table 1. Thermocycler conditions were 15 min at 95°C, followed by 30 cycles of 30 s at 94°C, 90 s at 57°C and 60 s at 72°C, with a final extension of 7 min at 72°C. We also designed primers to amplify the complete tcdC gene (Table 1) using the following conditions, 5 min at 94°C, followed by 30 cycles of 1 min at 94°C, 1 min at 42.5°C and 1 min at 72°C, with a final extension of 4 min at 72°C. Products were analyzed by 2.0% agarose electrophoresis, stained with Eva Green 1X (Jena Bioscience, Germany). Additional genotyping of the strains was done by ribotyping as described previously (Bidet et al., 1999). DNA from a clinical C. difficile strain ribotype 027 (Kindly donated by Dra. Elvira Garza, Monterrey, Mexico) (Camacho-Ortiz et al., 2015) was included in each run as a reference. Amplification products were subjected to electrophoresis in a 2.5% agarose gel, ethidium bromide stained and analyzed under ultraviolet light using the LabWorks Image Acquisition and Analysis Software (Version 4.5.00.0 for Windows, UVP).

In vitro Cytotoxicity Assays

VERO (ATCC CCL-81) and HT-29 (ATCC HTB-38) cells were grown at a confluence of 70% in DMEM medium (In Vitro, Mexico) supplemented with 5% fetal calf serum (GIBCO, United States). The sensitivity of each cell line to the C. difficile toxins is different, VERO cells are more susceptible for toxin B, whereas HT-29 cells are more susceptible to toxin A (Torres et al., 1992). Briefly, C. difficile strains were grown 48 h in BHI media under anaerobic conditions. Then 50 μl of filtered supernatants were added onto monolayer of cells grown in 96-well plates under a 5% CO2 atmosphere. Cytotoxicity was recorded under the microscope after 24 and 48 h of incubation at 37°C. To confirm specificity of the cytotoxic effect, a neutralization assay with anti-toxin was done, the cytotoxic supernatants were incubated 1 h with the anti-toxin antibodies (Remel, United States) in a 1:1 ratio, before added to Vero cells. Neutralization of cytotoxicity was recorded after 24 h of incubation at 37°C under a 5% atmosphere.

Colony Morphology

This assay was made as previously reported (Mackin et al., 2013) with slight modifications. Briefly, strains were grown overnight in Brucella broth at 37°C under anaerobic atmosphere. Then, 3 μl of culture were spotted onto BHI agar plates (Bacto; Becton, Dickinson and Company, United States) and incubated for 7 days to allow growth. Morphology of the single colonies was analyzed macroscopically. We used seven clinical toxigenic strains as controls (MX080, MX081, MX091, MX111, MX164, MX295, and MX300) as well as the ATCC 9689 and the 027/NAP1 C. difficile reference strains.

Antimicrobial Susceptibility Test

Susceptibility of C. difficile strains to vancomycin, metronidazole, levofloxacin and clindamycin was evaluated using the E-test strip (Liofilchem, Italy) on Müller-Hinton Blood agar plates. Bacteria were grown on Brucella broth (BBL, Becton, Dickinson and Company, United States) for 48 h at 37°C, then bacterial concentration was adjusted to 0.5 McFarland turbidity and 100 μl of each inoculum were spread over the blood agar plate, and the corresponding E-test strip was place on the plate. Plates were incubated under an anaerobic atmosphere as previously described (Leroi et al., 2002). C. difficile ATCC 9689 and 027 strains were used as controls. Results were interpreted after 48 h of incubation in anaerobic conditions at 37°C. MIC interpretation was based on the values suggested by the European Committee on Antimicrobial Susceptibility (EUCAST) and by The Clinical and Laboratory Standards Institute (CLSI).

Motility Assays

Swarming motility was analyzed as previously reported (Baban et al., 2013) with slight modifications. Briefly, C. difficile strains were grown for 18 h in Brucella broth under anaerobic conditions at 37°C. Bacterial concentration was adjusted to 0.5 McFarland turbidity and 3 μl were inoculated in previously reduced soft BHI agar (0.15% agar). Swarming motility was determined after 18 h of incubation under anaerobic conditions at 37°C. Assays were performed in triplicate for each strain in independent experiments.

Sporulation Assays

A conventional spore recovery assay was used to evaluate the sporulation rate of the strains as previously reported, with some modifications (Garneau et al., 2014). C. difficile strains were grown on Brucella broth for 48 h anaerobically at 37°C, bacterial concentration was adjusted to 0.5 McFarland, and subject to alcohol shock by mixing 1.0 ml of bacterial suspension with 80% ethanol and incubated for 45 min. Samples were then diluted in Brucella broth and 10-fold serial dilutions were plated onto Cassman Blood Agar. Plates were incubated for 48 h anaerobically and then CFU were measured. Sporulation efficiency was determined using the following formula:
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Adherence Assay

The ability of adherence of C. difficile strains were assayed on Vero cells. Vero cells were cultivated in culture bottles containing M199 medium (GIBCO, United States) supplemented with 5% fetal calf serum (GIBCO, United States), and grown until a confluence of 70%. Then cells were passed to a 96-well plates and cultured until a confluence of 90%. The cells were washed three times with PBS (Merk, Germany), and infected with C. difficile strains (107 bacteria/mL). Infected cells were incubated for 1 h under anaerobic conditions at 37°C, and washed four times with PBS to removed non-adherent bacteria. Attached bacteria were then removed with 100 μL of 0.06% Triton X-100 for 30 min at 37°C, and 1:10, 1:100, and 1:1000 dilutions were plated onto Cassman blood agar, and incubated anaerobically at 37°C for 48 h. Adherence efficiency was calculated using the following formula:
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Statistical Analysis

The statistical significance (p-value) for all experiments was calculated with one-way ANOVA test. A Tukey t-test was used to analyze the different NTCD genotypes studied. A p < 0.05 was considered to be significant. Statistics were done with the ASTATSA calculators1.



RESULTS

Isolation of NTCD Strains

A total of 74 C. difficile strains isolated from patients were tested for cytotoxicity and 14 of these strains were identified as NTCD strains, since they had no cytotoxic effect on either, Vero (Supplementary Figure S1) or HT29 cells (data not shown). Thus, in 19% of the clinical cases with hospital-acquired diarrhea we identified only infection with NTCD strains; of note, in these patients no mixed infection with toxigenic strains was found and no other enteropathogen was identified. Among these 14 strains 7 were isolated from adults and 7 from children. To corroborate the identity of these strains, all isolates were confirmed as C. difficile by PCR for the 16S rRNA and tpi gene. Then the presence of toxin genes was analyzed by PCR, and we found the two previously reported genotypes (Natarajan et al., 2013): 9 strains with all three toxin genes absent (cdtB−tcdA−tcdB−) and 5 strains with all three genes present (cdtB+tcdA+tcdB+). These results indicate that the lack of cytotoxicity is not always due to the absence of the genes. To further characterize these strains we also determined the presence of the tcdC gene in all strains and found that it was present in all 5 cdtB+tcdA+tcdB+, but absent in all 9 cdtB−tcdA−tcdB− strains (data not shown). Ribotyping of the 14 isolates showed that 4 of the 5 cdtB+tcdA+tcdB+ strains were 027 type, whereas only one of the 9 cdtB−tcdA−tcdB− strains was 027 (Supplementary Figure S2). Clinical and genotype characteristics of the strains are present in Table 2.

TABLE 2. Clinical and genotypic characteristics of C. difficile non-toxigenic strains isolated from patients with hospital-acquired diarrhea.
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Colony Morphology

Once we selected NTCD strains we compared their colony morphology after growing them for 5 days in BHI agar plates. Our results showed that colonies of NTCD were usually larger than colonies of toxigenic strains, and presented more ruffled edges (Figure 1), with some strains displaying highly branched colonies like strains MX113 and MX249. The size of NTCD colonies had an average of 1.89 cm, while toxigenic colonies had an average of 0.65 cm, a difference that was statistically significant (p < 0.05). Among the NTCD strains no difference in size was observed between those cdtB+cdtA+tcdB+ and those cdtB−cdtA−tcdB−.


[image: image]

FIGURE 1. Colony morphology of non-toxigenic C. difficile (NTCD) strains. Strains were grown in BHI media for 7 days in anaerobically atmosphere as described previously. Bar = 1.0 cm.



Antibiotic Susceptibility

Non-toxigenic C. difficile strains were tested for sensitivity to clindamycin, metronidazole, levofloxacin and vancomycin using the threshold suggested by EUCAST and CLSI: >16 μg ml−1 for Clindamycin, >2.0 μg ml−1 for metronidazole, >2.0 μg ml−1 for vancomycin, and >4.0 μg ml−1 for levofloxacin. NTCD strains with the cdtB+tcdA+tcdB+ genotype showed a significantly increase resistance to metronidazole (p < 0.05) (Figure 2) when compared with cdtB−cdtA−tcdB− and with the cytotoxigenic strains. Cytotoxigenic strains presented higher resistance to levofloxacin and clindamycin than the NTCD strains, although difference did not reach statistical significance.
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FIGURE 2. Antibiotic resistance of NTCD strains. E-Test analysis of NTCD strains. Gray bars: cdtB+tcdA+tcdB+ strains. White bars: cdtB−tcdA−tcdB− strains. Striped bars: control toxigenic strains. ∗p < 0.05.



Motility

In order to learn more about the phenotypic characteristic of NTCD strains, we analyzed the motility of the strains. The extent of the growth was measured after 18 h in BHI soft agar. Our results showed no difference in motility between the genotype and the capacity of swimming (Figure 3), although we found some strains that had an increased swimming ability (strains MX113, MX024, and MX041 and the 027 control strain), whereas others presented a very reduced motility (strains MX153 and MX249).
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FIGURE 3. Non-toxigenic C. difficile motility. Range motility of C. difficile non-toxigenic and toxigenic strains. Cells were grown in soft BHI agar (0.15% agar) for 18 h, and swimming range was measure. Gray bars: cdtB+tcdA+tcdB+ strains. White bars: cdtB−tcdA−tcdB− strains. Striped bars: control toxigenic strains. Values represent the average ± standard deviation (SD) from three independent experiments. p > 0.05.



Spore Formation in NTCD Strains

Sporulation is one of the most important advantages that C. difficile has as a pathogen. The spores provide the ability to resist disinfectants, antibiotics, hostile environment and are the vehicle for C. difficile transmission. Previous studies reported that sporulation levels of non-toxigenic strains were lower than the levels displayed by toxigenic strains (ref). In contrast, we found that whereas NTCD tcdA−cdtB−tcdB− strains showed a high capacity of spore formation, NTCD tcdA+cdtB+tcdB+ strains had a deficient spore formation capacity, and the toxigenic strains displayed a moderate capacity (p < 0.05) (Figure 4).
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FIGURE 4. Sporulation efficiency of non-toxigenic Clostridioides difficile strains. Sporulation efficiency by chemical shock with 80% ethanol. Gray bars: cdtB+tcdA+tcdB+ strains. White bars: cdtB−tcdA−tcdB− strains. Striped bars: control toxigenic strains. Values represent the average ± standard deviation (SD) from three independent experiments. ∗p < 0.05.



Adherence of NTCD Strains in Vero Cells

We analyzed the adherence ability of NTCD to Vero cells (Figure 5). The assay was done under anaerobic conditions as previously described. Results showed that most strains presented a high adherence efficiency, and only two had a reduced ability, below 20% (MX125 and MX295). There was no significative difference between genotypes and adherence.
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FIGURE 5. Adherence of NTCD strains in Vero cells. Monolayers of Vero cells were incubated with each strain. Cell adherence efficiency was measure as described previously. Gray bars: cdtB+tcdA+tcdB+ strains. White bars: cdtB−tcdA−tcdB− strains. Striped bars: control toxigenic strains. The data presents and standard deviation are for three independent experiments. p > 0.05.





DISCUSSION

Non-toxigenic C. difficile strains are poorly studied, and there is a need to learn more about the physiology and evolution of this type of C. difficile strains and to understand their role in disease. To our knowledge, this work is the first report on phenotypic characteristics of NTCD strains aiming to differentiate toxigenic from NTCD C. difficile strains. All the strains included in this work are clinical isolates from patients that presented hospital-acquired diarrhea and where no other enteropathogen was identified. In addition, in these cases we did not find mixed infection with toxigenic C. difficile strains, suggesting the possibility that NTCD strains may be associated with some cases of hospital-acquired diarrhea. This suggestion needs to be further studied by thoroughly characterizing the enterotoxicity of NTCD strains in cell and animal models.

In spite of the phenotypic heterogeneity of C. difficile strains, we were still able to identify some phenotypic characteristics that differentiates NTCD from toxigenic strains, in particular in their colony morphology, sporulation, and antimicrobial resistance. When we analyzed the colony morphology of NTCD strains, we identified that NTCD strains have more ruffled edges. Previous studies reported that this colony phenotype resulted after mutation in genes like the transcription–repair coupling factor, mfd (Willing et al., 2015b), the master regulator spo0A (Mackin et al., 2013), the transcriptional regulator recV, or the wall protein cwpV (Reynolds et al., 2011). Although it is known that Mdf protein is a repair factor, studies in C. difficile have shown that it may also have a role in transcriptional regulation, suppressing CodY and CcpA effect. In toxigenic strains, the mutation of mdf gene increase toxin production, and induce a change in colony morphology, although the factor responsible for this change in morphology is not known (Willing et al., 2015a). On the other hand, Spo0A protein has an important role in the control of sporulation (Underwood et al., 2009) and of toxin production in several strains (Mackin et al., 2013). A recent work reported that mutation of spo0A has an effect on colony morphology and motility across a solid surface, like the twitching motility mediated by type IV pili (Mackin et al., 2013). Thus, it is possible that NTCD strains may present mutations in genes that result in altered colony morphology but also in altered toxin production and in sporulation efficacy. In this sense, it is noteworthy that NTCD strains with the genotype tcdA−cdtB−tcdB− presented the highest efficacy in sporulation, although a previous study found no correlation between the genotype and spore variability (Burns et al., 2010). Sporulation may be regulated by as much as 314 genes (Fimlaid et al., 2013), and one of them is the spo0A gene. Our results in colony morphology and spore efficacy suggest that spo0A gene may be mutated in NTCD strains and that this mutation could also be responsible for the no-cytotoxic activity of these strains. The study of the genomes of NTCD strains will help clarify the genetic bases of these phenotypic characteristics; in this sense, we are in the process of sequencing the genomes of the NTCD strains reported in this work.

We observed that NTCD tcdA+cdtB+tcdB+ strains were more resistant to metronidazole than the tcdA−cdtB−tcdB− and the toxigenic strains. The resistance of C. difficile toxigenic strains to metronidazole has been previously reported, and it has been suggested that this may have a high impact on the pathophysiology of recurrent CDI diseases (Richardson et al., 2015). There is a report on a single NTCD strain with a stable resistance to metronidazole where resistance was associated with an altered pfo gene expression. Pfo is a pyruvate-flavodoxin oxidoreductase that participate in the response to oxidative stress (Moura et al., 2014). Since in our study most metronidazole resistant strains were NTCD tcdA+cdtB+tcdB+, it will be interesting to see if there is any association between resistance to metronidazole and inhibition of toxin expression.

The ability to adhere to cells and the motility were phenotypes that were not different among the strains that we studied, regardless of cytotoxicity or genotype. Previous studies have shown that some toxigenic strains that do not have flagella, they still conserve late flagellar genes that are also responsible for regulation of toxin production (36). It will be of interest to study the role of flagellar genes in our NTCD strains to better understand the processes of cytotoxicity, motility, adherence, and colonization in C. difficile.

The natural history of the infection by C. difficile NTCD strains remains unclear, and their participation in the pathogenesis of intestinal disease is yet unknown. In this study we characterized NTCD strains isolated from patients with hospital-acquired diarrhea, which suggest that they could cause disease even in the absence of toxin production. We identified two NTCD genotypes, one PCR positive for all three toxins (tcdA+cdtB+tcdB+) and the other PCR negative for the toxins (tcdA−cdtB−tcdB−). We do not know if tcdA+cdtB+tcdB+ strains have functional genes and are able to produce toxin in vivo in the human intestine. Of note, we detected the presence of the tcdC negative regulator gene in the 5 tcdA+cdtB+tcdB+ NTCD strains, which suggest that probably these strains have a deficient positive regulator cdtR gene. On the other hand, the strains tcdA−cdtB−tcdB−, may be able to produce unknown virulence factors, which elucidation requires further studies. Also, we found that most of the tcdA+cdtB+tcdB+ NTCD strains were of the ribotype 027, the ribotype most commonly reported for toxigenic strains. Our results suggest 027 is common in strains with the toxin genes, even if the show negative for cytotoxicity. On the other hand, most of the tcdA−cdtB−tcdB− were not 027, which is also in agreement with previous reports (Urban et al., 2001; Pereira et al., 2016; Riley et al., 2018). Only one isolate (strain 153) was negative for toxins by PCR but still ribotype 027, a result that is not agreement with previous reports (Valiente et al., 2014); and we need to further study this isolate. A work in progress is the sequencing of the genome of these NTCD isolates, which will help clarify if this strain has truncated or mutated toxin genes that make it PCR negative.



CONCLUSION

In spite of the diversity in the phenotypic characteristics among the studied strains, there were significant differences in colony morphology, metronidazole resistance, and sporulation between NTCD and cytotoxigenic strains. Colony morphology and sporulation differentiated between NTCD and cytotoxigenic strains, whereas metronidazole resistance differentiated NTCD tcdA+cdtB+tcdB+ strains from NTCD tcdA−cdtB−tcdB− and from toxigenic strains. We are currently sequencing the genome of both toxigenic and NTCD strains to better understand the genomic characteristic of both types of strains.
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FIGURE S1 | Cytotoxic analysis of C. difficile strains in Vero cells. After cytotoxic analysis, cells were washed with PBS and fixed with methanol. Then Giemsa staining was performed to analyze the cytotoxic effect in Vero cells.

FIGURE S2 | Ribotyping of NTCD strains. PCR ribotype analysis from the non-toxigenic strains from this study.



FOOTNOTES

1 http://astatsa.com/OneWay_Anova_with_TukeyHSD
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Strains of Clostridioides difficile cause detrimental diarrheas with thousands of deaths worldwide. The infection process by the Gram-positive, strictly anaerobic gut bacterium is directly related to its unique metabolism, using multiple Stickland-type amino acid fermentation reactions coupled to Rnf complex-mediated sodium/proton gradient formation for ATP generation. Major pathways utilize phenylalanine, leucine, glycine and proline with the formation of 3-phenylproprionate, isocaproate, butyrate, 5-methylcaproate, valerate and 5-aminovalerate. In parallel a versatile sugar catabolism including pyruvate formate-lyase as a central enzyme and an incomplete tricarboxylic acid cycle to prevent unnecessary NADH formation completes the picture. However, a complex gene regulatory network that carefully mediates the continuous adaptation of this metabolism to changing environmental conditions is only partially elucidated. It involves the pleiotropic regulators CodY and SigH, the known carbon metabolism regulator CcpA, the proline regulator PrdR, the iron regulator Fur, the small regulatory RNA CsrA and potentially the NADH-responsive regulator Rex. Here, we describe the current knowledge of the metabolic principles of energy generation by C. difficile and the underlying gene regulatory scenarios.
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CLOSTRIDIOIDES (CLOSTRIDIUM) DIFFICILE

Clostridioides (Clostridium) difficile (Lawson et al., 2016) was discovered in 1935 as a commensal of healthy newborns (Hall and O’Toole, 1935). It was only in the late 1970s that C. difficile was recognized as a severe pathogen, responsible for antibiotic-related pseudomembranous colitis (Bartlett et al., 1978). In the last 20 years, an emerging number of nosocomial and community-acquired infections with symptoms ranging from mild diarrhea to pseudomembranous colitis and toxic megacolon was documented (Bartlett, 2006; Rupnik et al., 2009; Knight et al., 2015; Lessa et al., 2015). Major risk factors are antibiotic therapy, age and immunosuppression (Bignardi, 1998). The symptoms including severe intestinal damage are believed to be mainly caused by the two large clostridial toxins A (TcdA) and B (TcdB) and the binary toxin Cdt (Carter et al., 2010; Carman et al., 2011). In vitro, the toxins are predominantly produced in the stationary phase. Toxin production directly depends on the metabolic state of C. difficile (Karlsson et al., 2008; Neumann-Schaal et al., 2015; Hofmann et al., 2018). The number of genome-sequenced C. difficile strains with short-read sequences has increased up to 7000 (https://enterobase.warwick.ac.uk/, Alikhan et al., 2018), while the number of closed genomes remains at about 50 (e.g. Sebaihia et al., 2006; He et al., 2010; Riedel et al., 2017). Currently, several high quality annotations of the C. difficile genome are available, which serve as a solid basis for a systematic investigation of the transcriptome, proteome, metabolome, and for the construction of genome-scale metabolic models (Sebaihia et al., 2006; Monot et al., 2011; Larocque et al., 2014; Pettit et al., 2014; Dannheim et al., 2017a,b; Jenior et al., 2017; Kashaf et al., 2017).



FERMENTATION PATHWAYS


Stickland Metabolism


C. difficile harbors multiple pathways to utilize amino acids and sugars as energy sources (Mead, 1971; Elsden et al., 1976; Elsden and Hilton, 1979). The fermentation of amino acids via the so-called Stickland pathway occurs in three stages that ultimately couple the oxidation and reduction of amino acids to the formation of ATP (Stickland, 1934; Nisman, 1954). The first step is the transamination of an amino acid to its corresponding 2-oxo-acid (O’Neil and DeMoss, 1968; Barker, 1981) which yields NADH once coupled to the glutamate dehydrogenase reaction (Figure 1). In addition, serine, threonine, methionine, and cysteine are subject to deamination (Hofmeister et al., 1993; Morozova et al., 2013). The second part is either an oxidative or a reductive pathway. In the oxidative pathway, the formed 2-oxo acid gets oxidized by ferredoxin with the formation of a CoA thioester and the release of CO2 (Mai and Adams, 1994; Heider et al., 1996; Lin et al., 2015). The final steps of the pathway (encoded by vorCBA, iorBA) include the cleavage of the CoA thioester with subsequent ATP formation (Nisman, 1954; Valentine and Wolfe, 1960; Cary et al., 1988; Wiesenborn et al., 1989; Musfeldt and Schönheit, 2002). In the reductive pathway, the 2-oxo acid is reduced employing NADH with the formation of a 2-hydroxy acid (Hetzel et al., 2003; Martins et al., 2005; Kim et al., 2006). The dehydratation to enoyl-CoA (Dickert et al., 2002; Kim et al., 2004, 2005, 2008) in a CoA transferase reaction follows this (Kim et al., 2006). The reduction of the enoyl-CoA to acyl-CoA is catalyzed by an electron bifurcating acyl-CoA dehydrogenase (see below). The final step of the pathway is the transfer of the coenzyme A to the 2-hydroxy acid of the reductive path releasing the carboxylic acid (Kim et al., 2006) (Figure 1A). Genes of the reductive path are organized in the hadAIBC-acdB-etfBA operon with the exception of the ldhA gene which is localized upstream of the operon in the opposite direction. Interestingly, C. difficile revealed only a limited spectrum of amino acids utilized in the reductive pathway, while multiple amino acids can be used in the oxidative pathway (Figure 1B) (Elsden et al., 1976; Elsden and Hilton, 1978, 1979; Neumann-Schaal et al., 2015; Rees et al., 2016; Dannheim et al., 2017b; Riedel et al., 2017). Some amino acids are degraded by a modified Stickland pathway like the reduction of proline and glycine or the degradation of arginine via ornithine (Schmidt et al., 1952; Mitruka and Costilow, 1967; Hodgins and Abeles, 1969; Turner and Stadtman, 1973; Cone et al., 1976; Kabisch et al., 1999; Jackson et al., 2006; Fonknechten et al., 2009).
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FIGURE 1. Overview of the fermentation metabolism in Clostridioides difficile. (A) Schematic overview of Stickland reactions showing the reaction steps of classical reductive and oxidative pathways and of the Rnf complex and the connection to the electron bifurcating enzymes. Products are shown at the end of the arrow and in boxes alongside the arrows, * Serine, threonine, methionine and cysteine are also subject to deamination by lyases. (B) Overview of amino acids and glucose as representative sugar and their fermentation products. The figure summarizes published fermentation products and substrates omitting alcohols and intermediates of the pathways for reasons of clarity. Corresponding alcohols are only minor products. (-OH: -hydroxy, Fdox: Ferredoxin oxidized form, Fdred: Ferredoxin reduced form). Green: oxidative Stickland reactions and their products, gray: reductive Stickland reactions and their products, orange: central carbon metabolism-associated fermentation products, black: Stickland products (oxidative and/or reductive) and central carbon metabolism-associated fermentation products.
 



Central Carbon Metabolism-Associated Fermentation

Besides the branched-chain and aromatic products of the Stickland reactions, C. difficile produces a number of straight-chain organic acids including acetate, lactate, propionate and butyrate (Neumann-Schaal et al., 2015; Rees et al., 2016; Dannheim et al., 2017b). Key metabolites for their formation are pyruvate and acetyl-CoA. With the exception of acetate, reducing equivalents are oxidized during the formation of the organic acids.

Pyruvate, derived from carbohydrates and amino acids, is a key metabolite in both fermentation and the central carbon metabolism. It is fermented in two ways in C. difficile. It can be transformed to propionate via the reductive Stickland pathway as was observed in Clostridium propionicum (Hetzel et al., 2003; Schweiger und Buckel, 1984; Selmer et al., 2002). Or, it can be degraded to acetyl-CoA and produce butyrate via acetoacetyl-CoA and crotonyl-CoA (Figure 2). Clostridia typically use NADH to reduce acetoacetyl-CoA to 3-hydroxybutyryl-CoA (von Hugo et al., 1972; Sliwkowski and Hartmanis, 1984; Aboulnaga et al., 2013). The second reduction step of crotonyl-CoA to butyryl-CoA includes an electron bifurcating step (Aboulnaga et al., 2013) (see below). The enzymes of butyrate fermentation are organized in two operons (bcd-etfBA-crt2-hbd-thlA and ptb1-buk). Other products such as valerate and 5-methylhexanoate can be formed combining acetyl-CoA with propionyl-CoA or isovaleryl-CoA via the identical set of enzymes (Dannheim et al., 2017b). These reactions play a major role as a sink for reducing equivalents when favored substrates such as proline and leucine are not available (Neumann-Schaal et al., 2015).
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FIGURE 2. Glycolysis, gluconeogenesis, the fragmented TCA cycle, anaplerotic reactions and global regulators involved in metabolism. Schematic overview of the glycolysis, gluconeogenesis, the fragmented TCA cycle showing the oxidative and the reductive pathway, including anaplerotic reactions as well as global regulators controlling the central metabolism. Global regulators are marked by colored dots, ATP producing and reducing equivalent consuming/producing reactions are marked by colored arrows. (BP: bisphosphate, P: phosphate, Ac: Acetyl, -OH: -hydroxy). Dashed arrows represent multiple reactions.
 



Electron Bifurcation and the Rnf Complex

Beside substrate-level phosphorylation, C. difficile couples several of the described fermentation pathways to the generation of a sodium/proton gradient using electron bifurcation in combination with the membrane spanning Rnf complex (Figure 1A). The Rnf complex was originally discovered in Rhodobacter capsulatus and catalyzes the reduction of NAD+ by ferredoxin (Schmehl et al., 1993; Biegel and Müller, 2010). Reduced ferredoxins can be produced through several ways. For instance, via ferredoxin-dependent oxidoreductases of the oxidative Stickland pathway or via dehydrogenases coupled to an electron bifurcation complex. Electron bifurcation couples the NADH-dependent reduction of a substrate (often CoA-derivatives) to the reduction of ferredoxin (Bertsch et al., 2013). This unique coupling is possible as the redox potential of enoyl-CoA (around 0 mV) is significantly higher than that of NAD+ (−280 mV) and ferredoxin (−500 mV) (Buckel and Thauer, 2013). Two electrons derived from NADH are distributed to two different electron acceptors, here an enoyl-CoA and ferredoxin. In C. difficile, electron bifurcating enzymes are found in several pathways including the reductive Stickland pathways (Figure 1A) and the butyrate/propionate fermentation pathways (butyryl-CoA und acryloyl-CoA dehydrogenases, Figure 2) (Hetzel et al., 2003; Aboulnaga et al., 2013; Bertsch et al., 2013). Finally, the free energy resulting from redox potential difference between ferredoxin (−500 mV) and NAD+ (−280 mV) is used to transport ions across the membrane (Buckel and Thauer, 2018). The nature of transported ions has not been studied in C. difficile. However, the transport of protons was observed for other clostridia (Biegel and Müller, 2010; Tremblay et al., 2012; Hess et al., 2013; Mock et al., 2015). Already in the 1980s, it was shown that also proline reduction is coupled to proton motive force generation (Lovitt et al., 1986), most likely via a direct interaction of the proline reductase with the Rnf complex. The generated ion gradient is used for either transport processes, motility, or for ATP generation via ATP synthase (Figure 1A).

What is the ATP recovery of the overall process? Usually organic acids are secreted in a protonated state. ATP synthase requires four ions for the generation of one molecule ATP (Dannheim et al., 2017b). The oxidative path reduces two molecules of NAD+ to NADH and phosphorylates 1.5 ADP. The reductive pathway regenerates one molecule NAD+ and produces 0.5 ATP. For leucine as substrate, the redox balance requires the reduction of two molecules leucine per one molecule oxidized leucine (Britz and Wilkinson, 1982; Kim et al., 2005). Overall, this leads to a production of 0.83 molecules ATP per molecule amino acid. Under the same conditions, the formation of acetate from acetyl-CoA yields 1.25 molecules ATP per molecule acetyl-CoA. The fermentation of two molecules acetyl-CoA to butyrate yields 1.75 molecules ATP and regenerates two reducing equivalents (Dannheim et al., 2017b).




CENTRAL CARBON METABOLISM


Glycolysis and Gluconeogenesis and the Incomplete TCA Cycle

Pyruvate and acetyl-CoA are key metabolites used for a variety of different metabolic reactions in C. difficile. Pyruvate is produced via glycolysis and amino acid degradation (e.g. cysteine or alanine). Interestingly, cysteine and also pyruvate inhibit toxin production in C. difficile (Bouillaut et al., 2015; Dubois et al., 2016) emphasizing the tight connection of metabolism and pathogenicity. While glycolysis and gluconeogenesis follow classical pathways, acetyl-CoA can be produced via the Wood-Ljungdahl-pathway, via pyruvate synthase and via pyruvate formate-lyase.

For Clostridium acetobutylicum an incomplete TCA cycle was described (Amador-Noguez et al., 2011; Crown et al., 2011; Au et al., 2014). Based on genome annotation, C. difficile might also possess a truncated TCA cycle which is still sufficient for the production of biomass precursors and the degradation of nutrients (Dannheim et al., 2017b) (Figure 2). In Clostridium kluyveri, a citrate-(Re)-synthase is catalyzing the acetylation of oxaloacetate to form citrate replacing the common citrate-(Si)-synthase (Li et al., 2007). Citrate is further metabolized to 2-oxoglutarate (α-ketoglutarate), the precursor of the glutamate metabolism. Further oxidation of 2-oxoglutarate to succinyl-CoA is impaired as the 2-oxoglutarate synthase is missing. The reductive path is already interrupted at the level of oxaloacetate since a non-decarboxylating malate dehydrogenase is missing in C. difficile (Dannheim et al., 2017b). However, oxaloacetate is connected to fumarate via pyruvate and malate or aspartate. Aspartate serves as ammonium donor for arginine- and purine biosynthesis with the formation of fumarate. Fumarate can be degraded to pyruvate to refill the pyruvate pool or it can serve as electron acceptor for aspartate oxidase to produce iminosuccinate as a precursor of NAD biosynthesis (Senger and Papoutsakis, 2008; Dannheim et al., 2017b). The resulting succinate is a substrate of succinyl-CoA:acetate CoA transferase. The succinyl-CoA formed is used for methionine biosynthesis or is degraded to butyrate via crotonyl-CoA (Amador-Noguez et al., 2011; Crown et al., 2011; Au et al., 2014). In summary, the only reaction that contributes to the production of NADH in the truncated TCA cycle is the oxidation of isocitrate to 2-oxoglutarate (Figure 2). Other bacteria harboring a complete TCA cycle produce 3 NADH per acetyl-CoA, which is used for proton gradient formation and ATP generation. Since C. difficile is missing the classical electron transport chains, the TCA cycle is mainly used for the production and degradation of various metabolically important intermediates (Sebaihia et al., 2006).



The Wood-Ljungdahl Pathway

Beside the already described reductive Stickland reactions and the butyrate fermentation, the Wood-Ljungdahl pathway also allows re-oxidation of NADH in C. difficile. In this pathway, which is also known as the reductive acetyl-CoA pathway, two molecules CO2 are used as terminal electron acceptors and reduced to acetate (Ragsdale, 1997). First CO2 gets reduced with NADPH to formate or directly into a formyl group by formate dehydrogenase. In a second step catalyzed by the carbon-monoxide dehydrogenase/acetyl-CoA synthase complex the formyl group is reduced to a methyl group and combined with CO and coenzyme A to acetyl-CoA (Ragsdale, 1997). Köpke et al. (2013) showed that the pathway is present in all 28 sequenced C. difficile strains available at that time. Moreover, they showed that the clinical isolate C. difficile 630 and closely related strains are capable of growing autotrophically on CO2 + H2. However, only slight growth was observed probably due to the lack of tryptophan biosynthesis (Sebaihia et al., 2006). Compared to true acetogens like Clostridium ljungdahlii (Köpke et al., 2010), Moorella thermoacetica (Pierce et al., 2008), and Acetobacterium woodii (Poehlein et al., 2012), C. difficile genomes only harbor an orphan acetate kinase gene. No obvious gene for a phosphotransacetylase was detected. However, this reaction might be catalyzed by the phosphotransbutyrylase (Köpke et al., 2013). In summary, fixation of the glycolysis-derived CO2 via the Wood-Ljungdahl pathway might be also a metabolic advantage for C. difficile in the human gut (Köpke et al., 2013).



Pyruvate Utilization via Pyruvate Formate-lyase


C. difficile is utilizing pyruvate via the radical enzyme pyruvate formate-lyase, which forms the products acetyl-CoA and formate in the presence of coenzyme A (Figure 2). Pyruvate formate-lyase (PflD) requires an [4Fe-4S] cluster containing activating enzyme (PflC) for the formation of the catalytic glycyl radical (Crain and Broderick, 2014). The formate generated gets subsequently oxidized to CO2 and an electron by the formate dehydrogenase, a MoCo-containing selenoprotein (Pinske and Sawers, 2016). The electrons formed are transferred to a [NiFe] hydrogenase (Shafaat et al., 2013; Pinske and Sawers, 2016). Overall, the central metabolism in C. difficile mainly serves as an anabolic and catabolic hub and for CO2 fixation, avoiding the generation of NADH due to the lack of classical respiratory chains.




REGULATION OF C. DIFFICILE ENERGY METABOLISM

Currently, only a partial view of the regulation of the C. difficile energy metabolism at the transcriptional and post-transcriptional level is available (Bouillaut et al., 2015). Clearly, the major regulator is the catabolite control regulator CcpA (Antunes et al., 2012). In Bacillus subtilis the LacI/GalR type regulator forms a complex with phosphorylated form of Hpr or Crh, which in turn is generated in the presence of high cellular glucose or fructose-1,6-bisphosphate concentrations (Fujita, 2009). In C. difficile about 140 genes are directly controlled by CcpA including genes of glycolysis, proline reduction, glycine reduction, butanol and butyrate formation (Figure 2; Antunes et al., 2012). In parallel, CcpA controls the expression of the toxin genes tcdA and tcdB in response to fructose-1,6-bisphosphate without phosphorylated Hpr, providing a strong link between metabolism and toxin production (Antunes et al., 2011). The proline-dependent regulator PrdR activates genes for proline reductase and represses the genes for glycine reductase (Figure 2; Bouillaut et al., 2013). The global regulator CodY provides a link to sporulation and another connection of the metabolism to toxin production (Dineen et al., 2007; Nawrocki et al., 2016; Ransom et al., 2018). In close cooperativity with the SinR and SinR’ proteins and the corresponding genes, CodY controls the toxin off state during the exponential growth phase (Girinathan et al., 2018; Ransom et al., 2018). Interestingly, culture heterogeneity caused by a bistable switch was observed (Ransom et al., 2018). CodY regulates also the energy metabolism via binding to promoters of genes involved in glycogen formation, the pyruvate formate-lyase path to hydrogen and butanol/butyrate generation (Figure 2; Dineen et al., 2010). The sigma factor SigH, controlling the genes of the glycogen metabolism and for formate dehydrogenase, represents another connection of the metabolism with sporulation (Saujet et al., 2011). The function of the NADH/NAD+-responsive regulator Rex in the fermentative metabolism of C. acetobutylicum was described before (Wietzke and Bahl, 2012). Participation in the regulation of butanol and butyrate formation in C. difficile was proposed (Figure 2; Bouillaut et al., 2015). The ferric uptake regulator Fur also directly influences glycine reduction and hydrogen formation from pyruvate in response to low iron condition (Figure 2; Ho and Ellermeier, 2015; Berges et al., 2018). Finally, the small regulatory RNA CsrA serves as carbon storage regulator influencing the genes of glycogen mobilization (Figure 2; Gu et al., 2018). Obviously, a complex regulatory network headed by the pleiotropic regulators CcpA and CodY co-regulates metabolism and toxin production. Similarly, CodY and SigH connect sporulation with the metabolism at the transcriptional level (Martin-Verstraete et al., 2016).



CONCLUSION AND FUTURE PERSPECTIVES

In Western countries, hypertoxic C. difficile strains are causing several thousand deaths per year especially after antibiotic treatments. In this context, the mystery of the ecological success of this pathogenic bacterium is closely related to its unique and highly adaptive metabolism. Amino acids as building blocks of proteins are integral parts of our nutrition and thus available in access in our gut. Similarly, sugars from sugar polymers like starch constitute the carbohydrate part of our food. Both are the major energy sources of C. difficile. The versatile organism possesses multiple pathways for amino acid fermentation. However, normal substrate level phosphorylation suffers from very low ATP recoveries and the need to utilize parts of this ATP for ion gradient formation via a reverse ATPase reaction. Thus, smart C. difficile couples amino acid fermentation via electron bifurcation to membrane potential generating processes at the Rnf complex. Similarly, the central metabolism was modified to prevent unnecessary NADH generation, which usually has to be re-oxidized via energetically cost-intensive reactions. The organism uses an incomplete TCA cycle, generating one instead of three NADH. Furthermore, pyruvate formate-lyase instead of pyruvate dehydrogenase produces acetyl-CoA and formate, which gets transformed into protons by formate dehydrogenase and finally to hydrogen by a hydrogenase. Nevertheless, major metabolic fluxes have to be determined. Most likely, additional principles of energy generation will be uncovered. We are at the beginning of an exciting period of systems biology, allowing the integration of the different levels of cellular control represented by transcriptional control, RNA stability, translational control, metabolic control and coordinated degradation.

Currently, we know that this complex metabolism is controlled by a network of regulatory proteins, which directly connects it to toxin formation and sporulation. Major players are the catabolite regulator CcpA, the sporulation sigma factor SigH, the pleiotropic transcription factor CodY, the proline regulator PrdR, the iron responsive Fur and potentially the NADH/NAD+-ratio measuring Rex. Here, SigW and CodY are important players during the onset of sporulation. Similarly, CcpA and CodY regulate toxin gene transcription. A first small regulatory RNA (CsrA) was found involved in flagella formation, toxin production and host cell adherence. Most likely, this is only a small part of the yet unknown regulatory network underlying the efficient adaptation of the metabolism to changing environmental conditions. Novel regulatory principles including new regulators, novel small regulatory RNA and proteins, unknown changes in the protein–protein network with controlled proteolysis, direct metabolic regulation, control of RNA stability to name a few, have still to be elucidated.
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Clostridioides difficile is an intestinal human pathogen that uses the opportunity of a depleted microbiota to cause an infection. It is known, that the composition of the intestinal bile acid cocktail has a great impact on the susceptibility toward a C. difficile infection. However, the specific response of growing C. difficile cells to diverse bile acids on the molecular level has not been described yet. In this study, we recorded proteome signatures of shock and long-term (LT) stress with the four main bile acids cholic acid (CA), chenodeoxycholic acid (CDCA), deoxycholic acid (DCA), and lithocholic acid (LCA). A general overlapping response to all tested bile acids could be determined particularly in shock experiments which appears plausible in the light of their common steroid structure. However, during LT stress several proteins showed an altered abundance in the presence of only a single or a few of the bile acids indicating the existence of specific adaptation mechanisms. Our results point at a differential induction of the groEL and dnaKJgrpE chaperone systems, both belonging to the class I heat shock genes. Additionally, central metabolic pathways involving butyrate fermentation and the reductive Stickland fermentation of leucine were effected, although CA caused a proteome signature different from the other three bile acids. Furthermore, quantitative proteomics revealed a loss of flagellar proteins in LT stress with LCA. The absence of flagella could be substantiated by electron microscopy which also indicated less flagellated cells in the presence of DCA and CDCA and no influence on flagella formation by CA. Our data break down the bile acid stress response of C. difficile into a general and a specific adaptation. The latter cannot simply be divided into a response to primary and secondary bile acids, but rather reflects a complex and variable adaptation process enabling C. difficile to survive and to cause an infection in the intestinal tract.

Keywords: Clostridioides difficile, proteomics, bile acids, motility, flagella, stress response, chaperones


INTRODUCTION

The anaerobic bacterium Clostridioides difficile represents one of the most serious nosocomial pathogens and is the main cause of antibiotics-associated diarrhea (Thomas et al., 2003). Two main toxins (Toxins A and B) provoke a disruption of the intestinal epithelium and a strong inflammatory host response leading to symptoms from mild diarrhea to more serious and often life-threatening conditions such as pseudomembranous colitis, toxic megacolon and eventually an intestinal perforation (Bartlett, 2006; Rupnik et al., 2009). The expression level of toxins in C. difficile was shown to be not only strain dependent, but also tightly connected to the growth state and basic physiology of the bacterium (Karlsson et al., 2008; Martin-Verstraete et al., 2016).

As an intestinal pathogen C. difficile has to deal with high concentrations of different bile acids, amphiphilic substances with a steroid nucleus (Figure 1). Bile acids are produced by the liver in order to facilitate absorption and digestion of dietary lipids. Due to their soap-like character, bile acids act as natural antimicrobials and only organisms adapted to the challenge will survive in the intestines (Begley et al., 2005). The two main bile acids produced in the human liver are cholic acid (CA) and chenodeoxycholic acid (CDCA) mostly conjugated to taurine or glycine. Species of the intestinal microbiota are capable of deconjugating the primary bile acids, and by dehydroxylation at C7 they can convert CA and CDCA to secondary bile acids resulting in deoxycholic acid (DCA) and lithocholic acid (LCA), respectively (Figure 1). Thus, the microbiota largely contributes to the shaping of the intestinal bile acid composition (Long et al., 2017).
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FIGURE 1. Structure of unconjugated cholic acid (CA). The encircled hydroxy group on C7 is missing in the secondary bile acids deoxycholic acid (DCA) and lithocholic acid (LCA). Chenodeoxycholic acid (CDCA) and LCA do not possess the C12 hydroxy group.



Thirty-five years ago, it was described that bile acid preparations can stimulate the germination of C. difficile spores (Wilson, 1983). However, it took another 25 years until Sorg and Sonenshein (2008) elucidated CA as the active component of bile to instigate germination. Not much later they discovered an inhibitory effect of CDCA and analogs of it on C. difficile spore germination (Sorg and Sonenshein, 2009). In 2013, Francis et al. identified the receptor CspC on the C. difficile spore that directly interacts with CA to initiate germination (Francis et al., 2013). Hitherto, no further direct protein-bile acid interactions in C. difficile have been described. However, interesting findings on a negative effect of bile acids on the action of C. difficile toxins point at a possible direct interaction of the two (Brandes et al., 2012; Darkoh et al., 2013).

Besides the positive effect of CA on spore germination, an inhibitory effect of secondary bile acids not only on germination but also on growth and virulence of C. difficile has been frequently described (Lewis et al., 2016; Winston and Theriot, 2016; Thanissery et al., 2017). In light of this, the association of a depleted microbiota, which involves an increased ratio of primary to secondary bile acids, and the increased susceptibility to a C. difficile infection becomes evident. Very recently, Lewis et al. (2017) could even show that C. difficile strains with a higher tolerance for secondary bile acids exhibit a greater disease severity in mice and humans.

During the last years, research focused on unraveling the enzymatic and metabolic crosstalk between species of the microbiota and C. difficile which already led to the identification of some key players including their metabolic abilities in this complex network (Theriot et al., 2014; Buffie et al., 2015; Greathouse et al., 2015; Ridlon et al., 2016; Theriot et al., 2016; Yoon et al., 2017). The gained knowledge is a starting point for the development of personalized and disease-specific strategies to manipulate a patient’s intestinal microbiota in the most favorable way (Forster and Lawley, 2015) and to provide an alternative treatment option to the successful but still not fully understood fecal microbiota transplantation (Weingarden et al., 2014; Seekatz et al., 2018).

The microbiota must be studied as a complex system, and certainly the single bricks of this entity influence and depend on each other. Still, in order to fully understand the processes and dependencies within the highly complex intestinal microbial community, single species including their gene expression, physiological abilities and responses upon stimuli have to be investigated (Theriot, 2018).

In this study, we aimed at the characterization of C. difficile’s stress response to the four main human bile acids. Although, a phenotypic description of growth differences upon challenge with different bile acids has been published (Lewis et al., 2016; Thanissery et al., 2017), no information on the adaptation of gene expression is available until now. In this study, a comprehensive proteomics approach to record stress signatures of the unconjugated bile acids CA, CDCA, DCA and LCA in shock experiments as well as during LT stress conditions has been employed revealing a general stress response to all four bile acids, but also specific responses to only one or a few of the different bile acids.

The specific bile acid compositions of patients may affect germination and growth of C. difficile differently. Knowledge on the specific responses of C. difficile to different bile acids and on bile acid abundance in a patient could allow speculation on the susceptibility to C. difficile and the course of an infection.



MATERIALS AND METHODS

Strains, Media and Growth Conditions

For bile acids shock experiments C. difficile 630Δerm (Hussain et al., 2005) was inoculated to an A600 of 0.05 and grown anaerobically at 37°C in brain heart infusion medium (BHI, Oxoid). At an A600 of 0.4 the cultures were shocked with sub-lethal concentrations of the sodium salts of cholic acid [6 mM CA (Sigma-Aldrich)], chenodeoxycholic acid [0.6 mM CDCA, (Sigma-Aldrich)], deoxycholic acid [0.6 mM DCA, (Sigma-Aldrich)], and lithocholic acid [0.08 mM LCA, (Steraloids Inc., RI, United States)] finally in solution, or left untreated. After 90 min, cells were harvested anaerobically on ice, pelleted by centrifugation and washed twice in ice-cold, oxygen-free PBS (pH 7.2) buffer. In long-term (LT)-stress experiments C. difficile 630Δerm was inoculated to an A600 of 0.01 in BHI and grown in the presence of varying concentrations of each of the four bile salts over a period of 18 h. Bile acid stressed C. difficile cells and unstressed cells were sampled in exponential growth phase (15 mM CA at A600 = 0.3, 0.8 mM CDCA at A600 = 0.3, 0.8 mM DCA at A600 = 0.3, 0.08 mM LCA at A600 = 0.8 and untreated at A600 = 0.8), pelleted and washed as previously described (Sievers et al., 2018). Although sodium salts of the bile acids were used in this study, they are referred to as bile acids throughout the manuscript.

Protein Extraction and MS Sample Preparation

Cell lysis and acetone precipitation of proteins was carried out as previously described (Otto et al., 2016). In brief, cell pellets were resuspended in 50 mM TrisHCl, pH 8 containing 8 M urea, 3 M thiourea, 10 mM EDTA, 4% CHAPS and 20 mM Tris (2-carboxyethyl)phosphine (TCEP). Cells were lysed by 6 cycles of 1 min intervals of ultrasonication (Sonotrode MS73, Bandelin, Germany) with intermittent cooling. Cell debris was removed by centrifugation, supernatants mixed with water 1:2 and proteins precipitated overnight at −20°C by adding 4 volumes of acetone. Protein pellets were resuspended in 50 mM TEAB (Triethylammonium bicarbonate) containing 0.1% (w/v) RapiGest SF (Waters, United States) and the protein concentration determined using Roti Nanoquant (Carl Roth, Germany). 500 μg of protein were reduced in 100 μl 50 mM TEAB, 0.1% RapiGest, 5 mM TCEP for 45 min at 60°C. Afterward free thiols were alkylated for 15 min in the dark with 10 mM iodoacetamide. For an in-solution digestion of proteins, trypsin was added in a ratio of 1:100 and digests incubated in a thermo mixer for 5 h at 37°C and 900 rpm. Digestion was stopped and RapiGest removed as recommended by the manufacturer. Sample Peptides were cleaned via StageTipping as described elsewhere (Rappsilber et al., 2007). Purified peptides were dissolved in 100 μl of 2% (v/v) acetonitrile, 0.1% (v/v) acetic acid containing 50 fmol/μl spiked-in yeast alcohol dehydrogenase (Waters).

LC-MSE Analysis

Peptides were analyzed using a nanoACQUITYTM UPLCTM system (Waters) coupled to a Synapt G2 mass spectrometer (Waters). Details on liquid chromatography and IMSE (MSE with ion mobility separation) methods are described elsewhere (Muntel et al., 2014; Zuhlke et al., 2016). LC-IMSE data were processed using PLGS v3.0.1. Processing parameters were applied according to Schmidt et al. (2017).

MSE raw data were searched against the randomized C. difficile 630 Δerm database published by Dannheim et al. (2017) containing 3781 protein entries of C. difficile plus laboratory contaminants and the yeast ADH1 sequence. For a positive protein identification the following criteria had to be met: 1 fragment ion matched per peptide, 5 fragment ions matched per protein, 1 peptide matched per protein; 2 missed cleavages allowed, primary digest reagent: trypsin, fixed modification: carbamidomethylation C (+57.0215), variable modifications: deamidation N and Q, oxidation M, pyrrolidonecarboxylacid N-TERM. The protein false discovery rate (FDR) was set to 5% and only identifications based on at least two peptides were considered in the final analysis. Three biological replicates, each run in three technical replicates were conducted for shock experiments. LT stress experiments were performed in 4 biological replicates with three technical replicates of each.

Protein Quantification, Data Evaluation and Visualization

Data on protein quantities were corrected for detector saturation effects by implementing a correction factor as recently described (Zuhlke et al., 2016). Datasets were normalized on the basis of the spiked-in yeast alcohol dehydrogenase. The mass spectrometry proteomic data have been deposited in the ProteomeXchange Consortium via the PRIDE partner repository (Vizcaino et al., 2016). Results of the shock experiments can be found with dataset identifier PXD010514. LT stress data are linked with identifier PXD010525. The Perseus software platform (Tyanova et al., 2016) was used for the further analysis of proteomic datasets as recently described (Neumann-Schaal et al., 2018). Data were filtered (shock experiments: 3 out of 3 replicates and LT stress experiments: 4 out of 4 replicates within one group of valid values), log2 transformed and normalized by division by the means to generate volcano plots as well as to carry out ANOVA testing (permutation-based, FDR 0.01 for shock and 0.001 for LT stress experiments) to create heatmaps (z-score normalization, distance euclidean). For principal component analysis (PCA) missing data was imputed (settings: width 0.3, down shift 1.8, for PCA: cut off Benjamini Hochberg FDR 0.05). Interactive 3D plots were generated using the Plotly package in R v. 3.4.3 (30 November, 2017), (Sievert et al., 2016). Voronoi treemaps were built using the Paver software (DECODON GmbH) as previously described (Otto et al., 2016).

Motility Assay

The influence of bile acids on the swimming motility of C. difficile was tested on 10 cm diameter soft agar plates (BHI with 0.175% [w/vol] agar). A sigH mutant was used as a non-motile control (Saujet et al., 2011). Plates were inoculated with single colonies that were pierced onto the centers of the plates with increasing concentrations of bile acids. Plates were incubated anaerobically at 37°C. Diameters of halos due to bacterial migration were measured 48 h after inoculation.

Electron Microscopy and Flagella Quantification

Bile acid conditions and time points of harvest for negative staining were chosen as in LT stress experiments. C. difficile was pelleted by centrifugation (4,000 × g, 4°C, 10 min). Cells were washed once with sterile-filtered (0.2 μm) 1 × PBS and fixed (2.5% glutaraldehyde, 2% paraformaldehyde in PBS) for 1 h at RT followed by at least 12 h at 4°C. Samples were centrifuged and washed three times with sterile-filtered 1 × PBS. Pellets were resuspended in sterile-filtered 1 × PBS. The flotation method was used for the negative staining procedure. Fixed cells were allowed to adsorb onto a glow-discharged Pioloform carbon-coated 400-mesh grid for 10 min. The grid was then transferred onto two droplets of deionized water, and finally onto a drop of 0.5% aqueous uranyl acetate for 10 s. After blotting with filter paper and air-drying, the samples were examined with a transmission electron microscope LEO 906 (Carl Zeiss Microscopy GmbH) at an acceleration voltage of 80 kV. Sharpness and contrast of micrographs were adjusted by using Adobe Photoshop CS6. Transmission electron micrographs at a 1293-fold magnification were analyzed with Fiji (Schindelin et al., 2012) to determine the length and width of the cells as well as the total length of all visible flagella. For the investigation of the area covered with flagella, a grate with squares (1.6 μm2) was applied to all images. Squares with flagella were counted as positive. All data were further analyzed using Microsoft Excel. Statistical significance was assessed by an unpaired Student’s t-Test.



RESULTS

Growth-Inhibiting Effect of Bile Acids

To determine inhibitory concentrations of bile acids in C. difficile two different types of stress experiments were conducted. First, sub-lethal concentrations of the four different bile acids were determined in shock experiments, i e., exponentially growing cells were shocked with concentrations that prevented further growth of C. difficile, but did not cause lysis. Sub-lethal concentrations of CA, DCA and CDCA were defined as 6, 0.6 and 0.6 mM, respectively. Thus, CA could be added in an amount 10 times higher compared to DCA and CDCA until causing the same effect on growth. LCA was used at a maximum concentration of 0.08 mM. This caused only a slight decrement of growth, but higher concentrations of LCA resulted in formation of micelles and thereby impaired measurements of the optical density.

In a second experimental setup C. difficile was subjected to long-term bile acid stress. To this end, the bacterium was inoculated with a low starting A600 of 0.01 into medium already containing the bile acids. Different concentrations of the single bile acids were tested and growth was measured over a period of 20 h until cultures reached stationary phase to identify concentrations of each bile acid that cause a strong and comparably inhibitory effect allowing the cultures to grow up to an A600 of about 1 (Supplementary Figure S1). LCA was again used at the maximum possible concentration of 0.08 mM which had only a minor effect on the growth of C. difficile compared to control conditions. The other three bile acids were applied in concentrations considerably higher than the sub-lethal ones used in shock experiments pointing at an ability of C. difficile to adapt to the presence of bile acids. Also in LT stress experiments, much higher concentrations of CA were tolerated compared to DCA and CDCA. However, C. difficile cells grown in presence of CA showed a strikingly longer lag-phase compared to the DCA and CDCA-treated cultures (Supplementary Figure S1).

Differential Response to Bile Acids

Shock Response

For comparative proteome analyses, C. difficile cultures shocked with sub-lethal concentrations of bile acids determined above were harvested together with an untreated control culture after 90 min of shock onset. The C. difficile culture shocked with 0.08 mM LCA kept growing almost to the same extent as the control. Still, in a principal component analysis (PCA) comprising all three replicates of all five conditions, the control samples clearly separate from LCA stress and all other stresses and CA and DCA cluster together apart from CDCA and LCA (Figure 2A). Hence, a primary bile acid clusters closer with its corresponding secondary bile acid than with the other primary bile acid.
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FIGURE 2. Global proteomic datasets of shock experiments (A) and LT stress (B) depicted in PCAs. Bile acids are abbreviated as follows: CA, cholic acid; DCA, deoxycholic acid; CDCA, chenodeoxycholic acid; LCA, lithocholic acid; CON, unstressed culture.



LT Stress Response

For comparative proteome analyses, C. difficile cells were constantly grown in absence (controls) and presence of bile acids, and samples for comprehensive proteome analyses were taken in the late-exponential growth phase in four replicates for each condition (15 mM CA, 0.8 mM CDCA, 0.8 mM DCA, 0.08 mM LCA). As observed in shock experiments, the expression profiles of the control cultures clearly differ from those of bile acid-stressed cultures. However, these LT stress experiments also clearly delineate the changes in the expression profiles of the different bile acids, whereas biological replicates correspond very well (Figure 2B). Since all cells were harvested during late-exponential growth, the observed differences in the protein profiles correspond to specific stress responses caused by each of the tested bile acids.

Bile Acids Induce a General and Specific Response

Proteome Shock Signatures

Proteins that were quantified in 3 out of 3 replicates were subjected to an ANOVA analysis to identify differentially expressed proteins comparing bile acid conditions with control but also bile acid conditions among each other (Supplementary Tables S1, S2). 76 proteins met the criterion of a permutation based FDR of 0.01 and thus appeared to be differentially abundant between the tested conditions (Figure 3A). Approximately one third of these proteins represent a general bile acid stress response, i.e., their abundance proved to be higher in presence of each of the tested bile acids compared to control conditions. Amongst these are chaperones DnaK/DnaJ/GrpE, cell wall binding proteins (Cwp2, Cwp66, Cwp22) and proteins involved in cell division (FtsZ, FtsH2). Notably, the abundance of several proteins differed significantly depending on the kind of bile acid used in the shock experiment indicating bile acid-specific responses. To better identify these differentially expressed proteins, protein amounts of each condition were compared to every other condition and visualized in volcano plots and Voronoi treemaps (Supplementary Figure S2). Furthermore, ratios of LCA vs. CA, DCA vs. CA and CDCA vs. CA were calculated and visualized in a 3D-plot (Figure 3B). Data points close to the origin represent proteins similarly expressed amongst different bile acids, but the longer the distance between data point and origin, the more distinctive is the response to a specific bile acid. An animated and rotatable version of Figure 3B is provided supplementary (Supplementary Figure S3). Surprisingly, and in contrast to the DnaK/DnaJ/GrpE system, the chaperonins GroL and GroS as well as chaperone ClpB, the ATPase ClpC and the associated arginine kinase McsB are not generally induced by bile acids. These proteins highly increase in amount after shock with LCA and extenuated after CDCA shock, but were not affected by DCA or CA. Moreover, LCA, DCA and CDCA, but not CA seem to interfere with the synthesis of iron sulfur clusters, since protein CysK, which catalyzes the formation of cysteine from O-acetyl-serine and H2S, and proteins IscS2, a cysteine desulfurase, and Fe-S cluster assembly protein CDIF630erm_01433 are all higher abundant compared to control conditions. In summary, we identified numerous proteins, expression of which is similarly altered in response to all tested bile acids, but also a significant number of proteins, whose expression seems to be specifically affected by individual bile acids.
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FIGURE 3. Heatmap comprising all three replicates of control and the four bile acid samples (A). Proteins which were not quantified in all three replicates of a specific condition were not considered indicated by gray coloring. Red and blue colors indicate high and low protein abundance, respectively. A 3-D plot of ratios of protein abundance [Δlog2(LCA-CA), Δlog2(CDCA-CA), Δlog2(DCA-CA)] for proteins which could be quantified in all four different bile shock conditions is shown (B). Protein dots for which the log2 ratio is higher than 1 or below –1 are shown in red (FC ≥ 2). A rotatable 3D plot is provided supplementary (Supplementary Figure S3).



Proteome LT Stress Signatures

For the evaluation of the LT bile acid stress experiment, proteins quantified in 4 out of 4 replicates were chosen for an ANOVA analysis (Supplementary Tables S3, S4). Applying a very stringent and permutation-based FDR of 0.001 still yielded 222 proteins differing in abundance when cells were grown in the absence and presence of different bile acids (Figure 4A).
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FIGURE 4. Four replicates of control and the four bile acid samples are visualized in a heatmap (A). Only proteins quantified in all replicates of a specific condition were considered, otherwise they were grayed out. Higher and lower protein abundance is indicated in red and blue colors, respectively. For proteins that could be quantitated in all four bile acid stress conditions, ratios of protein abundance [Δlog2(LCA-CA), Δlog2(CDCA-CA), Δlog2(DCA-CA)] were calculated and visualized in a 3D-plot (B). Red data points symbolize proteins of a log2 ratio higher than 1 or below –1. In a supplementary version of Figure 4B the perspective can be rotated (Supplementary Figure S3).



In contrast to the shock experiments, there was no extensive general bile acids stress response with similar changes in protein abundance across all four LT stress conditions. A central metabolic pathway in C. difficile that was affected during LT challenge is the conversion of pyruvate to fermentation products as ethanol, butanol or butanoate (Hofmann et al., 2018). Enzymes of this pathway were quantitatively affected by all tested bile acids, however, not always uniformly or to the same extent (Figure 5A). Apparently, all bile acids provoke a decrease of alcohol dehydrogenases AdhE1 and AdhE2 and thereby hamper the conversion of acetyl-CoA to ethanol or butanol. Enzymes of upstream reactions catalyzing the conversion of acetyl-CoA to butanoyl-CoA are mostly up-regulated by CA and DCA, but enzymes involved in the processing of butanoyl-CoA to butanoate are up-regulated only in the presence of CDCA, DCA and LCA, but not CA compared to control conditions. Numerous other proteins are more abundant when cells were subjected to continuous stress of the different bile acids with exception of CA (Figure 4A), e.g., VorAA∗BC1 involved in the oxidative Stickland reaction of branched chain amino acids as well as proteins belonging to the Gro and Dna chaperone machineries, which contrasts with the results of the shock experiment. Moreover, almost all enzymes of the reductive Stickland fermentation of leucine to isocaproate, representing another key metabolic pathway in C. difficile (Hofmann et al., 2018), were found to be induced by all bile acids except CA (Figure 5B).
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FIGURE 5. (A) Fermentation pathway of pyruvate down to butyrate with branches to ethanol and butanol. The abundance of corresponding enzymes in relation to control conditions is symbolized in circles. Size of circles corresponds to extent of fold change (FC). Solid circles represent FCs bigger than one (bile acid/control) and open circles represent FCs less than one. Circles centered with a triangle are based on a quantitation with p-values < 0.05. (B) Reductive Stickland reaction of leucine to isocaproate (adapted from Kim et al., 2005) with quantitative proteomic data of enzymes depicted in circles. Exact values of protein quantification and p-values are provided in Supplementary Table S4.



Almost one third of the 222 differentially expressed proteins follow the pattern of a significant downregulation in LCA and CDCA stressed cells vs. DCA, CA and control conditions. Representative proteins of this cluster are the subunits A2, D2, H, and F2 of the ATP-Synthase complex. Also, several sub-units building the proline reductase complex (PrdBAC) are more abundant at CA and DCA compared to LCA and CDCA. However, the major fraction of gene products with such specific regulation pattern is represented by cell wall-bound proteins (Cwp2/6/18/19/66/84) and proteins known to be involved in the formation of the cell wall (MurA, MreB1, and B2).

As for shock datasets, data of the long-term stress experiments were also compared pairwise in volcano plots and Voronoi treemaps (Supplementary Figure S4) and the ratios of LCA vs. CA, DCA vs. CA and CDCA vs. CA visualized (Figure 4B). This 3D-plot, whose perspective can be conveniently rotated (Supplementary Figure S3), emphasizes the high number of proteins that are subject to a specific regulation during LT bile acid challenge.

Changes in Morphology

The proteome analysis of LT-stressed cells revealed a dramatic decrease of the major structural flagellum protein FliC in the presence of CDCA and LCA compared to control conditions. Also DCA stress resulted in down-regulation of FliC, but not as dramatically. Interestingly, CA did not provoke any altered fliC expression. Another 22 proteins of the flagellar filament have been identified in this proteome analysis (from gene loci CDIF630erm_00349 down to CDIF630erm_00395), but none of them could be identified in all bile acids stress conditions. Strikingly, 15 of these proteins were identified in all four replicates of control and CA conditions, but not in a single replicate of the other three bile acid stress conditions (Supplementary Table S3). Thus, the expression of these proteins appears to be entirely switched off in the presence of selected bile acids. This observation prompted us to test for the presence of flagella in cells grown in presence of the different bile acids by electron microscopy (Figure 6A). C. difficile is extensively flagellated under control conditions. Notably, the electron micrographs of bile acid-stressed cells correlate very well with protein quantification results. Cells challenged with CA are just as flagellated as unstressed cells, whereas fewer filaments have been observed on DCA- and CDCA- stressed C. difficile, and LCA basically provoked a complete loss of flagellar filaments. To quantify the presence of flagella, the length and the area covered by them were measured in more than 50 cells / condition in electron micrographs (Figure 6B). Besides the change in the number of flagella, electron micrographs also revealed an alteration in cell morphology. Whereas cells at control conditions are 4 μm long on average, DCA-, CA- and especially CDCA-stressed cells were found to be significantly longer with up to 7 μm (Figure 6C).
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FIGURE 6. (A) Transmission electron micrographs of C. difficile challenged with the four different bile acids CA (a), DCA (b), CDCA (c), LCA (d) and unstressed cells (e). (B) The covered area (left columns) and the total length (right columns) of flagella per cell were measured and are given in squares und μm, respectively. (C) Average length (left columns) and width (right columns) of bacterial cells are given in μm. Values significantly different in the presence of bile acid compared to non-treated cells (CO) are marked (∗∗∗p-value < 0.001; ∗∗p-value < 0.01).



Decrement of Motility

The bile acid-specific loss of flagella should lead to a reduced motility of C. difficile. Therefore, the motility of the bacterium with increasing concentrations of each bile acid was tested on soft agar plates. An immotile sigH mutant of C. difficile was used as a negative control. The maximum concentration of bile acids in the motility assays was chosen up to the growth inhibiting concentrations used in LT-stress experiments (15 mM CA, 0.8 mM CDCA, 0.8 mM DCA, 0.08 mM LCA). Figures 7A–D depict the decreasing motility of C. difficile 630Δerm, which is per se not very motile, with increasing concentrations of CA, DCA, CDCA, and LCA, respectively. However, a decreasing growth zone in response to the presence of bile acids might be the result of two superimposed effects. Increasing bile acid concentrations hamper growth in general, but could also specifically interfere with flagella-driven motility. The diameter of the growth zones of C. difficile challenged with CA and DCA decreased linearly with increasing concentrations. Presumably, this decrease is predominantly caused by the general inhibition of growth. However, the growth zone diameter seems to drop rapidly in presence of 0.3 mM CDCA and 0.03 mM LCA. These concentrations have only a minor (CDCA) or no effect (LCA) on growth in liquid cultures of C. difficile and might therefore rather impair motility than growth of C. difficile.
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FIGURE 7. Zones of growth of C. difficile inoculated in the center of soft agar plates provided with increasing concentrations of bile acids. Diameters of growth halos in dependence of bile acid concentration are given in diagrams (left) accompanied by images of exemplary agar plates (right) for CA (A), DCA (B), CDCA (C), and LCA (D).





DISCUSSION

The amphiphilic nature of bile acids is challenging to bacterial cell integrity. At higher concentrations bile acids cause disruption of cellular membranes and subsequently cell lysis accounting for their antimicrobial activity. However, at sub-lethal concentrations bile acids might induce more specific effects on cells, e. g., a modulation of cellular signaling processes (Zhou et al., 2013). Notably, a ligand-receptor-like interaction has been described in C. difficile for taurocholic acid and the spore protein CspC, which initiates germination of the spore (Francis et al., 2013). The study presented herein aimed at the elucidation of so far unknown specific effects of selected bile acids going beyond a general detergent-like action.

As a starting point, different sub-lethal and inhibitory concentrations of the bile acids CA, DC, and CDCA were determined. While C. difficile tolerates high amounts of CA (6 mM in shock experiment), it appeared to be tenfold more sensitive to DC and CDCA. This might be due to the stronger hydrophobicity of the steroid scaffold of DCA and CDCA compared to CA featuring one additional hydroxy group which could decrease its cell-lysing capacity. It is also possible that fewer hydroxy groups facilitate the diffusion and uptake of bile acids into the cytoplasm where they can interfere with cellular processes. In this case, the tri-hydroxylated CA would mostly remain in the extracellular medium. In a follow-up study the extra- and intracellular bile acid concentrations after cell exposure will be determined by metabolic analyses of bile acids and derivatives of them. This will provide answers on how fast different bile acids enter C. difficile cells and if the bacterium is able to modify or even degrade them. Furthermore, an immunostaining of bile acids coupled to fluorescence- or electron microscopy will elucidate the location on the cellular surface or within the C. difficile cell and might disclose differences between the tested bile acids. Notably, when C. difficile was challenged with concentrations of bile acids higher than used in the shock experiments, cell lysis occurred. However, such concentrations could be employed for LT-stress experiments. This indicates that C. difficile is capable of adapting to bile acids by rearranging cellular structures to prevent cell lysis and even to grow in the presence of these high concentrations. In contrast to the other three bile acids, LCA could not be added to the medium in higher concentrations than 0.08 mM due to the formation of micelles. A conjugation of LCA with a small hydrophilic compound at the carboxy-group would have allowed a testing of higher concentrations, since the CMC (critical cellular concentration) would have been raised by the conjugation. However, in this study we decided to focus on the steroid scaffold as it occurs after deconjugation of the bile acids by microbes in the intestines and therefore used the sodium salts of unconjugated bile acids. Even though the LCA-concentration used in this study only had a small growth-inhibiting effect, quantitative proteomic data clearly indicated a stress response of C. difficile to this bile acid.

Our data indicate that a 90 min bile acid shock leads to a general cellular response independent from the chemical structure of the bile acids and likely due to their overall soap-like character. However, when C. difficile is continuously grown in presence of bile acids, thereby mimicking the in vivo conditions in the host intestines, numerous specific cellular adaptation processes but almost no general stress response could be observed.

The amphiphilic nature of bile acids also provokes an increasing denaturation of proteins leading to an up-regulation of chaperones in the cell. One interesting finding is the differential regulation of chaperones after bile acid shock. Whilst the expression of DnaK, DnaJ, and GrpE (encoded in one operon) increases in response to any of the tested bile acids, only LCA and less pronounced CDCA result in the induction of the chaperonins GroL and GroS, ClpB, the arginine kinase McsB and the ATPase ClpC, the latter two encoded in the operon also encoding the repressor protein CtsR. Although heat shock in C. difficile has been investigated yet (Ternan et al., 2012), the exact regulation of the different chaperones has not been described for C. difficile up to now. Notably, the respective coding operons in C. difficile are closely related to those of other well-studied bacteria, i.e., Bacillus subtilis (Schumann, 2016), and one would therefore predict a comparable regulation of gene expression. In B. subtilis, the dna and gro operons belong to the class I heat shock genes and are controlled by the transcriptional repressor HrcA. In C. botulinum, a derepression of the dna and gro operons in a hrcA mutant is reported, but the gro locus in that mutant is further inducible by heat, pointing at another factor of regulation (Selby et al., 2011). Possibly CtsR, the transcriptional repressor controlling the class III heat shock genes, could adopt this role, since Emerson et al. (2008) observed a similar regulation of typically CtsR regulated genes and groLS in microarray analyses, and our results of bile acid shock response also support this hypothesis. The here postulated double regulation of the gro locus by the repressors HrcA and CtsR has to be proven experimentally, but implies that all tested bile acids stimulate a HrcA response, whilst only LCA and CDCA induce a CtsR response.

Not only typical stress response proteins were up-regulated in the presence of bile acids, but also the abundance of enzymes involved in central metabolic pathways was altered. In the presence of bile acids, e. g., pyruvate was rather converted to butyric acid than to alcohols such as ethanol and butanol compared to non-stress conditions. Also, a strong induction of the reductive Stickland pathway converting L-leucine to isocaproate could be observed during LT-stress with DCA, CDCA, and LCA but remarkably not with CA. Several subunits of the ATP synthase dramatically decreased in amount in the LT-presence of CDCA and LCA, but not with CA and DCA. Likely, CDCA and LCA have a higher impact on membrane function and maintenance of the proton motive force (PMF) than DCA and CA resulting in dysregulation of enzymes that are involved in the generation of a proton gradient. The impact of bile acids on the PMF, and a possible difference depending on the sort of bile acid, will be tested by incubation of the cells with a carbocyanine-based dye whose fluorescence depends on the membrane potential. C. difficile possibly counteracts a decreased proton motive force and diminished ATP synthesis by an increased substrate level phosphorylation via the oxidation of pyruvate to acetyl-CoA for ADP phosphorylation. In this oxidation reaction ferredoxin is reduced and could be re-oxidized by the increase in leucine reduction. The higher demand of pyruvate is provided by pyruvate synthase. This enzyme contains iron sulfur clusters just as the HadBC proteins in the reductive Stickland reaction of leucine, which could be the reason for the enhanced synthesis of iron sulfur clusters during bile acids stress. This hypothesis needs to be verified in future experiments, in which the effect of surplus amounts of pyruvate and leucine on bile acids tolerance will be tested. Interestingly, also proteins of the D-proline reductase complex (PrdBAC) were determined with a strong decrease in abundance in the presence of CDCA and LCA. Kabisch et al. (1999) described the D-proline reductase in Clostridium sticklandii as a cytosolic selenoenzyme composed of three protein subunits. Future studies need to clarify if specific bile acids hamper formation or activity of D-proline reductase in C. difficile.

An important finding of this study is the differential effect bile acids have on the formation of flagella in C. difficile. Cells grown in the presence of CA synthesize flagella comparable to untreated cells. C. difficile stressed with the corresponding secondary bile acid DCA and the primary bile acid CDCA are characterized by fewer flagella, while cells challenged with LCA were basically completely impaired in flagella formation. A simple explanation of this observation would be that C. difficile is unable to build flagella because of a disturbed proton motif force or for the benefit of ATP saving. The impact of flagella on the motility, adherence and virulence for pathogenic bacteria, specifically for C. difficile, has been extensively discussed (Haiko and Westerlund-Wikstrom, 2013; Stevenson et al., 2015). It was shown that missing flagella, more specifically missing of the major structural component FliC, cause non-motility, but increase the adherence capability of C. difficile (Dingle et al., 2011) leading to an increased virulence in hamsters (Dingle et al., 2011) and mice (Barketi-Klai et al., 2014). The higher virulence could also be the consequence of a reported up-regulation of toxin synthesis in fliC mutated C. difficile cells (Aubry et al., 2012). Thus, the presence or absence of the major filament protein FliC does not only influence virulence directly by an altered motility and adhesiveness, but also has an impact on gene expression, e. g., the transcription of the pathogenicity locus encoding toxins A and B (Aubry et al., 2012; Barketi-Klai et al., 2014). Furthermore, due to its immunogenicity (Bruxelle et al., 2017), an absence of FliC could be advantageous during infection and help to evade the immune system. Our observation that the tested bile acids with exception of CA decrease flagella formation of C. difficile is thus highly relevant for the infection course. Bacteria in the upper intestinal tract face high CA concentrations, which facilitate spore germination and allow for flagellated and mobile vegetative cells. Along the intestines, the concentrations of secondary bile acids such as LCA increase leading to less flagellated bacteria that are still capable to adhere to tissue and might produce more toxins than in the small intestine or upper colon sections. Still the question remains, which regulatory mechanism leads to the absence of flagella during LCA stress but persistence of flagella even with very high levels of CA. It might simply be the stronger hydrophobicity of the steroid scaffold of LCA compared to CA that interferes with a proper assembly of flagella. However, it could also be speculated that LCA, as the most lipophilic of the tested bile acids, easily crosses the membrane and interferes intracellularly with regulatory processes controlling flagella formation, e. g., with a recently described flagellar switch (Anjuwon-Foster and Tamayo, 2017). Previously, Jain et al. investigated C. difficile cells mutated in the dnaK gene and found them to lack flagella (Jain et al., 2017), to be non-motile and longer than wild type cells. This phenotype very much resembles the one of some of the LT bile acid stressed cells of this study. Even though dnaK expression increased in bile acid stressed cells, the higher demand of DnaK possibly results in a lack of the chaperone for its regular functions as a putative role in flagella formation (Jain et al., 2017) and cell division. Another indicator of a disturbed cell division and cell wall formation in stressed cells is the observed dysregulation of several proteins involved in peptidoglycan synthesis (MurA, MreB1 and B2) and of several cell wall-bound proteins of mostly unknown function (Cwp2/6/18/19/66/84).

The bile acids tested in this study all carry their hydroxy groups in alpha conformation as they naturally occur in the human intestines. Thus, the hydroxy groups are located on one side of the steroid skeleton resulting in a hydrophobic plane on the opposite side. Modifications of the 7-OH group of bile acids as epimerization to beta conformation (Setoguchi et al., 1984; Lepercq et al., 2004), oxidation to a keto group (Macdonald and Hutchison, 1982) or dehydroxylation (Buffie et al., 2015) have been numerously reported. Whereas an epimerization of bile acids would bring hydroxy groups onto the opposite side of the steroid scaffold and thus decrease hydrophobicity, the dehydroxylation would increase hydrophobicity and thereby the toxic character of the bile acid (Hino et al., 2001). The formation of epimers and keto groups can compete with dehydroxylation (Macdonald and Hutchison, 1982) and could prevent formation of the secondary bile acids DCA and LCA from CA and CDCA, respectively, which could have a major impact on the outcome of a C. difficile infection. With respect to the protective nature of the microbiota during C. difficile infections, it would therefore not only be beneficial to feature bacteria as C. scindens that can convert primary to secondary bile acids (Buffie et al., 2015), but also to avoid alternative modifications of the hydroxy group on C7 competing with the dehydroxylation reaction. C. difficile itself is not capable of a dehydroxylation on C7, but it is not clear if it could alternatively modify the C7 hydroxy group to protect from the harmful action of secondary bile acids. Altogether, multiple modifications are possible and reported on C7 of the steroid scaffold, whereas the hydroxy group on C12 seems to be more static and difficult to modify. Indeed, a large cluster of proteins was similar regulated in CA and DCA opposed to CDCA and LCA LT-stress, respectively. The first two bile acids feature a C12 hydroxy group, which is missing in the latter two. The presence of the C12 hydroxy group on a specific bile acid could therefore be an important determinant for the action of this bile acid.

Previous studies on the effect of bile acids on C. difficile mostly concentrate on the benefit of taurocholic acid for the germination of spores or generally describe a growth inhibiting effect of secondary bile acids on vegetative cells. Proteomics data obtained in this study clearly showed that there is not only a general stress response of C. difficile to any of the tested bile acids, but there are also specific responses depending on the kind of bile acid. Our observations do not support the idea of a simple grouping into “adverse” primary and “beneficial” secondary bile acids concerning a C. difficile infection, but rather indicate complex stress response networks. This study provides a global overview on the response to different bile acids and only a few selected differentially expressed proteins of this multivariate response could be discussed in more detail at this point. Our comprehensive dataset will be a starting point for future in-depth analyses in which the molecular background and the signal transduction pathways of the bile acid adaptation process of C. difficile will be elucidated. This knowledge will be the basis for a development of tailored analogs of bile acids which can efficiently hamper C. difficile growth with minimal side effects in patients.
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Clostridium difficile is a common cause of health-care acquired diarrhea, resulting in a spectrum of disease from mild diarrhea to life-threatening illness. Sixty Lactobacillus strains were screened for anti-C. difficile activity using a co-culture method. Based on their ability to inhibit C. difficile, L. gasseri APC 678 and L. rhamnosus DPC 6111 were selected for study in a murine model of C. difficile infection. L. gasseri ATCC 33323, was included as a control. It was established that, relative to control mice not fed Lactobacillus, feeding with L. gasseri APC 678 resulted in a significant reduction by day 7 (8-fold, p = 0.017) of viable C. difficile VPI 10463 in the feces of mice. In contrast, neither L. rhamnosus DPC 6111 nor L. gasseri ATCC 33323 significantly reduced fecal C. difficile shedding. Sequencing of the cecal microbiota showed that in mice fed L. gasseri APC 678 there was a significant increase in bacterial diversity across a number of indices when compared to the control or other Lactobacillus-fed groups. There was no significant change in the relative abundance of Firmicutes or Bacteroidetes in the group fed L. gasseri APC 678 relative to the control, while the groups fed L. rhamnosus DPC 6111 or L. gasseri ATCC 33323 showed a significant decrease in the relative abundance of Firmicutes (p = 0.002 and p = 0.019, respectively) and a significant increase in Bacteroidetes (p = 0.002 and p = 0.023, respectively). These results highlight the potential of L. gasseri APC 678 as a live therapeutic agent to target C. difficile infection.

Keywords: Lactobacillus gasseri, Clostridium difficile, C. difficile infection (CDI), murine model, live therapeutic agent


INTRODUCTION

Clostridium difficile is a Gram positive, cytotoxin-producing anaerobic intestinal pathogen with an asymptomatic carriage rate of up to 30% in people in long-term care facilities (Ziakas et al., 2015). The bacterium has recently been reclassified as Clostridioides difficile (Lawson et al., 2016). When the human intestinal microbiota is altered following broad spectrum antibiotic therapy, C. difficile may flourish and cause illness, varying from mild diarrhea (usually self-limiting) to pseudomembranous colitis, fulminant colitis, toxic mega-colon and even death (Kachrimanidou and Malisiovas, 2011). The incidences of CDI have rapidly increased since the 1990s, and the mortality rate has also grown markedly (Wiegand et al., 2012). Recent studies indicate that the economic burden of C. difficile is mounting as a result of increased incidences of infection in hospitalized patients. Estimates show that the economic health-care costs of CDI are over $4.8 billion per annum in the United States and over €3 billion per annum in Europe (DePestel and Aronoff, 2013).

The ESCMID guidelines for treatment of CDI include antibiotics, toxin-binding resins and polymers, immunotherapy, probiotics and fecal or bacterial intestinal transplantation (Debast et al., 2014). Antibiotic treatment is typically advised, including the use of metronidazole, vancomycin and fidaxomicin (Debast et al., 2014). However, as standard therapies for CDI frequently have limited efficacy, the search for alternative therapies including live therapeutics and bacteriocins such as thuricin CD that may reduce incidences and recurring infections are gaining credence (Rea et al., 2013; Evans and Johnson, 2015; Goldstein et al., 2015). One of the strategies used to modulate the gut microbiota is the dietary administration of live microorganisms (Hill et al., 2014). A meta-analysis of the literature, from 1985 to 2013, found that the use of probiotics significantly prevented CDI and antibiotic-associated diarrhea in children, but that the effect of the probiotics was strain dependent (McFarland and Goh, 2013). The mode of action of live therapeutics is multi-faceted and includes an improvement in epithelial barrier function, immune-modulation, secretion of antimicrobial substances (e.g., bacteriocins and hydrogen peroxide) and bioactive metabolites (e.g., CLA), inhibition of the expression of virulence factors, playing a role in competitive exclusion possibly through colonization resistance or through the production of neurotransmitters such as GABA, which may impact on brain function (Dobson et al., 2012; O’Shea et al., 2012; Sultana et al., 2013; Nebot-Vivinus et al., 2014; Dinan et al., 2015; Fernandez et al., 2015). However, the effect of pure cultures of bacterial strains administered as live therapeutics has been shown in many instances to be strain rather than species dependent indicating that careful strain selection is required (Wall et al., 2012). Lactobacilli are commonly used as probiotics, having health impacts as outlined above, with a range of lactobacilli (including L. gasseri and L. rhamnosus) on the EFSA list of microorganisms suitable for use in food and feed production (Ricci et al., 2017).

More recently FMT has been used with some success for the treatment of refractory CDI and interest in this area has risen as evidenced by the large increase in publications relating to FMT over the last number of years (Bojanova and Bordenstein, 2016). To date the mechanism of action of FMT to break the cycle of recurrent CDI has remained poorly understood. However, intra-colonic bile acid has been suggested to play a role in both spore germination and inhibition of vegetative cells of C. difficile (Weingarden et al., 2016). Clostridium scindens, a member of the intestinal microbiota capable of dehydroxylating bile acid, was shown to be associated with resistance to C. difficile and enhanced resistance to infection in a murine model of CDI (Buffie et al., 2015).

Here, we demonstrate how screening specifically for anti-C. difficile lactobacilli identified a strain from the human GIT with the ability to reduce C. difficile shedding in a murine model of CDI.



MATERIALS AND METHODS

Bacterial Strains and Growth Conditions

Lactobacillus strains were maintained at -80°C in 40% (v/v) glycerol and routinely cultured anaerobically at 37°C on MRS agar (Difco, Becton Dickinson, Franklin Lakes, NJ, United States) for 48 h or overnight in MRS broth. C. difficile strains EM304 (ribotype 027) and VPI 10463 (see Supplementary Table 1 for details) were maintained at -80°C on micro-bank beads (Pro-Lab Diagnostics, Merseyside, United Kingdom) and cultured on Fastidious Anaerobic Agar (Lab M, Heywood, Lancashire, United Kingdom) supplemented with 7% defibrinated horse blood (Cruinn Diagnostics, Dublin, Ireland) at 37°C for 3 days. Fresh cultures were grown overnight at 37°C in RCM (Merck, Darmstadt, Germany), pre-boiled and cooled under anaerobic conditions. The lactobacilli and clostridia were grown in an anaerobic chamber (Don Whitley, West Yorkshire, United Kingdom) under an anoxic atmosphere (10% CO2, 10% H2, 80% N2), unless otherwise stated.

Screening of Lactobacillus Strains for Anti-bacterial Activity Against Clostridium difficile

Agar Diffusion Assay

One thousand five hundred Lactobacillus isolates of food, human and animal origin were assessed for anti-bacterial activity against C. difficile EM304 using agar diffusion assays. Lactobacillus strains were grown overnight on MRS agar at 37°C anaerobically. C. difficile cells were grown to mid log phase in RCM and harvested at an optical density (OD600 nm) of 0.8 and washed twice in preconditioned (pre-boiled and cooled under anaerobic conditions) MRD (Oxoid Ltd, Basingstoke, England) and re-suspended in MRD before use. One hundred microliters of the washed C. difficile cells were mixed with 5 ml BHI agar (0.7% agar, BHI, Oxoid) and poured onto BHI agar. Lactobacillus colonies were stabbed from the MRS agar into the C. difficile lawn with an inoculating needle. Plates were incubated anaerobically for 24 h and assessed for zones of inhibition.

In addition L. gasseri APC 678 was assessed for bacteriocin activity against a range of target organisms, as previously described (Rea et al., 2010). The full list of target strains, together with their growth conditions are outlined in Supplementary Table 2.

Co-culture Broth

Sixty Lactobacillus strains (Table 1) of human and animal origin were selected for screening using a co-culture method, with C. difficile EM304 (ribotype 027) (Rea et al., 2012) as the target strain. A MGM was developed to reflect the limited availability of simple sugars in the human gut and was buffered to prevent pH drop during incubation to enable co-culturing of Lactobacillus and Clostridium strains. The growth medium composition (per liter) was: meat extract, 2 g; peptone, 2 g; yeast extract, 1 g; NaCl, 5 g; sodium acetate, 0.5 g; L-cysteine hydrochloride, 0.5 g; glucose, 0.1 g; NaH2PO4.H20, 3.7 g; Na2HPO4.7H2O, 6.2 g; pH 6.8 (±0.2). Following overnight growth, 1 ml of C. difficile EM304 and each Lactobacillus strain were centrifuged at 14,000 × g. Pelleted cells were washed once in PBS under anaerobic conditions and re-suspended in fresh PBS. The MGM was inoculated with a test strain of Lactobacillus and C. difficile EM304 at ∼106 CFU ml-1. The cultures were then incubated at 37°C for 24 h. Survival of C. difficile was determined by plating onto Brazier’s CCEY (Lab M) and Lactobacillus counts were determined by plating onto MRS agar (Difco). Agar plates were incubated anaerobically at 37°C for 2–3 days and the anti-bacterial activity of the lactobacilli was determined as a reduction in C. difficile counts compared to the control in the absence of Lactobacillus. Clostridium difficile VPI 10463, used in the murine model, was also assessed in co-culture with the three lactobacilli used in the study (L. gasseri APC 678, L. rhamnosus DPC 6111 and L. gasseri ATCC 33323).

TABLE 1. Lactobacilli screened for anti-Clostridium difficile activity.
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Survival of Lactobacilli During in vitro Gastrointestinal Transit

The ability of the bacterial strains to survive in a simulated gastric environment was assessed. Briefly, MRS broth was inoculated at 1% with the Lactobacillus strains and incubated anaerobically at 37°C for 16 h. One milliliter of cells was centrifuged at 14,000 × g, washed in PBS and re-centrifuged. The cells were then re-suspended in PBS or 10% RSM. A suspension of 108 CFU ml-1 Lactobacillus was suspended in artificial gastric juice with the following composition (per liter): NaCl, 125 mmol; KCl, 7 mmol; NaHCO3, 45 mmol and pepsin, 3 g. The final pH was adjusted with HCl to pH 2 or pH 3 or with NaOH to pH 7. The bacterial suspensions were incubated at 37°C with agitation (200 rpm). Viable cells were enumerated at 0, 90 and 180 min.

Following 180 min suspension in simulated gastric juice, the cells were suspended in simulated intestinal fluid, which was prepared with 0.10% (w/v) pancreatin (Sigma Aldrich, Ireland) and 0.15% oxgall bile salts (Difco) in water, adjusted to pH 8.0 with NaOH for a further 180 min. The suspensions were incubated at 37°C and samples taken to assess viability on MRS agar at 90 and 180 min. Plates were incubated at 37°C for 48 h. Survival was expressed as log reduction from 0 h.

In vivo Assessment of Lactobacillus Strains in C. difficile Murine Model

Ethics Statement

All procedures involving animals were approved by the University College Cork Animal Experimentation Ethics Committee (#2011/17) and by the HPRA. Animals were sourced from Harlan Laboratories UK, Bicester, Oxfordshire, United Kingdom. At the conclusion of the experiment animals were euthanized by cervical dislocation.

Mouse Model

For the C. difficile model, 40 female C57BL/6 (7 weeks old) mice were obtained from Harlan Laboratories UK. All mice used in the experiment were housed in groups of five animals per cage under the same conditions. Food, water, bedding and cages were autoclaved before use.

Antibiotic Administration

All mice were made susceptible to CDI by altering the gut microbiota using a previously described protocol (Chen et al., 2008). Briefly, an antibiotic mixture comprising of kanamycin (0.4 mg mL-1), gentamicin (0.035 mg mL-1), colistin (850 U mL-1), metronidazole (0.215 mg L-1) and vancomycin (0.045 mg mL-1) was prepared in water (all antibiotics were purchased from Sigma). This corresponded to an approximate daily dose for each antibiotic of: kanamycin, 40 mg kg-1; gentamicin, 3.5 mg kg-1; colistin, 4.2 mg kg-1; metronidazole, 21.5 mg kg-1 and vancomycin, 4.5 mg kg-1. The concentrations of antibiotics in the water were calculated based on the average weight of the animals and expected daily water consumption of the mice. All mice received the antibiotic cocktail in water for 3 days, followed by 2 days of water without antibiotics. All mice received a single dose of clindamycin 10 mg kg-1 intraperitoneally 1 day before C. difficile challenge.

Preparation of Bacterial Cultures

Adhering to strict anaerobic conditions, C. difficile VPI 10463 was grown overnight in RCM. Bacterial cells were collected by centrifugation at 4,050 × g for 5 min, washed once in preconditioned PBS and re-suspended in PBS to achieve a preparation of 5 × 105 CFU per mouse. Lactobacillus strains for each group; L. gasseri APC 678, L. rhamnosus DPC 6111 or L. gasseri ATCC 33323 (see Supplementary Table 1 for details) were prepared by growing the strains overnight in MRS broth under anaerobic conditions. Cells were collected by centrifugation at 4,050 × g for 5 min, washed once in preconditioned saline solution and re-suspended in 10% (w/v) RSM to achieve 1 × 109 CFU ml-1. The control group was fed 10% RSM only. At the start of the experiment all mice (10/group) received an individual inoculum of C. difficile (5 × 105 CFU/mouse). Five hours later, 100 μl of the appropriate probiotic (equivalent to 1 × 108 CFU) or RSM (control group) was administered by oral gavage, and then daily for 7 days.

Sample Collection and C. difficile Counts

Prior to commencement of the trial and before antibiotic treatment, fecal samples were collected from all animals and plated on CCEY agar to confirm that the mice were C. difficile-free. Subsequently, fecal pellets were collected at 24 h, 4, and 7 days post-infection with C. difficile and stored anaerobically before being assessed for viable C. difficile (CFU g-1 feces). At the end of the trial the mice were sacrificed and total numbers of C. difficile per colon were counted (CFU colon-1). C. difficile survival was determined by culturing anaerobically at 37°C on CCEY agar for 48 h. The putative C. difficile colonies were confirmed using a C. difficile test kit (Oxoid). Following euthanasia, cecal contents were collected for compositional sequencing from each individual mouse, snap frozen and stored at -80°C until required.

Microbial DNA Extraction, 16S rRNA Amplification and Illumina MiSeq Sequencing

Total metagenomic DNA was extracted for each mouse cecum (sacrificed 7 days post-infection with C. difficile), following thawing at 4°C, with the QIAamp DNA Stool Mini Kit (Qiagen, Hilden, Germany) with an additional bead beating step (Murphy et al., 2010). DNA was quantified using the Nanodrop 1000 spectrophotometer (Thermo Fisher Scientific, Waltham, MA, United States). Initially the template DNA was amplified using primers specific to the V3-V4 region of the 16S rRNA gene which also allowed for the Illumina overhang adaptor, where the forward (5′TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGCCTA CGGGNGGCWGCAG) and reverse primers (5′GTCTCGTGGG CTCGGAGATGTGTATAAGAGACAGGACTACHVGGGTATC TAATCC) were used. Each PCR reaction contained 2.5 μl DNA template (5 ng), 5 μl forward primer (1 μM), 5 μl reverse primer (1 μM) (Sigma) and 12.5 μl Kapa HiFi Hotstart Readymix (2X) (Anachem). The template DNA was amplified under the following PCR conditions: 95°C for 3 min (initialization); 95°C for 30 s (denaturation), 55°C for 30 s (annealing), and 72°C for 30 s (elongation) (for a total of 25 cycles); followed by a final elongation step at 72°C for 5 min. PCR products were visualized using gel electrophoresis (1X TAE buffer, 1.5% agarose gel, 100 V). Successful amplicons were cleaned using the AMPure XP purification system (Labplan, Kildare, Ireland). A second PCR reaction was completed using the previously amplified and purified DNA as the template. Two indexing primers (Nextera XT indexing primers, Illumina, Sweden) were used per sample to allow all samples to be pooled, sequenced on one flow cell and subsequently identified bioinformatically. Each reaction contained 25 μl Kapa HiFi HotStart ReadyMix (2X), 5 μl template DNA, 5 μl index primer 1 (N7XX), 5 μl index primer 2 (S5XX) and 10 μl PCR grade water. PCR conditions were the same as previously described with the samples undergoing 8 cycles instead of 25 cycles. Samples were quantified using the Qubit 2.0 fluorometer (Invitrogen) in conjunction with the broad range DNA quantification assay kit (Thermo Fisher Scientific). All samples were pooled to an eqimolar concentration. The quality of the pool was determined by running on the Agilent Bioanalyser prior to sequencing. The sample pool was then denatured with 0.2 M NaOH, diluted to 4 pM and combined with 10% (v/v) denatured 4 pM PhiX. Samples were sequenced on the Illumina MiSeq (Teagasc Sequencing Centre, Moorepark, Fermoy, Co. Cork, Ireland) using a 2300 cycle V3 kit, following protocols outlined by Illumina.

Bioinformatic Analysis

Raw Illumina 300 base pair paired-end sequence reads were merged using Flash (Magoc and Salzberg, 2011) and quality checked using the split libraries script from the QIIME package (Caporaso et al., 2010). Reads were then clustered into OTUs and chimeras removed with the 64-bit version of USEARCH (Edgar, 2010). Subsequently OTUs were aligned and a phylogenetic tree generated within QIIME. Taxonomical assignments were reached using the SILVA 16S specific database (version 111) (Quast et al., 2013). Alpha and beta diversity analysis was also implemented within QIIME. PCoA plots were visualized using R (version 3.2.2).

Statistical Analysis

Non-parametric statistical analyses (Mann Whitney) were applied on MiniTab (Version 15) and SPSS (PASW Statistics version 18) statistical packages, to assess whether differences in C. difficile shedding, microbiota composition and diversity between the control and probiotic-fed groups were significant. Statistical significance was accepted at p < 0.05, adjusted for ties, where the null hypothesis was rejected.

Accession Number(s)

Sequence data have been deposited to the ENA under project accession number PRJEB30242.



RESULTS

Screening for Lactobacilli With Anti-bacterial Activity Against Clostridium difficile

Initial screening of hundreds of Lactobacillus isolates for the production of antibacterial compounds against C. difficile using an antagonistic agar assay failed to reveal zones of inhibition. Therefore, a low nutrient medium (MGM) was developed which more closely represented the low concentration of simple carbohydrates in the human colon, enabling both Lactobacillus and C. difficile strains to survive in co-culture over a 24 h period. Due to the buffering capacity of the medium, the pH was maintained at near neutral (∼pH 6.5) following incubation for 24 h, eliminating concerns relating to the reduction of C. difficile merely as a result of acid production. Since most of the lactobacilli assessed in the antagonistic agar assay were of dairy origin, Lactobacillus strains (n = 60) of human, animal, feed and environmental origin were then selected and screened for inhibitory activity against C. difficile (Table 1). The co-culture assay showed that 4 of the 60 lactobacilli tested (L. gasseri APC 678, L. paracasei APC 1483, L. rhamnosus DPC 6111 and L. gasseri DPC 6112) had the ability to reduce the survival of C. difficile EM304 in vitro (Figure 1A). The co-culture of C. difficile VPI 10463 with each of the three lactobacilli screened in the mouse study (L. gasseri APC 678, L. rhamnosus DPC 6111 and L. gasseri ATCC 33323) also negatively impacted C. difficile survival (Figure 1B).
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FIGURE 1. Effect of probiotic lactobacilli on the survival of Clostridium difficile in co-culture. Black bars ([image: image]) show the cell numbers of C. difficile at 0 and 24 h in the absence of Lactobacillus strains. Bars with dashed lines ([image: image]) show the cell numbers of (A) C. difficile EM304 following 24 h co-culture with L. gasseri APC 678, L. paracasei APC 1483, L. rhamnosus DPC 6111, L. gasseri DPC 6112 or L. gasseri ATCC 33323 and (B) C. difficile VPI 10463 following 24 h co-culture with L. gasseri APC 678, L. rhamnosus DPC 6111 or L. gasseri ATCC 33323. The horizontal dashed line (---) indicates the final count of C. difficile at 24 h in the absence of the Lactobacillus strains. The average and standard error of the mean (SEM) of three independent repetitions are represented.



Simulated Gastrointestinal Fluid Demonstrates Tolerance of Lactobacilli to Digestion

Among the important probiotic traits required for Lactobacillus strains intended for use in the GIT is the ability to survive the acidic conditions of the stomach and the presence of bile in the upper small intestine. Here, we demonstrate the survival of L. gasseri APC 678 and L. rhamnosus DPC 6111 in a simulated GIT environment (Table 2). Both strains, when suspended in PBS before being added to simulated gastric juice at pH 3 were found to be stable. However, L. gasseri APC 678 was the more stable of the two at pH 2, showing a 1.5 log reduction in total viable counts compared to 3.5 log reduction for L. rhamnosus DPC 6111. Viable counts indicated that neither strain survived the subsequent 3 h incubation in simulated ileal juice. However, if the strains were suspended in 10% RSM prior to treatment with gastric/ileal juice, their survival was markedly improved both in simulated gastric juice at both pH 2 and 3 and also after a further 3 h incubation in ileal juice (Table 2). In 10% RSM L. rhamnosus DPC 6111 was more sensitive to the overall conditions of the stomach and ileum than L. gasseri APC 678, showing a 4.4 log reduction at the end of the incubation period compared with a reduction of 2.8 log for L. gasseri APC 678.

TABLE 2. Survival of lactobacilli during simulated gastrointestinal tract transit.
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Lactobacillus Strains Reduce C. difficile Shedding in a Mouse Model

The ability of L. gasseri APC 678 and L. rhamnosus DPC 6111 to reduce C. difficile shedding in a murine model was investigated. In addition, the well characterized strain L. gasseri ATCC 33323 (Azcarate-Peril et al., 2008), was selected as a control for the animal study. Levels of C. difficile shedding in the feces, total viable C. difficile in the mouse colon and changes in the microbiota composition of the mouse cecum were assessed. Mice were infected with ∼5 × 105 CFU of C. difficile and at day 1 the mean C. difficile counts were ∼107 CFU g-1 feces in all groups, which compares well with C. difficile counts in murine studies where the animals received clindamycin or metronidazole prior to infection with C. difficile (Schubert et al., 2015). There was no significant reduction in the median counts of C. difficile shed in the feces between the control and the Lactobacillus-fed mice after 24 h (Figure 2A). However, after 4 and 7 days, the presence of L. gasseri APC 678 significantly reduced C. difficile fecal shedding [11-fold (p = 0.022) and 8-fold (p = 0.017), respectively; fold reduction was calculated with median data] compared to the control mice, while there was no significant reduction in C. difficile in the feces of those mice receiving either L. rhamnosus DPC 6111 or L. gasseri ATCC 33323 compared to the control mice (Figures 2B,C). It was also noted that, by day 7, both L. gasseri APC 678 and L. gasseri ATCC 33323 significantly reduced the numbers of C. difficile that had adhered to the colon (p = 0.003 and p = 0.014, respectively; Figure 2D).
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FIGURE 2. Clostridium difficile detected during fecal shedding. C. difficile detected in mouse feces (CFU g-1 feces) following (A) 24 h, (B) 4 days, and (C) 7 days administration of the test strains (or control); and (D) C. difficile levels in mouse colon (CFU colon-1) following 7 days administration of test strains (or control). Control: 10% RSM only; APC 678: L. gasseri APC 678; DPC 6111: L. rhamnosus DPC 6111 and ATCC 33323: L. gasseri ATCC 33323. Horizontal bar (__) represents the median.



Following total metagenomic DNA extraction of the cecal contents, V3-V4 16S rRNA gene amplicons were generated and sequenced using the Illumina MiSeq. Diversity, richness and coverage estimations were calculated for each data set (Table 3), all of which indicated good sample richness throughout and the presence of a diverse microbiota. Interestingly, the Simpson and Shannon diversity metrics were significantly higher in the L. gasseri APC 678-fed mice compared to the control mice, and all alpha diversity indices tested were significantly increased in the mice fed L. gasseri APC 678 when compared to the those fed L. gasseri ATCC 33323 or L. rhamnosus DPC 6111, indicating that L. gasseri APC 678 had a greater positive impact on diversity than the other lactobacilli tested. Beta-diversity was estimated using distance matrices built from unweighted Unifrac distances and subsequently PCoA was performed on the distance matrices (Figure 3). Every effort was made to standardize the mice prior to (gender, source, age, antibiotic administration) and during the treatment and despite possible cage effect in the control, the groups clustered on the basis of the strain administered.

TABLE 3. Alpha diversity indices for sequencing coverage and microbiota diversity from cecum samples at Day 7 from control and test mice.
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FIGURE 3. Principal coordinates analysis (PCoA) of the mouse cecal sequencing data at day 7, based on unweighted UniFrac distances, generated with phyloseq in R (version 3.2.2). The control and test groups are represented by color; control (red), L. gasseri APC 678 (green), L. rhamnosus DPC 6111 (blue) and L. gasseri ATCC 33323 (purple) and ggplot2 in R was used to compute the 95% confidence interval for the ellipses.



Sequence analysis revealed that the microbiota comprised of 7 main phyla (Table 4, Supplementary Figure 1, and Supplementary Table 3), with Firmicutes and Bacteroidetes dominating, and relative abundance corresponding to 28–55% and 43–71%, respectively. Unlike the group fed L. gasseri APC 678, where no significant change in the abundance of Firmicutes or Bacteroidetes relative to controls was observed, the groups fed L. rhamnosus DPC 6111 or L. gasseri ATCC 33323 showed a significant decrease in the relative abundance of Firmicutes (p = 0.002 and 0.019, respectively) and a significant increase in Bacteroidetes (p = 0.002 and 0.023, respectively) relative to the control. The relative abundance of the phylum Proteobacteria significantly decreased in the mice fed APC 678 or DPC 6111 relative to the control mice or the animals fed ATCC 33323, which showed an increase in Proteobacteria relative to the control. This pattern was mirrored in the significant reduction of the relative abundance of the genera Escherichia/Shigella in the groups fed L. gasseri APC 678 or L. rhamnosus DPC 6111. However, the decrease in the relative abundance of Escherichia/Shigella in the L. gasseri ATCC 33233-fed group was not significant. A diverse range of microbial families (Supplementary Figure 2 and Supplementary Table 4) and genera (Supplementary Figure 3 and Supplementary Table 5) were also detected across the four feeding groups. A number of statistical differences were found at family and genus OTU levels in the Lactobacillus-fed groups compared to the control (Table 4). The relative abundance of Peptostreptococcaceae was significantly reduced in all Lactobacillus-fed groups. This family encompasses C. difficile. The relative abundance of the genus Alistipes significantly increased in all Lactobacillus-fed groups relative to the control. The relative abundance of Rikenellaceae RC9 gut group also significantly increased in the L. gasseri APC 678 and L. rhamnosus DPC 6111 groups compared to the control, with the largest increase associated with the L. gasseri APC 678-fed group. The relative abundance of Roseburia, known to be associated with SCFA production (Rios-Covian et al., 2016), significantly increased in the L. gasseri APC 678-fed group only. In addition, the relative abundance of Oscillibacter significantly increased in the groups fed either L. gasseri APC 678 or L. rhamnosus DPC 6111 but not in the L. gasseri ATCC 33323-fed group (Table 4).

TABLE 4. Relative abundance (%) at bacterial phylum, family and genus level in the cecum at Day 7 of the control and test mice (Lactobacillus gasseri APC 678, Lactobacillus rhamnosus DPC 6111 and Lactobacillus gasseri ATCC 33323).
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DISCUSSION

The increasing frequency of CDI in hospitals, facilities for the elderly and more recently community settings (Chitnis et al., 2013), combined with the resulting health and economic burdens, warrants the search for alternative treatments for CDI. The use of microbial therapy as a preventive measure to mitigate the increasing prevalence of CDI is one such avenue under investigation. Surveys of the literature have shown that for pediatric use, Lactobacillus strains significantly prevented antibiotic-associated diarrhea and CDI (Goldenberg et al., 2013). However, while there was some evidence that microbial therapy was effective in preventing primary CDI in adults, there was insufficient evidence to confirm the efficacy of these strains to prevent recurrent CDI (Evans and Johnson, 2015; Goldstein et al., 2015).

The concept of strain-specific benefits is not new and has already been shown to be true of live therapeutics for other applications (Wall et al., 2012). In this context, our study pre-screened a range of Lactobacillus species for their ability to inhibit C. difficile with a view to identifying potential strains to target CDI in humans. To that end, we developed a medium which allowed the survival of both Lactobacillus and C. difficile strains in co-culture, without the decrease in pH normally associated with the growth of lactobacilli in other media, such as MRS or RCM. We identified 4 strains from 60 Lactobacillus strains screened (2 L. gasseri strains, 1 L. rhamnosus strain, and 1 L. paracasei strain), all of human origin, which negatively impacted the growth of C. difficile in vitro. Among the strains screened was L. gasseri ATCC 33323, which has a number of traits encoded on its genome which are important for its survival and retention in the GIT (Azcarate-Peril et al., 2008). Interestingly, while seven strains of L. gasseri were screened in vitro only two L. gasseri strains inhibited C. difficile, lending credence to the theory that not all strains of the same species have the same effect (Arnold et al., 2018; Liu et al., 2018).

Two lead candidates from the in vitro work, namely L. gasseri APC 678 and L. rhamnosus DPC 6111, were selected for in vivo analysis. These strains have the added advantage of surviving in higher numbers during simulated gastric transit, at low pH and in the presence of bile and the digestive enzymes encountered in the stomach and upper GIT. The increased survival rate in these environments in the presence of milk is a further bonus as fermented milk products such as yogurts and cheese are often used as vehicles for oral delivery of live bacteria (Gardiner et al., 1998; Hickson et al., 2007). The health impacts of these Lactobacillus species have been previously investigated (Bravo et al., 2011; Kadooka et al., 2013; Kechagia et al., 2013; Kobatake et al., 2017; Wang et al., 2017).

As a first step to determining the efficacy of these strains with respect to decreasing CDI in vivo, the strains (L. gasseri APC 678, L. rhamnosus DPC 6111 and the aforementioned well-characterized L. gasseri ATCC 33323) were tested for their ability to reduce fecal shedding of C. difficile in a murine model of CDI over 7 days. During this period, C. difficile VPI 10463 did not result in the manifestation of obvious signs of disease in the mice, and as such was regarded for this purpose as a colonization model of CDI. Clostridium difficile levels were monitored in the feces by culturing at days 1, 4 and 7 and in the mouse colon by culturing at Day 7. Sequence analysis was carried out on the mouse cecal contents at Day 7. The ability to reduce fecal shedding of C. difficile was significant, when compared to the control group fed RSM, in those animals fed L. gasseri APC 678 4 days post-infection. This reduction was maintained for up to 7 days, at which time the animals were euthanized. No significant effect was seen in terms of fecal shedding of C. difficile in those mice fed either L. gasseri 33323 or L. rhamnosus DPC 6111. In the initial in vitro co-culture assays, L. rhamnosus DPC 6111 had an equal inhibitory effect to L. gasseri APC 678. However, this was not reflected in vivo as the L. gasseri APC 678 out-performed the L. rhamnosus strain. Interestingly, when the level of viable C. difficile in the colon was assessed the numbers were significantly reduced in those mice that were fed either of the L. gasseri strains, which may be as a result of competitive exclusion of C. difficile by the L. gasseri strains. The absence of evidence of bacteriocin activity in vitro would suggest that inhibition of C. difficile by bacteriocins is not responsible. Other possible means by which the L. gasseri protect the host against C. difficile include stimulation of the host’s immune response, competition for nutrients and protection of the integrity of the gastrointestinal mucosa.

CDI is normally the result of changes to the gut microbiota as a result of broad-spectrum antibiotic treatment which results in a decrease in microbial diversity (Rea et al., 2012). One desired function of a live therapeutic in a disease state would be to increase microbial diversity, thereby reducing the ability of C. difficile to survive and multiply due to competition for nutrients. Compositional sequencing showed that in the control and the test mice there was a diverse microbiota despite the prior administration of antibiotics to make the animals more susceptible to infection. Also, while every effort was made to standardize the mice prior to and during the study; the PCoA plot of the cecal sequencing data for the control mice at Day 7 did suggest a separation based on housing. Despite this the sequencing data from the groups were seen to be statistically different based on the strain administered. L. gasseri APC 678 increased diversity for all the indices tested, including the number of observed species, compared to the other strains studied. It has been recognized that a decrease in diversity has been linked to CDI (Rea et al., 2012; Gu et al., 2016). However, unlike the mice fed L. gasseri APC 678, where no significant change in the relative abundance of the main phyla was observed when compared to the control, there was a significant change in the Firmicutes and Bacteroides levels in the groups fed either L. rhamnosus DPC 6111 or L. gasseri ATCC 33323 when compared to the control with a significant increase in Bacteroidetes. The importance, if any, of this shift is unclear. However, an increase in the abundance of Proteobacteria (and the genera Escherichia/Shigella) has been associated with antibiotic use (Cotter et al., 2012) and the animals fed either L. gasseri APC 678 or L. rhamnosus DPC 6111 showed a significant decrease in the relative abundance of Proteobacteria and Escherichia/Shigella, while the change in the animals fed L. gasseri ATCC 33323 was not significant, establishing that strains of the same species exert differing effects in this regard. A study by Schubert and colleagues observed that when the gut microbiota in a murine model was altered as a result of antibiotic administration, populations of Porphyromonadaceae, Lachnospiraceae, Lactobacillus and Alistipes protected against C. difficile colonization (Schubert et al., 2015). While our study showed that Lachnospiraceae were significantly reduced in the groups fed L. rhamnosus DPC 6111 and L. gasseri ATCC 33323 but not the L. gasseri APC 678-fed group, it was notable that the relative abundance of Alistipes was significantly increased in all Lactobacillus-fed animals relative to the control group. In a study in which the microbiota profile of CDI patients were compared, the relative abundance of Alistipes significantly decreased in the CDI patients (n = 25) compared to non-CDI patients (n = 30) not in receipt of antibiotics (Schubert et al., 2015; Milani et al., 2016). The increase in the relative abundance of genera involved in the production of SCFAs, such as Roseburia (in L. gasseri APC 678-fed group) and Oscillibacter (L. gasseri APC 678 or L. rhamnosus DPC 6111-fed groups) would suggest that lactobacilli can exert beneficial effects which are strain rather than species specific.

In the fight against CDI it is likely that live therapeutics, either as well characterized single/multiple strains as described here or the more complex, less defined microbiota in FMT will play a role in addressing the reduction in microbial diversity in the GIT that results from broad spectrum antibiotic treatment leading to CDI. The interactions between the gut microbiome and the host are complex and FMT may therefore have unintended consequences in a patient after successful FMT due to alteration of the gut microbiota. FMT in experimental animals has shown that immunologic, behavioral and metabolic phenotypes can be transferred from donor to recipient, which may not always be beneficial to the recipient in the long-term (Collins et al., 2013; Pamer, 2014; Di Luccia et al., 2015). Therefore, there are advantages to using well characterized strains with QPS status (EFSA, 2007) with proven efficacy against C. difficile in vivo which translate into positive changes in the gut microbiota profile.
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Given that Clostridium difficile is not part of the normal human microbiota, if multiple strains are to accumulate in the colon implies successive exposure events and/or persistent colonization must occur. Evidence of C. difficile infection (CDI) with more than one strain was first described in 1983. Despite the availability of increasingly discriminatory bacterial fingerprinting methods, the described rate of dual strain recovery in patients with CDI has remained stable at ∼5–10%. More data are needed to determine when dual strain infection may be harmful. Notably, one strain may block the establishment of and infection by another. In humans, patients colonized by non-toxigenic C. difficile strain are at a lower risk of developing CDI. Further studies to elucidate the interaction between co-infecting or colonizing and infecting C. difficile strains may help identify potential exploitable mechanisms to prevent CDI.
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INTRODUCTION

Clostridium (Clostridioides) difficile is an anaerobic, spore forming, Gram-positive bacillus (Martin et al., 2016). Historically, C. difficile infection (CDI) primarily occurs in hospitalized patients secondary to antibiotic use (Kelly and LaMont, 1998). However, in the past decade, the proportion of C. difficile infection occurring in the community (previously thought to be low risk) is increasing (DePestel and Aronoff, 2013). This highlights the endemicity of C. difficile outside healthcare institutions. In addition, the emergence of a more virulent C. difficile strain BI/NAP1/027 changed perceptions of C. difficile from an easily treated side-effect of antibiotic use to a leading cause of infectious diarrhea with increased morbidity and mortality worldwide (Baines et al., 2013; Ghose, 2013; Sun et al., 2016).

There are over 800 recognized strain types (ribotypes) of C. difficile and only toxin-producing strains are associated with disease (Tonna and Welsby, 2005; Vedantam et al., 2012). C. difficile associated diarrhea is mediated by the production of toxin A (TcdA) and toxin B (TcdB) released into the gut as a result of colonization by toxigenic strains (van den Berg et al., 2005). Early hamster models suggested that TcdA is a key determinant of intestinal inflammation (Lyerly et al., 1985), but subsequent studies suggested that TcdB is more potent (Savidge et al., 2003; Lyras et al., 2009). Furthermore, a monoclonal anti-toxin B antibody, but not an anti-toxin A antibody, was effective at reducing recurrence in patients treated for CDI (Wilcox et al., 2017). Also, there is a growing body of evidence for TcdA negative/TcdB positive CDI cases (Samra et al., 2002; Carter et al., 2015; Di Bella et al., 2016). Therefore, the importance of TcdA in human beings remains uncertain and needs further clarification. Since the emergence of the more virulent BI/NAP1/027 strain of C. difficile, the role of a third binary toxin, C. difficile transferase (CDT) is increasingly recognized for its association with enhanced virulence and higher patient mortality (Gerding et al., 2014; Berry et al., 2017).

The method used for diagnosing CDI is one of the factors limiting detection of multiple C. difficile strains in health or disease. CDI diagnosis is based ideally on detection of free fecal toxin, or, with less specificity, by the presence of toxin genes (Surawicz et al., 2013; Martin et al., 2016). Therefore, in the majority of settings, C. difficile culture is not performed and so the number of C. difficile strains present is not determined.

The likelihood of detecting multi-strain infection or colonization varies with the methods used. Multiple strains can be detected by methods that can distinguish individual strains. In the context of C. difficile, these methods include restriction enzyme analysis (REA), pulsed field gel electrophoresis (PGFE), PCR ribotyping, multilocus variable number tandem repeat analysis (MLVA), multilocus sequence typing (MLST), and whole genome sequencing (WGS) (Tenover et al., 2011; Knetsch et al., 2013; Sim et al., 2017). Multiple strains may be detected by the presence of more alleles present at a particular locus than is possible if just one strain is present, dissimilar genotypes from different colonies grown from the same isolate or difference in ability to produce cytotoxin (Borriello and Honour, 1983; Balmer and Tanner, 2011). Notably, the limited studies that have investigated the presence of multiple strains of C. difficile in patients with CDI, differ in their case selection criteria and in the methods used for C. difficile culture, the number of colonies tested and differentiation of strains (often reflecting the available diagnostic technology) (Table 1).

TABLE 1. Summary of studies exploring the presence of dual/mixed strain Clostridium difficile infection.
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SIGNIFICANCE

A key issue regarding colonization or infection by more than one strain of C. difficile is the determination of whether recurrence is due to the same (relapse) or different (reinfection) strain. Most such CDI recurrence studies have examined single or few colonies, or have not used a highly discriminative method, both of which reduce the chance of isolating multiple strains of C. difficile. For example, Figueroa et al. (2012) examined 90 patients who had recurrent C. difficile infection using REA on single C. difficile colonies (Figueroa et al., 2012). They showed that 75 participants (83.3%) had a relapse. The remaining 15 (16.7%) participants were found to have a reinfection. Based on the results obtained, there was no evidence to suggest the presence of concomitant carriage of more than 1 strain of C. difficile (Figueroa et al., 2012) Although REA has respectable discriminatory power, newer methods such as capillary PCR ribotyping and MLVA are more discriminatory and therefore have a higher chance of identifying mixed C. difficile strain infections (Kuijper et al., 2009). Kamboj et al. (2011) used PCR ribotyping to explore patients with recurrent C. difficile infection. The results suggested that the majority of patients with recurrent C. difficile infection within 8 weeks (85/102 patients) had a relapse and not a reinfection. This method has similar discriminative power to REA (Kuijper et al., 2009). Based on the results, there was no evidence to suggest the presence of more than 1 strain of C. difficile at any one time (Kamboj et al., 2011). This may be due to the small number of colonies studied as per the published protocol (Bidet et al., 1999). A recent study by Behroozian et al. (2013) recognized this limitation and analyzed approximately 95 colonies per sample and found evidence of more than 1 C. difficile ribotype in 16/102 (16%) cases. Even with the large number of colonies studied, there is a chance that less abundant ribotypes will be overlooked (Behroozian et al., 2013).

As C. difficile is ubiquitous in nature, the presence of multiple strains could simply reflect a recently ingested strain when another has already colonized or been newly ingested. However, colonization by multiple strains could affect the level of host protection against C. difficile infection. At present, there is insufficient evidence to determine the full implications of colonization/infection with more than 1 strain of C. difficile. Baines et al. (2013) demonstrated using an in vitro gut model that 2 different population of C. difficile (differentiated by antimicrobial susceptibility) were able to concurrently colonize, populate and produce toxin. It is however, not possible to determine the degree of contribution toward toxin production (Baines et al., 2013). Longitudinal studies are needed to determine the significance of this phenomenon in human beings.

Data from murine models suggest that colonization with a non-toxigenic strain of C. difficile protects against disease in hamster following a challenge with a toxigenic strain (Merrigan et al., 2009). Balmer et al. suggests that in human beings, infection with more than 1 strain of C. difficile is likely to be a significant clinical and immunological phenomenon as it may overwhelm the immune system by influencing the host immune response in different ways. This may also affect pathogen evolution, potentiate competitive, or mutualistic pathogen-pathogen interaction, horizontal gene flow and treatment options compared with single strain infection (Balmer and Tanner, 2011). On the other hand, the presence of two competing strains can be beneficial to the host as they could control each other, similar to how probiotics have been proposed for the prevention of CDI (Goldenberg et al., 2013). Notably, Gerding et al. demonstrated that patients with an episode of primary CDI or first recurrence within 8 weeks of the primary episode benefitted from colonization with non-toxigenic C. difficile strain M3 (NTCD-M3). The recurrence rate of CDI in patients colonized with NTCD-M3 was significantly lower compared with patients who were not (11 vs. 30%). This reaffirms the notion that colonization with a non-toxigenic strain is beneficial to the host (Gerding et al., 2015).



DUAL STRAIN INFECTION

The observed incidence of mixed C difficile toxigenic strain infection has been relatively stable over recent decades at approximately 7–16% of all cases (Eyre et al., 2012, 2013; Behroozian et al., 2013; Sun et al., 2016). Evidence of mixed strain infection was first reported by Borriello and Honour (1983). The authors found that stool samples from all 6 studied cases showed isolates of C. difficile that differed in cytotoxin production (Borriello and Honour, 1983). O’Neill et al. (1991) later reported a patient who had suffered both a reinfection and relapse. The isolated strain did not produce cytotoxin in vitro but toxin was detected in the stools. They hypothesized that this is due to the presence of concomitant strains of C. difficile. However, further investigation on 10 different colonies from each sample using REA and cytotoxin studies did not support this (O’Neill et al., 1991). Similarly, in a larger study, Wilcox et al. (1998) retrospectively analyzed C. difficile colonies using random amplification of polymorphic DNA (RAPD) fingerprinting, but did not identify show more than one C. difficile strain per sample time point (Wilcox et al., 1998). This may be due to the fact that mixed infection is a rare occurrence or due to the limitations of the detection methods (Barbut et al., 2000; Behroozian et al., 2013). More recently, Hell et al. (2011); van den Berg et al. (2005) investigated 5 or fewer colonies from each sample and found that 1/11 (9.1%) and 2/23 (8.7%) of samples, respectively, had multiple strains of C. difficile.

With advancing technology, improved sampling methods and sophisticated genotyping, C. difficile transmissions leading to mixed infection and the presence of different toxigenic C. difficile strains are being more readily identified (Eyre et al., 2012, 2013). However, the reported rate of mixed infection remains similar.



CONCLUSION

Knowledge and understanding of C. difficile has grown considerably since George and colleagues made the link between C. difficile and human diseases (Heinlen and Ballard, 2010). Evidence of dual strain infection was first identified by Borriello and Honour (1983) after observing differential expression of toxins (Borriello and Honour, 1983). With advancing technology, C. difficile typing methods are becoming more discriminative and therefore mixed strain infection can be detected more readily. Interestingly, the incidence of mixed strain C. difficile infection has been stable.

Currently, there are no studies examining the role of mixed or dual strain infection with C. difficile in human beings. A previous study in hamsters suggests that mixed strain infection has the potential to be both beneficial and harmful depending on the nature of the infecting strains (Merrigan et al., 2009). In human beings, it is recognized that patients who are colonized by non-toxigenic C. difficile strain is at lower risk of developing C. difficile infection while in hospital. This is supported by results from a Phase 2 randomized controlled trial using non-toxigenic C. difficile spores to prevent recurrent C. difficile infection (Gerding et al., 2015). Further studies to elucidate the interaction between co-infecting or colonizing and infecting C. difficile strains may help identify potential exploitable mechanisms to prevent C. difficile infection.
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Clostridioides difficile, a Gram-positive spore-forming bacterium, is the leading cause of nosocomial diarrhea worldwide and therefore a substantial burden to the healthcare system. During the past decade, hypervirulent PCR-ribotypes (RT) e.g., RT027 or RT176 emerged rapidly all over the world, associated with both, increased severity and mortality rates. It is thus of great importance to identify epidemic strains such as RT027 and RT176 as fast as possible. While commonly used diagnostic methods, e.g., multilocus sequence typing (MLST) or PCR-ribotyping, are time-consuming, proteotyping offers a fast, inexpensive, and reliable alternative solution. In this study, we established a MALDI-TOF-based typing scheme for C. difficile. A total of 109 ribotyped strains representative for five MLST clades were analyzed by MALDI-TOF. MLST, based on whole genome sequences, and PCR-ribotyping were used as reference methods. Isoforms of MS-detectable biomarkers, typically ribosomal proteins, were related with the deduced amino acid sequences and added to the C. difficile proteotyping scheme. In total, we were able to associate nine biomarkers with their encoding genes and include them in our proteotyping scheme. The discriminatory capacity of the C. difficile proteotyping scheme was mainly based on isoforms of L28-M (2 main isoforms), L35-M (4 main isoforms), and S20-M (2 main isoforms) giving rise to at least 16 proteotyping-derived types. In our test population, five of these 16 proteotyping-derived types were detected. These five proteotyping-derived types did not correspond exactly to the included five MLST-based C. difficile clades, nevertheless the subtyping depth of both methods was equivalent. Most importantly, proteotyping-derived clade B contained only isolates of the hypervirulent RT027 and RT176. Proteotyping is a stable and easy-to-perform intraspecies typing method and a promising alternative to currently used molecular techniques. It is possible to distinguish the group of RT027 and RT176 isolates from non-RT027/non-RT176 isolates using proteotyping, providing a valuable diagnostic tool.

Keywords: MALDI-TOF MS, Clostridioides difficile, Clostridium difficile, below species differentiation, proteotyping


INTRODUCTION

Clostridioides difficile (Lawson et al., 2016) is a Gram-positive anaerobic spore former and the most frequent cause of antibiotic-associated diarrhea (Lo Vecchio and Zacur, 2012; Leffler and Lamont, 2015; Martin et al., 2016; Smits et al., 2016). Current research revealed that this pathogen is responsible for more than 152,000 reported healthcare-associated C. difficile infections and more than 8,300 associated deaths every year in the European Union and European Economic Area (EU/EEA) (Cassini et al., 2016). The incidence rate observed in the United States was consistent with the European one (Martin et al., 2016). The symptoms of a C. difficile infection (CDI) appear in various manifestations: The spectrum comprises rather weak symptoms like mild diarrhea but also serious forms like toxic megacolon, pseudomembranous colitis (PMC) or perforation of the colon (Nanwa et al., 2015). Although the potential for severe disease is high, most of the colonized individuals do not show any symptoms (Donskey et al., 2015; Elliott et al., 2017). Despite the fact that the involvement of the small intestine has been observed, characteristic PMC lesions are usually limited to the colon (Jacobs et al., 2001; Keel and Songer, 2006). Infections outside of the intestine only occur very rarely (Byl et al., 1996).

Over the last decade, different “hypervirulent” C. difficile strains emerged. The most prominent of these “hypervirulent” strains has been categorized as PCR-ribotype 027 (RT027), which has emerged especially in Canada, North America, and various European countries (Pépin et al., 2004; Loo et al., 2005; McDonald et al., 2005; Brazier et al., 2008; Indra et al., 2008; Valiente et al., 2014). Outbreak studies from these and other countries all over the world revealed that RT027 is associated with an intensification of the worldwide epidemic of nosocomial C. difficile infections, resulting in recurrent infections and high mortality rates (Loo et al., 2005; Hubert et al., 2007; Mooney, 2007; Redelings et al., 2007). Furthermore, recent studies point out that RT027 strains continue to contribute significantly to CDI incidence (He et al., 2013; Arvand et al., 2014; Arvand and Bettge-Weller, 2016).

Besides adherence and motility factors, virulence of C. difficile mainly depends on toxins encoded by the pathogenicity locus (PaLoc) (Carter et al., 2015).

Another toxin expressed by some C. difficile strains like the “hypervirulent” RT027 which is not encoded by the PaLoc is the binary toxin or C. difficile transferase (CDT) (Stubbs et al., 2000; Sundriyal et al., 2010). Although this toxin is supposed to enhance virulence and some studies show a correlation between its presence and an increased mortality rate, its exact role is unknown so far (Barbut et al., 2005; McEllistrem et al., 2005; Gerding et al., 2014). For a current overview of the C. difficile toxins we refer to the article of Klaus Aktories, Carsten Schwan, and Thomas Jank (Aktories et al., 2017).

There are several possible reasons for the spreading of RT027 strains: One reason is, that these strains show a higher resistance to fluoroquinolones compared to other strains (Sebaihia et al., 2006; Drudy et al., 2007; Dannheim et al., 2017) besides resistance to tetracycline, aminoglycosides, and erythromycin (Knetsch et al., 2018).

Another factor that possibly contributed to the spreading is the implementation of trehalose as a food additive, which came into the market shortly before the rise of virulent strains like RT078 and RT027. RT027 strains exhibit a single point mutation in the trehalose repressor what leads to a more than 500-fold increase of sensitivity to trehalose. Trehalose also increased the virulence of RT027 strains in mouse models of CDI (Robinson et al., 2014; Collins et al., 2018). However, recent studies could not find any association between trehalose metabolism variants and severe disease outcomes (Eyre et al., 2019).

Moreover, it was proposed that after antibiotic treatment, the re-colonization of the gut by commensals is inhibited by a phenol derivate, p-cresol, produced by C. difficile (Dawson et al., 2008). Also the ability to form spores has been proposed to contribute to the difference in virulence between RT027 and other C. difficile strains (Burns et al., 2010; Lanis et al., 2010).

There is a wide range of diagnostic methods available to investigate on the phylogeny of C. difficile, including PCR-ribotyping and multi locus sequence typing (MLST) (Griffiths et al., 2010; Knetsch et al., 2013). The most common method in Europe is PCR-ribotyping that now also applies to the United States (Janezic and Rupnik, 2010; Waslawski et al., 2013; Fawley et al., 2015). This approach was first described by Gürtler (1993) and makes use of length differences (200–600 bp) of the intergenic spacer region (ISR) between 16S and 23S rRNA genes. Furthermore, different C. difficile strains also exhibit different numbers of alleles in the ribosomal operon. By combining ISR length- and allele number variation, a specific banding pattern can be obtained for the respective ribotype by PCR amplification with a single primer pair (Janezic, 2016).

In contrast, MLST discriminates isolates using nucleotide sequences of housekeeping gene fragments (Maiden et al., 1998), where a sequence type (ST) number is assigned to each unique combination of alleles. The MLST technique is also scalable to high-throughput robotic systems (Pavón and Maiden, 2009).

To respond immediately in case of a disease outbreak, fast, accurate and inexpensive diagnostic methods are indispensable. Since PCR-ribotyping and MLST are relatively expensive and time-consuming, matrix-assisted laser desorption/ionization mass spectrometry (MALDI-TOF MS) represents a promising alternative (Lavigne et al., 2013; Patel, 2015). This technique has become the current standard for species identification in many clinical microbiological laboratories in many countries (Seng et al., 2010; Bader, 2013). Beside species identification, MALDI-TOF MS allows distinction of subspecies by accurate discrimination of strain-specific biomarkers (Lartigue, 2013; Suarez et al., 2013; Durighello et al., 2014). Previous studies have shown the possibility to differentiate Salmonella enterica ssp. Enterica serovar Typhi from Salmonella enterica ssp. enterica serotypes, which are of minor clinical relevance (Kuhns et al., 2012). Moreover, it was shown that it is even possible to discriminate different MLST sequence types (STs) of Campylobacter jejuni ssp. jejuni using a single biomarker ion (Zautner et al., 2013). Cheng et al. (2018) recently discovered that it is possible to differentiate Clade 4 strains of C. difficile from other C. difficile strains by MALDI-TOF MS on the basis of 5 markers. In another recent study, Corver and coworkers identified two peptide markers (m/z = 4927.81 and m/z = 5001.84) that enable the identification of C. difficile MLST types 1 and 11 by MALDI-MS (Corver et al., 2018). Another MALDI-TOF MS-based subtyping approach was published by Ortega and coworkers: They used a technique called high molecular weight (HMW) typing where a protein profile within the mass range of 30 to 50 kDa was analyzed (Rizzardi and Åkerlund, 2015; Ortega et al., 2018). More precisely this method groups C. difficile strains according to proteins of their surface layers. Within the study, they identified different HMW profiles. One of those profiles only harbors RT027 strains, what makes it an interesting tool for rapid subtyping (Ortega et al., 2018).

The main problem of clustering-based MALDI-TOF MS-typing methods is the lack of knowledge about the proteins that correspond to the respective peaks in the mass spectrum. This problem can be solved to a certain degree using proteotyping. This microbial typing method that we initially named Mass Spectrometry-based PhyloProteomics (MSPP), but which we will refer to as proteotyping, in accordance with the terminology now used in the scientific community (Karlsson et al., 2015), was previously successfully used for subtyping of C. jejuni ssp. jejuni, C. jejuni ssp. doylei and Campylobacter coli isolates (Zautner et al., 2015, 2016; Emele et al., 2019). The essential characteristic of our proteotyping method is an amino acid sequence catalog of isoforms of alleles. These isoforms are the result of non-synonymous mutations in genes coding for ribosomal proteins (biomarker genes). These mutations can be detected in the form of mass shifts within MALDI-TOF spectra. It is then possible to assign an isolate to a specific proteotyping-derived type by analyzing the scheme of recorded biomarker masses and deducing the respective amino acid sequence. The key advantage of proteotyping in comparison to whole mass spectrum clustering approaches is that only mass changes assigned to a specific set of allelic isoforms of the same protein are considered for deduction of phylogeny. Alternative methods that focus on presence or absence of single masses as well as peak intensity are leading to imprecise results (Suarez et al., 2013; Zautner et al., 2013; Matsumura et al., 2014; Novais et al., 2014).

For this study, we compiled a collection of 109 C. difficile strains to develop and test a C. difficile-specific proteotyping scheme.



MATERIALS AND METHODS


Clostridioides difficile Isolates

In total, 109 C. difficile isolates were chosen in a way, that the test collection represented a high genetic diversity and the currently clinical relevant and most prevalent five out of eight established clades of this species (Stabler et al., 2009; Knetsch et al., 2012; Dingle et al., 2014; Knight et al., 2015; Riedel et al., 2017). For the MALDI-TOF analyses, 77 isolates were selected for which a complete genome was already sequenced (data not shown). More precisely, 46 clade 1 strains, 24 clade 2 strains, 2 clade 3 strains, 17 clade 4 strains and 5 clade 5 strains were selected for the experiments (Supplementary Table 1). To broaden the basis for the differentiation of RT027 isolates, additionally, 17 RT027, 10 RT176, 3 RT153, and 2 RT016 isolates were included in the study for which no genomic data was available. Isolates of clade C-I – III were not available and were not included in the study. The entire collection consisted of clinical isolates from four different countries: Germany, Great Britain, Ghana, and Indonesia (Seugendo et al., 2018).



Bacterial Culture Conditions

Clostridioides difficile isolates were kept in store as cryobank stocks (Mast Diagnostica, Reinfeld, Germany) maintained at −80°C. Isolates were incubated for 48 h at 37°C on Columbia agar (Merck, Darmstadt, Germany) supplemented with 5% sheep blood (Oxoid, Wesel, Germany) under anaerobic condition using a COY anaerobic gas chamber (COY Laboratory Products, United States). The atmosphere used consisted of 85% N2, 10% H2, 5% CO2. All experiments were carried out under biosafety level 2 conditions.



Preparation of Matrix Solution

To prepare the matrix solution used for the experiments α-cyano-4-hydroxy-cinnamic acid (HCCA) purified matrix substance (Bruker Daltonics, Bremen, Germany) was dissolved in standard solvent consisting of 47.5% MALDI-grade water, 50% acetonitrile, and 2.5% trifluoroacetic acid (all Sigma-Aldrich, Taufkirchen, Germany) by what the solution had a final concentration of 10 mg HCCA/mL. In order to have an internal calibrant for the measurements purified recombinant human insulin (Sigma-Aldrich, Taufkirchen, Germany) was added to HCCA. Human insulin was dissolved in 50% aqueous acetonitrile to attain a final concentration of 10 pg/μL. The precise determination of the insulin peak mass was done experimentally by mixing with Biotyper Test Standard (BTS, Bruker Daltonics) and yielded an m/z of 5,806.1. The insulin peak was chosen as internal calibrant for all C. difficile mass spectra because it did not cover any biomarker masses of interest. An internal calibrant has a crucial effect on precision during determination of biomarker mass variations. This approach enabled us to detect mass difference with an accuracy of up to 1 Da.



MALDI-TOF Mass Spectrometry

Sample preparation for MALDI-TOF MS measurements was done using two different procedures following the manufacturer’s instructions: (i) smear preparation, which, from experience, allows a better detection of peaks in the m/z range >10,000 kDa and (ii) formic acid/acetonitrile extraction, facilitating more precise analysis in the m/z range <10,000 kDa.

Briefly, to prepare extract samples, five colonies that were plated for 48 h on agar were thoroughly resuspended in 300 μL ddH2O followed by the addition of 900 μL of absolute ethanol. The suspension was then mixed by pipetting up and down repeatedly. After complete suspension of the bacterial colonies the suspensions were centrifuged for 1 min (13,000 × g). The supernatant was discarded followed by drying of the pellets for approx. 10 min at room temperature. To resuspend the pellet in 50 μL of 70% formic acid it was vortexed thoroughly. 50 μL of acetonitrile were then added to each sample and again mixed by pipetting as previously described (Zautner et al., 2015), followed by centrifugation of the mixture for 2 min (13,000 × g) removing cellular debris. Subsequently, 1 μL of the supernatant was transferred into the designated field on a MALDI target plate, consisting of polished steel. It was left to dry at room temperature for approx. 5 min and subsequently overlaid with 1 μL of HCCA matrix containing the human insulin. After another drying step at room temperature samples were ready for MS-analysis.

MALDI-TOF MS measurements were performed according to the MALDI Biotyper standard procedures (Bruker Daltonics, Bremen, Germany). During analysis, 600 spectra in a mass range between 2 and 20 kDa were collected in 100-shots steps on an Autoflex III system and summed up. Results obtained with MALDI Biotyper (database release 2016) identification score values ≥2.000 were considered correct.



Identification of Biomarkers in Mass Spectra

To analyze the received mass spectra, the software FlexAnalysis (Bruker Daltonics, Bremen, Germany) and its embedded standard algorithms were used. First, spectra were internally calibrated according to the known insulin peak (m/z = 5,806.1), followed by baseline subtraction (TopHat) and smoothing as implemented in the standard MBT method.

To determine the theoretical average molecular weight of the ribosomal proteins corresponding to the respective open reading frame of the different genomes (data not shown), the deduced amino acid sequences were uploaded separately to the molecular weight calculator tool at the ExPASy Bioinformatics Resource Portal1. Eukaryotic as well as ribosomal proteins of Enterobacteriaceae frequently undergo post-translational modifications (Gonzales and Robert-Baudouy, 1996; Varland et al., 2015). Consequently, further potential molecular weights needed to be calculated for each biomarker. In our context, the most relevant post-translational modification was the proteolytic removal of N-terminal methionine, which was considered with a mass difference of −131.04 Da. In addition to the cleavage of the N-terminal methionine, further post-translational modifications may occur, e.g., acetylation, phosphorylation, formylation, and methylation (Ouidir et al., 2015; Kentache et al., 2016).

In order to identify biomarker masses, more precisely to assign a calculated biomarker mass to a certain allelic isoform, measured masses were checked against the calculated masses of the C. difficile 630 (= DSM 27543) reference genome (Dannheim et al., 2017). If there was no clear correspondence between biomarker mass in the spectrum of a particular clinical isolate and the masses calculated from the C. difficile 630 (= DSM 27543) reference genome (GenBank Acc. No. CP010905.2), the spectrum was examined regarding peaks with a different molecular weight or more specifically amino acid substitutions that could be causal for the mass shift. Allelic isoforms in the test cohort were reconfirmed by in silico translation of the gene sequences taken from the complete bacterial genome and subsequent alignment of the resulting amino acid sequences. For each of the cases the predicted amino acid exchanges could be confirmed, which also served as additional argument in favor of the identity of the peak. Due to a lack of instrumentation the identity of the peaks was not re-confirmed by tandem mass spectrometry (MS/MS), which is only a minor uncertainty as the detection of ribosomal proteins in the corresponding mass range using MALDI-TOF MS with a Bruker biotype has been sufficiently demonstrated (Ryzhov and Fenselau, 2001; Dieckmann et al., 2008; Seng et al., 2010; Sandrin et al., 2013).



Phylogenetic Analysis and Proteotyping

For handling of trace data, nucleotide sequences, and subsequent alignment of the deduced protein sequences, Geneious V 11.1.2, the Molecular Biology and NGS Analysis Tool was used (Biomatters Ltd., Auckland, New Zealand). For each biomarker (ribosomal protein encoding gene) identified in strain C. difficile 630 (= DSM 27543), the sequences were screened against the respective genome sequence of the 77 isolates for which genome sequence data was available. Subsequently, an amino acid sequence list containing all allelic isoforms of the 9 biomarkers included in the proteotyping scheme was assembled. To construct the unweighted pair group method using average linkages (UPGMA)-tree, Molecular Evolutionary Genetics Analysis X (MEGA X) software was used (Kumar et al., 2018).

The respective PCR-ribotypes of the isolates were determined by agarose (isolates from Indonesia and Ghana) or capillary gel electrophoresis (isolates from Germany) following consensus protocols (ECDIS-Net, CDRN) described in previous publications (Janezic and Rupnik, 2010; Fawley et al., 2016; van Dorp et al., 2016; Berger et al., 2018).

For the 17 isolates without genome sequence data, the gene loci for the ribosomal proteins L28 and L35 were sequenced using the following primers: CdiffL28-F01: 5′-GTT-ATC-ATT-TTA-AGG-AGG-TGT-GCG-3′ and CdiffL28-R01: 5′-TGG-C TG-GAT-TTG-GTC-AGC-AC-3′; CdiffL35-F01: 5′-ACC-AAC-AAA-AGC-CCC-TGC-AT-3′ and CdiffL35-R01: 5′-TCT-TGC-CAT-CGT-TAT-GAC-CTC-C-3′. PCR-reactions were conducted with the following parameters: two denaturation steps at 95°C for 30 s; annealing at 60°C for 1 min; two elongation steps at 68°C for 1 and 5 min. Sanger sequencing of the amplificates was performed by SeqLab-Microsynth (Göttingen, Germany).




RESULTS

The previously established proteotyping (MSPP) workflow (Zautner et al., 2015) was used to develop a C. difficile-specific proteotyping scheme as outlined in detail below (Figure 1). In summary, the mass spectrum of the genome sequenced C. difficile reference strain 630 (= DSM 27543) was recorded followed by the assignment of spectrum masses to protein-coding genes. Analysis of genome sequences received from the NCBI database enabled the establishment of an allelic isoforms list of the assignable spectrum masses. For all isolates included in the study, observed mass shifts in comparison to the spectrum of the C. difficile reference strain 630 (= DSM 27543) were noted and the allelic isoforms assigned by comparing observed mass shifts with the established isoform list. A proteotyping-based phyloproteomic tree was calculated from concatenated biomarker amino acid sequences (as required by the MEGA X software) and compared to the respective MLST data constructed in an analogous fashion.
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FIGURE 1. Scheme of the proteotyping workflow. (A) Recording of MALDI-TOF mass spectra of C. difficile isolates (extracts as well as smear preparation). (B) Identification of allelic isoforms by comparison with the allelic isoform database that contains the sequence data of the C. difficile genomes deposited in public databases. (C) Assembly of the concatenated amino acid sequences of the respective isoforms to one continuous sequence. (D) Calculation of a taxonomic proteotyping-derived UPGMA dendrogram.




Identification of Reference Biomarker Ions

The initial step of the proteotyping workflow was the measurement of C. difficile reference strain 630 (= DSM 27543). The reproducibility of the MALDI-TOF mass spectra was sufficiently high. The standard deviation (based on six measurements) ranged from 0.231 (S21-M) to 0.931 (L36). The difference between the measured average mass and the calculated average mass ranged from 0.05 Da (L33) to 1.00 Da (S21-M) (Supplementary Table 3).

Subsequently, the different MS biomarker ions were ascribed to gene products deduced from the genome sequence corresponding to the measured mass taking into account potential post-translational modifications (Figure 2 and Supplementary Table 4). In total, nine singly charged masses of biomarkers were observed in between m/z = 4,200 and 9,700 and matched to a specific gene with less than 1.0 Da mass tolerance. The following biomarkers have been identified: RpmJ (L36; 4,277 Da), RpmH (L34; 5,566 Da), RpmG (L33; 5,959 Da), RpmF (L32-M; 6,366 Da), RpmB (L28-M; 6,648 Da), RpmD (L30-M; 6,722 Da), RpsU (S21-M; 6,888 Da), RmpI (L35-M; 7,074 Da), and RpsT (S20; 9,651 Da). As indicated, a post-translational cleavage of the N-terminal methionine has been observed in the case of RpmF/L32-M, RpmB/L28-M, RpmD/L30-M, RpsU/S21-M, RmpI/L35-M and RpsT/S20-M (Supplementary Table 4).
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FIGURE 2. MALDI-TOF mass spectrum of C. difficile reference strain 630 (= DSM 27543). In this mass spectrum, all singularly charged biomarkers that were included in the C. difficile proteotyping scheme are marked in black; multiply charged ions are not labeled separately. Additionally, the biomarkers used for C. difficile subtyping by Li et al. (2018) as well as Kuo et al. (2015) are indicated in orange (“Li”) dark and green (“K1”, “K2”, “K3”), respectively.





Establishment of an in silico Allelic Isoform Database

With the help of 1,312 C. difficile sequences deposited in the NCBI database at the time of analysis (June 26th, 2018) we were able to compile a comprehensive list of allelic isoforms for all biomarker ions belonging to the C. difficile-specific proteotyping scheme.

Gene sequences deposited for the biomarker isoforms were translated into the respective amino acid sequence and aligned followed by calculation of the protein mass for each individual isoform. The maximum number of biomarker isoforms obtained from the database was 7 for L35-M and S20-M, the minimum number was 3 for L36 and L28-M. Occurrence frequency varied from >99% to a single occurrence of the isoform (Supplementary Table 2). The calculation basis for the frequency of the individual allelic isoforms in Supplementary Table 2 varies from biomarker to biomarker since some of the 1,312 C. difficile sequences deposited in the NCBI database were not present as complete closed genomes, and in some cases, the corresponding contigs on which the respective biomarker genes should be located were not available. In case of a single occurrence of an isoform, sequencing errors on the submitter’s side cannot be ruled out. Ignoring all isoforms occurring only 1–3 times in the database, the C. difficile proteotyping scheme was mainly based on isoforms of L28-M (two main isoforms), L35-M (four main isoforms), and S20-M (two main isoforms) giving rise to at least 16 proteotyping-derived types. Potentially, there are significantly more proteotyping-derived types to be expected in the population.



Mass Shifts and Allelic Isoforms in Test Isolate Collection

Initially, the C. difficile reference strain 630 (= DSM 27543) was analyzed by MALDI-TOF MS. In the study, all mass shift measurements were done with reference to this strain. To identify allelic isoforms the mass shift was compared with the list containing all amino acid sequences. For biomarker RmpI (L35-M) we detected 3 isoforms (7,074.6 Da; 7,090.6 Da; 7,047.5 Da) in the tested isolate cohort, and for biomarker RpmB (L28-M) two isoforms (6,647.8 Da; 6,705.8 Da). RpmJ (L36; 4,277.3 Da), RpmH (L34; 5,565.5 Da), RpmG (L33; 5,959.0 Da), RpmF (L32-M; 6,366.4 Da), RpmD (L30-M; 6,722.9 Da) RpsU (S21-M; 6,889.0 Da), and RpsT (S20-M; 9,651.3 Da) were invariable in the tested isolate cohort (Figure 3), and the biomarker masses corresponded to the respective reference isoforms. Nucleotide and amino acid sequences of the allelic isoforms of biomarkers newly described during the study have been deposited at GenBank. The accession numbers of all biomarkers (nucleotide and amino acid sequences) are listed in Supplementary Table 5.


[image: image]

FIGURE 3. C. difficile-specific proteotyping-derived biomarkers (a–i). In order to demonstrate mass differences between allelic isoforms, spectra of representative C. difficile isolates of each of the five detected proteotyping-derived types were overlaid. X-Axis: mass [Da] charge-1 ratio, scale 200 Da. Y-Axis: intensity [10× arbitrary units], spectra were individually adjusted to similar noise in order to improve visualization of peaks with low-intensity. Color codes: the isoform of C. difficile reference strain 630 (= DSM 27543) is depicted in blue; red and light green indicate isoforms that differ in their mass from the reference strain 630 (= DSM 27543). Isoforms lacking N-terminal methionine are appended with “–M.”





Phyloproteomic Analysis

Following the principle of MLST to cluster DNA sequences, the biomarker amino acid sequences of each isolate were concatenated and used to deduce phylogeny by the UPGMA method (conventional clustering algorithm). The combination of amino acid sequences resulted in five different proteotyping-derived types/clades (Figure 4, right dendrogram), here the clades were designated with A–E to prevent confusion with MLST clades, which served as the main comparator (Figure 4, left dendrogram).
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FIGURE 4. Comparison of MLST- and proteotyping-derived phylogenies. Left tree: MLST-based evolutionary tree using the UPGMA method (maximum composite likelihood method). The isolates of the clades 1-5, indicated by different colors, form coherent clades. Here, the isolates of the clades 1 and 2 as well as the clades 3 and 4 form superclades while the clade 5 remains for itself. Right dendrogram: Proteotyping-derived UPGMA-tree. Here, too, the isolates are arranged in five clades, which, however, do not correspond to the MLST clades. Especially noteworthy is the proteotyping-derived Clade B, which consists of exclusively hypervirulent RT027 isolates, also forming a separate MLST clade (clade 2).



The largest proteotyping-derived clade A contained the majority of isolates of MLST clades 1 and 4, while the second largest proteotyping-derived clade D combines isolates of MLST clades 1 and 2.

The smaller proteotyping-derived clades allowed discrimination of more distinctive isolate groups: clade C was formed by all tested C. difficile isolates of MLST clade 3 (corresponding to RTs 023 and 127) and MLST clade 5 (corresponding to RTs 078 and 126). Clade E exclusively contained a subgroup of MLST clade 4 isolates, namely RTs 243 and 254. The most interesting finding was that isolates of the highly pathogenic C. difficile RT027 formed a unique proteotyping-derived clade (clade B, indicated in red, Figure 3). Since only three isolates belonged to RT027 in the initial test population, which consists of isolates for which a complete genome sequence was available (data not shown), we subsequently (i) checked the genomes from the study of He and coworkers (He et al., 2013) for the presence of alleles encoding for L28-M isoform 2 and L35-M isoform 1 and analyzed (ii) 17 further RT027 isolates as well as (iii) 2 isolates of RT016, 10 isolates of RT176, and 3 isolates of RT153, which are RT027-related ribotypes by MALDI-TOF MS.

The proteotyping-derived type of the RT027 isolates (B) results from the biomarker RpmB/L28-M isoform no. 2 (6,705.8 Da), which corresponds to the amino acid substitution G9D when compared to the C. difficile 630 (= DSM 27543) reference isoform, while the biomarker Rpml/L35-M isoform no. 1 (7,074.6 Da) is identical to the C. difficile 630 (= DSM 27543) reference isoform.

(i.) In total, we had access to the contigs of 148 genomes of RT027 isolates. Of these 148 datasets, the L28 gene was present in 142 datasets. 100% (142/142) contained the allele encoding the L28-M isoform 2. Of these 142 datasets, 139 contained the gene for L35. 100% (139/139) contained the L35 allele encoding isoform 1. Accordingly, 100% (139/139) of the RT027 genome data sets in which the two biomarker genes were present contained the isoform combination L28-M isoform 2 plus L35-M isoform 1, which had previously been identified as characteristic for RT027.

(ii.) Sanger sequencing of the gene loci of RpmB/L28-M and Rpml/L35-M as well as MALDI-TOF MS confirmed that all 17 additionally tested RT027 isolates also carried the constellation of the RT027 typical isoforms for L28-M and L35-M.

(iii.) MALDI-TOF analysis (that was also reconfirmed by Sanger sequencing), demonstrated that RT153 isolates exhibit the biomarker constellation L28-M isoform 1 and L35-M isoform 1, RT016 isolates exhibit the biomarker constellation L28-M isoform 1 and L35-M isoform 2, and surprisingly RT176 isolates exhibit the biomarker constellation L28-M isoform 2 and L35-M isoform 1. This means that RT016 and RT153 can be distinguished from RT027 by the combination of the two biomarkers L28-M and L35-M, alone. However, the isoform constellation of the biomarkers L28-M and L35-M as well as the remaining seven biomarkers is identical for RT027 and RT176. This means that the ribotypes RT027 and RT176 have the same proteotyping-derived type (B) but can be distinguished as a group from all other tested ribotypes.




DISCUSSION

In this study, the proteotyping technique previously established for C. jejuni (Zautner et al., 2015, 2016) was successfully adapted to C. difficile.

The current C. difficile proteotyping scheme is based on nine biomarkers, which are exclusively ribosomal proteins. In contrast, the C. jejuni proteotyping scheme comprised 19 biomarkers, one being a non-ribosomal protein. The smaller number of detectable biomarkers might be explained by the fact that C. difficile, in contrast to C. jejuni, is a Gram-positive bacterium and that the Gram-positive cell wall makes it more difficult to release proteins from the cell.

Patterns of post-translational modifications such as the cleavage of N-terminal methionine have been shown to be specific for a microbial species (Fagerquist et al., 2006). Six of nine biomarkers in the C. difficile mass spectrum showed a cropped methionine, while only six of 19 biomarkers with a cropped methionine were detectable in C. jejuni (Zautner et al., 2015). This form of post-translational modification appears thus to be more frequent in the detectable C. difficile proteotyping biomarkers than in C. jejuni. N-terminal methionine is cleaved by the ubiquitous and essential methionine aminopeptidase MAP (Frottin et al., 2006). The N-terminal methionine is often removed when the residue at the second position (P1’) in the primary sequence is small and uncharged, i.e., if at position P1’ there is an alanine (A), cysteine (C), glycine (G), proline (P), serine (S), threonine (T), or valine (V). In accordance with this information the biomarkers L32-M (P1’ = A), L28-M (P1’ = A), L30-M (P1’ = A), S21-M (P1’ = S), L35-M (P1’ = P), and S20-M (P1’ = A) are de-methioninated, and the N-terminal methionine of L36 (P1’ = K) and L33 (P1’ = R) remains attached. An exception to the aforementioned is L34, which is not de-methioninated although there is a serine at position P1’. It should be noted that the L34 isoforms 3 and 4 have a lysine at position P1’ due to a deletion at position 2.

In our isolate cohort only two biomarkers, L28-M and L35-M, showed mass shifts. The proteotyping-derived phyloproteomic tree (Figure 4) is therefore deduced only from the combination of the two detectable isoforms for L28-M and the three detectable isoforms for L35-M. Of the six (2 × 3) possible combinations of these biomarker isoforms, five combinations or proteotyping-derived types, or clades, were present in the tested isolate cohort. According to our genome analysis, considerably more combinations can be expected in the C. difficile population. Especially with the isoforms of the biomarker S20-M seen in the database analysis, 16 or more proteotyping-derived clades can be expected.

Our most relevant finding was the possibility to differentiate a group of isolates formed by the clinically relevant RT027 and the closely related RT176 C. difficile isolates from non-RT027/non-RT176 isolates using this proteotyping scheme. While some of our results on the identification of C. difficile RT027 strains by MALDI-TOF MS are comparable to those of other studies, most importantly to the one of Reil and coworkers (Reil et al., 2011), also significant differences were detected: We identified a biomarker L28-M isoform lacking N-terminal methionine with an average mass of 6,705.8 Da (L28-M isoform no. 2), whereas Reil et al. identified a mass signal at 6,707 Da to be specific for C. difficile RT027. The small mass difference (2 Da) of this mass signal in comparison to the one seen in our study may well be attributed due to a difference in calibration. However, Reil and coworkers did not perform further analysis on the gene encoding for the protein indicated by this mass signal, precluding the final confirmation of its identity. Another crucial difference in our study was that we could also demonstrate the corresponding L28-M isoform 1 (6,647.8 Da) to be present in all non-RT027/non-RT176 strains. This finally enabled us to securely differentiate these highly virulent strains from others.

For biomarker L35-M we observed an isoform with an average mass of 7,090.6 Da, likely also shifted by 2 Da in the study by Reil and coworkers (at m/z = 7,092 when analyzing RT027 strains). However, they did not consider it to be relevant for differentiation of RT027 from other ribotypes. In our study we found two more L35-M isoforms at 7,074.6 Da and 7,047.5 Da, for which there were no corresponding mass signals in the study of Reil and coworkers. Reil and coworkers also recognized specific markers not only for RT027 but also for the ribotypes RT001 and RT078/126.

Others have also shown the possibility to discriminate between MLST ST37 strains and non-ST37 strains by observing the distribution of two major mass signals at m/z = 3,242 and m/z = 3,286, respectively (Li et al., 2018). ST37, which mainly corresponds to ribotype 017, has been a dominant ST type in adult C. difficile infections in China (Gu et al., 2015; Jin et al., 2016). Indeed, we were able to detect the mass with m/z = 3,242 (Figure 2, the mass signal is indicated by “Li”), but unfortunately, we were not able to assign it to a gene, so this mass was excluded from the proteotyping scheme.

However, by means of proteotyping it is not possible to distinguish the higher virulent RT027 isolates from the closely related and also epidemiologically relevant RT176 isolates. But also with other methods it is difficult or even impossible to distinguish these two ribotypes from each other. The PCR-ribotyping profile of RT176 differs from RT027 just by a single band (Krutova et al., 2014) and both Cepheid’s GeneXpert C. difficile/Epi and Mobidiag’s AmplidiagTM assays wrongly identify the RT176 as RT027 (Mentula et al., 2015). One possibility to distinguish the two RTs is the detection of a deletion at position 117 in the tcdC gene (Krutova et al., 2014). Various isolates of the RT176 could be assigned to the MLST ST1, others to the MLST ST11 (Stabler et al., 2009). While the German reference center for C. difficile in Homburg/Saar, Germany, could only detect a total (until May 2019) of 36 isolates of this RT, outbreaks with RT176 have been reported in the Czech Republic and Poland (Nyč et al., 2011). Epidemiological studies in the Czech Republic and Poland have also shown an increased prevalence of RT176, 29% (Krutova et al., 2016) and 14% (Pituch et al., 2015), respectively.

A further study demonstrated that, using a 3-peak pair cluster analysis (m/z = K1: 35,38.0/3,545.8; K2: 6,577.9/6,592.8; K3: 7,075.6/7,091.1 Da), it is feasible to detect binary toxin producers of C. difficile (Kuo et al., 2015). Mass signals for all three biomarkers were detectable in our recordings (Figure 2). While K2 could not be assigned to any gene and was therefore not included in the proteotyping scheme, K3 corresponded to biomarker L35-M, isoforms no. 1 and 2. K1 likely represented the M + 2H+ form (doubly charged biomarker mass) of K3, and was not included. Since the C. difficile strain 630 (= DSM 27543) is TcdA+, TcdB+, CdtA–, and CdtB– (Sebaihia et al., 2006; Dannheim et al., 2017), this is in line with the findings of Kuo and his team (Kuo et al., 2015).

The work of Li et al. and Kuo et al. indicates that the potential of proteotyping may probably be even higher, if it were possible to assign further genes to masses of unknown identity.

Cheng and coworkers were able to distinguish C. difficile clade 4 isolates from other C. difficile isolates based on five different biomarkers (Cheng et al., 2018). A PCA-algorithm was established on the basis of mass spectra of 135 isolates. Subsequently, 25 isolates were used for the validation of the model. The isolates used in the study covered only clades 1,3 and 4 of the eight known C. difficile clades.

In comparison to the approach of Cheng and coworkers our proteotyping approach is based on biomarkers of known origin. In our approach the phylogeny is deduced by UPGMA method, not by PCA. Previous studies have shown that PCA results depend on culture conditions as well as time of measurement as it also considers the intensity of peaks. As proteotyping results are not dependent on these factors, they are more reliable (Zautner et al., 2015).

Another relevant study in the context of our study was recently published by Corver and coworkers (Corver et al., 2018). They performed ultrahigh-resolution MALDI-FTICR-MS and identified two mass peaks (m/z = 4,927.81 and m/z = 5,001.84, a mass change of 74 Da, corresponding to a transition between a single Glycin and Methionine) that allow differentiation of MLST types 1 and 11. The sensitivity and specificity was determined based on the analysis of C. difficile sequences in the NCBI database. Both mass peaks could be assigned to two different isoforms of an uncharacterized protein. According to a BLAST-search the peptide could be a fragment of the protein CDIF630_01208. Thus, this protein is a potential candidate for the extension of the proteotyping scheme. However, the detection of this biomarker requires the ultrahigh-resolution MALDI-FTICR-MS, a technique not available in diagnostic-microbiological routine. Thus, this biomarker is currently not ready for integration in our proteotyping scheme. Additionally, an enrichment procedure has been developed that has been demonstrated to enrich the peptide MLST-1 markers sufficiently, which would facilitate processing in a normal MALDI-TOF workflow. However, this enrichment procedure yielded inconsistent results for MLST-11 and MLST-15 isolates.

Lastly, a method designated high molecular weight (HMW) typing has been shown to allow C. difficile typing. In this method, a protein profile in the range between 30 and 50 kDa is analyzed. Although the method was less discriminatory than PCR-ribotyping, results have been obtained fast, simple and cost-effective (Rizzardi and Åkerlund, 2015; Ortega et al., 2018). For this method, too, it must be acknowledged that special mass spectrometric equipment must be available which goes beyond the current standards of routine diagnostics.

In comparison to sequence-based methods such as MLST or MLVA (Multiple loci variable-number tandem repeat analysis), the discriminatory depth of proteotyping is limited. Compared to whole genome sequence based methods, it is not feasible to show the clonality of isolates by proteotyping. Therefore, the practicability of proteotyping depends on the specific epidemiological question. To improve discriminatory capacity of our method, future studies should focus on the identification of additional biomarkers and the assignment to the respective gene loci. Furthermore, it should be aimed to extend the recordable mass spectrum. The development of a user-friendly bioinformatic solution and implementation into the standard software of the manufacturer could further facilitate the application of the technique in daily routine diagnostics.



CONCLUSION

The crucial difference between proteotyping and other MALDI-TOF MS-based techniques is that in case of proteotyping the protein isoform behind the peaks is known. Where other methods consider presence or absence of single masses as well as the peak intensity, in proteotyping differentiation is achieved on the basis of an exclusive combination of known, and ideally genetically verified, biomarker masses. This is achieved by genomic analysis of genes encoding ribosomal proteins of a species. Mutations resulting in changes of the amino acid sequences result in peak shifts in the MALDI-TOF spectra.

Our study shows that our formal C. difficile-specific 9 biomarker proteotyping scheme is discriminatory to differentiate between strains of RT027/176 and non-RT027/176 strains. While both methods are not congruent, the discriminatory depth of C. difficile proteotyping corresponds at least to the MLST clade classification, but is potentially also higher. More genome sequences resulting in more isoforms and therewith more proteotyping-derived types would improve the discriminatory depth of the method significantly. In addition to the number of isoforms, more precise mass spectrometric methods can also be used to increase the number of biomarkers and thus the discriminatory depth.

Since immediate responses are highly important in case of disease outbreaks (mainly corresponding to RT027 and RT176), our method offers a fast, accurate and inexpensive initial diagnostic tool that can provide indications of RT027/176 outbreaks.

In addition, it should be noted that RT027 and RT176 are only two of the different RTs associated with more severe disease and increased mortality. In consequence RT is not an unequivocal predictor of a severe CDI (Walk et al., 2012; Aitken et al., 2015). In this context, the timely determination of the RT as an infection control tool has yet to prove its effectiveness (Scardina et al., 2015; Aktories et al., 2017).



ETHICS STATEMENT

Ethical clearance for the analysis was obtained from the Ethics Committee of the University Medical Center Göttingen, Germany. No humans, animals, or personalized data were used for this study.



AUTHOR CONTRIBUTIONS

ME performed the data analysis, PCR and Sanger sequencing, and wrote the manuscript. FJ created the isoform database. TR and JO performed the sequencing. MR performed the ribotyping. FL the performed bacterial culture and recorded the mass spectra. OZ, PC, FB, and RK isolated, collected, and identified all C. difficile isolates. WB and AZ performed the WGS sequence analysis. UG, OB, and AZ conceived and designed the experiments, performed the data analysis, and wrote the manuscript including figures. AZ performed the MLST analysis and calculated the taxonomic dendrograms. All authors have proofread the manuscript and agreed on publication.



FUNDING

This work was funded by the Federal State of Lower Saxony, Niedersächsisches Vorab (VWZN2889/3215/3266). The Open Access Support Program of the Deutsche Forschungsgemeinschaft and the publication fund of the Georg-August-Universität Göttingen funded the publication of this manuscript.



ACKNOWLEDGMENTS

We thank Boyke Bunk, Cathrin Spröer, Simone Severitt, Nicole Heyer, and Carolin Pilke at the Leibniz Institute DSMZ for helpful advice and technical assistance. We are grateful to Trevor Lawley and Nitin Kumar for providing access to the RT027 genome sequences from the work of He et al. (2013) and Ulrich Nübel (Leibniz Institute DSMZ) for providing several rare C. difficile isolates.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmicb.2019.02087/full#supplementary-material



FOOTNOTES

1
http://web.expasy.org/compute_pi/



REFERENCES

Aitken, S. L., Alam, M. J., Khaleduzzaman, M., Khaleduzzuman, M., Walk, S. T., Musick, W. L., et al. (2015). In the endemic setting, Clostridium difficile Ribotype 027 Is virulent but not hypervirulent. Infect. Control Hosp. Epidemiol. 36, 1318–1323. doi: 10.1017/ice.2015.187

Aktories, K., Schwan, C., and Jank, T. (2017). Clostridium difficile toxin biology. Annu. Rev. Microbiol. 71, 281–307. doi: 10.1146/annurev-micro-090816-093458

Arvand, M., and Bettge-Weller, G. (2016). Clostridium difficile ribotype 027 is not evenly distributed in Hesse, Germany. Anaerobe 40, 1–4. doi: 10.1016/j.anaerobe.2016.04.006

Arvand, M., Vollandt, D., Bettge-Weller, G., Harmanus, C., and Kuijper, E. J., and Clostridium difficile study group Hesse, (2014). Increased incidence of Clostridium difficile PCR ribotype 027 in Hesse, Germany, 2011 to 2013. Euro Surveill. 20732:19. doi: 10.2807/1560-7917.es2014.19.10.20732

Bader, O. (2013). MALDI-TOF-MS-based species identification and typing approaches in medical mycology. Proteomics 13, 788–799. doi: 10.1002/pmic.201200468

Barbut, F., Decre, D., Lalande, V., Burghoffer, B., Noussair, L., Gigandon, A., et al. (2005). Clinical features of Clostridium difficile-associated diarrhoea due to binary toxin (actin-specific ADP-ribosyltransferase)-producing strains. J. Med. Microbiol. 54, 181–185. doi: 10.1099/jmm.0.45804-0

Berger, F. K., Rasheed, S. S., Araj, G. F., Mahfouz, R., Rimmani, H. H., Karaoui, W. R., et al. (2018). Molecular characterization, toxin detection and resistance testing of human clinical Clostridium difficile isolates from Lebanon. Int. J. Med. Microbiol. 308, 358–363. doi: 10.1016/j.ijmm.2018.01.004

Brazier, J. S., Raybould, R., Patel, B., Duckworth, G., Pearson, A., Charlett, A., et al. (2008). Distribution and antimicrobial susceptibility patterns of Clostridium difficile PCR ribotypes in English hospitals, 2007-08. Eurosurveillance 13:19000.

Burns, D. A., Heap, J. T., and Minton, N. P. (2010). The diverse sporulation characteristics of Clostridium difficile clinical isolates are not associated with type. Anaerobe 16, 618–622. doi: 10.1016/j.anaerobe.2010.10.001

Byl, B., Jacobs, F., Struelens, M. J., and Thys, J.-P. (1996). Extraintestinal Clostridium difficile infections. Clin. Infect. Dis. 22:712. doi: 10.1093/clinids/22.4.712

Carter, G. P., Chakravorty, A., Nguyen, T. A. P., Mileto, S., Schreiber, F., Li, L., et al. (2015). Defining the roles of TcdA and TcdB in localized gastrointestinal disease, systemic organ damage, and the host response during Clostridium difficile infections. mBio 6:e0551-15. doi: 10.1128/mBio.00551-15

Cassini, A., Plachouras, D., Eckmanns, T., Sin, M. A., Blank, H.-P., Ducomble, T., et al. (2016). Burden of six healthcare-associated infections on European population health: estimating incidence-based disability-adjusted life years through a population prevalence-based modelling study. PLoS Med. 13:e1002150. doi: 10.1371/journal.pmed.1002150

Cheng, J.-W., Liu, C., Kudinha, T., Xiao, M., Yu, S.-Y., Yang, C.-X., et al. (2018). Use of matrix-assisted laser desorption ionization-time of flight mass spectrometry to identify MLST clade 4 Clostridium difficile isolates. Diagn. Microbiol. Infect. Dis. 92, 19–24. doi: 10.1016/j.diagmicrobio.2018.04.011

Collins, J., Robinson, C., Danhof, H., Knetsch, C. W., van Leeuwen, H. C., Lawley, T. D., et al. (2018). Dietary trehalose enhances virulence of epidemic Clostridium difficile. Nature 553, 291–294. doi: 10.1038/nature25178

Corver, J., Sen, J., Hornung, B. V. H., Mertens, B. J., Berssenbrugge, E. K. L., Harmanus, C., et al. (2018). Identification and validation of two peptide markers for the recognition of Clostridioides difficile MLST-1 and MLST-11 by MALDI-MS. Clin. Microbiol. Infect. 25, 904.e1–904.e7. doi: 10.1016/j.cmi.2018.10.008

Dannheim, H., Riedel, T., Neumann-Schaal, M., Bunk, B., Schober, I., Spröer, C., et al. (2017). Manual curation and reannotation of the genomes of Clostridium difficile 630Δerm and C. difficile 630. J. Med. Microbiol. 66, 286–293. doi: 10.1099/jmm.0.000427

Dawson, L. F., Stabler, R. A., and Wren, B. W. (2008). Assessing the role of p-cresol tolerance in Clostridium difficile. J. Med. Microbiol. 57, 745–749. doi: 10.1099/jmm.0.47744-0

Dieckmann, R., Helmuth, R., Erhard, M., and Malorny, B. (2008). Rapid classification and identification of Salmonellae at the species and subspecies levels by whole-cell matrix-assisted laser desorption ionization-time of flight mass spectrometry. Appl. Environ. Microbiol. 74, 7767–7778. doi: 10.1128/AEM.01402-1408

Dingle, K. E., Elliott, B., Robinson, E., Griffiths, D., Eyre, D. W., Stoesser, N., et al. (2014). Evolutionary history of the Clostridium difficile pathogenicity locus. Genome Biol. Evol. 6, 36–52. doi: 10.1093/gbe/evt204

Donskey, C. J., Kundrapu, S., and Deshpande, A. (2015). Colonization versus carriage of Clostridium difficile. Infect. Dis. Clin. 29, 13–28. doi: 10.1016/j.idc.2014.11.001

Drudy, D., Kyne, L., O’Mahony, R., and Fanning, S. (2007). gyrA mutations in fluoroquinolone-resistant Clostridium difficile PCR-027. Emerg. Infect. Dis. 13:504.

Durighello, E., Bellanger, L., Ezan, E., and Armengaud, J. (2014). Proteogenomic biomarkers for identification of Francisella species and subspecies by matrix-assisted laser desorption ionization-time-of-flight mass spectrometry. Anal. Chem. 86, 9394–9398. doi: 10.1021/ac501840g

Elliott, B., Androga, G. O., Knight, D. R., and Riley, T. V. (2017). Clostridium difficile infection: evolution, phylogeny and molecular epidemiology. Infect. Genet. Evol. 49, 1–11. doi: 10.1016/j.meegid.2016.12.018

Emele, M. F., Možina, S. S., Lugert, R., Bohne, W., Masanta, W. O., Riedel, T., et al. (2019). Proteotyping as alternate typing method to differentiate Campylobacter coli clades. Sci. Rep. 9:4244. doi: 10.1038/s41598-019-40842-w

Eyre, D. W., Didelot, X., Buckley, A. M., Freeman, J., Moura, I. B., Crook, D. W., et al. (2019). Clostridium difficile trehalose metabolism variants are common and not associated with adverse patient outcomes when variably present in the same lineage. EBioMedicine 43, 347–355. doi: 10.1016/j.ebiom.2019.04.038

Fagerquist, C. K., Bates, A. H., Heath, S., King, B. C., Garbus, B. R., Harden, L. A., et al. (2006). Sub-speciating Campylobacter jejuni by proteomic analysis of its protein biomarkers and their post-translational modifications. J. Proteome Res. 5, 2527–2538. doi: 10.1021/pr050485w

Fawley, W. N., Davies, K. A., Morris, T., Parnell, P., Howe, R., and Wilcox, M. H. (2016). Enhanced surveillance of Clostridium difficile infection occurring outside hospital, England, 2011 to 2013. Eurosurveillance 21:30295.

Fawley, W. N., Knetsch, C. W., MacCannell, D. R., Harmanus, C., Du, T., Mulvey, M. R., et al. (2015). Development and validation of an internationally-standardized, high-resolution capillary gel-based electrophoresis PCR-ribotyping protocol for Clostridium difficile. PLoS One 10:e0118150. doi: 10.1371/journal.pone.0118150

Frottin, F., Martinez, A., Peynot, P., Mitra, S., Holz, R. C., Giglione, C., et al. (2006). The proteomics of N-terminal methionine cleavage. Mol. Cell. Proteomics 5, 2336–2349. doi: 10.1074/mcp.M600225-MCP200

Gerding, D. N., Johnson, S., Rupnik, M., and Aktories, K. (2014). Clostridium difficile binary toxin CDT. Gut Microbes 5, 15–27. doi: 10.4161/gmic.26854

Gonzales, T., and Robert-Baudouy, J. (1996). Bacterial aminopeptidases: properties and functions. FEMS Microbiol. Rev. 18, 319–344. doi: 10.1016/0168-6445(96)00020-4

Griffiths, D., Fawley, W., Kachrimanidou, M., Bowden, R., Crook, D. W., Fung, R., et al. (2010). Multilocus sequence typing of Clostridium difficile. J. Clin. Microbiol. 48, 770–778. doi: 10.1128/JCM.01796-1799

Gu, S.-L., Chen, Y.-B., Lv, T., Zhang, X., Wei, Z.-Q., Shen, P., et al. (2015). Risk factors, outcomes and epidemiology associated with Clostridium difficile infection in patients with haematological malignancies in a tertiary care hospital in China. J. Med. Microbiol. 64, 209–216. doi: 10.1099/jmm.0.000028

Gürtler, V. (1993). Typing of Clostridium difficile strains by PCR-amplification of variable length 16S-23S rDNA spacer regions. Microbiology 139, 3089–3097. doi: 10.1099/00221287-139-12-3089

He, M., Miyajima, F., Roberts, P., Ellison, L., Pickard, D. J., Martin, M. J., et al. (2013). Emergence and global spread of epidemic healthcare-associated Clostridium difficile. Nat. Genet. 45, 109–113. doi: 10.1038/ng.2478

Hubert, B., Loo, V. G., Bourgault, A.-M., Poirier, L., Dascal, A., and Fortin, É, et al. (2007). A portrait of the geographic dissemination of the Clostridium difficile North American pulsed-field type 1 strain and the epidemiology of C. difficile-associated disease in Quebec. Clin. Infect. Dis. 44, 238–244. doi: 10.1086/510391

Indra, A., Huhulescu, S., Schneeweis, M., Hasenberger, P., Kernbichler, S., Fiedler, A., et al. (2008). Characterization of Clostridium difficile isolates using capillary gel electrophoresis-based PCR ribotyping. J. Med. Microbiol. 57, 1377–1382. doi: 10.1099/jmm.0.47714-0

Jacobs, A., Barnard, K., Fishel, R., and Gradon, J. D. (2001). Extracolonic manifestations of Clostridium difficile infections: presentation of 2 cases and review of the literature. Medicine 80, 88–101. doi: 10.1097/00005792-200103000-00002

Janezic, S. (2016). Direct PCR-Ribotyping of Clostridium difficile. Methods Mol. Biol. 1476, 15–21. doi: 10.1007/978-1-4939-6361-4_2

Janezic, S., and Rupnik, M. (2010). Molecular typing methods for Clostridium difficile: pulsed-field gel electrophoresis and PCR ribotyping. Methods Mol. Biol. 646, 55–65. doi: 10.1007/978-1-60327-365-7_4

Jin, D., Luo, Y., Huang, C., Cai, J., Ye, J., Zheng, Y., et al. (2016). Molecular epidemiology of Clostridium difficile infection in hospitalized patients in eastern China. J. Clin. Microbiol. 55, 801–810. doi: 10.1128/jcm.01898-16

Karlsson, R., Gonzales-Siles, L., Boulund, F., Svensson-Stadler, L., Skovbjerg, S., Karlsson, A., et al. (2015). Proteotyping: proteomic characterization, classification and identification of microorganisms–A prospectus. Syst. Appl. Microbiol. 38, 246–257. doi: 10.1016/j.syapm.2015.03.006

Keel, M. K., and Songer, J. G. (2006). The comparative pathology of Clostridium difficile-associated disease. Vet. Pathol. 43, 225–240. doi: 10.1354/vp.43-3-225

Kentache, T., Jouenne, T., Dé, E., and Hardouin, J. (2016). Proteomic characterization of Nα- and Nε-acetylation in Acinetobacter baumannii. J. Proteomics 144, 148–158. doi: 10.1016/j.jprot.2016.05.021

Knetsch, C. W., Kumar, N., Forster, S. C., Connor, T. R., Browne, H. P., Harmanus, C., et al. (2018). Zoonotic Transfer of Clostridium difficile harboring antimicrobial resistance between farm animals and humans. J. Clin. Microbiol. 56:e01384-17. doi: 10.1128/JCM.01384-1317

Knetsch, C. W., Lawley, T. D., Hensgens, M. P., Corver, J., Wilcox, M. W., and Kuijper, E. J. (2013). Current application and future perspectives of molecular typing methods to study Clostridium difficile infections. Euro Surveill. 18:20381.

Knetsch, C. W., Terveer, E. M., Lauber, C., Gorbalenya, A. E., Harmanus, C., Kuijper, E. J., et al. (2012). Comparative analysis of an expanded Clostridium difficile reference strain collection reveals genetic diversity and evolution through six lineages. Infect. Genet. Evol. 12, 1577–1585. doi: 10.1016/j.meegid.2012.06.003

Knight, D. R., Elliott, B., Chang, B. J., Perkins, T. T., and Riley, T. V. (2015). Diversity and evolution in the genome of Clostridium difficile. Clin. Microbiol. Rev. 28, 721–741. doi: 10.1128/CMR.00127-14

Krutova, M., Matejkova, J., Kuijper, E. J., Drevinek, P., and Nyc, O., and Czech Clostridium difficile study group, (2016). Clostridium difficile PCR ribotypes 001 and 176 – the common denominator of C. difficile infection epidemiology in the Czech Republic, 2014. Eurosurveillance 21:30296. doi: 10.2807/1560-7917.ES.2016.21.29.30296

Krutova, M., Matejkova, J., and Nyc, O. (2014). C. difficile ribotype 027 or 176? Folia Microbiol. 59, 523–526. doi: 10.1007/s12223-014-0323-325

Kuhns, M., Zautner, A. E., Rabsch, W., Zimmermann, O., Weig, M., Bader, O., et al. (2012). Rapid discrimination of Salmonella enterica serovar Typhi from other serovars by MALDI-TOF mass spectrometry. PLoS One 7:e40004. doi: 10.1371/journal.pone.0040004

Kumar, S., Stecher, G., Li, M., Knyaz, C., and Tamura, K. (2018). MEGA X: molecular evolutionary genetics analysis across computing platforms. Mol. Biol. Evol. 35, 1547–1549. doi: 10.1093/molbev/msy096

Kuo, S.-F., Wu, T.-L., You, H.-L., Chien, C.-C., Chia, J.-H., and Lee, C.-H. (2015). Accurate detection of binary toxin producer from Clostridium difficile by matrix-assisted laser desorption/ionization time-of-flight mass spectrometry. Diagn. Microbiol. Infect. Dis. 83, 229–231. doi: 10.1016/j.diagmicrobio.2015.07.013

Lanis, J. M., Barua, S., and Ballard, J. D. (2010). Variations in TcdB activity and the hypervirulence of emerging strains of Clostridium difficile. PLoS Pathog. 6:e1001061. doi: 10.1371/journal.ppat.1001061

Lartigue, M. F. (2013). Matrix-assisted laser desorption ionization time-of-flight mass spectrometry for bacterial strain characterization. Infect. Genet. Evol. 13, 230–235. doi: 10.1016/j.meegid.2012.10.012

Lavigne, J.-P., Espinal, P., Dunyach-Remy, C., Messad, N., Pantel, A., and Sotto, A. (2013). Mass spectrometry: a revolution in clinical microbiology? Clin. Chem. Lab. Med. 51, 257–270.

Lawson, P. A., Citron, D. M., Tyrrell, K. L., and Finegold, S. M. (2016). Reclassification of Clostridium difficile as Clostridioides difficile (Hall and O’Toole 1935) Prévot 1938. Anaerobe 40, 95–99. doi: 10.1016/j.anaerobe.2016.06.008

Leffler, D. A., and Lamont, J. T. (2015). Clostridium difficile infection. N. Engl. J. Med. 372, 1539–1548. doi: 10.1056/NEJMra1403772

Li, R., Xiao, D., Yang, J., Sun, S., Kaplan, S., Li, Z., et al. (2018). Identification and Characterization of Clostridium difficile Sequence Type 37 genotype by matrix-assisted laser desorption ionization-time of flight mass spectrometry. J. Clin. Microbiol. 56:e01990-17. doi: 10.1128/JCM.01990-1917

Lo Vecchio, A., and Zacur, G. M. (2012). Clostridium difficile infection: an update on epidemiology, risk factors, and therapeutic options. Curr. Opin. Gastroenterol. 28, 1–9. doi: 10.1097/MOG.0b013e32834bc9a9

Loo, V. G., Poirier, L., Miller, M. A., Oughton, M., Libman, M. D., Michaud, S., et al. (2005). A predominantly clonal multi-institutional outbreak of Clostridium difficile–associated diarrhea with high morbidity and mortality. N. Engl. J. Med. 353, 2442–2449. doi: 10.1056/nejmoa051639

Maiden, M. C., Bygraves, J. A., Feil, E., Morelli, G., Russell, J. E., Urwin, R., et al. (1998). Multilocus sequence typing: a portable approach to the identification of clones within populations of pathogenic microorganisms. Proc. Natl. Acad. Sci. U.S.A. 95, 3140–3145. doi: 10.1073/pnas.95.6.3140

Martin, J. S., Monaghan, T. M., and Wilcox, M. H. (2016). Clostridium difficile infection: advances in epidemiology, diagnosis and transmission. Nat. Rev. Gastroenterol. Hepatol. 13, 206–216. doi: 10.1038/nrgastro.2016.25

Matsumura, Y., Yamamoto, M., Nagao, M., Tanaka, M., Machida, K., Ito, Y., et al. (2014). Detection of extended-spectrum-beta-lactamase-producing Escherichia coli ST131 and ST405 clonal groups by matrix-assisted laser desorption ionization-time of flight mass spectrometry. J. Clin. Microbiol. 52, 1034–1040. doi: 10.1128/JCM.03196-3113

McDonald, L. C., Killgore, G. E., Thompson, A., Owens, R. C. Jr., Kazakova, S. V., Sambol, S. P., et al. (2005). An epidemic, toxin gene–variant strain of Clostridium difficile. N. Engl. J. Med. 353, 2433–2441.

McEllistrem, M. C., Carman, R. J., Gerding, D. N., Genheimer, C. W., and Zheng, L. (2005). A hospital outbreak of Clostridium difficile disease associated with isolates carrying binary toxin genes. Clin. Infect. Dis. 40, 265–272. doi: 10.1086/427113

Mentula, S., Laakso, S., Lyytikäinen, O., and Kirveskari, J. (2015). Differentiating virulent 027 and non-027 Clostridium difficile strains by molecular methods. Expert Rev. Mol. Diagn. 15, 1225–1229. doi: 10.1586/14737159.2015.1069710

Mooney, H. (2007). Annual incidence of MRSA falls in England, but C. difficile continues to rise. BMJ 335:958.

Nanwa, N., Kendzerska, T., Krahn, M., Kwong, J. C., Daneman, N., Witteman, W., et al. (2015). The economic impact of Clostridium difficile infection: a systematic review. Am. J. Gastroenterol. 110, 511–519. doi: 10.1038/ajg.2015.48

Novais, A., Sousa, C., de Dios Caballero, J., Fernandez-Olmos, A., Lopes, J., Ramos, H., et al. (2014). MALDI-TOF mass spectrometry as a tool for the discrimination of high-risk Escherichia coli clones from phylogenetic groups B2 (ST131) and D (ST69, ST405, ST393). Eur. J. Clin. Microbiol. Infect. Dis. 33, 1391–1399. doi: 10.1007/s10096-014-2071-2075

Nyč, O., Pituch, H., Matějková, J., Obuch-Woszczatynski, P., and Kuijper, E. J. (2011). Clostridium difficile PCR ribotype 176 in the Czech Republic and Poland. Lancet 377:1407. doi: 10.1016/S0140-6736(11)60575-8

Ortega, L., Ryberg, A., and Johansson, Å. (2018). HMW-profiling using MALDI-TOF MS: a screening method for outbreaks of Clostridioides difficile. Anaerobe 54, 254–259. doi: 10.1016/j.anaerobe.2018.04.013

Ouidir, T., Jarnier, F., Cosette, P., Jouenne, T., and Hardouin, J. (2015). Characterization of N-terminal protein modifications in Pseudomonas aeruginosa PA14. J. Proteomics 114, 214–225. doi: 10.1016/j.jprot.2014.11.006

Patel, R. (2015). MALDI-TOF MS for the diagnosis of infectious diseases. Clin. Chem. 61, 100–111. doi: 10.1373/clinchem.2014.221770

Pavón, A. B. I., and Maiden, M. C. J. (2009). Multilocus sequence typing. Methods Mol. Biol. 551, 129–140. doi: 10.1007/978-1-60327-999-4_11

Pépin, J., Valiquette, L., Alary, M.-E., Villemure, P., Pelletier, A., Forget, K., et al. (2004). Clostridium difficile-associated diarrhea in a region of Quebec from 1991 to 2003: a changing pattern of disease severity. Can. Med. Assoc. J. 171, 466–472. doi: 10.1503/cmaj.1041104

Pituch, H., Obuch-Woszczatyński, P., Lachowicz, D., Wultańska, D., Karpiński, P., Młynarczyk, G., et al. (2015). Hospital-based Clostridium difficile infection surveillance reveals high proportions of PCR ribotypes 027 and 176 in different areas of Poland, 2011 to 2013. Eurosurveillance 20:30025. doi: 10.2807/1560-7917.ES.2015.20.38.30025

Redelings, M. D., Sorvillo, F., and Mascola, L. (2007). Increase in Clostridium difficile–related mortality rates, United States, 1999–2004. Emerg. Infect. Dis. 13:1417. doi: 10.3201/eid1309.061116

Reil, M., Erhard, M., Kuijper, E. J., Kist, M., Zaiss, H., Witte, W., et al. (2011). Recognition of Clostridium difficile PCR-ribotypes 001, 027 and 126/078 using an extended MALDI-TOF MS system. Eur. J. Clin. Microbiol. Infect. Dis. 30, 1431–1436. doi: 10.1007/s10096-011-1238-1236

Riedel, T., Wetzel, D., Hofmann, J. D., Plorin, S. P. E. O., Dannheim, H., Berges, M., et al. (2017). High metabolic versatility of different toxigenic and non-toxigenic Clostridioides difficile isolates. Int. J. Med. Microbiol. 307, 311–320. doi: 10.1016/j.ijmm.2017.05.007

Rizzardi, K., and Åkerlund, T. (2015). High molecular weight typing with MALDI-TOF MS-a novel method for rapid typing of Clostridium difficile. PLoS One 10:e0122457. doi: 10.1371/journal.pone.0122457

Robinson, C. D., Auchtung, J. M., Collins, J., and Britton, R. A. (2014). Epidemic Clostridium difficile strains demonstrate increased competitive fitness compared to nonepidemic isolates. Infect. Immun. 82, 2815–2825. doi: 10.1128/IAI.01524-1514

Ryzhov, V., and Fenselau, C. (2001). Characterization of the protein subset desorbed by MALDI from Whole Bacterial Cells. Anal. Chem. 73, 746–750. doi: 10.1021/ac0008791

Sandrin, T. R., Goldstein, J. E., and Schumaker, S. (2013). MALDI TOF MS profiling of bacteria at the strain level: a review. Mass Spectrom. Rev. 32, 188–217. doi: 10.1002/mas.21359

Scardina, T., Labuszewski, L., Pacheco, S. M., Adams, W., Schreckenberger, P., and Johnson, S. (2015). Clostridium difficile infection (CDI) severity and outcome among patients infected with the NAP1/BI/027 strain in a non-epidemic setting. Infect. Control Hosp. Epidemiol. 36, 280–286. doi: 10.1017/ice.2014.45

Sebaihia, M., Wren, B. W., Mullany, P., Fairweather, N. F., Minton, N., Stabler, R., et al. (2006). The multidrug-resistant human pathogen Clostridium difficile has a highly mobile, mosaic genome. Nat. Genet. 38, 779–786. doi: 10.1038/ng1830

Seng, P., Rolain, J. M., Fournier, P. E., La Scola, B., Drancourt, M., and Raoult, D. (2010). MALDI-TOF-mass spectrometry applications in clinical microbiology. Future Microbiol. 5, 1733–1754. doi: 10.2217/fmb.10.127

Seugendo, M., Janssen, I., Lang, V., Hasibuan, I., Bohne, W., Cooper, P., et al. (2018). Prevalence and strain characterization of Clostridioides (Clostridium) difficile in representative regions of germany, ghana, tanzania and indonesia - a comparative multi-center cross-sectional study. Front. Microbiol. 9:1843. doi: 10.3389/fmicb.2018.01843

Smits, W. K., Lyras, D., Lacy, D. B., Wilcox, M. H., and Kuijper, E. J. (2016). Clostridium difficile infection. Nat. Rev. Dis. Primer 2:16020. doi: 10.1038/nrdp.2016.20

Stabler, R. A., He, M., Dawson, L., Martin, M., Valiente, E., Corton, C., et al. (2009). Comparative genome and phenotypic analysis of Clostridium difficile 027 strains provides insight into the evolution of a hypervirulent bacterium. Genome Biol. 10:R102. doi: 10.1186/gb-2009-10-9-r102

Stubbs, S., Rupnik, M., Gibert, M., Brazier, J., Duerden, B., and Popoff, M. (2000). Production of actin-specific ADP-ribosyltransferase (binary toxin) by strains of Clostridium difficile. FEMS Microbiol. Lett. 186, 307–312. doi: 10.1016/s0378-1097(00)00162-2

Suarez, S., Ferroni, A., Lotz, A., Jolley, K. A., Guerin, P., Leto, J., et al. (2013). Ribosomal proteins as biomarkers for bacterial identification by mass spectrometry in the clinical microbiology laboratory. J. Microbiol. Methods 94, 390–396. doi: 10.1016/j.mimet.2013.07.021

Sundriyal, A., Roberts, A. K., Ling, R., McGlashan, J., Shone, C. C., and Acharya, K. R. (2010). Expression, purification and cell cytotoxicity of actin-modifying binary toxin from Clostridium difficile. Protein Expr. Purif. 74, 42–48. doi: 10.1016/j.pep.2010.04.014

Valiente, E., Cairns, M. D., and Wren, B. W. (2014). The Clostridium difficile PCR ribotype 027 lineage: a pathogen on the move. Clin. Microbiol. Infect. 20, 396–404. doi: 10.1111/1469-0691.12619

van Dorp, S. M., Kinross, P., Gastmeier, P., Behnke, M., Kola, A., Delmée, M., et al. (2016). Standardised surveillance of Clostridium difficile infection in European acute care hospitals: a pilot study, 2013. Euro Surveill. 21, 24–36. doi: 10.2807/1560-7917.ES.2016.21.29.30293

Varland, S., Osberg, C., and Arnesen, T. (2015). N-terminal modifications of cellular proteins: the enzymes involved, their substrate specificities and biological effects. Proteomics 15, 2385–2401. doi: 10.1002/pmic.201400619

Walk, S. T., Micic, D., Jain, R., Lo, E. S., Trivedi, I., Liu, E. W., et al. (2012). Clostridium difficile ribotype does not predict severe infection. Clin. Infect. Dis. Off. Publ. Infect. Dis. Soc. Am. 55, 1661–1668. doi: 10.1093/cid/cis786

Waslawski, S., Lo, E. S., Ewing, S. A., Young, V. B., Aronoff, D. M., Sharp, S. E., et al. (2013). Clostridium difficile ribotype diversity at six health care institutions in the United States. J. Clin. Microbiol. 51, 1938–1941. doi: 10.1128/JCM.00056-13

Zautner, A. E., Lugert, R., Masanta, W. O., Weig, M., Groß, U., and Bader, O. (2016). Subtyping of Campylobacter jejuni ssp. doylei isolates using Mass Spectrometry-based PhyloProteomics (MSPP). J. Vis. Exp. e54165:1–9. doi: 10.3791/54165

Zautner, A. E., Masanta, W. O., Tareen, A. M., Weig, M., Lugert, R., Gross, U., et al. (2013). Discrimination of multilocus sequence typing-based Campylobacter jejuni subgroups by MALDI-TOF mass spectrometry. BMC Microbiol. 13:247. doi: 10.1186/1471-2180-13-247

Zautner, A. E., Masanta, W. O., Weig, M., Groß, U., and Bader, O. (2015). Mass spectrometry-based phyloproteomics (MSPP): a novel microbial typing method. Sci. Rep. 5:13431. doi: 10.1038/srep13431

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Emele, Joppe, Riedel, Overmann, Rupnik, Cooper, Kusumawati, Berger, Laukien, Zimmermann, Bohne, Groß, Bader and Zautner. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.





[image: image]


OPS/images/fmicb-09-02314/fmicb-09-02314-g003.jpg
A

FZD2-Fc PVRL3-Fc Fc FZD2-Fc PVRL3-Fc Fc
| B S | B S B S | B S | B S | B S
- I TEN=T 1= L =E  — | - TcdB
: - = (270 kDa)
. — PVRL3-Fc
I . ol 1 ' W = (~90 kDa)
o o —- || _ FZD2-Fc
e | g (~50 kDa)
2 Gl —Fc
i : L — (~35 kDa)
VPI10463 R20291
B FZD2 PVRL3
VPI110463 R20291 VPI110463 R20291
* *%k% *
35 - 35 -
30 | 30 -
25 1 25 -
20 A 20 -
15 - 15 |
10 - E“j 10 - 4
. = &= ] e am






OPS/images/fmicb-09-02314/fmicb-09-02314-g004.jpg
untreated TcdB vPI110463
)
UﬁQ‘m
)3 ~ 1O B
Yy 0 ~ O 100+
| - dloid * o
- q 99 000 D ¢
2; D 00 ©
) i \ A O O © 60-
) b Jo i Y P o
Q2 a0 N ~) DD A ©
J Ny O = > X 401
L SV Jl =M % - L
g 3 1) 68% s 2 O 20-
S ; & 2Rk N -:)') (5 0 il o
o “’”:} ‘l 3 i - :“'{ 3 1 I 1 1
TcdB vPI10463 TcdB vPI10463 TcdB vPito463 - + + +
+TcdB VPI10463 + TcdB R20291 VPI10463 (1101-1836) - - + -
(1101-1836) (1101-1836) R20291 (1101-1836) - - - 4
C
apical basolateral basolateral
120 120 120
() o ()
= = =
T 100. © 100 ¥) T 100.
T 801 T 80 T 80
— 60 — 60 — 60-
@) ] o @) ]
X 401 X 404 O control X 401
o | o+ FZD2-Fc \‘ o 0]+ FZD2-Fc o 1o+ FZD2-Fc
W { @-FZD2-Fc = ® - FZD2-Fc W | e-FZD2-Fc
0 r ———r— O+ T r———-—  O04-—-tvt-i T
0 1 2 3 4 5 6 12 18 24 0 1 2 3 4 5 6 12 18 24 0 1 2 3 4 5 6 15 20 25
time (h) time (h) time (h)
TcdB 1-1852 TcdB 1-1852 TedB 1-1836
VPI10463 VPI10463 R20291





OPS/images/fmicb-09-02314/fmicb-09-02314-g005.jpg
&
QA ({\/Q QCOD‘
S
O
: - L3
2366
3 i
1852
- - -
1830
GTD CPD GTD CROP
TcdB TcdB
untreated VPI110463 + VIFO87 F3
)
TcdB TcdB TcdB
+ VIF087 E1 + VIF087_G10 + VIF088 C5

anti-His

VIFO87_E1

VIF087 G10

VIF088 C5

VIF087 F3

® o
«

<

o O

< N

() )

~— N

o nd

>

1-1852/1-1836

1-2366 (full length)

1-1852/1-1836

1-2366 (full length)

1-1852/1-1836

1-2366 (full length)

1-1852/1-1836

1-2366 (full length)

1-1852/1-1836

1-2366 (full length)





OPS/images/fmicb-09-02314/fmicb-09-02314-t001.jpg
Protocol

GeneTailor

QuikChange

Primer

TedB Y2232C_s

TedB Y2232C_a

TedB C2232Y_s

TedB C2232Y_a

TcdA C2236G_s

TedA C2236G_a

Base sequence (5 — 3')

CCAGAAACTAAAAAAGCATGTAAAGGTATT
AATGTAATTGATG
ATGCTTTTTTAGTTTCTGGATCGAAATAA
TATTTATC
CCAGAAACTAAAAAAGCATACAAAGGTAT
TAATTTAATTGATG
ATGCTTTTTTAGGTTTCTGGATTGAAATAA
TATTTATCAC
GCTATTGCTGCAATTCATCTAGGCAC
TATAAATAATGACAAG

CTTGTCATTATTTATAGTGCCTAGATGAAT
TGCAGCAATAGC





OPS/images/fmicb-09-02532/fmicb-09-02532-g004.jpg
w

% of CD69+ MAIT cells

O

IL-12 concentration (pg/ml)

ng/mg dry weight

159

10+

5=

Riboflavin

150+

100+

1 1 1 L] L)
RT084 RT012 RT001 RT023 RT027

CD69

*

* * *

sHETET

300+

200+

100+

US RT084 RT012 RT001 RT023 RT027

IL-12

# °

U g .I L] L]
US RT084 RT012 RTO001 RTO023 RTO027

O

% of GzmB* MAIT cells

m

IL-18 concentration (pg/ml)

C. difficile ribotypes:

RT023 & RT027
RTO001

RT012

401

200+

150+

100+

Gzm B

xill

US RT084 RT012 RT001 RT023 RT027

IL-18

°°® _§E}. _%EP-

(-]

L ) a L] L] 1
us RT084 RT012 RT001 RT023 RTO027





OPS/images/fmicb-09-02314/cross.jpg
3,

i





OPS/images/fmicb-09-02314/fmicb-09-02314-g001.jpg
round cells (% of total cells)

DAPI positive cells (%)

Cell rounding assay, 2 h

VPI110463 R20291
100~
804 T
60-
40-
20-
0- IIgll—-lLI T I_-I=| T ]
03 3 30 03 3 30 03 3 30 0.3 3 30 [ng/mi]
wildtype 02232Y wildtype Y2232C
Cytotoxicity assay, 4 h
VPI10463 R20291
*%k% * k%
807 | | |
q (o]
70 |_|*
] T
60- VPI10463 R20291
50
] ; e | B | 070 kDa
40-
] —170 kDa
304 T —130 kDa
] — 100 kDa
20- .
] O
15 s g &
J 0(1/ .ﬂ/
0_ T 1






OPS/images/fmicb-09-02314/fmicb-09-02314-g002.jpg
- E— — e

PR

= +

- +

A ==
wildtype N -‘ TedB 1-2366 (270 kDa)
L | TedB 544-2366 (210 kDa)
VP110463 )
C2232Y |\ S BN | TcdB 1-2366 (270 kDa)
L seem | TcdB 544-2366 (210 kDa)
. - - TcdB 1-2366 (270 kDa)
wildtype - ' - TcdB 544-2366 (210 kDa)
R20291 :
Y2232C B B B | TcdB 1-2366 (270 kDa)
. B | TcdB 544-2366 (210 kDa)
0 10 200 pM InsPg
B VPI10463 R20291
wildtype C2232Y wildtype Y2232C
*
. | |
60- _
.
(@®))
©
(>“ -
Q 40'
s
X ]
20-
0-
NN NN S & O
o¥ ,@Q q/QQQ o¥ ,\QQ q/QQ o¥ ,@Q q/QQQ
C TcdA
wit C2236G

— TcdA 1-2710 (310 kDa)
— TcdA 543-2710 (250 kDa)

InsPg





OPS/images/fmicb-09-02532/fmicb-09-02532-g002.jpg
A CDG69

A _ Unstimulated RTO?? s’qm-ulated i 15000=y **** kkkk ok kkk o PBMCs
105_;2,47'_ | 067 | 24058 | | 2,77 = ® e RT023
: : &
> 10000 s s RT023 + anti-MR1
© s v RT023 + anti-IL-12/IL-18
O < 5000~ |
O — m RT023 + anti-MR1/IL-12/IL-18
=
1,73 8
| ll1o4l II“”I105I Q
_ O
-5OOC | | i | |
B
IFNy
Unstimulated RT023 stimulated 307 s e % o Unstim
_ - - N
msjfs,os 0,077 | 1437 0,93 § ° e RTO023
— 20= o A RT023 + anti-MR1
©| .13 s . . v RT023 +anti-IL-12/IL-18
O .i 5 = RT023 + anti-MR1/IL-12/IL-18
' 938 103 283 ©
| r'I.(I).I | I103 | I’IO | I105 0 I103 | I104 | I’IO5 o\o
Interferon vy ] 1 1 ] 1 ]
C .
Perforin
- Unstimulated | RT023.$-’1c'irjn-uIated o 1500=y **** - X kkk o PBMCs
105'_5 1,38 | 1,19 105§0,20 | 2,22 8 PP ® RT023
-
| g 1000~ e & A RT023 + anti-MR1
%’ = x % { v RT023 + anti-IL-12/IL-18
Oof o Z ° - m  RT023 + anti-MR1/IL-12/IL-18
| - & O _ = 500-
103=270,8 ' 26.6 103267,5 | 30,1 =
e ”I”“I103I ”I”“I1o4| ”I“"I1o5l A ”I””I1o3l ”I“”I1o4l ”I”"I1o5l "g
- &
Perforin 0 I I I I I
D GzmB
A RT023 stimulated m 807 sxnx ke ok xex o0 [ Jnstim
0,16 105é2,65 0,58 E e RT023
2 4 RT023 +anti-MR
- ». = = v RT023 + anti-IL-12/IL-18
10° = :' m .
O ' = m RT023 + anti-MR1/IL-12/1L-18
0 N
10,5 103489,1 - 11,7 (-
T T ..-.-. ALY LN RALL LA RAAL O
105 103 0 103 104 105 _ °\°
Granzyme B






OPS/images/fmicb-09-02532/fmicb-09-02532-g003.jpg
CD69 MFI in MAIT cells

Perforin MFI in MAIT cells

m

CD107a MFI in MAIT cells

CD69 IFNYy
B
20000=- 30-
*% * % ﬂ ok
15000~ S
= 20-
< * %
10000- ,,E
>.
Z
Jode K E 10-
5000~ “
/_’. " < o
0- e B S 0 T _
6h 12h 17h 20h 12h 17h 20h
Time Time
Perforin 5 GzmB
2000' k% 50'
2 * % s
© 40-
1500~ O
. > 30-
*%* E
1000~ *&J
-
N
500- &2
o
O\O
c i i i i '1c i | i 1
6h 12h 17h 20h 6h 12h 17h 20h
Time Time
CD107a
1500= .
-o- Unstim
* -2 RT023
1000~ — RT023 + anti-MR1
- RT023 + anti-MR1/IL-12/IL-18
500~-
0

| !
17h 20h





OPS/images/fmicb-10-02087/fmicb-10-02087-g001.jpg
A) Recording of ICMS mass spectra and database search B) Database search revealed isoforms
for allelic isoforms corresponding to detected masses for Biomarkers L28 and L35

Blomarker e [
ety
Isoform.ist Gl iny

olom

o
I
L
Geson = I
e — I ——

- Lo

408 =

o
i s
B

C)  Concatenating amino acid sequences D) Construction of a taxonomic dendrogram
of all biomarkers for each isolate (UPGMA method)

R < |






OPS/images/fmicb-10-02087/cross.jpg
3,

i





OPS/images/fmicb-10-00692/fmicb-10-00692-t001.jpg
Author + year Isolate selection C. difficile identification

Boricloand 6 patients with antibiotic C. difcie analytical profie
Honour, 1983 associated diarthea and 1 with  index (AP). Growth of isolates
diarthea unrelated to antibiotic.  inhibited by Clostidium
use bejerincki

Shapand 4 strains of stored C. difficie  Unspecified
Poxton, 1985 isolates

Devinetal, 110 stored clincalisolates  Unspecified
1087

O'Neil et al, 10 patients with > 1 isolation of ~Latex particle agglutination test
1991 C. diticie
Wikoxetal.,  Frozen isdlates from patients  Colonial morphology, odor and
1998 with >2 C. diffile cytotoxin  RapiD ANAII

positve fecal samples
vandenBerg  Frozen isolates from patients  Enzyme linked fluorescence
©1al, 2005 with first episodes of C. dificie assay and culture

associated diarthea.

Tanneretal,  Pre-selected from apoolof  PCR ribotyping

2010 cases typed as 027 strain
Kamboj et al, ~ Patients with 2 episodes of C. dificie neutalization assay
2011 C. diffcile nfection occurting  and enzyme immuncassay (EIA)
2 weeks apartidentiied sing for glutamate dehydrogenase
microbiclogy records. (GDH)
Helletal., 2011 Patients with nosocormial Enzyme linked immunosorbent
C. diffcio chosen arbitrarly assay [ELISA) for C. difficie
TodAand TedB
Eyectal,  Peiredstoolsamplesfrom  EIAfor GOH and culture
2012 patients colected on the same
day
Behroozian  Stored isolates from C. dificile 3 step diagnostic algorithm: (1)
©tal, 2013 infected patients EIA for GDH; (2) EIA for
C. diffcile toxin A andlr B (3)
PCR for presence of tcdB gene.

Sunetal, 2016 Patients with > 1 episode of CDI Stool sample positive by PCR
oceuring at least 8 weeks apart for C. diffcie.

Number of
cases

110

10

27

28

102

1

305

102

52

Culture method

Gycloserine cefoxitin agar.

ycloserine cefoxitin fructose
agar (CCFA)
Cycloserine-cefoxitin-fructose
agar with sodium taurocholate
(TCCFAY.

coFA

Cycloserine, cefoxitin, egg yok
agar

‘Columbia agar with colistin +
nalidixic acid and/or C. diffcie
‘agar with moxalactam and
cysteine.

ccFA

Unspecified

Cycloserine/cefoxiin agar

Unspecified

Pre-reduced, TCCFA

Not specified

No. of colonies tested per
case

Atleast 10

Approximately 10

10

1-2

Approximately 5

Unspecified

Unspecified

C. difficile strain
differentiation

Examined for production of
ytotoxin using MRC-5 and
VERO cels. Identified toxin
producing and non-producing
strains
Ethylencdiaminetetraacetic acid
(EDTA) antigen extraction and
immunoblotting

Piasmid profie and restriction
enzyme analysis (REA)

REA Examined for production
of cytotoxin sing VERO cells
Random amplified polymorphic
DNA(RAPD)

PCRribotyping, toxinogenicity
and clindamycin resistance

Muttiocus variable number
tandem repeat analysis (LVA)
PCR ribotyping

PCR ribotyping

Muiocus sequence typing
(MLST)

PCR ribotyping

mLST

Cases with

more than 1

c. difficile
strain

7

21

16
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Group Control APC 678 DPC 6111 ATCC 33323

relative abundance (%)

Phylum:

Firmicutes 54.51 37.22 28.44* 31.29*
Bacteroidetes 4317 62.24 70.62* 66.25*
Proteobacteria 0.47 0.19* 0.09* 1.29
Actinobacteria 0.26 0.18 0.19 0.13*
Family:

Lachnospiraceae 40.35 27.46 20.14* 23.60*
S24-7 2410 31.18 40.72* 23.21
Bacteroidaceae 9.29 21.60 18.61 28.21*
Uncultured Clostridiales 2.01 0.64 0.21* 0.58*
Rikenellaceae 1.86 7.31* 6.52* 8.11*
Erysipelotrichaceae 1.80 0.62* 0.83* 0.95*
Peptostreptococcaceae 0.60 0.08* 0.02* 0.05*
Alcaligenaceae 0.29 0.09* 0.069* 1.24
Enterobacteriaceae 0.18 0.01* 0.02* 0.06
Bifidobacteriaceae 0.13 0.04* 0.02* 0.07*
Enterococcaceae 0.03 0.02 0.01* 0.01
Peptococcaceae 0.00 0.04* 0.02 0.07
Prevotellaceae 0.00 0.53 0.56* 0.00
Xanthomonadaceae 0.00 0.06* 0.00 0.00
Genus:

Uncultured 29.99 20.93 14.78* 18.00*
Lachnospiraceae

Uncultured S24-7 2410 31.18 40.72* 23.21
Bacteroides 9.29 21.60 18.61 28.21*
Ruminococcaceae 5.36 2.19* 1.44* 2.01*
Incertae Sedis

Uncultured Clostridiales 2.01 0.64 0.21* 0.58*
Alistipes 1.41 3.40* 4.95% 6.03*
Uncultured 1.08 2.03* 0.77 1.31
Ruminococcaceae

Peptostreptococcaceae 0.60 0.08* 0.02* 0.05*
Incertae Sedis

Anaerotruncus 0.60 1.09 1.85*% 0.76
Rikenellaceae RC9 gut 0.45 3.90* 1.57* 2.08
group

Oscillibacter 0.36 1.16% 1.81* 0.79
Parasutterella 0.29 0.09* 0.07* 1.24
Flavonifractor 0.25 0.01* 0.01* 0.09
Roseburia 0.21 0.90* 0.21 0.29
Escherichia-Shigella 0.18 0.01* 0.02* 0.06
uncultured 0.14 0.04* 0.05* 0.04*
Erysipelotrichaceae

Bifidobacterium 0.13 0.04* 0.02* 0.07*
Enterococcus 0.03 0.02 0.007* 0.01
uncultured 0.00 0.03* 0.01 0.07
Peptococcaceae

Prevotella 0.00 0.53 0.56* 0.00
Hydrogenoanaerobacterium 0.00 0.004* 0.00 0.00
Stenotrophomonas 0.00 0.06* 0.00 0.00

Only phyla, families and genera with significant differences compared to the control
mice are represented. *Significantly different compared to the control; significance
was determined by p < 0.05.
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Alpha diversity index Control L. gasseri APC 678 L. rhamnosus DPC 6111 L. gasseri ATCC 33323

Chaof richness estimate 210+ 79 272 & 40% 194 + 38 168 £ 45
Simpson diversity index 0.92 £ 0.03 0.94 £ 0.06%@ 0.92 +£0.04 0.89 £+ 0.06
‘Shannon diversity index 477 £0.70 5.45 £ 0.72* 4.69 £+ 0.52 4.41£0.75
PD whole tree 11.69 £ 3.59 14.06 £ 1.712 11.06 &+ 1.63 973+ 198
Number of observed species 197 £ 83 259 + 39 182 £ 37 163 + 47

Average and standard deviation of results for 10 mice per treatment are represented. *Significantly different compared to the control; ®significantly different compared
to L. rhamnosus DPC 6111 and L. gasseri ATCC 33323; non-parametric Mann-Whitney test was used to estimate the relationship between the groups; statistical

significance was accepted at p < 0.05.
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Log reduction (CFU mi~") after 3 h in simulated Log reduction (CFU mi~") after 3 h in simulated

gastric juice ileal juice*
‘Suspension medium pH L. gasseri APC 678 L. rhamnosus DPC 6111 L. gasseri APC 678 L. rhamnosus DPC 6111
PBS 70 0.16 0.21 0.52 0.43
3.0 1.96 1.01 219 1.78
20 1.62 3.53 8.00 8.00
RSM 7.0 0.84 0.49 0.52 0.13
3.0 1.92 091 1.89 2.47
20 1.91 1.49 2.82 4.39

The effect of initial suspension medium (PBS or RSM) on the subsequent survival of L. gasseri APC 678 and L. rhamnosus DPC 6111 in simulated gastric juice, followed
by simulated ileal juice. *Cells were transferred to simulated ileal juice following 3 h incubation in gastric juice and incubated for an additional 3 h.
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Lactobacillus spp. No. of strains Source

tested

L. gasseri 7 Human intestine (2), human
feces (5)

L. salivarius 6 Pig intestine (2), infant feces
(3), human feces (1)

L. plantarum 5 Bovine teat rinse, cow
feces, silage, hand wash,
milking yard water

L. brevis 4 Human feces (2), cow feces
(1), silage (1)

L. casei/paracasei 4 Human feces

L. paracasei 4 Human intestine (2), human
feces (1), yoghurt (1)

L. rhamnosus 4 Human intestine (1), human
feces (3)

L. mucosae 3 Cow feces

L. acidophilus 2 Human feces

L. casei 2 Fermented milk

L. johnsonii 2 Pig intestine, commercial
isolate

L. parabuchneri/kefiri 2 Milk, cow feces

L. reuteri 2 Pig intestine, infant feces

L. rhamnosus/casei 2 Human feces

L. ruminis 2 Human feces

L. murinus 1 Pig cecum

Lactobacillus spp. 8 Human feces
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Name

C. difficile str. 630Aerm

C. difficile str. 630 Aerm AprsA2
E. coli DH10B

B. megaterium MS941

PSPyocH-hp

Features Reference

Erythromycin-sensitve  DSMZT (DSM 28645),
derivative of strain 630 (Hussain et al., 2005)

¢d35000::ClosTron This study

Strain for cloningand ~ Grant et al., 1990
plasmid propagation,

F~ mcrA A(mrr-

hsdRMS-mcrBC)

®80dlacZAM15

AlacX74 endA1 recAl

deoR Afara, leu)7697

araD139 galU galK

nupG rpsL A~

Strain for recombinant ~ Wittchen and
production, deficient of Meinhardt, 1995
the major secreted

protease (AnrpM)

Vector for recombinant  Stammen et al., 2010
production in

B. megaterium,

Pyyia-(—35%

rbs™)-spyocH-mes-his6,

TR, Ampf

TGerman Collection of Microorganisms and Cell Cultures.
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Name

PrsA2(wt)_For
PrsA2(wi)_Rev
PrsA2(K188A)_For
PrsA2(K188A)_Rev
PrsA2(D232A)_For
PrsA2(D232A)_Rev
PrsA2(L241A)_For
PrsA2(L241A)_Rev
PrsA2(M249A)_For
PrsA2(M249A)_Rev
PrsA2(F253A)_For
PrsA2(F253A)_Rev
PrsA2(T271A)_For
PrsA2(T271A)_Rev
PrsA2(Y273A)_For
PrsA2(Y273A)_Rev
PrsA2(H276A)_For
PrsA2(H276A)_Rev
EBS universal primer
EmRAM_F
ErmRAM_F

Sequence’

TATactagtAGTAAAGGAGAAACTGTGGC
TATcggccgAGATCCACGAGGTACTAAGATTGTGATTTTATTTAT
GCAACAGTAGATGATAATAACAAGCC
CAATAAAATATGAGAAGCTTCTAC
ATATTCACAAGCTACTTCAGCAAG
TTTTTTGCTACTTTTGCAAAATCCTC
GCAGGATTCTTTTCAAGGGGTCAA
TTTACCACCATCACTTGCTGA
GGTCAAGCGGTTGCTGAATTTG
CCTTGAAAAGAATCCTAATTTACC
GCAGAAGATGCTGCTTTTTCTATGAA
TTCAGCAACCATTTGACCCC
GCTCAATATGGATACCACATAATTAAAG
TTCAACTAAATCAGATACTTCACC
GAAACTCAAGCTGGATACCACAT
AACTAAATCAGATACTTCACCCTTT
TGGATACGCTATAATTAAAGTGACAG
TATTGAGTTTCAACTAAATCAGATAC
CGAAATTAGAAACTTGCGTTCAGTAAAC
ACGCGTTATATTGATAAAAATAATAGTGGG
ACGCGTGCGACTCATAGAATTATTTCCTCCCG

tHighlighted are the bases for the respective alanine exchange, restriction sites are kept in lowercase.

Features

Spel
Eagl, Thrombin site

Reference

This study
This study
This study
This study
This study
This study
This study
This study
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TUniprot IDs, *in the reference genomes NC_009089.1 (str. 630), CP016318.1.
(str. 630Aerm) and FN545816.1 (str. R20291), Ssignal peptide as determined by
SignalP 4.1.
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ML NSAF LFQ

Numbers of identified proteins 2,020 1,788 2,019
Number of quantified proteins 1,110 1,545 1,861
Number of significantly 322 365 610

changed proteins

Proteins were identified with two unique peptides in one biological sample and
quantified with at least two unique peptides in at least two of the three biological
replicates. Significantly changed proteins were determined with two-factor ANOVA
due to growth phase, media or both factors and counted with a p-value < 0.01 in
at least one of the three analysis.
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M N V T ...

4 C. difficile strains that lack the TcdE M1 start

DSM-29747
DSM-29752
DSM-29753

60
36
36
36

120
96
96
96

AAGGTGAACTATGATGAAT TCACAGTAGTICACCTITTTATATITCTAATGGTAACAAAATATTITTTITATATA
AAGGTGAACTATGATGAAT TCACAGTAGTTCACCTITITATATIICTAATGGTAACAAAATATTITTTTTATATA
AAGGTGAACTATGATGAAT TCACAGTAGTICACCTITTTATATIICTAATGGTAACAAAATATTTTITTATATA

strain M120 AAGGTGAACTATGATGAATTCACAGTAGTICACCTITITATATITCTAATGGTAACAAAATATITTITTIATATA

33 strains with TcdE M1 start and improved Shine-Dalgarno sequence
strain 630 AAGGTGGACTATGATGAATGCACAGTAGTTCACCTTITITATATTTCTAATGGTAACAAAATATITTTITATATA

7 strains with TcdE M1 start without improved Shine-Dalgarno sequence

DSM-27640

AAGGTCAACTATGATCAATGCACAGTAGT I CACCTITI TATATITCTAATGOTAACAAAATATITITITATATA
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Cloning of genomic tcdE

Spel-tcdE-F ACTAGTATGCACAGTAGTTCACC
BamHi-tcdE-R GGATCCCTTTTCACCCTTAGCATTC
Cloning of tcdE and its variants
tcdE-M1-Ndel-F ATTATCATATGCACAGTAGTTCACCTTTTTATATTTC
tedE-BamHI-R ATATTGGATCCCTTTTCATCCTTAGCATTCATTTC
tcdE-S64-BamHI-R TATATGGATCCAGAATTAAATTTACGACTTTTTATTGC
tcdE-1104-BamHI-R TATATGGATCCGATACAATCTTGTGGTAACATAAATAAAAAG
tedE-P142-BamHI-R TATATGGATCCAGGTACTGGTAATCCACATAAGCAC
tedE-Met25-Ndel-F ATTATCATATGAATATGAGAATATCTTTTTTATCAG
tcdE-Met27-Ndel-F ATTATCATATGACAATATCTTTTTTATCATGAGC
Cloning of todL.
tedlL-synth-Ndel-F ATTATCATATGCCAAGAGAGACACAAGTATTAAATACATATAATTTCGAAGCAAGTGTTCATTACTATATGGATGACAAGGTAGTATATG
tedL-synth-BamHI-R ATATTGGATCCATAGATTTTACCAACTGACCATGCACCATCTTTGTGAACCAATGTTTGATATACTACCTTGTCATCCATATAGTAATG
tedL-Ndel-F ATTATCATATGCCAAGAGACACACAAG
tedL-BamHI-F ATATTGGATCCATAGATTTTACCAACTG
Cloning of lepB
Ndel-lepB-F TATTACATATGGCGAATATGTTTGCCCTGATTCTGG
BamHl-lepB-R TAATAGGATCCATGGATGCCGCCAATGCGACTTAAGC
Single amino acid exchanges?
tedEzs 2 AACTTTATAAATATATGCTCTGATAAAAAAGATATTGTGAGATTGAGAACGCCTCCTAGGTTTATATAAAAAAATATTTTGTTACCATTAG
tedE apgs-F GCTCTGATAAAAAAGATATTGTCATATTCATAACGAGTAATAGGTTTATATAAAAAAATATTTTGTTACCATTAGAAATATAAAAAGGTGA
tedE-M25yz7LF ATATGCTCTGATAAAAAAGATATTGTGAGATTCATATGTATATCTCCTTCTTAAGAATTGTTC
tcdE-1151>V-F GATTAAAGGAAAAAATAGCAGTTTTACTAGATGCAATGACAG
tedB-si-Ndel-F CTTAAGTGGCCCTGAAGCGTATGCGGCAGCTTATCAAG
Bacterial-2-hybrid screen
2H-tcdE-BamHI-F TATATGGATCCCACAGTAGTTCACCTTTTTATATTTC
2H-tcdE-Kpnl-R TATATGGTACCCCCTTTTCATCCTTAGCATTC
2H-tcdB-BamHI-F TATATGGATCCGATAAACTTGTTCACTTAAATG
2H-tcdB-Kpnl-R TATGGATCCAGTTTAGTTAATAGAAAACAGTTAG
2H-tedL-BamHI-F TATATGGATCCCCAAGAGACACACAAGTATTAAATAC
2H-tedL-Kpnl-R TATATGGTACCCCATAGATTTTACCAACTGAG

" Primer sequences are given in 5'-3' direction. 2Corresponding reverse primers covered the same sequence.
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Complete dataset Growth phase
Media
Interaction

Reduced dataset* Growth phase
Media
Interaction

ML

12% (#136)
25% (#282)
7% (#78)
25% (#133)
51% (#275)
14% (#76)

NSAF

6% (#100)
19% (#295)
5% (#78)
14% (#79)
39% (#212)
1% (#58)

LFQ

11% (#198)
27% (#502)
5% (#99)
18% (#96)
43% (#233)
9% (#48)

#Total number of proteins with significantly changed abundance. *Denote the filtered dataset with a total of 539 proteins quantified in all conditions for all approaches.
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Xaa? keat/Km (M~ s71)

Ala (3.21 £0.27) x 10°
Leu (8.50 + 0.67) x 10°
lle (4.26 + 0.51) x 10*
Val (2.70 £ 0.23) x 104
Lys (5.67 + 1.30) x 10°
Arg (7.58 + 1.85) x 10°
Glu (3.20 + 0.26) x 10%
GIn (3.96 + 0.08) x 10°
Met (.77 £ 1.22) x 10°
Phe (3.33 + 0.58) x 10°
Tyr (1.63 +0.32) x 10°
Trp (2.58 + 0.40) x 10°

@Amino acids used to replace the position preceding proline in the substrate
peptide Abz-Ala-Xaa-Pro-Phe-pNA.
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PrsA2
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D232A
M249A
Y273A
H276A
K188A
T271A
F253A
L241A

Kcat/Km (M_1 s_1)

(6.78 + 0.41) x 10*
(1.80 + 0.05) x 10°
(5.49 + 0.16) x 10*
(1.06 + 0.24) x 103
(2.61 + 0.06) x 10*
(3.65 + 0.40) x 10*
(1.06 + 0.10) x 103
(1.61 + 0.23) x 103
(5.02 + 0.50) x 103





OPS/images/fmicb-09-02908/fmicb-09-02908-t002.jpg
# mAb name

1 ViFO87_A10
2 ViFO87_B1

3 ViF087_B10
4 ViF087_Et

5 ViFOB87_E7
6 ViF087_F1

Z ViFO87_F3
8 VIFO87_G10
9 VIFO87_G11
10 ViFO87_H5
" ViFO88_C5
12 ViFO88_E10
13 ViFO88_H10
14 VIFOR0_A6
15 ViFO90_G5
16 ViFO91_B10
17 ViF137_A3
18 ViF137_A6
19 VIF137_A9
20 ViF137_C1
21 ViF137_C2
22 ViF137_C3
23 ViF137_E4
24 ViF137_E7
25 SH1429_B1
26 SH1429_B10
27 SH1429_C10
28 SH1429_D6
29 SH1429_G1
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IGHV5-51"01
IGHV1-3'01
IGHV3
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IGHV6
IGHV3
IGHV1-18°01
IGHV3

DVH

IGHD3-3'01
IGHD3-10"01inv
not found
IGHD2-2°01
IGHD1-26"01
IGHD4-17°01
IGHD5-12"01
IGHD3-22*01
IGHD4-17°01
IGHD4-17*01
IGHD3-16"01
IGHDB-13"01inv
IGHD3-10"01
IGHD2-15*01
IGHD5-12*01
IGHD2-21*01
IGHDB-19"01
IGHDB-13*01
IGHD1-14°01
IGHDS-5'01
IGHDS5-18"01
IGHDE-13"01
IGHDB-19'01
IGHD1-1°01
IGHDS5-12*01
IGHD2-8"02inv
IGHD2-156*01
IGHD2-2*08inv
IGHD2-2*02inv
IGHD3-3'01
IGHDS-19°01

JVH

1GHJ4°02
IGHJ6"02
IGHJ6*02
IGHJ4"02
IGHJ3"02
1GHJ2°01
IGHJ5"02
IGHJ5*02
1GHJ4°02
IGHJ4"02
1GHJ4°02
IGHJ6"03
IGHJ3"02
IGHJ4"02
IGHJ5*02
IGHJ5*02
IGHJ3"02
IGHJ4"02
IGHJ3°02
IGHJ6*02
1GHJ4°02
IGHJ5"02
IGHJ6"02
IGHJ3"02
IGHJ5*02
IGHJ3"02
IGHJ6*02
IGHJ3"02
IGHJ3"02
IGHJ4*02
1GHJ4°02

vvL

IGLV1-44°01
IGLV1-47°01
IGKV3-20"01
IGKV3-15*01
IGKV1-12"02
IGLV3-19°01
IGLV2-18°02
IGLV1-47°01
IGLV3-19°01
IGLV2-14°01
IGLV6-57°01
IGLV3-19°01
IGLV1-51°01
IGLV6-57°01
IGLV2-14°01
IGLV1-44°01
IGKV3-20"01
IGLV3-2102
IGLV2-8°01
IGLV2-8'01
IGLV1-47°01
IGLV2-8"01
IGLV2-11°01
IGLV2-14°01
IGLV2-14°04
IGKV3-20"01
IGLV2-8*01
IGLV3-19°01
IGKV3-20"01
IGLV1-40°01
IGLV1-47°01

JVL

1GLJ3 02
1GLJ3*02
1GKJ4*01
IGKJ1*01
IGKJ4°01
IGLJ3*01
1GLJ3*02
1GLJ3*02
1GLJ3*01
IGLJ3*02
1GLJ3*01
1GLJ3*02
1GLJ3 02
1GLJ3*02
IGLJ3*01
1GLY3*02
IGKJ4°01
1GLJ3*01
1GLJ302
IGLJ3*01
1GLJ302
IGLJ3*01
1GLJ3*02
1GLJ3*02
IGLJ1*01
IGKJ2°01
1GLJ3*02
1GLJ1*01
1GKJ4*01
1GLJ3*02
1GLJ3"01

Antibodies not further analyzed are marked in gray.
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Uniprot ID

Q01130

014974

Q09666

Q8Wx93

094906

P16989

Q8IvVT2

G5E9C8

E9PFD7

P29966

P62753

P62753

P62753

P62753

P62753

QoUQ3s

AOAOAOMTE0

G3v160

Q92797

AOAQ9BLNZO

Gene name

SRSF2

PPP1R12A

AHNAK

PALLD

PRPF6

YBX3

MISP

Sost

EGFR

MARCKS

RPS6

RPS6

RPS6

RPS6

RPS6

SRRM2

FKBP15

CNKSR1

SYMPK

AAK1

Protein name Peptide sequence log, Ratio
TedByxn/control
i ine-rich KSPPKSP 327
splicing factor 2
Protein phosphatase RLASTSDIEEK 294
1 regulatory subunit
12A
Neuroblast LKSEDGVEGDLGETQSR 292
differentiation-
associated protein
AHNAK
Palladin IASDEEIQGTK 2.86
Pre-mRNA- LSQVSDSVSGQTWDPK 285
processing factor
6
Y-box-binding protein  SVGDGETVEFDWEGEK 275
3
Mitotic interactorand ~ HLSESSGKPLSTK 275
substrate of PLK1
Son of sevenless SASVSSISLTK 2557
homolog 1
Receptor ELVEPLTPSGEAPNQALLR 236
protein-tyrosine
kinase
Myristoylated GEPAAAAAPEAGASPVEK 2.31
alanine-rich C-kinase
substrate
408 ribosomal LSSLRASTSKSESSQK -2.39
protein S6
408 ribosomal RLSSLR 223
protein S6
408 ribosomal RLSSLR -197
protein $6
408 ribosomal RLSSLR -1.93
protein S6
408 ribosomal RLSSLRASTSK -1.86
protein S6
Serine/arginine SSRSSPELTRK -7
repetitive matrix
protein 2
Peptidyl-prolyl SSLSGDEEDELFK -1.69
cis-trans isomerase
Gonnector enhancer SPSLSLAPLSPR -1.62
of kinase suppressor
ofras 1
Symplekin SPQTLAPVGE -1.62
DAMKTPSPAAEDAREPEAK
Uncharacterized LGGAVPFAPPEVSPEQAK -158

protein FLJ45252

p-Value

2.84E-03

2.33E-03

2.85E-03

6.28E-03

1.63E-02

1.18E-02

3.82E-02

3.82E-02

1.26E-03

1.05E-03

1.84E-03

5.54E-04

4.04E-03

3.41E-02

5.35E-03

3.25E-03

6.89E-03

1.26E-02

2.73E-03

5.82E-04

Amino acid

S-208

§-507

S$-135

S-893

T-266

$-102

s-471

s1119

T-648

$-101

§-236;T-241

S-235;8-236

S§-236

S-236

S-240

S-1694

§-1259

S§-217

Peptide score

93.196

142.96

265.63

181.75

143.47

149.44

144.41

81.789

218.81

185.3

112,12

126.16

126.16

126.16

125.84

110.55

176.27

118.2

111.09

130.37
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Uniprot ID

P05412

M0QZ04
P05412

QONQWE

Q09666

ESRJU9
G3V1T9

P05412

K7EMZ9

VOGYM8

Q09666

QOH7DO0

QoH3Q1

QOH2G2

Q5VZK9

Q9Y446

Q13177

QOY5K6

Q00587

P46937

Gene name

JUN

ZFP36
JUN

ANLN

AHNAK

MTDH
RBM7

JUN

LSM14A

ARHGEF2

AHNAK

DOCKS

CDC42EP4

SLK

LRRC16A

PKP3

PAK2

CD2AP

CDC42EP1

YAP1

Protein name

Transcription factor
A

Tristetraprolin
Transcription factor
-1
Actin-binding
protein anilin
Neuroblast
differentiation-
associated protein
AHNAK
Protein LYRIC
RNA-binding
protein 7
Transcription factor
AP-
Protein LSM14
homolog A
Rho guanine
nucleotide
exchange factor 2

Neuroblast
differentiation-
associated protein
AHNAK

Dedicator of
cytokinesis protein
5

Cdc42 effector
protein 4
STE20-like
serine/threonine-
protein

kinase
Leucine-rich
repeat-containing
protein 16A
Plakophilin-3
Serine/threonine-
protein kinase PAK
2
CD2-associated
protein

Cdc42 effector
protein 1
Transcriptional
coactivator YAP1

Peptide sequence  log, Ratio TedB/control

NSDLLTSPDVGLLK

STSLVEGR
LASPELER

NKASPQSEFMPSK

LKSEDGVEGDLGETQSR

LSSQISAGEEK
SFSSPENFQR

LQALKEEPQTVP
EMPGETPPLSPIDMESQER
TQLSQAEVHK

SESLESPRGER

ISAPNVDFNLEGPK

SLQLMDNR

AGEPDGESLDEQPSSSSSK

RASSDLSIASSEEDK

RSSGFISELPSEEGK

TLQRLSSGFDDIDLPSAVK

YLSFTPPEK

SVDFDSLTVR

NAISLPQLNQAAYDSLWGK

ISQSAPVK

3.26
3.19

—4.56

-3.92

-3.79

-3.43

-3.20

-3.16

-3.04

—2.78

—2.68

—2.67

p-Value

2.05E-02

4.77E-02
3.32E-03

2.24E-04

3.32E-03

8.28E-04
9.30E-03

9.36E-03

1.18E-02

1.31E-03

2.13E-02

4.44E-03

4.23E-02

3.03E-02

2.47E-02

3.50E-02

4.94E-03

4.62E-03

8.80E-06

3.81E-04

Amino acid

S-63

S-67
873

S-792

S-135

S-5448

$-1766

T-308

S-141

S-458

S-121

S-276

Peptide score

200.33

123.79
11.27

127.49

255.63

17.2
125.36

83.944

96.136

145.81

188.9

130.1

192.16

228.65

216.75

127.41

166.29

1774

249.25

112.64
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# mAb name

1 ViFOB7_A10
2 ViF087_B1
3 ViFO87_B10
4 ViFOB7_E1

5 ViFO87_E7
6 VIF087_F1

7 ViFOB7_F3
8 ViFO87_G10
9 ViF087_G11
10 ViFOS7_HS
11 ViF0BB_CS
12 ViF0B8_E10
13 VIFO88_H10
14 VIFOS0_AS
15 VIFO90_GS
16 VIF091_B10
17 VIFI37_A3
18 VIF137_A6
19 ViF137_A9

20 ViF137_C1
21 ViIF137_C2
22 ViF137_C3
23 ViIF137_E4
24 ViF137_E7

25 SH1429_B1
26 SH1429_B10
27 SH1429_C10
28 SH1429 D6
29 SH1429_G1
30 SH1429_G6
31 SH1429_H7

Antigen (Panning)

TedB1 1852
TodB_ 1852
TodBy_1a52
TodBy_1a52
TodBy_1a52
TodB1_ 1852
TodB1— 1852
TedB4 1852
TodB_1852
TedB1—1a52
TedB1 1852
TedB_ 1852
TodBy_1a52
TodB1 1852
TodBy_1a52
TodB1_ 1852
TedBcrops
TedBorops
TedBerops

TedBcrops
TedBcrops
TedBerops
TedBorops
TedBerops

TedBrL
TedBe
TedBg,
TedBg,
TedBrL
TedBpL
TedBr

TedB variants bound in ELISA|

TedBg, (<50%), TedB1_1g52
TedBg, (<50%), TedB1_ 1852
TedBr, (<60%), TedB1_1as2
TedBeL, TedBy _ 1852, TedBaTp
TodBL, TedB1_1g52,

TodBEL, (<50%), TedB1_ 1852,
TodBeL, TedB1_ 1852,

TedB, TodBs - 1852,

TodBe,, TedBy _1as2,

TedB, TedBs - 1852,

TedB, TedBy 152, TedBgro
TedBe(, TedBy 1852,

TedB, TedBy 152, TedBatn
TedBeL, TedBy _ 1852, TedBaTD
TodBL, TedB1_1g52,

TodBEL, (<50%), TodB1_ 1852
TedBEL, TedBorops

TedBrL, TedBrops
TedB, (£50%), TedBerops.

TedBeL, (<50%), TedBorops
TedBrL, (-), TedBerops.
TedBorops ()

TedBr, TedBorops
TedBe(, TedBerops

TodB, TedBy_1g52
TedBL, TedBgrops
TedBr, TedBorops
TedB, TedBerops
TedBrL, TedBerops
TedBFL, TedBgrops ()
TodBr, TedBorops

wB

+ o+ o+

+ o+

Epitope region (Peptide array; position
of 15t aa of 15mer peptide)

aa 402-404 and 412-422

aa 288-294 (not exclusively)
aa 522

aa 2342-2344 (not exclusively)
aa 2340-2344

KYYF® (> =D or N) aa 1854-1862,
2080-2086, and 2212-2216

aa 1922-1938
aa 2342-2344

*KYYF® ("=, S or D; © =D or N) aa
1852-1860, 2078-2084, and 2212-2216

aa414-424

aa 2340-2342
aa 2078 and 2084
aa 2316-2324

Result of western blot shown as +: strong binding to linearized TedB or its fragments, +/~: mixed results, —: no binding to linearized TedB o its fragments.

Minimal epitope region (MER, No of clones.
phage display) contributing to MER
a2 423-433 5
No hits -
aa 289-313 1 (one hit in ELISA)
22 528-543 16
No hits -
No hits -
No hits -
No hits -
No hits =
No hits -
No hits -
No hits -
22 24-84 12
22 23-83 4
No hits -
No hits -
2 2284-2364 6
a2 22752364 23
aa 1858-1868 13
No hits -
No hits -
aa 1860-1992 3
aa 22022364 18

2 epitopes, shared moli: 1745
DKYYFNP aa 1862-1868 and

2220-2226

aa 423-432 8
aa 2267-2364 19
aa 2333-2363 15
2a2010-2118 6
aa 2267-2364 10
aa 2228-2291 4
22 22762364 11
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*Suspected cases: All patients admitted to the four ICUs were monitored prospectively for hospital-onset hospital-associated (HOHA) diarrhea, that is, diarrhea occurring
>48 h after hospital admission and without discharge. Non-HOHA-CDI patients met the HOHA-CDI suspect case definition but tested negative for toxin-producing CDI.
**P-values were generated from Fisher's Exact Test; an alpha level of 0.05 used to assess statistical significance.
SPatients could have more than one underlying condition as well as treatments prior to hospitalization; we did not perform statistical tests on these patient characteristics.
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(CD630_13650 CDIF630erm_01522 XkdN-like protein = = -2.30 - +
(CDB30_13660 CDIF630erm_01524 Tail protein -1.33 ON -3.28 -
(CD630_13680 CDIF630erm_01526 Cell wall XkdQ-like hydrolase 0.02 - -3.93 -
(CDB30_13700 CDIF630erm_01528 XkdS-like protein - - -1.07 -
CD630_13710 CDIF630erm_01529 Baseplate assembly protein -1.33 - —2.06 -
(CD830_13720 CDIF630erm_01530 XkdT-like protein -1.27 - -2.90 -
CD630_13740 CDIF630erm_01532 Beta-lactamase-inhibitor protein II 0.64 ON -1.58 -
DNA/RNA nucleotide metabolism
CD630_02180 CDIF630erm 00340 purE  5-carboxyaminoimidazole ribonucleotide 0.09 —0.24 212 0.80
mutase
CDB30_02190 CDIF630erm_00341 purC Phosphoribosylaminoimidazolesuccino -0.22 —0.21 259 0.41
carboxamide synthase
(CD830_02200 CDIF630erm_00342 purF Amidophosphoribosyitransferase 1.65 -0.69 2.96 0.09
CDB30_02210 CDIF630erm_00343  purG Phosphoribosylformylglycinamidinecyclo- 0.60 —-0.76 2.94 ~0.69
ligase
CDB30_02220 CDIF630erm_00344  purl Phosphoribosylglycinamideformyl 2,66 —0.41 3.49 ~0.04
transferase
(CD830_02230 CDIF630erm_00345 purH Bifunctional 2.49 -0.08 3.37 0.24
phosphoribosylaminoimidazole
carboxamideformyltransferase/IMP
cyclohydrolase
(CDB30_02240 CDIF630erm_00346 purD Phosphoribosylamine-glycine ligase 219 -0.28 3.07 0.32
CD630_02250 CDIF630erm_00347 purl. Phosphoribosylformylglycinamidine 124 -0.06 223 0.19 00348
synthase
(CD630_01840 CDIF630erm_00305 pyrB Aspartate carbamoyltransferase 0.19 0.47 1.01 0.60
(CD630_01850 CDIF630erm_00306 pyrK Dihydroorotate dehydrogenase electron 2.94 0.82 2.82 0.74
transfer subunit
(CD630_01860 CDIF630erm_00307 pyrD Dinydroorotate dehydrogenase 1B 1.96 0.21 2.72 0.16
©D630_01870 CDIF630erm_00308 ~ pyrE Orotatephosphoribosyltransferase 392 0.19 338 054
CD630_25940 CDIF630erm_02848 uraA Uracil-specific ABC transporter permease 0.96 017 3.83 -0.46
CDB30_25950 CDIF630erm_02849  pyrR  Bifunctional pyrimidine operon regulatory - 0.05 217 0.62 +
protein/uracil phosphoribosyltransferase
(CDB30_25960 CDIF630erm_02850 Pseudouridylate synthase 1.85 - 2.05 -
CDB30_25970 CDIF630erm_02851 IspA Lipoprotein signal peptidase 247 - 3.02 -
(CD630_27690 CDIF630erm_03032 Polysaccharide biosynthesis protein 1.95 0.29 2.73 -0.39
CDB30_27700 CDIF630erm_03033 Group 1 glycosyl transferase 122 -0.32 2.55 0.20
(CD630_27710 CDIF630erm_03034 rkpK. UDP-glucose 6-dehydrogenase 213 -0.08 2.59 0.41
(CDB30_27720 CDIF630erm_03035 tuaG Family 2 glycosyl transferase 223 -0.23 3.25 0.35
CD630_27730 CDIF630erm_03036 Family 2 glycosyl transferase 245 -0.53 2.59 0.06
(CDB30_27740 CDIF630erm_03037 Family 2 glycosyl transferase 124 -0.52 2.30 0.64
(CD630_27750 CDIF630erm_03038 Glycerophosphotransferase 2.64 -0.61 2.73 -0.07
CDB30_27760 CDIF630erm_03039 Family 2 glycosyl transferase 0.78 -0.06 1.99 0.17

T, transcriotome, P, proteome, FC, fold change, shown are corresponding locus tags of C. difficile 630 faccording to (Monot et al, 2011)] and 630 Aerm faccording
to (Dannheim et al,, 2017z)]. The gene number in the Fur column identiies a gene close to the reguiated genes shown in the table possessing a potential Fur box in
its upstream region. ON and OFF describe proteomics result, where under one of the two compared conditions/strains no protein was detected. If the first protein is
detectable under conditions of interest, it is ON, if it is absent, it is OFF.
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Predicted localization Cytosol EMF Combined % of theoretical
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Number of proteins identified for every proteomic subfraction analyzed with assignment to the respective predicted localization. The coverage of the theoretical proteome
refers to the percentage of identified proteins in all sublfractions combined for a specific predicted localization compared with the theoretical proteome.
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Country Metronidazole = Vancomycin Macrolides* Moxifloxacin

Germany 0% 0% 75.9% (22/29)  65.5% (19/29)
Indonesia 0% 0% 15.2% (5/33) 24.2% (8/33)
Ghana 0% 0% 53.3% (8/15) 0%
Tanzania 0% 0% 42.9% (3/7) 0%
Total 0% 0% 45.2% (38/84)  32.1% (27/84)

*Erythromycin was tested in Germany, Indonesia, and Ghana; Clarithromycin was
tested in Tanzania.
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*M, Myoviridae; S, Siphoviridae.

Accession
No.

AY855346.1

DQ466086.1

NC_011398.1

NC_015262.1
HM568888.1

JX145341 1
JX145342 1

NC_024144.1

HG796225.1

LK985321.1

LK985322.1

NC_029048.1
CP011970.1

LN681534.1
LN681535.1

LN681536.1

LN681541.1

LN681542.1

LN681538.1

LN681539.1

LN681540.1

G798901.1

KX228399
KX228400
KX905163.1

Date of
Release

2006

2007

2008

2010
2011

2012
2012

2013

2013

2014

2014

2014
2015

2015
2015

2015

2015

2015

2015

2015

2015

2015

2016
2016
2017

Relevant characteristics/observations

First C. difficile phage genome to be sequenced

The phage repressor RepR was shown to repress transcription
of the five PaLoc genes through binding to the tcdR promoter
element

Increased TcdB production in certain lysogens carrying phiC2,
although transcription of the tcdB gene remained unaffected
Transcription of the tcdA gene was increased or reduced in
some lysogens, although the level of TcdA toxin remained
unaffected

phiC2 was shown to promote transduction of erythromycin
resistance through transfer of the erm(B) gene carried on
Tn6215

The phage’s endolysin gene was cloned and expressed in
Escherichia coli and Lactococcus lactis. The specificity of the
lytic activity of the CD27L endolysin toward C. difficile was
demonstrated using a panel of 30 C. difficile isolates + other
commensal bacteria

phiCD27 significantly reduced the burden of C. difficile and toxin
production in prophylactic assays using in vitro batch
‘ermentation and human colon models

First C. difficile Siphoviridae phage genome to be sequenced

ncreased toxin production and Paloc gene transcription in
ribotype 027 lysogens carrying the phiCD38-2 prophage. The
impact of phiCD38-2 on toxin production was
strain-dependent.

First demonstration of a C. difficile prophage genome
maintained as an extrachromosomal plasmid

RNAseq analysis of a R20291-lysogen carrying phiCD38-2 led
o the discovery of the antiphage activity of the CwpV
phase-variable surface protein

Free phage particles were isolated from filter-sterilized fecal
supernatants from C. difficile infected patients, demonstrating
hat prophage induction occurs in vivo, during infection

The phage genome encodes three homologs of the
Staphylococcus aureus Agr quorum sensing (QS) system,
namely agrD (pre-peptide of an autoinducing peptide, AIP),
agrB (processes the pre-AlP), and agrC (histidine kinase)
Possibly affects QS-mediated phenotypes, although no
AgrA-like response regulator could be identified in phiCDHM1
A cocktail containing phiCDHM1, phiCDHM2, phiCDHMS5, and
phiCDHM®6 was shown to reduce C. difficile burden in vitro and
in colonization experiments in hamsters and in a Galleria
mellonella larva C. difficile infection model. The phage cocktail
also prevented biofilm formation in vitro

phiCD211 and phiCDIF1296T are identical phages

Large phage genome maintained as an extrachromosomal
plasmid in lysogens

The genome encodes several genes potentially affecting various
phenotypes in C. difficile, including antimicrobial resistance,
spore germination, and CRISPR-mediated resistance

Encodes a CRISPR-cas3 gene in addition to a CRISPR array

Free phage particles were isolated from filter-sterilized fecal
supernatants from C. difficile infected patients, demonstrating
that prophage induction occurs in vivo, during infection

e The phage genome encodes a complete and functional binary

toxin locus (CdtLoc)

Reference

Govind et al., 2006,
2009

Goh et al., 2005a,
2007, 2013

Mayer et al., 2008;
Meader et al.,
2010, 2013

Horgan et al., 2010

Sekulovic et al.,
2011, 2015

Meessen-Pinard

et al., 2012; Boudry
et al., 2015
Hargreaves et al.,
2014b; Nale et al.,
2016a,b

Hargreaves et al.,
2014a

Hargreaves et al.,
2014a

Hargreaves et al.,
2014a

Boudry et al., 2015;
Wittmann et al.,
2015; Garneau

et al., 2018

Boudry et al., 2015
Sekulovic et al.,
2014; Boudry et al.,
2015

Sekulovic et al.,
2014; Boudry et al.,
2015
Meessen-Pinard

et al., 2012; Boudry
et al., 2015
Sekulovic et al.,
2014; Boudry et al.,
2015

Sekulovic et al.,
2014; Boudry et al.,
2015

Sekulovic et al.,
2014; Boudry et al.,
2015
Hargreaves and
Clokie, 2015

Rashid et al., 2016
Rashid et al., 2016
Riedel et al., 2017
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Leucine degradation (%) Phenylalanine degradation (%)

Oxidative path 23.3 7.1
Reductive path 68.0 14.5
Their total content in the supernatant at the end of the cultivation (stat3) was

analyzed by HPLC-FLD. The amount was calculated from the initial concentration
of the corresponding amino acid in the culture medium.
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cas1, cas2-cas3, cassficsy), cas5(csy2),
cas7(csy), cas6l

cas6, cas10, cas11(csm2), cas7(csm3),
casb(csmd), cas7(csm), csmb, cas], cas?

cas7(cmr1), cas10, cas5(cmr3), cas7(cmrd),
cas11(cmrb), cas6, cas7(cmrb)

cas7(cmr1), cas7(cmr6), cas10, cas7(cmrd),
cas11(cmrb), cas5(cmr3)

cas10, cas7(csm3), cas5(csx10), cas11(csm2),
cas7(csm7), cas7(csmb), all1473, cas7(csms)
cas9, cas1, cas2, csn2

cas9, cas1, cas2, cas4

cas9, cas', cas2

cas12a(cpf1), casd, cast, cas2

cas12b(c2c1), cas4, casi, cas2

cast, cas12c(c2c3)
cas1, cas12d(casY)

cas12e(casX), cas4, cas1, cas2

Example

Listeria monocytogenes L99 (Sesto
etal, 2014)

Haloferax volcanii H119 (Maier et al.,
2013b)

Desulfovibrio vulgaris str.
Hildenborough (Hochstrasser et al.,
2016)

Geobacter sulfurreducens (Koonin
etal., 2017)

Cyanothece sp. 8802 (Koonin et al.,
2017)

Escherichia coli K12 (Koonin et al.,
2017)

Pseudomonas aeruginosa PA14
(Wiedenheft et al., 2011)
Staphylococcus epidermidis (Koonin
etal, 2017)

Pyrococcus furiosus (Koonin et al.,
2017)

Methanothermobacter
thermautotrophicus (Koonin et al.,
2017)

Synechocystis sp. 6803 (Makarova
etal., 2015)

Enterococcus faecalis OG1RF
(Bourgogne et al., 2008)

Legionella pneumophila str. Paris
(Koonin et al., 2017)

Neisseria lactamica 020-06 (Koonin
etal, 2017)

Francisella cf. novicida Fx1 (Koonin
etal, 2017)

Alicyclobacillus acidoterrestris (Koonin
etal, 2017)

Oleiphilus sp. (Koonin et al., 2017)
Bacterium CG09_39_24 (Koonin et al.,
2017)

Deltaproteobacteria bacterium (Koonin
etal., 2017)

Examples of clostridial species and strains

C. stercorarium subsp. stercorarium DSM 8532
(Poehlein et al., 2013); C. tetani ATCC 9441
(Cohen et al., 2017)

C. difficile 630, C. difficile R20291 (Boudry
etal,, 2015); C. pasteurianum BC1 (Pyne et al.,
2016); C. acetobutylicum GXAS18-1 (Peng
etal,, 2014); C. tetani ATCC 9441 (Cohen et al.,
2017)

C. cellulolyticum H10 (Brown et al., 2014)

C. tetani ATCC 453 (Cohen et al., 2017)

C. botulinum ATCC 3502 (Negahdaripour et al.,
2017)

C. perfringens JGS1495 (Pearson et al., 2015)

CRISPR-Cas systems subtypes and the composition of cas operons are shown according to classification of Koonin et al. (2017). Fused cas genes in operons are marked

with a dash.
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Microbiota type +C. difficile ribotype

Healthy + 010

Healthy + 014/020

Healthy + 027

Dysbiotic + 010

Dysbiotic + 014/020

Dysbiotic + 027

Increased in co-culture

Enterococcus (Otu00004)

Bamesiella (Otu00024)

Anaerostipes (Otu00029)

Unol. from Lachnospiraceae (Otu00118)
Clostridium_XIVa (Otu00032)

Enterococcus (Otu00004)
Uncl. from Acidaminococcaceae (Otu00068)
Bamnesiella (Otu00024)

Uncl. from Lachnospiraceae (Otu00118)
Butyricicocous (Otu00051)

Enterococcus (Otu00004)
Bamesiella (Otu00024)
Clostridium_XIVa (Otu00032)
Bacteroides (Otu00048)

Sutterella (Otu00014)
Clostridium_sensu_stricto (Otu00006)
Bacteroides (Otu00002)

Veillonella (Otu00003)

Streptococcus (Otu00012)

Bacteroides (0tu00002)
Sutterella (Otu00014)
Veillonella (Otu00003)
Bacteroides (0tu00007)
Parabacteroides (Otu00021)

Veillonefla (Otu00003)
Sutterella (Otu00014)

Streptococcus (Otu00012)
Clostridium_sensu_stricto (Otu00006)
Phascolarctobacterium (Otu00023)

Increased in control (microbiota only)

Clostridium_XIVb (Otu00043)
Coprococcus (0tu00028)

Morganella (Otu00107)

Coprococcus (Otu00011)

Uncl. from Lachnospiraceae (Otu00015)

Clostridium_XIVb (Otu00043)
Coprococcus (Otu00011)
Coprococcus (Otu00028)
Morganella (Otu00107)
Peptostreptococcus (Otu00035)

Clostriclium_XIVb (Otu00043)
Morganelia (Otu00107)
Coprococcus (Otu00028)
Sutterella (Otu00014)
Peptostreptococcus (Otu00035)

Dorea (Otu00017)
Escherichia_Shigella (Otu00001)
Clostridium_XIVa (Otu00032)

Uncl. from Lachnospiraceae (Otu00015)
Oscillbacter (Otu00081)

Oscillbacter (Otu00081)
Clostridium_XIVa (Otu00032)

Uncl. from Ruminococcaceae (Otu00030)
Uncl. from Eubacteriaceae (Otu00094)
Flavonifractor (Otu00026)

Dorea (Otu00017)

Clostridium_XIVa (Otu00032)
Oscillbacter (Otu00081)

Uncl. from Lachnospiraceae (Otu00015)
Flavonifractor (Otu00026)

Presented OTUs were identified by the LEfSe test (mothur software), which uses linear discriminant analysis (LDA) to find OTUs that significantly differ in abundance
between cultures of microbiota only (control) and co-cultures of microbiota and C. difficile. For each comparison only top five OTUs with highest LDA scores are
presented. For additional information, see Supplementary Tables S2, S3. Uncl,, unclassified.
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Sex

Age

Genotype

Female

Male

Adult

Infant

cdtB*tcdA*tcdB* /tcdCT

catB~tcdA~ tcdB~/tcdC~

No. (%)

7 (50.00)

7 (50.00)

7 (50.00)

7 (50.00)

5(35.71)

9 (64.29)

Strains

MX019, MX025, MX066,
MX107, MX113, MX125,
MX154

MX041, MX151, MX153,
MX184, MX249, MX367,
MX501

MX019, MX025, MX066,
MX107, MX125, MX153,
MX1564

MX041, MX113, MX151,
MX184, MX249, MX367,
MX501

MX019, MX041, MX066,
MX1561, MX154

MX025, MX107, MX113,
MX125, MX163, MX184,
MX249, MX367, MX501
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Country

Germany

Indonesia

Ghana

Tanzania

Total

*Two isolates were not available for further analysis.

Participants

242

402

307

250

1,201

C. difficile
positive

29

28

81

Subgroup

Symptomatic (n = 121)
Control (n = 121)
Symptomatic (1 = 170)
Control (n = 232)
Symptomatic (1 = 176)
Control (n = 131)
Symptomatic (1 = 141)
Control (n = 109)
Symptomatic (1 = 608)
Control (n = 593)

29 (24.0%)
0
25 (14.7%)
3(1.3%)
8(4.5%)
7(5.3%)
9(6.4%)
o
71(11.7%)
10(1.7%)

No. of C. difficile
isolates

cY~vow 8oy

74
10
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Name Sequence (5'-3') Reference

catB-F1 TGG ACA GGA AGA ATA ATT Mulvey et al., 2010
CCTTC

cdtB-F2 TGC AAC TAA CGG ATC TCT Mulvey et al., 2010
TGC

tcdA-F AGA TTC CTA TAT TTA CAT Lemee et al., 2004
GAC AAT AT

tcdA-RA3B AAC ATC AAT CTCGAA AAG Lemee et al., 2004
TCC AC

tcdB-F3 AAT GCATTT TTG ATA AAC Murray et al., 2009
ACATTG

tcdB-F4 AAG TTT CTAACATCATIT Murray et al., 2009
CCA

tcdCEcoFw TAA ATA TCT AAT AAA AGG This work
GAG AAT TCATTATGT TCT
CTA AAA AAA ATG ATG GTA
ACG

tcdCBamRv GCT GTA GAG AAA ATT AAT This work
TAC TAT GGATCC GTATTA
TAG TTA ATATTT TAT ATT ATA
GTC

PS13 GGA GGC AGC AGT GGG Persson et al., 2008
GAA TA

PS14 TGA CGG GCG GTG TGT ACA Persson et al., 2008
AG

toi-Fw AAA GAA GCT AGT AAG GGT Lemee et al., 2004
ACA AA

toi-Rv CAT AAT TAA GGG TCT ATT Lemee et al., 2004
CCTAC
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SeMet-labeled CD1363 (PDB: Native CD1364 (PDB: 6GKX)

6GKW)
Crystallization and data
collection
Crystaliization buffer 0.1 M Bis-Tris pH 5.5, 25% (w/v) PEG 20% (w/v) PEG 3350, 0.2 M
3350 ammonium chloride
Crystallization drop 0.1 L crystalization buffer + 0.1 L of 0.1 uL crystallization buffer + 0.1 L of
20 mg/mL_ protein in 20 mM HEPES, 20 mg/mL_ protein in 20 mM HEPES,
300 mM NaCl, 3 mM DTT, pH 7.5 300 MM NaCl, 3 mM DTT, pH 7.5
Wavelength (A)/beamline 0.97945/5LS PXIl 0.918/BESSY Il 14.1
Resolution range (A) 40.49-1.90 (1.94-1.90) 43.36-1.50 (1.53-1.50)
Space group ci21 P452;2
Unit cell parameters
ab,c(A) 75.9,47.9,112.5 36.3,36.3,216.8
«B v () 90.0,92.3, 90.0 90.0,90.0, 90.0
Mosaicity (°) 0.22 0.10
Total no. of measured 432621 (27802) 613640 (30875)
reflections
Unique reflections 32088 (2087) 24715 (1195)
Multiplicity 135 (13.3) 24.8(25.9)
Mean V/o() 215(1.8) 197 (1.7)
Completeness (%) 99.9(99.8) 100.0 (100.0)
Rrmeas (%) 8.8 (156.6) 8.5 (233.5)
Roim. (%) 2.4(42.1) 1.7 (45.5)
CC1/2 (%) 100.0 (72.6) 100.0 (70.4)
Wilson B-factor (A2) 3220 20.97
Monomers/asymmetric unit 1 1
Refinement
Resolution range (A) 38.36-1.90 (1.96-1.90) 35.83-1.50 (1.57-1.50)
Ruork (%) 21.31(31.66) 19.15 (26.78)
Riree (%) 24.85(36.22) 22.00 (30.95)
No. of non-H atoms
Protein 2705 1075
Water 180 129
RMS deviation
Bonds (A) 0.003 0.010
Angles (°) 0518 1.043
Average B factors (A%)
Protein 51.58 37.07
Water 4556 38.29
Al atoms 5121 37.20
Ramachandran plot
Favored regions (%) 97.4 97.7
Allowed regions (%) 26 23

Outlers (%) 0.0 00
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