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Editorial on the Research Topic

Stratification in the Cores of Earth and other Planets

Based on mineral physics and seismic studies, it has been proposed that parts of the liquid outer
core of the Earth and other planets are stably stratified, in particular near the boundaries. Such
stratificationmay have profound impacts on the convective state of these cores and themorphology
of the generated magnetic fields. Stratification at the top of Earth’s core may have consequences for
interpretations of the secular variation (SV), including magnetic flux concentration, diffusion, and
dipole changes. It has also been suggested that a stratified layer (possibly slurry) prevails above the
inner core boundary. Such a layer may be associated with the growth and/or internal dynamics of
the inner core and the release of light elements to the outer core which is the primary source of
energy for the geodynamo. Chemically stratified layers may be primordial or form slowly through
differentiation, such as the solidification of the inner core or bulk precipitation of a minor species.
Stratification may prevail in other planets as well. For example, the weak intensity of Mercury’s
magnetic field and the axisymmetry of Saturn’s magnetic field may both be explained by a skin
effect due to stratification at these planets. The scope of this Research Topic encompasses evidence
for (or against) stratification at the outer cores of Earth and other planets, and their dynamical
consequences for core convection and the generated planetary magnetic fields. The Research
Topic involves multiple disciplines, includingmineral physics, seismology, geomagnetism, dynamo
simulations, thermal history models, and more.

Mineral physics inferences of thermal conductivity have consequences for the convective state
at the top of the core (e.g., Pozzo et al., 2012). The anisotropy of the thermal conductivity of hcp
iron was experimentally examined using synchrotron X-ray diffraction experiments and thermal
conductivity measurements by Ohta et al. They found that the thermal conductivity of single
crystal hcp iron along c axis is significantly larger than that along a axis, which could have caused
the controversial values of thermal conductivity of hcp iron at Earth’s core conditions. Gomi and
Yoshino carried first-principles calculations on the band structure and the impurity resistivity
of substitutionally disordered hcp and fcc Fe based alloys. Their results provide a model for the
heat flux across the thermal boundary layer at the bottom of the mantle which favors thermal
stratification at the top of Earth’s and super-Earth’s cores.

Geomagnetic as well as geodetic observations may provide evidence for or against stratification
(e.g., Buffett, 2014). Glane and Buffet proposed a new coupling mechanism that relies on the
presence of stable stratification at the top of the core to explain length of day (LOD) variations.
Steady core flow over boundary topography promotes radial motion, but stratification opposes it.
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Steep vertical gradients develop in the resulting flow, causing
horizontal electromagnetic forces in the presence of a radial
magnetic field. The associated pressure field exerts a net
horizontal force on the boundary and stresses that are sufficient
to account for the observed changes in LOD. Huguet et al.
proved that non-zero SV of the total geomagnetic energy on
the core-mantle boundary (CMB) requires presence of radial
motions extending to the top of the core. Using geomagnetic
field and SV models, they found comparable balance of sources
and sinks of the SV of the total geomagnetic energy and the
SV of the geomagnetic dipole intensity and tilt, indicating
that upwelling/downwelling reach the top of the core, hence
providing observational evidence for either no stratified layer or
its penetration.

These observations constrain dynamical models, which in
turn provide insights to the impact of stratification on convection
and the induced magnetic fields (e.g., Christensen, 2006).
In addition, such simulations may unravel the mechanisms
for the construction, destruction or penetration of stratified
layers. Olson et al. compared magnetic fields produced by
numerical dynamos with heterogeneous CMB heat flux and
stable thermal stratification at the top of the shell vs. observed
geomagnetic field models. They found that reversed flux patches
and stratification are difficult to reconcile. They concluded that
the thermal stratified layer in Earth’s core is up to 400 km
and permeable. Using numerical dynamos with non-diffusive
compositional convection, Bouffard et al. obtained self-consistent
formation of a chemically stratified layer at the top of the shell
caused by the accumulation of chemical plumes emitted at the
bottom boundary. Application to Earth’s core conditions suggest
weak stratification. Dietrich and Wicht applied their numerical
investigation to Saturn’s dynamics by setting a sandwiched
stable stratified layer surrounded by two convective zones.
They found that the mean penetration depth of the layer is

controlled by the ratio of stratified and unstratified buoyancy
gradients, i.e., independent of rotation. However, the penetration
depth depends on latitude, since in the rapidly rotating regime
axial convective columns pierce predominantly outside the
tangent cylinder.

Simpler models may also shed light on the nature of stratified
layers (e.g., Labrosse et al., 1997). For example, Takehiro and
Sasaki designed a 1D thermal and compositional balance model
of the Earth’s core. They showed that a thermally stable layer
becomes thinner when the effect of compositional convection is
considered compared with the results of previous studies where
the existence of a stable layer is evaluated based on the convective
flux only.

In summary, the eight papers that comprise this Research
Topic tackled the problem of core stratification using various
approches—experimental, observational, numerical, and
theoretical. Applications included various bodies—primarily
Earth but also Saturn and super-Earths. The papers addressed
various aspects of stratification—existence, erosion, penetration,
and signature on observable quantities. We anticipate that
stratification will continue to stimulate deep planetary
dynamics research. For example, recovering geomagnetic
field morphology with a stratified layer is still elusive. For
Jupiter, reconciling new magnetic field models inferred from
the Juno mission (Moore et al., 2018) with alternating zonal
jets is a major challenge. Erosion of a stratified layer by
core convection has not yet been fully addressed. Such open
questions guarantee that this topic will likely grow in interest in
the future.
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Convection in the Earth’s outer core is driven by buoyancy sources of both thermal

and compositional origin. The thermal and compositional molecular diffusivities differ by

several orders of magnitude, which can affect the dynamics in various ways. So far,

the large majority of numerical simulations have been performed within the codensity

framework that consists in combining temperature and composition, assuming artificially

enhanced diffusivities for both variables. In this study, we use a particle-in-cell method

implemented in a 3D dynamo code to conduct a first qualitative exploration of pure

compositional convection in a rotating spherical shell. We focus on the end-member case

of infinite Schmidt number by totally neglecting the compositional diffusivity. We show that

compositional convection has a very rich physics that deserves several more focused

and quantitative studies. We also report, for the first time in numerical simulations, the

self-consistent formation of a chemically stratified layer at the top of the shell caused

by the accumulation of chemical plumes and blobs emitted at the bottom boundary.

When applied to likely numbers for the Earth’s core, some (possibly simplistic) physical

considerations suggest that a stratified layer formed in such a scenario would be probably

weakly stratified and may be compatible with magnetic observations.

Keywords: compositional convection, stratification, core dynamics, particle-in-cell, infinite Schmidt number

1. INTRODUCTION

Convection in the Earth’s outer core is presently driven by buoyancy sources of both thermal and
compositional origin. The thermal source results from the combination of the heat extracted by the
mantle, the latent heat released at the bottom of the fluid core by the crystallization of the inner
core and possibly the decay of radioactive elements. The chemical source is the consequence of
the crystallization of the inner core which releases light elements into the fluid core (Braginsky,
1963; Braginsky and Roberts, 1995) and may also originate from chemical interactions with the
mantle through magnesium exsolution (Badro et al., 2016; O’Rourke and Stevenson, 2016) or
crystallization of SiO2 (Hirose et al., 2017). A major difference between these buoyancy sources
is tied to their molecular diffusivities which differ by several orders of magnitude, the chemical
diffusivity being much weaker than its thermal counterpart. Different values have been proposed
for the thermal and chemical molecular diffusivities, respectively κT and κξ , and for the kinematic

6
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viscosity ν of liquid iron in core conditions, with typical ranges:
κT ∼ 5 × 10−6 − 10−5 m2s−1 (Poirier, 1988; de Wijs et al.,
1998; Roberts and King, 2013), κξ ∼ 5 × 10−9 − 2 × 10−8

m2s−1 (Dobson, 2002; Pozzo et al., 2013; Ichikawa and Tsuchiya,
2015; Posner et al., 2017), and ν ∼ 5 × 10−7 − 5 × 10−6

m2s−1 (de Wijs et al., 1998; Vočadlo et al., 2000; Perrillat et al.,
2010). These estimates lead to the following ranges for the
Prandtl, Schmidt, and Lewis numbers (respectively, Pr = ν/κT ,
Sc = ν/κξ , and Le = κT/κξ = Sc/Pr) which are formed from
the ratios of these diffusivities:

Pr ≃ 0.05−1 ; Sc ≃ 25−1, 000 ; Le ≃ 250−5, 000, (1)

the Schmidt number Sc being the chemical equivalent to the
Prandtl number. Convection in the Earth’s outer core is therefore
a combination of thermal convection, characterized by a Prandtl
number close to 1 or smaller, and chemical convection associated
with a much larger Schmidt number.

Classically, the diffusivity difference is ignored in numerical
simulations. The thermal and compositional fields are combined
into one single variable, the so-called “codensity” (Braginsky
and Roberts, 1995; Lister and Buffett, 1995), under the
assumption that the mixing action of the unresolved sub-grid-
scale turbulence would lead to comparable effective diffusivities
for temperature and composition,

κT = κξ = κ turb, (2)

where κ turb is a homogeneous and isotropic “turbulent” or “eddy”
diffusivity. Since turbulent mixing would affect all quantities in a
similar way, the Prandtl, Schmidt, and Lewis numbers should be
of order one:

Pr = Sc = Le = 1. (3)

This approximation is convenient to implement in numerical
codes but relies on debatable approximations. First, the turbulent
regime of the core is not known, though under the effect of
rotation it is probably anisotropic (Braginsky and Roberts, 1995;
Matsushima, 2004) as suggested by the low value of the Rossby
number Ro = U/D� ∼ 10−6, where U, D, and � are,
respectively the typical velocity of the fluid, the thickness of
the liquid core and the Earth’s rotation rate. Rotating MHD
turbulence is extremely complex and some of the results of
the classic theory of turbulence (established for non-rotating
and non-magnetic cases) may not apply in this context (Nataf
and Gagniere, 2008; Nataf and Schaeffer, 2015). Turbulence
can also be studied through different prisms: while some
models favor a spectral description, other authors (Loper and
Moffatt, 1993; Moffatt and Loper, 1994; Loper, 2007) consider
buoyant plumes or blobs as the elementary structures at the
origin of turbulent motions in the core. It is unlikely that the
“turbulent” diffusivity parameterization accounts for all these
complexities, even though it could provide a reasonable first-
order description in some specific turbulent regimes. Second,
the codensity approximation is particularly problematic where
the net contribution of both fields produces a stable density

gradient. In such context, turbulence is probably partially or
totally suppressed and any notion of “turbulent” diffusivity
becomes highly questionable (Braginsky and Roberts, 1995). The
existence of stably stratified layers has been evoked for several
planetary cores (Christensen, 2006, 2015; Manglik et al., 2010)
including that of the Earth (Gomi et al., 2013). These arguments
providemotivation for treating the temperature and composition
fields separately without invoking any uncertain parametrization
of the turbulence. Furthermore, although certainly still a matter
of debate (Konôpková et al., 2016), recent high estimates of
the thermal conductivity of the core (de Koker et al., 2012;
Pozzo et al., 2012; Gomi et al., 2013; Ohta et al., 2016) suggest
that, at present, a large fraction of the heat leaving the Earth’s
core is simply conducted down the adiabat and is not available
for driving thermal convection. Compositional convection may
thus play a crucial role in powering Earth’s dynamo (Lister
and Buffett, 1995; Labrosse, 2015) so that, to first-order, the
dynamics of the fluid core can be modeled by considering only
compositional convection with a large Schmidt number. Very
different properties can be expected for the dynamics of rapidly-
rotating convection at high Prandtl/Schmidt numbers compared
to more moderate values (Busse, 2002; Simitev and Busse, 2003,
2005). However, the large Prandtl/Schmidt number case has not
yet been systematically explored in numerical simulations.

In addition to the high value of the Schmidt number, another
fundamental specificity of compositional convection arises from
the complexity of the chemical processes occurring at the “mushy
layer” that may exist at the interface between the fluid outer
core and the crystallizing inner core. Experiments conducted on
model systems involving the freezing of ammonium chloride in
solution (Chen and Chen, 1991; Huguet et al., 2016) showed that
the gravitational instability manifests itself through eruptions of
buoyant fluid in the form of chemical plumes emerging through
localized “chimneys” that are spontaneously created in themushy
layer. Fluid from the bulk core percolates through the mush and
becomes gradually lighter as it converges horizontally into the
chimneys. Contrary to thermal plumes, which are more rapidly
diffused, chemical plumes emanating from the mushy layer can
be expected to keep a coherent shape for a longer time due to their
lower molecular diffusivity. This led several authors to speculate
about the potential role played by such chemical plumes on the
turbulence, convective dynamics, and dynamo action (Gubbins
et al., 1982; Moffatt, 1989; Loper andMoffatt, 1993; Bergman and
Fearn, 1994; Braginsky, 1994; Moffatt and Loper, 1994; Loper,
2007). Moffatt and Loper (1994) conjectured that light fluid
erupts from the mushy layer rather in the form of chemical
“blobs” which would keep a coherent shape throughout their path
across the core controlled by a magnetostrophic force balance,
a prediction challenged by St Pierre (1996) who argued, using
numerical simulations, that such blobs would rapidly break-up
into plate-like structures elongated in the direction of the rotation
axis. The existence of chemical blobs was then reported a few
years later in laboratory experiments as the result of instabilities
causing the chemical plumes to bend horizontally and break-
up (Claßen et al., 1999). However, the authors did not observe the
blobs elongation anticipated by St Pierre (1996), possibly because
these experiments are good analogs of only the polar regions on
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Earth. The predictions for the existence and dynamics of such
chemical structures have not yet been verified in global-scale
numerical simulations.

A second interesting phenomenon envisioned by Moffatt and
Loper (1994) is that the blobs may not completely mix with the
bulk of the fluid core but accumulate below the core mantle
boundary, thereby gradually forming a chemically stratified layer
at the top of the core via a mechanism analogous to the “filling-
box” models (Baines and Turner, 1969). This prediction is
particularly noteworthy since the existence of a stably stratified
layer in the outermost region of the core has been suggested
by numerous seismic observations for several decades (Lay and
Young, 1990; Tanaka, 2007; Helffrich and Kaneshima, 2010;
Kaneshima, 2018). Buffett (2014) also invokes the presence of
a stratified layer below the CMB to explain the 60-year period
in the geomagnetic secular variation as well as fluctuations in
the dipole field. A stably stratified layer at the top of the core
is expected to have important implications for the geodynamo,
the dynamics, and evolution of the core (Christensen and Wicht,
2008; Nakagawa, 2011; Helffrich and Kaneshima, 2013; Labrosse,
2015; Olson et al., 2017). Though several mechanisms have been
proposed to explain the formation of such a layer, its origin
remains unknown. The layer could be chemically stratified and
produced by the accumulation of “chemical blobs” as proposed
by Moffatt and Loper (1994), chemical exchanges with the
mantle (Buffett and Seagle, 2010) or result from the incomplete
mixing between the primitive core of the Earth and that of a
giant impactor (Landeau et al., 2016). Alternatively, the layer
could be thermally stratified if the CMB heat flow is sub-
isentropic (Gubbins et al., 1982; Labrosse et al., 1997; Lister and
Buffett, 1998; Gomi et al., 2013; Labrosse, 2015; Olson et al.,
2017, 2018; Christensen, 2018). So far, no numerical simulation
has been able to self-consistently produce a stable chemically
stratified layer at the top of the core that would emerge from
the “chemical blobs” scenario advocated by Moffatt and Loper
(1994). The reason may be partly inherent to the codensity
framework in which the large majority of the simulations have
been conducted up to the present day.

Here, we propose to explore pure chemical convection at
high Schmidt number by means of numerical simulations and
test whether the accumulation of chemically buoyant parcels
of fluid can lead to the formation of a stably stratified layer
at the top of the core. Focusing on compositional effects only
allows us to gain insight into the specific phenomena involved,
independently of an additional forcing of thermal buoyancy.
However, though moderately large Prandtl numbers can be
reached with the classical codes (for instance, Simitev and Busse,
2005 use up to Pr = 20), the study of larger Prandtl or Schmidt
numbers requires prohibitive resolutions. Here we use a recently
developed version of the PARODY code including a particle-in-
cell method (Bouffard et al., 2017) to conduct a first exploratory
study of rapidly-rotating pure chemical convection in the end-
member case of infinite Schmidt number. Note that we consider
Sc = +∞ by setting κξ = 0 and that our approach thus differs
from that of Zhang and Busse (1990), Zhang (1991, 1992) who
achieved infinite Prandtl number by using an infinite viscosity
(ν = +∞). As will be shown, the phenomena involved in

rotating pure compositional convection are rich and numerous.
In this exploratory study, we aim at giving a first descriptive
and qualitative insight into this particular physics. We also assess
whether the stably stratified layer at the top of the core can be
formed by the accumulation of chemically buoyant parcels of
fluids emanating from the inner core boundary.

This paper is organized as follows. In section 2, the
mathematical model and the numerical method are described.
The results of a series of numerical simulations of pure
compositional convection are then presented. The chemical
structures and their dynamics are first studied in section 3. In
section 4 we show that, when no light elements are allowed
to cross the core-mantle boundary, a chemically stratified layer
systematically forms at the top of the spherical shell in all
simulations. The potential implications for the Earth’s outer
core are discussed in section 5. The final section 6 gives a
general conclusion.

2. MATHEMATICAL AND NUMERICAL
MODELING

2.1. Principal Equations
The fluid considered is a mixture of a heavy component,
representing iron and nickel, and a light constituent, whose
compositional mass fraction is denoted by ξ . As thermal effects
are neglected here, the density ρ can be modeled as a function of
the compositional mass fraction only,

ρ = ρ0
[

1− β(ξ − ξ0)
]

, (4)

where ξ0 and ρ0 are the reference compositional mass fraction
and density, respectively, and β denotes the coefficient of
chemical expansivity.

In addition to the mass conservation,

E∇ · Eu = 0, (5)

we solve for the momentum conservation, expressed in the
form of the well-known Navier-Stokes equation, for a Newtonian
rotating fluid in the Boussinesq approximation,

∂Eu
∂t

+ Eu · ¯̄∇Eu+ 2�(Eez × Eu) = − 1

ρ0
E∇5 + ν E∇2Eu+ βξgo

Er
ro
, (6)

where Eu is the fluid velocity, t the time, � the Earth’s rotation rate
around an axis oriented by Eez , 5 the dynamic pressure and go the
gravitational acceleration at the top of the shell at radius r = ro.
The Lorentz force is neglected. We adopt the viscous time scale
D2/ν in which the thickness of the shell D = ro − ri is taken as
the typical length scale, ri being the radius of the inner boundary.
Hence, using (ρ0ν�) as a scaling for pressure, one can write the
dimensionless momentum equation,

E

(

∂Eu
∂t

+ Eu · ¯̄∇Eu− E∇2Eu
)

+ 2Eez × Eu+ E∇5 = Raξ ξ
Er
ro
, (7)

in which E is the Ekman number, defined by

E = ν

�D2
, (8)
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and Raξ a “modified” compositional Rayleigh (or Roberts-
Rayleigh) number,

Raξ = g0βC
∗D

ν�
, (9)

where C∗/D is a measure for the global compositional variation
driving convection. C∗ depends on the prescribed boundary
conditions which are discussed in section 2.2. Note that,
in the infinite Prandtl number case, the classical Rayleigh
number constructed using the time scale D2/κξ based on the
chemical diffusivity,

Raκξ

ξ = g0βC
∗D

κξ�
, (10)

cannot be used as it is infinite, whichmeans that even a very small
value of Raξ would lead to buoyancy-driven fluid motion and the
notion of super-criticality is no longer relevant in this case.

In the Earth’s fluid core, chemicals can be transported by
advection and diffusion. The corresponding equation yields

∂ξ

∂t
+ Eu · E∇ξ = κξ E∇2ξ + σ ξ , (11)

in which σ ξ is a numerical sink/source term ensuring that the
mean composition remains constant throughout the simulation
(see section 2.2 for details). The equivalent dimensionless
equation reads

∂ξ

∂t
+ Eu · E∇ξ = 1

Sc
E∇2ξ + σ ξ . (12)

In the end-member case Sc = +∞ (κξ = 0) considered here,
Equation (12) becomes a first-order hyperbolic equation:

∂ξ

∂t
+ Eu · E∇ξ = σ ξ . (13)

2.2. Boundary Conditions
We adopt non-penetration and no-slip conditions at both
boundaries which implies

Eu(r = ro) = Eu(r = ri) = E0. (14)

The first-order nature of Equation (13) combined with the
condition (14) on the velocity implies that no chemical “signal”
imposed at a boundary can propagate inside the shell, neither
by advection nor diffusion. The value of the composition at
a boundary has therefore no effect on the compositional field
inside the shell and will in turn not be affected by the latter.
Consequently, once the initial condition has been specified (for
instance ξ = 0 everywhere), there is mathematically no need
to impose any boundary condition for the compositional field.
At the top boundary, we do not consider chemical interactions
with the mantle so that the compositional flux equals zero. This
physical condition is automatically satisfied by the mathematical
formulation of the problem as explained above. At the bottom
boundary, however, we wish tomodel a total flux of light elements

I
ξ
i resulting from the crystallization of the inner core. Since this
cannot be accommodated in the framework of our mathematical
formulation, we inject the mass flux I

ξ
i via a source term σ

ξ
i

distributed within a thin layer of thickness h above the ICB,
so that the integrated added mass fraction matches the ICB
chemical flux:

4π

∫ ri+h

r=ri

r2σ
ξ
i (r)dr = I

ξ
i . (15)

The choice of an adequate function for σ
ξ
i (r) requires some

care. Indeed, since the velocity vanishes in the Ekman layer to
accommodate condition (14), any buoyant fluid injected at the
bottom of this layer tends to “stick” to the boundary in the
absence of chemical diffusion, hardlymoves upward and does not
participate in the convective dynamics. Adding the light elements
slightly above in a region that extends beyond the Ekman
layer (see Figure 1) allows some destabilization and prevents a
detrimental accumulation of light elements in the layer over time.
This can be performed smoothly using a Gaussian-like function:

σ
ξ
i (r) =

σ0

r2
exp

{

−
[

r −
(

ri +
h

2

)]2

/σ 2

}

. (16)

The constants in the exponential function are empirically set
to σ = h/5 and h = 0.4E1/3. These values will be justified
later in section 3.1. The scaling factor σ0 is computed to satisfy
Equation (15). Mathematically, this formulation is equivalent to
solving the transport equation

∂ξ

∂t
+ Eu · E∇ξ = σ ξ + σ

ξ
i H

[

(ri + h)− r)
]

(17)

and imposing no boundary conditions for the composition (at
least, “mathematically” speaking). The injection of light elements
occurring in the ICB region is accounted for by the local source

term σ
ξ
i H

[

(ri + h)− r)
]

, where H is a Heaviside function, and

FIGURE 1 | Illustration of the shape of the source term σ
ξ
i
applied above the

inner core boundary.
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is balanced by a uniform sink term σ ξ in the entire shell so that
the mean composition remains constant with time:

∫ ro

ri

(

σ ξ + σ
ξ
i H

[

(ri + h)− r)
]

)

r2dr = 0. (18)

Using the corresponding compositional buoyancy flow injected
at the inner boundary,

f
ξ
i = βgI

ξ
i , (19)

one can derive the following scale for composition:

C∗ = f
ξ
i

4πDβρ0gν
. (20)

The expression of the modified compositional Rayleigh number
then becomes

Raξ = f
ξ
i

4πρ0ν2�
. (21)

2.3. Numerical Method
Though moderate Schmidt numbers (< 50) may be numerically
accessible with most classic dynamo codes, the infinite Schmidt
number case requires a specific numerical method. Indeed, the
time integration schemes classically used in the spherical dynamo
codes (Crank-Nicolson for diffusion and Adams-Bashforth for
the non-linear terms) are conditionally stable and produce
spurious oscillations when the chemical diffusivity is set to zero.
Other numerical methods such as TVD schemes have been
specifically designed for hyperbolic equations but still introduce
some amount of numerical diffusion and/or “clipping” effects
(see Munz, 1988 for comparison of several TVD schemes).
An interesting alternative is the “particle-in-cell” (PIC) method
which has been extensively used for a wide range of physical
problems (see Brackbill et al., 1988; Huang et al., 1992; Tackley
and King, 2003; Tskhakaya et al., 2007; Sironi and Spitkovsky,
2009 for a non-exhaustive list of examples).

In this work, we use a recently developed version of the
dynamo code PARODY-JA (Aubert et al., 2008) which includes
a PIC method to treat the compositional field. Details on the
numerical method can be found in Bouffard et al. (2017),
together with the results of two benchmarks that validate the
implementation of the PIC method. We performed a total of 11
numerical simulations summarized in Table 1 to conduct a first
exploratory study of non-magnetic pure chemical convection
in a rapidly-rotating spherical shell in the end-member case of
infinite Schmidt number (κξ = 0). For one simulation (case
9∗), the homogeneous sink term σ ξ in Equation (17) is replaced

by a sink term near the top boundary equivalent to σ
ξ
i that

equilibrates the light elements injected at the bottom. As will
be emphasized later, we limited ourselves to a small number of
cases in this first preliminary study due to the high computational
cost, particularly at low Ekman numbers. In order to decrease

TABLE 1 | Summary of the parameters used for the different simulations.

Case (Nr , ℓmax) Np (×106 ) mc E Ra

1 (150,200) 200 1 10−3 5× 102

2 (150,200) 200 1 10−3 104

3 (150,200) 50 4 10−3 105

4 (150,200) 50 4 10−3 5× 105

5 (150,200) 50 4 10−3 106

6 (200,270) 110 6 3× 10−4 105

7 (200,270) 110 6 3× 10−4 106

8 (250,360) 250 8 10−4 105

9∗ (250,360) 250 8 10−4 103

10 (300,540) 500 12 3× 10−5 2× 106

11 (350,720) 800 16 10−5 106

Nr is the number of radial layers. ℓmax is the maximal degree of spherical harmonics,

equal to the maximal order mmax in all simulations. Np is the number of particles, mc

the symmetry in longitude (1 for full spherical shell, higher value for 2π/mc-symmetric

solutions). In all simulations, the grid aspect ratio is fixed and equal to ri/ro =0.35. For
case 9∗, no volumetric sink term is introduced in the shell. It is replaced by a top flow,

imposed in the form of a local sink term that balances the bottom flow.

the computation time, we considered flows which are 2π/mc-
periodic along the longitude (seeTable 1). In all cases, we ensured
that the width of the computational domain remained large
compared to the size of the individual chemical structures (see
section 3), so that no physical property of chemical convection
is lost by assuming these symmetries. The addition of two cases
in full spherical shell (cases 1 and 2) for which no qualitative
difference was observed with the other cases gives further support
to this statement. Also, for reasons that will be explained in
section 4.2, no simulation was run until a statistically stationary
state was reached. As themean values of diagnostic quantities (for
instance, the kinetic energy) fluctuate throughout one simulation,
we did not report output values such as Reynolds and Rossby
numbers in Table 1. The Rossby numbers given in the figures
throughout the manuscript correspond to instantaneous values
associated with the snapshots displayed.

3. PROPERTIES AND DYNAMICS OF
CHEMICAL PLUMES AND BLOBS

3.1. Destabilization of the Bottom Light
Layer
The continuous injection of light elements creates a lighter layer
immediately above the bottom boundary. This configuration is
prone to the Rayleigh-Taylor instability which, after some time,
causes the layer to destabilize, forming thin rising filamentary
chemical plumes with a “sheet-like” or “curtain” shape elongated
in the direction of the rotation axis owing to the Taylor-
Proudman constraint (see Figure 2A). Such structures are
qualitatively in agreement with previous laboratory experiments
by Cardin and Olson (1992) and are also typically observed
for thermal plumes in simulations of rotating convection in a
spherical shell (see, for instance, Figure 2 from Gastine et al.,
2016). However, there seems to be a transition from “sheet-like”
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FIGURE 2 | (A) Azimuthal section of the compositional field corresponding to case 8 shortly after the destabilization of the initial bottom light layer. To better visualize

the curtain shape, an azimuthal average was performed over a smaller interval 1φ = 0.01 around the longitude φ0 centered on a chemical “curtain.” (B) Isosurface

corresponding to a constant composition for case 3. The vertical dotted line shows the position and orientation of the rotation axis.

structures to more isolated plumes when crossing the tangent
cylinder (see, for example, Figures 2A,B).

When they rise, the first chemical plumes carry away light
elements and make the bottom light layer more heterogeneous.
As a consequence, the following generations of compositional
“sheets” assume a more complex and discontinuous structure
since light elements are not always locally available to supply the
rising curtains (see Figure 2B). Plumes may also merge and their
location evolves over time.

We measured the mean thickness δ of these sheet-like or
filamentary rising plumes for five different values of the Ekman
number in the range 10−5 − 10−3. We estimated δ for the
first generation of plumes by plotting zonal profiles of the
composition in the equatorial plane, at a short distance above
the bottom light layer. For each “peak” corresponding to a plume
in the compositional profile, we define the width of the plume
as the distance over which the composition is positive. This is
facilitated by the fact that, at the beginning of the simulation,
the background composition is homogeneous and negative due
to the volumetric sink term σ ξ . The results are displayed on
Figure 3 and support a scaling law with a 1/3 exponent,

δ ∼ 0.2E0.328, (22)

which is the same exponent as the onset of classical thermal
convection in a rotating spherical shell (Jones et al., 2000). In

order to rule out any extra dependence on the Rayleigh number,
we varied this parameter over two orders of magnitude while
keeping a fixed Ekman number. No measurable difference was
found for the average thickness of the chemical plumes. The
thickness of the injection layer was also varied. The size of
the chemical plumes was found to be affected as soon as the
thickness of the injection layer becomes smaller than the size of
the chemical plumes called for by Equation (22). The constant
h in Equation (16) was therefore adjusted to be slightly larger
than the predicted size of the plumes, but kept as small as
possible in order to model local processes occurring close to the
bottom boundary.

The exact value of the pre-factor in the scaling law (22) may
be slightly sensitive to the parameters σ and h characterizing
the injection layer in Equation (16) and depends on the
definition of δ but remains small anyway compared to the
typical pre-factors for thermal convection. Consequently, the
size of chemical plumes is always a very small fraction
of the shell’s thickness. This has an important numerical
implication for the grid (and tracers) resolution which must
be very high to correctly resolve chemical plumes. This
requirement is visible on the chemical spectrum shown on
Figure 4 left, which is remarkably flat before dropping abruptly.
The small size of the chemical structures also produces
smaller scales in the velocity field. For comparable Rayleigh
numbers, the kinetic energy spectra contain significantly less
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FIGURE 3 | Mean thickness of the chemical plumes measured in the

equatorial plane for different values of the Ekman number.

energy at low degrees and drop much more slowly for
compositional convection compared to thermal (codensity)
convection (Figure 4B). However, in the simulations listed
in Table 1, resolving the chemical structures sets a stronger
constraint on the resolution than the kinetic energy spectra.
The 1/3 exponent in the scaling law (22) implies that the
resolution should be approximately doubled for each decade
dropped for the Ekman number, which justifies the high spherical
harmonic degrees employed in the simulations (see Table 1). At
fixed Ekman number, the numerical demand of compositional
convection is significantly higher than an equivalent codensity
run. We therefore restricted ourselves to a small number of
simulations in this exploratory study and considered longitudinal
symmetries to decrease the computation time (see Table 1). Note
that the fraction of the computation time spent in the PIC
method is dominant but decreases when lower Ekman numbers
are employed.

3.2. Dynamics of Chemical Plumes
3.2.1. Effect of the Taylor-Proudman Constraint on

the Ascension of Plumes
When rotational effects remain moderate, chemical plumes
rise almost radially (see Figure 5A). When the rotational
constraint is increased and therefore the Rossby number
Ro = U/D� (with U the root-mean-squared velocity) is
lowered, the tangent cylinder (TC), an imaginary cylinder
parallel to the rotation axis that touches the inner core at
the equator, becomes less penetrable (Aurnou et al., 2003;
Jones, 2015). The velocity field outside the TC is mostly
invariant along the rotation axis by assuming a columnar form
(see Figure 6). The light elements released at mid to high
latitudes tend to stay inside the TC and rise more vertically
along the z coordinate (see Figures 5A–C, 7B). The light
elements released in the vicinity where the TC touches the
inner boundary still have a chance to cross this imaginary
boundary. As a result, the mass fraction of light elements

is significantly higher inside the TC (which only represents
15% of the volume of the spherical shell) than outside. This
is visible on Figures 5A–C and we checked that the mass
fraction of light elements inside (resp. outside) the TC is
systematically larger (smaller) than the mean composition in the
entire shell.

3.2.2. Secondary “Blobs” Instabilities
Due to the absence of chemical diffusion, rising chemical plumes
can be affected by secondary instabilities, some of which are
usually not observed for thermal plumes (Kerr and Mériaux,
2004; Kerr et al., 2008). These instabilities may have distinct
origins in the polar and equatorial portions of the shell since
rotation acts differently in these regions.

Several laboratory experiments have been dedicated to the
study of the dynamics of buoyant plumes in a rotating
environment. These were conducted in rotating cylinders in
which the rotation axis is parallel to the gravity vector, a
situation that is analogous to polar regions in the Earth’s
outer core. When discharging a single point turbulent plume
at the top of a water-filled rotating tank, Frank et al. (2017)
reported a systematic anticyclonic precession of the plume
in the whole range spanned for the Rossby number Ro =
(

B0�
−3

)1/4
H−1 = 0.02 − 1.3, where H is the height of water

tank and B0 the source buoyancy flux. The vertical extent of the
precession region and the time necessary for the development
of precession were found to decrease with the Rossby number.
Helical motions were also reported for turbulent thermal plumes
in laboratory experiments of rotating convection modeling the
tangent cylinder region (Aurnou et al., 2003). In another series
of experiments, in which laminar chemical plumes are produced
by the crystallization of a mush at the bottom of a rotating
cylinder cooled from below, Claßen et al. (1999) observed three-
dimensional helical undulations of the chemical plumes, both
in the rotating and non-rotating cases. In this experiment,
increasing rotation exacerbates these undulations and deflects the
chemical plumes horizontally. Past a critical angle, the plumes
become susceptible to a Rayleigh-Taylor instability which causes
chemical “blobs” to detach from the initial plumes and rise
vertically. This so-called “blob-instability” was found to occur
closer to the mush when the Ekman number decreases. It is not
clear whether the phenomena reported by Claßen et al. (1999),
Aurnou et al. (2003), and Frank et al. (2017) for the dynamics of
chemical plumes have a common physical origin or result from
distinct instabilities.

We observed similar behaviors for chemical plumes in
our simulations. On Figure 5B with E = 3 × 10−4 and
Ro = 1.9 × 10−3, the pronounced plume at the north
pole shows some helical undulation before a chemical blob
detaches and continues to rise, a phenomenon similar to that
reported by Claßen et al. (1999). This phenomenon is less
easily visible for case 10 at a lower Ekman number E =
3 × 10−5 and Ro = 4.4 × 10−4 (see Figure 7). In this
case, blobs still detach from the initial plumes but undulations
and horizontal bending are often not as manifest. However,
the plume denoted by an arrow on Figure 7 experiences
a helical motion within a short distance from the plume’s
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FIGURE 4 | (A) m spectrum of the chemical field for case 3. (B) kinetic energy spectra corresponding to the benchmark proposed by Breuer et al. (2010) and

extended to the infinite Lewis number case (see Bouffard et al., 2017). δξ denotes the fraction of chemical forcing.

FIGURE 5 | Azimuthal average of the chemical field for cases 3 (t = 1; A), 6 (t = 1; B), and 8 (t = 0.4; C). Rossby numbers are, respectively: Ro = 9.4× 10−3,

Ro = 1.9× 10−3 and Ro = 4.5× 10−4. The color scales have been deliberately modified and saturated in order to better visualize the structure of the compositional

field in the convecting region.

source which bears some resemblance with the precessions
and undulations reported, respectively by Aurnou et al. (2003)
and Frank et al. (2017) (for a comparison, see respectively
Figures 2, 6 in these papers). The local Rossby number Roδ ∼
U/δ� computed at the scale of the plume δ based on
Equation (22) is close to 0.07 in the case corresponding to
Figure 7 and falls in the range explored by Frank et al. (2017),
though the authors use a slightly different definition of the
Rossby number.

We also observed other “blob-instabilities” similar to that
reported by Claßen et al. (1999) in the equatorial plane, though

the underlying physical mechanisms seem to contrast with
the polar region. An illustration of a “blob-instability” in the
equatorial plane is displayed on Figure 8 where the plume
indicated by an arrow bends horizontally before a secondary
“blob-like” plume detaches and continues to rise. The bending
occurs closer to the boundary when the Ekman number is
decreased. However, a fraction of the plumes bend in a direction
that is not compatible with a deflection by the Coriolis force.
Furthermore, it typically takes a few tens of rotation times
(for instance about 20 in the case corresponding to Figure 9B)
before the plumes bend and break-up, which suggests that the
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FIGURE 6 | Azimuthal section of the velocity perpendicular to (Vs) and parallel to (Vz) the rotation axis, for case 8 at time t = 0.55.

FIGURE 7 | (A) Equatorial section of the compositional field in case 10 at time t = 0.066 and Ro = 4.4× 10−4. (B) Azimuthal average of the chemical field

corresponding to the same snapshot. In both figures, color scales have been slightly saturated to improve the contrast of the compositional structures.

bending is not primarily caused by the Coriolis force. In addition,
blobs may still detach from the plumes even in the absence of
bending (see, for instance, Figure 9A). Different instabilities may
therefore affect the dynamics of chemical plumes and should
be clarified in the future. We did not observe any obvious and

significant elongation of chemical blobs in the direction of the
rotation axis as predicted by St Pierre (1996), but this may be
because monitoring the shape of chemical blobs over time is
quite arduous. However, in the long term, the fragmentation
and stirring of the chemical plumes and blobs combined with
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the absence of chemical diffusion produces a granular “flaky”
aspect in the compositional field (see, for example, Figure 9A),
a feature that contrasts with the smoothness of the temperature
(codensity) field in low Prandtl number simulations.

3.2.3. Jet-Instability and Mixing of the Chemical

Plumes
Though plumes have a rather laminar behavior in our
simulations (which operate at low Reynolds numbers), Figure 8

FIGURE 8 | Equatorial snapshot of the compositional field for case 9∗.

shows that some laminar chemical plumes evolve to a more
“turbulent” state characterized by entrainment of ambient fluid
that causes the gradual dilution of the plumes. This is also visible
for a lower Ekman number on Figure 7A, which shows very
thin chemical plumes transforming into large blobs that reach
the top boundary. This transition to a more “turbulent” state
is qualitatively similar to the so-called “jet” instability, in which
a straight laminar flow destabilizes after some time and leads
to a more complex jet flow (Michalke, 1984). The initial jet
can fragment into smaller drops or break-up into blobs with a
size comparable to the width of the initial jet. Eddies may also
form at the interface and start entraining ambient fluid, causing
the jet to widen. Figure 10 shows that there is a qualitative
agreement between the dynamics of some plumes from our
simulations and laboratory experiments of the jet instability.
We observe that, at the beginning of the simulations, when
the background composition is homogeneous, the first plumes
quickly start entraining ambient fluid. In the later generations
of plumes however, when the background composition is more
heterogeneous, a significant fraction of plumes bend and break-
up into blobs before they start entraining surrounding fluid.
This suggests that the background composition plays a role in
the dynamics of plumes, though its precise influence remains to
be investigated.

The efficiency of plumes mixing caused by the entrainment of
heavier fluid differs between the rotating and non-rotating cases.
Many studies have pointed out that turbulent mixing and lateral
entrainment of fluid are inhibited in rotating flows (Helfrich and
Battisti, 1991; Fernando et al., 1998; Levy and Fernando, 2002;
Goodman et al., 2004; Gastine et al., 2016). Mixing processes may
also be different inside and outside the TC. In our simulations,
lateral entrainment of ambient fluid seems partially inhibited
in polar regions where the plumes and blobs are little diluted

FIGURE 9 | (A) Equatorial section of the compositional field at t = 6 for case 1. The color scale has been saturated so that the top stratified layer becomes more

apparent. The white dashed lines delimit qualitatively three regions in the spherical shell: a bottom plumes region, an intermediate more or less well mixed blobs region

and a stratified layer at the top. (B) Equatorial section of the radial velocity field (in color) for the same snapshot. Arrows denote local horizontal velocity vectors.
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FIGURE 10 | (Left) Examples of chemical plumes for case 9∗ after the initial

bottom light layer starts destabilizing at the beginning of the simulation.

(Right) Examples of some regimes of jet instability in laboratory experiments.

Taken from Tang et al. (2003).

during their vertical ascension. In contrast, in the equatorial
plane, plumes experience more significant stirring, though lateral
entrainment may still be partially inhibited compared to a non-
rotating case. The different mixing efficiency of chemical plumes
between polar and equatorial regions is visible on Figures 5B,C.
A more detailed and quantitative study involving more turbulent
flows will be necessary to better understand the mixing dynamics
of chemical plumes.

4. FORMATION OF A CHEMICALLY
STRATIFIED LAYER AT THE TOP OF THE
SHELL

4.1. Accumulation of Chemical Plumes and
Blobs at the Top of the Spherical Shell
In all our simulations, a fraction of the rising chemical plumes
and blobs reach the top of the spherical shell where they
accumulate to form a stably stratified layer. This layer is clearly
visible on equatorial sections of the chemical field (Figure 9A),
azimuthal projections of the φ-average compositional field
(Figure 5), and on radial profiles of the mean composition
(Figure 11A) which all show that the mass fraction of light
elements increases radially in the top portion of the shell.
Defining the extent of the stably stratified layer is a delicate task.
One possibility is to define the bottom of the stratified region as

the radius rb above which the mean Brunt-Väisälä frequency N
is positive:

N2 = − g

ρ

∂ρ

∂r
> 0 for r > rb, (23)

where ρ(r) denotes the average density at radius r . For pure
compositional convection, Equation (23) is equivalent to

∂ξ

∂r
> 0 for r > rb, (24)

in which ξ (r) is the mean composition at radius r. The bottom
of the stratified layer rb, defined by Equation (24), is indicated
by dashed lines on Figures 11A,B, which show radial profiles of
the mean composition and (N/�)2 ratio, respectively. Similar
shapes are observed for these profiles in the other simulations.
Figure 11B illustrates that the Brunt-Väisälä frequency increases
very rapidly in the top half portion of the shell where the N/�

ratio reaches a value close to 0.7 in this case. In contrast, the
bottom half of the layer is weakly stratified with N/� < 0.1.
A first disadvantage of the definition (23) is that the weak
slope of N in the lower part of the stable layer causes strong
fluctuations in the value of rb which require time averaging.
In addition, the definition of rb remains somehow arbitrary
since there is dynamically no neat boundary delimiting the
convective and stratified regions. Indeed, the low values of the
N/� ratio across the layer do not suppress radial movements
caused by penetrating plumes and blobs and allow for the
penetration of columnar convection as expected from the linear
theory (Takehiro and Lister, 2001) (see, for instance, Figure 6).
Simpler definitions of the layer based, for example, on the
intersection of tangents, are also arbitrary and difficult to
implement in practice due to the complexity of the shape of the
chemical profiles. In fact, these profiles are self-similar and do
not seem to fit any classical mathematical function. Determining
a relevant criterion for the definition of the top light layer will be
the object of future investigations.

Figure 9 suggests that the spherical shell can be roughly
divided into three regions as anticipated by Loper (2007): a
bottom part dominated by plumes, a more or less “well-mixed”
intermediate blobs region and a stably stratified layer at the top.
The height of the plumes region is also imprecise and fluctuates
spatially due to different plume dynamics inside and outside
the TC. Moreover, as we will explain below, the relative extent
of these regions evolves with time and depends on the Ekman
number: the stratified layer thickens over time, but shrinks when
the Ekman number is decreased.

4.2. Dynamics and Evolution of the Layer
4.2.1. Latitudinal Topography
Figures 5A–C show that the thickness of the stably stratified layer
is lower at the equator and increases toward the poles, creating a
latitudinal topography. We attribute this to a direct consequence
of the tendency of high latitudes plumes to rise almost vertically
along the rotation axis and remain inside the TC, which results
in a differential growth rate of the layer between the low and
high latitudes.
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FIGURE 11 | (A) Radial profile of the mean composition at different times (in viscous time units) for case 1. The dashed lines indicate the bottom of the layer as

defined by Equation (24). (B) (N/�)2 ratio at time t = 6 for the same case.

Furthermore, the mass fraction of light elements at the very
top of the stratified layer also increases from the equator to the
poles. We make the hypothesis that this is due to the different
mixing efficiency of the plumes inside and outside the TC. In
polar regions, plumes rise almost vertically and experience less
mixing and dilution than in the equatorial plane. Consequently,
they reach the stratified region with a higher mass anomaly
than equatorial plumes which experience more fragmentation
and mixing.

4.2.2. Time Evolution
After a first phase of rapid growth of the layer caused by the
destabilization of the initial bottom light layer, the thickness
of the layer [based on definition (24)] increases very slowly.
Figure 11 shows that the stratified layer extends to about 35%
of the spherical shell’s thickness after 2 viscous times, whereas it
takes 6 viscous times for the layer to fill 45% of the shell. Several
tens of viscous times are in fact necessary to reach a statistically
steady-state in the simulations. The resulting computational
demand is enormous, especially for low Ekman numbers, and
we ran none of our simulations until the statistically steady-
state was reached in the present study. Even though running the
simulations for very long times is probably not necessary (since
the Earth is not in a statistically steady state), fitting the time
evolution of the layer’s thickness with a particular mathematical
function may still require costly simulations. Comparison of the
different runs suggests that the growth rate is dependent on the
Ekman number and, to a lesser extent, the Rayleigh number.
For instance, after one viscous time, the stratified layer extends
to about 25% of the shell for case 1 with E = 10−3 and only

20% for case 6 with E = 3 × 10−4 and comparable Rayleigh
numbers (see Figures 5A,B). Deriving scaling laws will require
a proper definition of the layer and a more systematic (and
cumbersome) exploration of the parameter space that we will
perform in the future.

4.3. Analogy With the “Filling-Box” Models
This situation bears some interesting resemblance to the “filling-
box” models studied experimentally by Baines and Turner
(1969). In these experiments, a buoyant turbulent plume is
injected at the bottom of a box of finite volume. As it moves
upwards, the first plume entrains ambient fluid that is then
mixed internally by the efficient turbulence of the plume. When
it reaches the top boundary, the plume spreads horizontally and
forms a homogenous light layer at the top of the box separated
from the rest of the fluid by a density jump. When the second
rising plume enters this light region, it entrains lighter fluid
and therefore reaches the top of the box even lighter than the
first plume. It then spreads horizontally, pushing downwards the
first light layer. The process repeats, gradually forming a stably
stratified layer at the top of the box that slowly grows until it fills
the entire box (see Figure 1 of the paper byWorster and Huppert,
1983 for a schematic illustration).

In the idealized “filling-box” model described above,
parametrization of the turbulent plume allows to derive
analytically the time evolution of the density profile and the
position of the first front (Baines and Turner, 1969). However,
a series of differences prevents a direct extrapolation of these
results to our simulations of chemical convection. In addition
to the spherical geometry and a higher number of plumes, two
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major specificities of our simulations are the presence of rotation
and a different plumes dynamics (undulations, fragmentation
into blobs, jet instability, inhibition of lateral mixing...). This
makes the classic parametrization of “turbulent plumes” dubious
in this context. The filling-box models also assume the total
absence of turbulence and mixing in the stratified region which
may not be the case for our simulations in which no clear
separation in the dynamics can be drawn between the bottom of
the layer and the convecting region.

The compositional profiles shown on Figure 11 also contrast
with the density profiles in the “filling-box”models notably by the
absence of a density jump at the bottom, and by the profile of the
Brunt-Väisälä frequency which increases with the radial position
whereas it decreases with height in the filling-box models. This
confirms that different mechanisms occur in our simulations
and that the adaptation of the original filling-box model to the
case of rotating chemical convection in a spherical shell requires
extra investigations.

5. IMPLICATIONS FOR THE EARTH’S
CORE

5.1. Limitations of the Present Study
Determining the implication of the results shown above for the
Earth is a delicate task that is impeded by several factors. First,
assessing the “plausibility” of a given scenario for the formation
of a stably stratified layer below the CMB is complicated by
the apparent inconsistency between studies based on magnetic
and seismic observations (see Table 2 for a summary). Buffett
et al. (2016) show that a rather thin (< 140 km) and weakly
stratified (N . 5.4 − 6.1 × 10−5 s−1) layer can explain
both the 60-year period in the geomagnetic secular variations
together with fluctuations in the dipole field and, possibly, length
of the day. Dynamo simulations suggest that the morphology
of the magnetic field becomes too little Earth-like when the
stratified layer is thicker than 400 km (Olson et al., 2017;
Christensen, 2018). Analysis of the appearance of inverse flux
patches in the southern hemisphere suggests an upper bound
of only 100 km (Gubbins, 2007). Another study of geomagnetic
secular variations remains unconclusive (Lesur et al., 2015).
On the side of seismology, some studies based on the analysis
of SmKS waves traveling in the outermost core are in favor
of a thick layer (up to 450 km) with a strong stratification
(N ∼ 10−3 s−1) (Helffrich and Kaneshima, 2010; Kaneshima
and Matsuzawa, 2015; Kaneshima, 2018). However, two seismic
studies found no evidence for a stratification (Alexandrakis
and Eaton, 2010; Irving et al., 2018), though this may simply
indicate that the layer is too weakly stratified to leave a seismic
signature. Second, the limited set of simulations presented in
this study does not allow for the derivation of scaling laws,
which prevents any direct extrapolation to the Earth’s core.
Third, several physical ingredients are not considered in the
present study such as the magnetic field, thermal convection,
and turbulence.

The presence of a magnetic field can influence the dynamics
of buoyant parcels of fluid in a non-trivial way (Moffatt and

Loper, 1994; Sreenivasan and Narasimhan, 2017) and should be
incorporated in future studies. One may also argue that adding
the destabilizing effect of thermal convection (omitted in this
study) could destroy the chemically stratified layer. Although
some preliminary simulations of thermochemical convection
(not shown in this paper) suggest this is not the case—at least
when both fields contribute equally to the buoyancy flux—the
dynamics of thermochemical convection remains to be explored.
Note that thermal effects may not necessarily be destabilizing.
The recently revised value of the thermal conductivity (de Koker
et al., 2012; Pozzo et al., 2012; Gomi et al., 2013; Ohta et al.,
2016) seems to imply that the top of the core is thermally
stratified (Labrosse, 2015). The presence of a thermally stratified
layer at the top of the core may ease the formation of chemical
stratification as well. The present study also ignores any possible
double-diffusive phenomena that may affect the dynamics of a
stably stratified layer in various ways.

On the other hand, the method of light elements injection
in our simulations may not adequately reflect the complex
chemical processes occurring in the inner core boundary region.
Indeed, injecting light elements via a homogeneous source
term above the bottom boundary tends to generate plumes
with a sheet-like structure instead of the cylindrical shape that
would be expected if plumes erupt from isolated chimneys. A
step forward toward a more realistic modeling of the mushy
layer could consist of injecting light elements within randomly
distributed “patches” mimicking local chimneys, although this
brings extra complexities since the number of mush chimneys
in the ICB conditions is not constrained. Furthermore, the
scaling law (22) may not be relevant to predict the size of
chemical plumes in core conditions if these plumes erupt from
localized chimneys formed in the mushy layer. The initial width
of the plumes would in that case likely be controlled by the
dynamics of the mushy layer rather than by the Rayleigh-Taylor
destabilization of a homogeneous light layer. Unfortunately, the
size of the chimneys formed in the mush is presently unknown
in core conditions. An alternative scenario is the presence
of a slurry layer above the inner core boundary (Loper and
Roberts, 1981; Gubbins et al., 2008; Wong et al., 2018) which
may not be adequately modeled by a simple compositional
volumetric source term. Also, note that the term “compositional
convection” referred to in this study could be subject to
a semantic debate: Rayleigh-Taylor instability and Rayleigh-
Bénard convection are both buoyancy-driven instabilities but the
former is for two layers of different densities while the latter
seems to imply a more continuous density variation associated
with diffusion. It is not clear whether the nature of the first
instability affects what we observe in the shell away from
the boundary.

Another crucial question is whether chemical plumes would
experience a complete turbulent mixing in core conditions.
Laboratory experiments by Jellinek et al. (1999), in which a
buoyant fluid is released at the bottom of a non-rotating box,
show that plumes experience efficient turbulent mixing as soon
as their associated plumes Reynolds number exceeds 100, which
can prevent the formation of a stratified layer at the top of the
tank. In our simulations, the local Reynolds number at the scale
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TABLE 2 | List of the main studies that proposed some constraints on the stratified layer at the top of the Earth’s core based on either magnetic or seismic observations.

Study Method Stratification? Thickness (km) N =
√

g
ρ

∂ρ
∂r

(s−1) Main results/comments

Lay and Young, 1990 SKS-SKKS Yes 50–100 − 1–2% Slower P-waves.

Tanaka, 2007 SmKS Maybe 140 − 0.8% Slower P-waves, Possible

contamination of the lowermost mantle.

Gubbins, 2007 Magnetic Maybe . 100 − Upwelling necessary near the top of

the core.

Helffrich and Kaneshima, 2010 SmKS Yes 300 . 10−3 (N/� ∼ 10) . 0.3% Slower P-waves. Total

light-element enrichment is up to 5 wt% at

the top of the core.

Alexandrakis and Eaton, 2010 SmKS No − − Different analysis of SmKS waves.

Kaneshima and Helffrich, 2013 SmKS Yes 300 − . 0.45% Slower P-waves.

Buffett, 2014 Magnetic Maybe 140 . 7.4× 10−5 s−1 Stratification is compatible with the

60-year period in the geomagnetic secular

variation and fluctuations in the dipole field.

Kaneshima and Matsuzawa,

2015

SmKS Yes 300 − . 0.45% Slower P-waves.

Lesur et al., 2015 Magnetic Maybe − − Small poloidal flow required below the

CMB.

Buffett et al., 2016 Magnetic Maybe 130–140 . 5.4− 6.1× 10−5 s−1 Time-dependent zonal flow at the top of

the core, fluctuations of the dipole field,

and length of day can be explained by a

stratified layer.

Kaneshima, 2018 SmKS Yes Up to 450 − . 0.45% Slower P-waves.

Irving et al., 2018 Normal modes No − Close to neutral Stratification not required to

fit observations.

δ of the chemical plumes yields

Reδ ∼ Uδ/ν. (25)

Assuming the scaling law (22) can be used as a good proxy for the
size of chemical plumes in core conditions, we can estimate

Reδ ∼ 0.2 ReE1/3. (26)

Taking E = 10−15 and Re = 108 for the core, one obtains
Reδ ∼ 200, which suggests that plumes would be totally mixed
during their ascension in the core, a phenomenon that cannot
be captured in our simulations that operate at low global-
scale Reynolds numbers (< 100) and therefore, even lower
plumes’ Reynolds numbers. However, as rotation is known to
partially inhibit lateral entrainment of fluid and subsequent
mixing (Helfrich and Battisti, 1991; Fernando et al., 1998; Levy
and Fernando, 2002; Goodman et al., 2004; Gastine et al.,
2016), it is not clear whether chemical plumes would experience
significant mixing and dilution in core conditions. The local
Rossby number based on the plumes length scale called for by
Equation (22) writes

Roδ ∼ U

δ�
∼ 5 RoE−1/3. (27)

Taking Ro = U/D� ∼ 10−6 in core conditions, we get Roδ ∼
0.5 which suggests that rotational effects may still be influencial
for chemical plumes. Future investigations will be necessary to

quantify the mixing of chemical plumes and the role played by
rotation in more turbulent flow regimes.

One may also question the relevance of the infinite Schmidt
number approximation used in the simulations. The dynamics of
a rising chemical plume is susceptible to be affected by chemical
diffusion if the latter acts at a length scale comparable with the
size of the plume (or larger) during its typical rising time. Using
the scaling law (22) for the average width of the plumes, one can
estimate the typical time τ necessary for chemical diffusion to
operate at the scale of a chemical plume or blob of size δ,

τ ∼ δ2

κξ
∼ 0.04 ScE2/3 × τvisc, (28)

where τvisc denotes the viscous time D2/ν. For example,
E = 10−4 and Sc ∼ 100 give τ ∼ 0.01τvisc. This
time must be compared with the typical time it takes for a
chemical plume or blob to reach the top boundary, which
likely depends on the convective regime. For instance, in case
8 with E = 10−4 and Sc = +∞, chemical plumes typically
reach the top stratified region within 0.1τvisc. For a finite value
of Sc, the typical diffusion length ℓ during this time period
would be

ℓ ∼ D
√

0.1/Sc ∼ D/30 ∼ 3δ. (29)

For intermediate Schmidt numbers, chemical diffusion would
therefore not be negligible for the dynamics of chemical plumes.
A higher value Sc = 1, 000, corresponding to the upper
part of the plausible range expected for the Schmidt number
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(cf. Equation 1), would give ℓ ∼ D
√
0.1/Sc ∼ D/100 ∼

δ, a more moderate but still non negligible value. Chemical
diffusion could also be a significant contributor to the long-
term dynamics of the chemically stratified layer, since the
latter builds over long time scales in the simulations. Diffusion
would probably “smooth” the granular “flaky” aspect of the
compositional field (visible for instance on Figure 9A) over
time and cause the stratified layer to grow downwards, like
in the models of Buffett and Seagle (2010) and Gubbins and
Davies (2013). In the case of turbulent flows, chemical diffusion
may also act at small scales and allow compositional mixing.
Only stirring occurs when chemical diffusion is neglected.
The infinite Schmidt number approximation may thus be
debatable for the modeling of chemical convection, but this
end-member case is certainly a better approximation than the
codensity approach in the sense that it can capture physical
aspects that are specific to the weakly-diffusive compositional
field.

5.2. Physical Constraints on the Properties
of a Chemically Stratified Layer Formed by
Accumulation of Chemical Blobs
Despite the numerous limitations of the present study listed
above that prevent any direct extrapolation of our results to
the Earth’s core, some physical considerations can be invoked
to constrain the properties of a chemically stratified layer built
by the accumulation of light chemical blobs emitted at the ICB.
In such a scenario, the total density anomaly 1ρL across the
stably stratified layer is bounded by that 1ρ of the chemical
blobs erupting from the mushy layer (1ρL ≤ 1ρ). The density
anomaly 1ρ of such chemical blobs is not known and may have
varied throughout the history of the inner core. Here we try to
obtain an order of magnitude for this density anomaly using very
simple hypotheses and calculations. Following Moffatt (1989)
(but see Moffatt and Loper, 1994 for a more elaborate study), we
assume that the dynamics of erupting chemical blobs is governed
by a force balance between the Coriolis and buoyancy forces.
Using the approximate relation ρs ∼ 1.05ρ, where ρs is the
density of the inner core and ρ that of the bulk fluid core, one
can write

f 1/2
1ρ

ρ
∼

(

�Ṙ

20g

)1/2

; f 1/2w ∼
(

gṘ

20�

)

, (30)

where f denotes the surface fraction of the mushy layer occupied
by chimneys, w the upward velocity of the chemical blobs and
Ṙ the growh rate of the inner core. Taking Ṙ ∼ 10−11 m
s−1 (Labrosse, 2015), � ∼ 7× 10−5 s−1 and g ∼ 3 m s−2 leads to

f 1/2
1ρ

ρ
∼ 3× 10−9 ; f 1/2w ∼ 2× 10−4m s−1. (31)

The parameter f was found to be close to 10−3 − 10−2 in some
laboratory experiments (Copley et al., 1970), but is unknown
for the mushy layer in core conditions. The range of acceptable
values is however constrained by the typical velocity expected for
the fluid core. The latter can be inferred from the inversion of

magnetic observations and was estimated to be of order 4× 10−4

m s−1 below the CMB (Finlay and Amit, 2011). Estimations
from numerical simulations predict a slightly higher root-mean-
square (RMS) velocity of order 10−3 m s−1 (Christensen and
Aubert, 2006). Since velocities have a statistical distribution,
the velocities of erupting blobs may be significantly larger than
the RMS velocity in the convecting region. Assuming a typical
velocity 10−2 m s−1 for the chemical blobs gives

f ∼ 4× 10−4 ; 1ρ

ρ
∼ 1.5× 10−7. (32)

Figure 12 shows the mean Brunt-Väisälä frequency N obtained
when spreading linearly a density anomaly 1ρ ∼ 10−7ρ over a
stratified layer of thickness H,

N ∼
√

g

H

1ρ

ρ
. (33)

For instance, g ∼ 10 m s−2 and H = 100 km would
give N ∼ 3 × 10−6 s−1, which is just slightly smaller than
the estimation required by Buffett (2014) and Buffett et al.
(2016) to explain some properties of the geomagnetic field, and
more than two orders of magnitude smaller than the value
suggested by Helffrich and Kaneshima (2010) based on seismic
observations. Obtaining a mean buoyancy frequency of order
N ∼ 10−5 s−1 compatible with magnetic observations would
require either a thinner stratified layer (H ∼ 10 km) or a
higher density anomaly such that 1ρ/ρ ∼ 10−6. This density
ratio ratio would then give f ∼ 10−5 and w ∼ 0.1 m s−1.
It should be noted that the mean Brunt–Väisälä frequency of
the layer estimated using Equation (33) constitutes an upper
bound corresponding to the ideal case in which there is no
dilution of the chemical blobs along their path to the top of
the core (1ρL ∼ 1ρ). Provided the force balance proposed
byMoffatt (1989) is reasonable, it is therefore clear that matching
the strong stratification (N . 10−3 s−1) called for by some
seismic studies can be achieved only by invoking unrealistically
high blobs velocities (w & 102 m s−1). Onemay however criticize
the simplicity of this assumption by arguing that the properties
of the blobs erupting from the mush chimneys would rather
be controlled by the dynamics of the mushy layer. Though it
seems more likely that a stratified layer at the top of the core
formed by the accumulation of chemical blobs emitted at the
ICB would be weakly stratified (most likely N < 10−5 s−1)
and, very likely, seismically invisible, we cannot exclude stronger
stratifications depending on the precise processes occurring in
the ICB region.

Should the accumulation of chemical blobs alone be unable to
explain the presence of a thick stably stratified layer at the top of
the core, it might still play an important role. Gubbins and Davies
(2013) studied the possible formation of a chemically stratified
layer by barodiffusion. Though their model produces a layer
that may be compatible with observations, the authors mention
that a crucial prerequisite in their scenario is the presence of
an initial “embryo” of layer that is not mixed by convection.
The latter could well be produced by the accumulation of
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FIGURE 12 | Mean Brunt-Väisälä frequency (orange) and N/� ratio (blue)

obtained when spreading linearly a density difference 1ρ across a stratified

layer of given thickness (x-axis), for 1ρ/ρ = 10−7.

incompletely mixed chemical blobs emitted at the inner core
boundary. Though the absence of scaling laws prevents us from
making a prediction on the thickness of such a layer, the stratified
layer rapidly extends well beyond the Ekman layer in all our
simulations. We therefore suggest that the accumulation of
incompletely mixed chemical plumes may form a stratified layer
of sufficient thickness to allow a thicker layer to grow according
to the scenario of Gubbins and Davies (2013).

6. DISCUSSION AND CONCLUSION

Using a new version of the PARODY code including a particle-
in-cell method, we ran a first series of exploratory simulations
of pure chemical convection at infinite Schmidt number in
a rotating spherical shell. In these simulations, light elements
are injected within a thin layer above the bottom boundary.
This preliminary work remains descriptive and qualitative, but
reveals that chemical convection in the Earth’s outer core is
a rich and vast topic that warrants several more focused and
quantitative studies. We showed that, principally as a result of
their lower diffusivity, chemical plumes have a complex dynamics
that may be influenced by several distinct instabilities in the
different regions of the shell. We observed secondary instabilities
such as undulations, plumes precession, fragmentation into
chemical “blobs” that comply qualitatively well with some
previous predictions and laboratory experiments. Plumes may
also experience jet-instability and start widening and entraining
ambient fluid. A particularly interesting result is the systematic
formation of a chemically stratified layer at the top of the shell
in all simulations. The layer has a latitudinal topography and
slowly grows owing to the accumulation of incompletely mixed
chemical plumes and blobs emitted at the bottom boundary.

The existence of a stably stratified layer at the top of
the core has been proposed for several decades based on
seismic and magnetic observations (Lay and Young, 1990;
Tanaka, 2007; Helffrich and Kaneshima, 2010; Buffett, 2014;
Kaneshima, 2018) as well as core evolution models (Labrosse,
2015). The debate concerning the existence and properties of
this layer (thermal and/or chemical stratification, thickness, and
strength of stratification) remains open and our exploratory
study does not bring definitive answers to any of these points.
However, to our knowledge, this is the first time that the self-
consistent formation of a stratified layer is observed in numerical
simulations. The layer forms throughmechanisms that bear some
similarity with the scenario envisioned by Moffatt and Loper
(1994) and the “filling-box” models (Baines and Turner, 1969).

As our simulations operate with control parameters that are
very remote from core conditions and miss some important
ingredients like thermal convection, magnetic field and
turbulence, it is not clear whether the results shown in this study
would hold when approaching more realistic conditions. Future
studies should aim at incorporating these essential ingredients
and systematically exploring the parameter space in order to
understand more quantitatively the physics of compositional
convection and make predictions for the Earth. Our preliminary
study suggests that a chemically stratified layer formed by the
accumulation of chemically buoyant parcels of fluid released at
the bottom of the core would probably be weakly stratified and
thus, likely seismically invisible. However, this relies on a force
balance assumption that may be irrelevant. Constraints on the
stratification that can be produced by such a scenario may rather
come from the precise dynamics of the mushy layer which is
presently poorly understood and deserves future investigations.
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It is widely known that the Earth’s Fe dominant core contains a certain amount of

light elements such as H, C, N, O, Si, and S. We report the results of first-principles

calculations on the band structure and the impurity resistivity of substitutionally

disordered hcp and fcc Fe based alloys. The calculation was conducted by using

the AkaiKKR (machikaneyama) package, which employed the Korringa-Kohn-Rostoker

(KKR) method with the atomic sphere approximation (ASA). The local density

approximation (LDA) was adopted for the exchange-correlation potential. The coherent

potential approximation (CPA) was used to treat substitutional disorder effect. The

impurity resistivity is calculated from the Kubo-Greenwood formula with the vertex

correction. In dilute alloys with 1 at. % impurity concentration, calculated impurity

resistivities of C, N, O, S are comparable to that of Si. On the other hand, in concentrated

alloys up to 30 at. %, Si impurity resistivity is the highest followed by C impurity resistivity.

Ni impurity resistivity is the smallest. N, O, and S impurity resistivities lie between Si and Ni.

Impurity resistivities of hcp-based alloys show systematically higher values than fcc alloys.

We also calculated the electronic specific heat from the density of states (DOS). For pure

Fe, the results show the deviation from the Sommerfeld value at high temperature, which

is consistent with previous calculation. However, the degree of deviation becomes smaller

with increasing impurity concentration. The violation of the Sommerfeld expansion is

one of the possible sources of the violation of the Wiedemann-Franz law, but the

present results could not resolve the inconsistency between recent electrical resistivity

and thermal conductivity measurements. Based on the present thermal conductivity

model, we calculated the conductive heat flux at the top of terrestrial cores, which is

comparable to the heat flux across the thermal boundary layer at the bottom of the

mantle. This indicates that the thermal stratification may develop at the top of the liquid

core of super-Earths, and hence, chemical buoyancies associated with the inner core

growth and/or precipitations are required to generate the global magnetic field through

the geodynamo.

Keywords: band structure, density of states, electrical resistivity, thermal conductivity, Linde’s rule, KKR-CPA

25

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://doi.org/10.3389/feart.2018.00217
http://crossmark.crossref.org/dialog/?doi=10.3389/feart.2018.00217&domain=pdf&date_stamp=2018-11-29
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles
https://creativecommons.org/licenses/by/4.0/
mailto:hitoshi.gomi@okayama-u.ac.jp
https://doi.org/10.3389/feart.2018.00217
https://www.frontiersin.org/articles/10.3389/feart.2018.00217/full
http://loop.frontiersin.org/people/521528/overview


Gomi and Yoshino Impurity Resistivity of Fe Alloys

INTRODUCTION

Because the electrical current and the heat are mainly transported
by mobile electrons in the metallic core, it is important to
understand the electron scattering mechanisms in Fe-based
alloys at high pressure and temperature to estimate the thermal
conductivity and the electrical resistivity. Gomi et al. (2013)
proposed the core resistivity model that the resistivity saturation
was firstly taken into account. Later, many studies (Kiarasi and
Secco, 2015; Gomi et al., 2016; Ohta et al., 2016, 2018; Pozzo and
Alfè, 2016a,b; Wagle et al., 2018; Xu et al., 2018) investigated
the resistivity saturation. Because of its universality, we expect
that the resistivity saturation model is applicable to metallic
cores of terrestrial planets with various pressure, temperature
and compositions. In order to improve our previous model, we
address the following two topics in this study.

The first topic of this study is the compositional effect on
the electrical resistivity of cores, namely impurity resistivity.
On the one hand, first-principles molecular dynamics (FPMD)
studies computed the effects of alloying Si, O, and S (de Koker
et al., 2012; Pozzo et al., 2013, 2014; Wagle et al., 2018). On
the other hand, high pressure experimental works investigated
the impurity resistivities of Si, Ni, S and C (Matassov, 1977;
Gomi et al., 2013, 2016; Seagle et al., 2013; Gomi and Hirose,
2015; Kiarasi and Secco, 2015; Suehiro et al., 2017; Ohta et al.,
2018; Zhang et al., 2018). In order to understand the relative
importance of light elements, Gomi et al. (2013) calculated the
impurity resistivities of C, S, and O from the impurity resistivity
of silicon by using the Linde’s rule (Norbury, 1921; Linde, 1932).
However, Suehiro et al. (2017) demonstrated the violation of
the Linde’s rule from measurements on Fe-Si-S ternary alloys.
The Linde’s rule is known as a model for impurity resistivity in
noble metal hosts, which predicts a parabolic dependence as a
function of valence difference Z between impurity element and
the host metal. The Linde’s rule is valid for impurity elements
located at the right hand side of the host noble metal in the
periodic table, however, it is strongly violated for magnetic
transition metal impurity. Therefore, application to transition
metal hosts is indeed questionable. Instead of the Linde’s rule,
we will show the relative importance of the impurity resistivity
of light alloying elements in fcc and hcp Fe by means of the
Korringa-Kohn-Rostoker method combined with the coherent
potential approximation (KKR-CPA) (Oshita et al., 2009; Kou
and Akai, 2018), which successfully reproduces the impurity
resistivities of Si and Ni in hcp Fe (Gomi et al., 2016).

The second topic of this study is the validity of theWidemann-
Franz law. The Widemann-Franz law predicts the thermal
conductivity from the electrical resistivity as:

k = LT

ρ
(1)

where k is the thermal conductivity, L is the Lorenz number,
T is the absolute temperature and ρ is the electrical resistivity.
The Lorenz number is almost independent of temperature
and common for almost all metals. The Sommerfeld value

LSomm = 1
3

π2k2B
e2

= 2.445 × 10−8 W�/K2 is widely

used as the Lorenz number, where kB is the Boltzmann’s
constant and e is electronic charge (e.g., Anderson, 1998;
Poirier, 2000; see also Appendix of Gomi and Hirose, 2015).
However, FPMD studies predict the deviation of the Lorenz
number from the Sommerfeld value (de Koker et al., 2012;
Pozzo et al., 2012, 2013, 2014; Pozzo and Alfè, 2016b). More
importantly, the experimentally determined Lorenz number
of hcp Fe, which is calculated from recent laser heated
diamond-anvil cell (LHDAC) measurements on the electrical
resistivity (Ohta et al., 2016) and the thermal conductivity
(Konôpková et al., 2016), exhibit substantially smaller than the
Sommerfeld value. Even though these LHDAC results may have
large uncertainty (Dobson, 2016), this fact suggests potential
violation of the Widemann-Franz law. Gomi and Hirose (2015)
pointed out three important approximations, which potentially
violate the Wiedemann-Franz law: omitting the additional
contribution from lattice or ionic conductivity, neglecting the
anelastic scattering, and the application of the Sommerfeld
expansion. Additionally, electron-electron scattering may affect
the Lorenz number (Pourovskii et al., 2017). Among them,
the violation of the Sommerfeld expansion may cause 2–
43% deviation from the Sommerfeld value of the Lorenz
number, if we adopt the calculated electron density of states
(DOS) of fcc and hcp Fe reported by Boness et al. (1986).
However, this argument is limited to pure Fe. As well as the
impurity resistivity calculation, the KKR-CPA method can easily
simulate the DOS of disordered alloys (Gomi et al., 2016,
2018).

This paper is organized as follows. In the section Methods,
the first-principles methods were described. The impurity
resistivities of various impurities in fcc Au were first calculated
to examine the validity and the physical origin of the violation
of the Linde’s rule (section Dilute Alloys). Then, impurity
resistivities in fcc and hcp Fe-based alloys were simulated
at high pressure (sections Dilute Alloys and Concentrated
Alloys). Simultaneously, electron DOS were computed. The
electronic specific heat was then estimated by numerical
integration based on the DOS. The numerically-calculated
specific heat values were compared with that was obtained by
the Sommerfeld expansion to discuss the possible deviation
of the Lorenz number from its Sommerfeld value (section
Electronic Specific Heat andWiedemann-Franz Law). Combined
with the present impurity resistivity and the Lorenz number,
we revised our thermal conductivity model (Gomi et al.,
2016) (section Electrical Resistivity and Thermal Conductivity
of the Earth’s Core). Finally, the model was applied to the
planetary cores with various planetary mass from 0.1 to 10
times Earth mass (section Heat Flux at the CMB of Super-
Earths).

METHODS

We carried out the first-principles electronic band structure
calculation of fcc Au-, hcp and fcc Fe-based alloys. For fcc Au
alloys, the lattice parameters are set to a = 7.71 Bohr, which
correspond the ambient pressure value. For hcp Fe alloys, the
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lattice volumes are set to 19.10, 16.27, and 9.80 Å3. These
values correspond to 40, 120, and 1,000 GPa pressure at ambient
temperature (Dewaele et al., 2006). The axial ratio was set to the
ideal value (c/a = 1.633). For fcc Fe alloys, we used the same
atomic volumes as for hcp Fe alloys. The Kohn-Sham equation
was solved by means of Korringa-Kohn-Rostoker (KKR) Green
function method, which implemented in AkaiKKR package
(Akai, 1989). The local density approximation (LDA) was
adapted to exchange-correlation potential (Moruzzi et al., 1978);
the specific choice of the exchange-correlation functional may
not significantly affect the resistivity value (see Supplementary
Figure S1 of Gomi et al., 2016). The crystal potential was
approximated by using the atomic spherical approximation
(ASA). The maximum angular momentum quantum number
was set to l = 3. Relativistic effects are considered in the
scalar relativistic approximation. The substitutional chemical
disorder is described in the coherent potential approximation
(CPA). The electrical resistivity is calculated from the Kubo-
Greenwood formula with the vertex correction (Butler, 1985;
Oshita et al., 2009; Gomi et al., 2016; Kou and Akai, 2018).
The hcp Fe-alloys have two independent resistivity components
with respect to crystallographic orientation; ρ|| and ρ⊥ are
the resistivities calculated parallel and perpendicular to the c-
axis, respectively. The resistivities of polycrystalline hcp Fe-
alloys are calculated as ρpoly = (2ρ⊥ +ρ||)/3 (Alstad et al.,
1961).

DILUTE ALLOYS

Norbury (1921) conducted systematic measurements of impurity
resistivity of dilute alloys, and found that the impurity
resistivity is enhanced with increasing horizontal distance
between the positions of impurity element and host metal
in the periodic table. Linde (1932) reported that impurity
resistivity of noble metal-based alloys is proportional to
Z2, where Z is the difference in valence between impurity
element and host metal. This relationship is observed in the
noble metal alloyed with the impurity element located at the
right hand side of the noble metal in the periodic table,
and is so-called the Linde’s rule. Mott (1936) provided an
interpretation for Linde’s rule, assuming the impurity atom
to be a point charge Z × e, where e is the elementary
electrical charge. This approximation successfully explained the
Z2 dependence of the impurity resistivity. However, impurity
elements on the left hand side of the noble metal exhibit
complicated behavior. This is reasonably explained by Friedel
model with the idea of the virtual bond state (VBS) (Friedel,
1956).

Figure 1A shows the impurity resistivities of impurity
elements with the atomic numbers from 1 (H) to 18 (Kr) in fcc
Au host. We tried to simulate both of non-magnetic and local
magnetic disorder (LMD) state for all these impurity elements,
and the LMD solution was obtained only for V, Cr, Mn, Fe, Co,
and Ni impurity. For these six impurity elements, the impurity
resistivity value is largely different between the non-magnetic
state and the LMD state, and the LMD results are consistent with

FIGURE 1 | Impurity resistivities of 1st (green cross; H and He), 2nd (blue

diamond; Li, Be, B, C, N, O, F and Ne), 3rd (orange triangle; Na, Mg, Al, Si, P,

S, Cl, and Ar) and 4th (black square; K, Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu,

Zn, Ga, Ge, As, Se, Br and Kr) period elements. (A) fcc Au-alloys at 1 bar

compared with literature values (Friedel, 1956). (B) hcp Fe-alloys at 40 GPa

compared with previous DAC experiments (Ni: Gomi and Hirose, 2015; Si:

Gomi et al., 2016; C: Zhang et al., 2018). (C) fcc Fe-alloys at 40 GPa. In

common, solid symbols with solid lines are present nonmagnetic calculations,

gray square symbols with broken line are obtained from present LMD

calculations and open symbols represent previous experiments.

previous experimental results. The impurity resistivities of the
other 12 elements without local magnetic moments show good
agreement with previous experimental results (Friedel, 1956).
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For 3rd period impurity elements located at the right hand
side of Cu in the periodic table, namely Zn, Ga, Ge and As, are
known to follow the Linde’s rule (Norbury, 1921; Linde, 1932),
and our first-principles calculations without local magnetic
moment well reproduce previous experimental results (Friedel,
1956). Our calculations on 13 to 15 group of 2nd and 3rd period
elements, which include the possible candidates of the light
elements alloying with planetary cores (C, N, O, Si, S), also show
the similar trend predicted by the Linde’s rule.

In the Figure 1A, filled squares are present first-principles
calculation without spin-polarization, which show parabola
dependence. Open squares indicate present first-principles with
local magnetic disorder (LMD), which reproduce previous
experimental results (Friedel, 1956). To discuss the Friedel
mode, we computed the partial density of states (PDOS) of
impurity elements in fcc Au (Figure 2). Figure 2A shows the
non-magnetic PDOS of Ti, V, Cr, Mn, Fe, Co, and Ni. In
fcc Au, PDOS of these transition impurities have a sharp
peak at the vicinity of the Fermi level, which is so-called
virtual bond state (VBS) (Friedel, 1956; Mertig, 1999). The
peak position shifts from high energy to low energy with
increasing the atomic number. The impurity resistivities of non-
magnetic fcc Au-based alloys exhibit the maximum coincidence
with the VBS peak across the Fermi energy. Experimental and
LMD impurity resistivity can also be explained by the peak
position relevant to the Fermi energy. Figure 2B represents
the PDOS of Cr with non-magnetic (solid line) and LMD
(broken lines). The impurity resistivity of non-magnetic Cr
is predicted to be 1.0 × 10−7 �m, which is larger than
the experimental value of 4.0 × 10−8 �m. In an opposite
manner, non-magnetic Co impurity resistivity is larger than
experimental and LMD impurity resistivity. The VBS of non-
magnetic Co is a little bit shifted to lower energy compared
with the Fermi energy, but, in LMD state, the VBS split and the
up spin peak move to the Fermi level. This causes the strong
scattering.

Figure 1B shows the impurity resistivities of hcp Fe-based
alloys at the volume of 19.1 Å3, which corresponds to the pressure
of 40 GPa for pure hcp Fe at 300K (Dewaele et al., 2006).
Experimentally determined impurity resistivities of Ni, Si, and
C are also plotted, which is interpolated between binary alloys
(Gomi and Hirose, 2015; Gomi et al., 2016; Zhang et al., 2018)
and pure Fe (Gomi et al., 2013) at ambient temperature. The
present calculations of impurity resistivities of light element
candidates (C, N, O, Si, and S) are almost identical and larger
than Ni impurity resistivity. It is well-known that the impurity
resistivity of 3d transition metal impurity in 3d transition metal
host is small, in general (Tsiovkin et al., 2005, 2006). Among
the light element candidates, the impurity resistivity increases
with increasing atomic number in the same period. Also, in
the same group, the second period atoms show higher impurity
resistivity than third period atoms, which is consistent with the
experimental fact that the impurity resistivity of C (Zhang et al.,
2018) is higher than that of Si (Gomi et al., 2016). This trend
is also observed for fcc Fe-based alloys (Figure 1C). Impurity
resistivity of H seems comparable to the other light elements,
however, it may be overestimate. In this study, we assumed that

FIGURE 2 | Partial density of states (PDOS) of impurity elements in fcc Au.

(A) PDOS of Ti (purple), V (green), Cr (cyan), Mn (orange), Fe (yellow), Co

(blue), and Ni (red) without local magnetic moment. (B) PDOS of Cr with

(broken lines) and without (solid line) local magnetic moment. (C) PDOS of Co

with (broken line) and without (solid line) local magnetic moment.

the all impurity elements substitute the Fe sites. But H is known
to enter the interstitial sites (Antonov et al., 2002; Fukai, 2006).
The partial density of states (PDOS) of interstitial H in hcp
and double hexagonal close-packed (dhcp) Fe is located at far
below the Fermi energy (e.g., Tsumuraya et al., 2012; Gomi et al.,
2018). Therefore, Gomi et al. (2018) argued that the impurity
resistivity of interstitial hydrogen is negligibly small. This is
consistent with recent DAC experiments on fcc FeHx alloys
(Ohta et al., 2018).
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CONCENTRATED ALLOYS

In the previous section, we discussed dilute alloys, however, the
Earth’s core should have a large amount of impurity elements
(e.g., Hirose et al., 2013). Gomi et al. (2016) reported the
resistivity calculation of Fe-Si and Fe-Ni alloys by using the KKR-
CPA method, as well as DAC experiments of Fe-Si alloys. Here,
we show the systematic survey of impurity resistivity of light
element candidates (C, N, O, Si, and S) and Ni in Fe-based
high concentration alloys at zero Kelvin (Figure 3 and Table 1).
Basically, impurity resistivity of light element candidates is
larger than Ni, which agree with dilute alloy results. This can
qualitatively be understood in terms of the broadening of energy
dispersion via the uncertainty relationship between energy and
time; 1E1t ≥ h̄/2, where 1E is the uncertainty in energy, 1t
is electron life time, and h̄ is the reduced Planck’s constant
(the Dirac’s constant) (Gomi et al., 2016). Figure 4 shows the
Bloch spectral function along with the path, which connects the
high symmetry points in the Brillouin zone of the hexagonal
lattice. If there is no scattering, the Bloch spectral function is
equivalent to the band structure of perfectly ordered crystal.
Indeed, the broadening features of Fe-Ni alloys are weaker
than that of other Fe-light elements alloys. At 19.10 Å3 (∼40
GPa), Si shows the largest impurity resistivity, followed by C,
S, and N. The smallest impurity resistivity is obtained from O
impurity among the light element candidates. Note that this
sequential order is completely different from that of dilute alloys
(Figure 1).

This is potentially explained by the variation of the saturation
resistivity due to the chemical composition. The electrical
resistivity of transition metals and alloys tends to saturate at high
resistivity (Mooij, 1973; Bohnenkamp et al., 2002). This resistivity
saturation is observed when the mean free path of conduction
electrons becomes comparable to the inter-atomic distance; this
condition is so-called the Mott-Ioffe-Regel criteria (Mott, 1972;
Gurvitch, 1981). This condition may be graphically identified
from the cross sections of the Bloch spectral function at the Fermi
energy (Figure 5), because the inverse of the mean free path is
proportional to the width of the Fermi surface broadening, and
the boundary of the first Brillouin zone is proportional to the
inverse of the lattice parameter (Butler and Stocks, 1984; Butler,
1985; Banhart et al., 1989; Glasbrenner et al., 2014; Gomi et al.,
2016). Gomi et al. (2016) compared the cross section of Fe-Si
and Fe-Ni alloys, and argued that the non-linear concentration-
resistivity relationship observed in Fe-Ni alloys is explained by
the Nordheim’s rule, whereas that of Fe-Si alloys is due to the
resistivity saturation. Interestingly, the broadening feature of S,
C, N and O impurity alloys are similar to the Si alloy. Especially,
the O alloy’s width seems even larger than that of Si alloy. This
suggests that the high-concentration Fe-O alloys satisfies the
Mott-Ioffe-Regel criteria, even though the impurity resistivity is
smaller than Fe-Si alloy.

We also calculated the impurity resistivity of Fe-Si-S ternary
alloys (Figure 6). The results are consistent with the DAC
measurements by Suehiro et al. (2017). Figure 6 also implies
the violation of the Matthiessen’s rule, which is a simple sum
rule of resistivity of all the scattering terms. The violation of the

Matthiessen’s rule is already reported by previous calculations
(Glasbrenner et al., 2014; Gomi et al., 2016; Drchal et al., 2017).

ELECTRONIC SPECIFIC HEAT AND

WIEDEMANN-FRANZ LAW

Only a few direct thermal conductivity measurements at high
pressure and temperature have been reported (Konôpková et al.,
2011, 2016; McWilliams et al., 2015). Even though the thermal
conductivity can directly be calculated from first-principles
calculations (Sha and Cohen, 2011; de Koker et al., 2012; Pozzo
et al., 2012, 2013, 2014; Pozzo and Alfè, 2016b; Pourovskii et al.,
2017; Wagle et al., 2018; Xu et al., 2018; Yue and Hu, 2018),
the Wiedemann-Franz law has been widely used to estimate
the thermal conductivity of the Earth’s core from the electrical
resistivity measurements (Anderson, 1998; Stacey and Anderson,
2001; Stacey and Loper, 2007; Deng et al., 2013; Gomi et al., 2013,
2016; Seagle et al., 2013; Gomi and Hirose, 2015; Ohta et al.,
2016, 2018; Hieu et al., 2017; Suehiro et al., 2017; Pommier, 2018;
Silber et al., 2018; Zhang et al., 2018) (see Williams, 2018 for a
recent review). The Lorenz number is related to the electronic
band structure (Vafayi et al., 2006; Gomi and Hirose, 2015;
Secco, 2017). Gomi and Hirose (2015) mentioned that the Lorenz
number may have up to ∼40 % uncertainty, based on the first-
principles calculations on the electronic specific heat reported
by Boness et al. (1986). However, this value was calculated only
for pure Fe. Therefore, in this section, we investigated how the
specific heat deviates from its Sommerfeld value for Fe-based
alloys.

At around the ambient temperature, the electronic specific
heat can be estimated based on the Sommerfeld expansion,

cve (T) = π2

3
k2BD(εF)T (2)

where cve is the electronic specific heat, kB is the Boltzmann
constant, εF is the Fermi energy, D(ε) is the DOS, and
T is temperature. However, this relation is violated at high
temperatures, as in terrestrial planetary cores (Boness et al., 1986;
Boness and Brown, 1990; Tsuchiya and Kawamura, 2002; Lin
et al., 2008). The exact values can be calculated from numerical
integration with the electronic density of state. Following Boness
et al. (1986), we calculated the electronic specific heat from its
definition:

cve (T) =
(

∂ue

∂T

)

v

, (3)

where ue is the internal energy of electrons, which can be
obtained from electron density of state D(ε),

ue (T) =
∫

εf (ε,T)D (ε) dε (4)

and f (ε, T) is the Fermi-Dirac distribution function,

f (ε,T) = 1

exp
{

ǫ−µ(T)
kBT

}

+ 1
. (5)
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FIGURE 3 | Impurity resistivities of concentrated Fe based alloys (A) hcp at 40 GPa, (B) fcc at 40 GPa, (C) hcp at 120 GPa, (D) fcc at 120 GPa, (E) hcp at 1000 GPa,

(F) fcc at 1000 GPa. The alloying elements are Si (purple), Ni (green), S (cyan), C (orange), N (yellow) and O (blue).

The chemical potential µ(T) is obtained from conservation of
number of electrons (ne),

ne =
∫

f (ε,T)D (ε) dε. (6)

Figure 7 shows the electron DOS of Fe-Si alloys and the
corresponding electronic specific heat. In the DOSs of pure
Fe, sharp peaks are observed around the Fermi level. However,
these sharp peaks are broaden by the effect of alloying of
impurity elements (Gomi et al., 2016). In the temperature
dependence of the electronic specific heat of Fe and Fe-Si
alloys (Figures 7B,D,F,H), the solid lines are obtained from

numerical calculation (Equations 3–6), whereas the broken lines
are calculated based on the Sommerfeld expansion (Equation
2). Boness et al. (1986) and Boness and Brown (1990) argued
that both numerical and Sommerfeld values of the electronic
specific heat show linear temperature dependences for hcp Fe for
temperatures below∼2,000K. However, at higher than∼2,000K,
the numerical value increases more rapidly than the Sommerfeld
value, which indicates the violation of the Sommerfeld expansion.
Our calculations for pure Fe broadly reproduce this temperature
dependence (Figure 7B). Such a violation is widely observed
in many metals at extremely high temperature (e.g., Tsuchiya
and Kawamura, 2002; Lin et al., 2008). On the other hand,
as Si content increases, the deviation from the Sommerfeld
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expansion becomes small (Figure 7). This trend is also found
in other Fe-light element alloys. Boness et al. (1986) argued
that the relation between the deviation and the location of
the Fermi level is within the sharp peaks of the DOS. In
this sense, in highly concentrated alloys, these sharp peaks
are smeared out because of impurity scattering. This is the
reason why the deviation from the Sommerfeld expansion is
relatively small in highly concentrated alloys. The Wiedemann-
Franz law is based on the fact that the carrier of both of electric
current and heat is conduction electrons. The pre-factor of
linear temperature dependence attributed to the result of the
Sommerfeld expansion, thus, Gomi and Hirose (2015) pointed
out the deviation of the Lorenz number from its Sommerfeld
value.

Figure 8 represents the deviation of the Lorenz number
of Fe alloyed with Ni or light element candidates as function
of temperature. The representative values at V = 16.27
Å3 and T = 4,000K or 5,500K are summarized in the
Table 2. Broadly speaking, Fe-Si alloys show relatively
large Lorenz number, whereas the alloying O tend to
decrease the Lorenz number. Also, the Lorenz number
decreases with increasing impurity concentration and/or
temperature. These trends are consistent with previous first-
principles molecular dynamics calculation (de Koker et al.,
2012).

It is worth mentioning about the relationship between energy-
dependent conductivity σ (ε) and the Lorenz number. The
thermal conductivity of metals is represented by using the
Onsager’s kinetic coefficient,

Kn =
∫

σ (ε) (ε − µ)n
(

− ∂f

∂ε

)

dε, (7)

the electrical resistivity can be described as

σ = K0, (8)

and the thermal conductivity is

k = 1

e2T

(

K2 −
K2
1

K0

)

(9)

Applying the relaxation time approximation, the energy-
dependent conductivity function can be expressed as

σ (ε) = e2

3
D (ε) {v (ε)}2 τ (ε) (10)

where D(ε) is the density of states, v(ε) is the group velocity
and τ (ε) is the relaxation-time. Pourovskii et al. (2017) focused
on the energy dependence of the relaxation-time of electron-
electron scattering. They conducted the dynamical mean-
field theory (DMFT) calculations to incorporate the electron
correlation effects and found that the hcp Fe exhibits a nearly
perfect Fermi liquid (FL) behavior, which strongly decrease
the Lorenz number and hence the thermal conductivity. Xu
et al. (2018) also carried out DMFT calculations. Although
they did not observe FL behavior at high temperature, the

TABLE 1 | Impurity resistivity of Fe-alloys at zero Kelvin.

χ (at.%) ρhcp,⊥

(µ�cm)

ρhcp,||

(µ�cm)

ρhcp,poly

(µ�cm)

ρfcc

(µ�cm)

Fe-Si ALLOYS AT V = 9.55 Å3/ATOM (P∼40 GPa).

5 29.11 37.40 31.87 19.47

10 50.85 67.75 56.49 36.25

15 67.70 89.84 75.08 50.24

20 79.95 101.67 87.19 62.76

25 89.73 107.71 95.73 75.06

30 98.45 111.69 102.86 88.03

Fe-Ni ALLOYS

5 8.38 11.61 9.46 5.26

10 18.04 20.50 18.86 11.27

15 24.84 27.84 25.84 16.75

20 29.55 34.00 31.03 21.25

25 33.34 39.21 35.30 25.32

30 36.36 43.43 38.72 28.45

Fe-S ALLOYS

5 31.49 37.61 33.53 21.31

10 48.34 61.42 52.70 38.72

15 56.38 70.47 61.08 50.62

20 60.74 72.76 64.75 57.37

25 63.28 72.41 66.32 61.25

30 64.78 71.19 66.92 63.47

Fe-C ALLOYS

5 30.86 37.45 33.05 20.13

10 50.75 64.91 55.47 36.18

15 62.30 79.62 68.07 48.49

20 69.36 85.28 74.66 57.64

25 74.22 86.90 78.45 64.05

30 77.70 86.65 80.68 68.38

Fe-N ALLOYS

5 31.19 38.11 33.50 21.49

10 46.24 59.67 50.72 35.11

15 54.00 69.07 59.02 43.64

20 58.82 72.79 63.48 49.27

25 62.23 74.12 66.20 53.29

30 64.92 74.52 68.12 56.45

Fe-O ALLOYS

5 30.32 38.16 32.94 21.61

10 42.43 56.01 46.96 34.20

15 48.33 63.30 53.32 41.58

20 52.20 66.62 57.00 46.41

25 55.22 68.53 59.65 49.97

30 57.61 69.85 61.69 52.65

Fe-Si ALLOYS AT V = 8.14 Å3/ATOM (P ∼ 120 GPA).

5 26.82 34.58 29.41 18.22

10 46.62 62.39 51.88 33.59

15 62.08 82.74 68.97 46.44

20 74.07 94.98 81.04 57.92

25 83.55 101.32 89.47 69.12

30 91.98 105.30 96.42 81.03

(Continued)
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TABLE 1 | Continued

χ (at.%) ρhcp,⊥

(µ�cm)

ρhcp,||

(µ�cm)

ρhcp,poly

(µ�cm)

ρfcc

(µ�cm)

Fe-Ni ALLOYS

5 7.79 9.39 8.33 4.70

10 16.87 16.27 16.67 10.49

15 22.00 25.76 23.25 14.98

20 26.49 30.66 27.88 18.75

25 30.01 35.26 31.76 22.48

30 32.70 39.17 34.86 25.47

Fe-S ALLOYS

5 28.88 34.75 30.83 19.52

10 46.10 58.91 50.37 36.04

15 54.75 69.09 59.53 49.10

20 59.49 72.01 63.66 57.15

25 62.24 71.80 65.43 61.32

30 63.87 70.34 66.03 63.30

Fe-C ALLOYS

5 28.60 35.28 30.82 18.63

10 47.58 61.48 52.22 33.43

15 59.42 76.96 65.27 45.27

20 66.91 83.75 72.52 54.99

25 71.97 85.86 76.60 62.62

30 75.54 85.79 78.95 68.20

Fe-N ALLOYS

5 29.59 30.56 29.92 19.99

10 44.10 56.67 48.29 33.21

15 51.22 65.48 55.97 41.39

20 55.21 68.22 59.54 46.65

25 57.88 68.77 61.51 50.34

30 59.92 68.56 62.80 53.16

Fe-O ALLOYS

5 28.61 33.23 30.15 20.20

10 39.67 51.43 43.59 31.85

15 44.77 58.07 49.20 38.69

20 48.15 61.04 52.44 43.23

25 50.79 62.67 54.75 46.57

30 53.02 63.83 56.62 49.19

Fe-Si ALLOYS AT V = 4.90 Å3/ATOM (P∼1,000 GPA).

5 17.83 20.32 18.66 12.24

10 30.13 36.60 32.29 22.49

15 39.60 48.54 42.58 31.36

20 47.84 57.28 50.98 39.29

25 55.60 64.51 58.57 46.80

30 63.12 71.51 65.92 54.36

Fe-Ni ALLOYS

5 4.87 5.38 5.04 2.98

10 9.48 10.18 9.71 6.21

15 13.60 14.67 13.95 8.92

20 16.66 18.79 17.37 11.46

25 19.14 22.27 20.19 14.00

30 21.29 25.03 22.53 16.10

(Continued)

TABLE 1 | Continued

χ (at.%) ρhcp,⊥

(µ�cm)

ρhcp,||

(µ�cm)

ρhcp,poly

(µ�cm)

ρfcc

(µ�cm)

Fe-S ALLOYS

5 19.03 21.11 19.72 12.88

10 31.78 38.30 33.95 23.85

15 41.40 51.35 44.72 33.72

20 48.72 60.63 52.69 43.18

25 53.94 66.41 58.09 52.23

30 58.19 69.22 61.87 58.84

Fe-C ALLOYS

5 19.11 21.10 19.77 12.43

10 31.05 37.05 33.05 22.27

15 40.35 49.32 43.34 30.34

20 48.49 61.30 52.76 37.55

25 51.74 71.76 58.42 44.55

30 54.73 72.70 60.72 51.64

Fe-N ALLOYS

5 20.48 22.30 21.08 13.31

10 31.37 37.34 33.36 23.45

15 37.51 46.04 40.35 31.00

20 39.96 49.63 43.18 36.42

25 41.96 50.92 44.95 40.18

30 44.01 51.44 46.48 42.79

Fe-O ALLOYS

5 20.15 22.56 20.95 14.03

10 28.10 34.64 30.28 22.95

15 32.20 40.61 35.00 28.80

20 35.03 43.81 37.96 33.03

25 37.44 45.78 40.22 36.26

30 39.58 47.14 42.10 38.77

energy dependence of the relaxation-time reduced the Lorenz
number by 20–45% of the Sommerfeld value. Yue and Hu
(2018) calculated the thermal conductivity of hcp Fe based on
the non-equilibrium ab initio molecular dynamics (NEAIMD)
simulation, which simultaneously incorporates the electron-
phonon and electron-electron scattering. On the other hand,
the present study focused on the energy dependence of the
DOS, via the electronic specific heat, which also relates to the
energy dependent conductivity as Equation (10). These recent
theoretical assessments on the Lorenz number have been partly
motivated by the inconsistency of experimental results between
the electrical resistivity measurement by Ohta et al. (2016) and
the thermal conductivity measurements by Konôpková et al.
(2016) (see also Dobson, 2016). The theoretical works are broadly
consistent with the experimental result of low resistivity (Ohta
et al., 2016), however, failed to reproduce the low thermal
conductivity (Konôpková et al., 2016). Pourovskii et al. (2017)
reported k = 190 W/m/K for hcp Fe at the inner core boundary
(ICB) condition. Xu et al. (2018) suggested k = 97 W/m/K
for hcp Fe at the CMB. Yue and Hu (2018) obtained k ∼ 190
W/m/K for hcp Fe at both of the CMB and ICB. These values
are significantly higher than k = 33 and 46 W/m/K at the CMB
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FIGURE 4 | The band structure of hcp Fe-based alloys with the volume of 19.10 Å3 (∼40 GPa). The Fermi energy is set to be 0 Ry. The compositions are (A)

Fe0.95Si0.05, (B) Fe0.85Si0.15, (C) Fe0.70Si0.30, (D) Fe0.95Ni0.05, (E) Fe0.85Ni0.15, (F) Fe0.70Ni0.30, (G) Fe0.95S0.05, (H) Fe0.85S0.15, (I) Fe0.70Si0.30, (J)

Fe0.95C0.05, (K) Fe0.85C0.15, (L) Fe0.70C0.30, (M) Fe0.95N0.05, (N) Fe0.85N0.15, (O) Fe0.70N0.30, (P) Fe0.95O0.05, (Q) Fe0.85O0.15 and (R) Fe0.70O0.30.
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FIGURE 5 | The cross section of the Bloch spectral function at the Fermi energy (Fermi surface) of hcp Fe-based alloys with the volume of 19.10 Å3 (∼40 GPa). The

compositions are (A) Fe0.95Si0.05, (B) Fe0.85Si0.15, (C) Fe0.70Si0.30, (D) Fe0.95Ni0.05, (E) Fe0.85Ni0.15, (F) Fe0.70Ni0.30, (G) Fe0.95S0.05, (H) Fe0.85S0.15, (I)

Fe0.70Si0.30, (J) Fe0.95C0.05, (K) Fe0.85C0.15, (L) Fe0.70C0.30, (M) Fe0.95N0.05, (N) Fe0.85N0.15, (O) Fe0.70N0.30, (P) Fe0.95O0.05, (Q) Fe0.85O0.15 and (R)

Fe0.70O0.30.
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FIGURE 6 | Impurity resistivity of hcp Fe100−xSix binary (green) and

Fe95−xSixS5 ternary (purple) alloys as a function of silicon content at the

volume of 19.10 Å (∼40 GPa) and zero Kelvin. Gray broken line shows the

sum of the resistivity of Fe95S5 and Fe100−xSix (the Matthiessen’s rule). The

orange cross represents the resistivity of hcp Fe89.3Si5.7S5.0 alloy measured

at ∼40 GPa and ambient temperature (Suehiro et al., 2017).

and ICB, respectively (Konôpková et al., 2016). This situation is
not altered by considering the effect of alloying on the energy
dependence of DOS obtained by this study, and the uncertainties
due to the deviation from the Sommerfeld value may be smaller

ρph,ideal (V ,T) = B (V)

(

T

2D (V)

)5 ∫ 2D(V)
T

0

x5dx

(exp (x) − 1)(1− exp (−x))
(14)

than 30% for the Earth’s core (see Table 2). Therefore, we
conclude that, even though it is a not good approximation for
pure Fe, the Sommerfeld value is a good proxy of the Lorenz
number of the planetary cores.

ELECTRICAL RESISTIVITY AND THERMAL

CONDUCTIVITY OF THE EARTH’S CORE

In the section Concentrated Alloys, we computed the impurity
resistivity of Ni and light element candidates (C, N, O, Si, and
S). In the section Electronic Specific Heat and Wiedemann-
Franz Law, we computed the electron DOS of Fe-based
alloys to estimate the Lorenz number, which varies with
pressure, temperature, impurity species and concentration. In
this section, we first calculated the total resistivity of the
Earth’s core by combining the impurity resistivity and phonon-
contributed resistivity following Gomi et al. (2016). Then, we
estimated the thermal conductivity via the Wiedemann-Franz
law (Equation 1) using the present resistivity and the Lorenz
number.

The total electrical resistivity was calculated from the Cote
and Meisel (1978) model combined with the present impurity
resistivity and the phonon-contributed resistivity modeled by
Gomi et al. (2013, 2016, 2018).

ρtot(V ,T) =
(

1− ρtot (V ,T)

ρsat (V)

)

ρph,ideal(V ,T)

+ ρimp(V) exp(−2W(V ,T)) (11)

where ρtot(V, T) is the total electrical resistivity, ρsat(V) is
the saturation resistivity, ρph,ideal(V, T) is the “ideal” phonon-
contributed resistivity, which neglects the effect of the resistivity
saturation, ρimp(V) is the impurity resistivity, and exp(−2W(V,
T)) is the Debye Waller factor, which gives the temperature
dependence of the impurity resistivity. Because the resistivity
saturation phenomena occurs when the mean free path becomes
comparable to the inter atomic distance, the saturation resistivity
may scale by V1/3 (Gomi et al., 2013)

ρsat (V) = ρsat (V0)

(

V

V0

)
1
3

(12)

where ρsat(V0) = 1.68 × 10−6 �m is the saturation resistivity
of bcc and fcc Fe-based alloys (Bohnenkamp et al., 2002). The
phonon-contributed resistivity of hcp Fe at ambient temperature
was obtained from previous measurement (Gomi et al., 2013) as

ρ (V , 300 K) = 5.26× 10−9 ×
(

1.24− V

V0

)−3.21

�m (13)

The “ideal” phonon-contributed resistivity can be
extrapolated from the ambient temperature resistivity by
using the Bloch-Grüneisen formula,

where B(V) is the material constant, which can be obtained from
Equation (13), and ΘD(V) is the Debye temperature (Dewaele
et al., 2006). Assuming the Debye model, W(V, T) can be
calculated as Markowitz (1977)

W(V ,T) = 3ℏ2K2T2

2mkB2
3
D

∫

2D
T

0

(

1

exp (x) − 1
+ 1

2

)

xdx (15)

where h is the reduced Planck’s constant (the Dirac’s constant),
m is the atomic mass, K(V) ∼ π /a is the electronic wave vector
transfer, where a is the lattice parameter. The impurity resistivity
ρimp(V) is obtained from the present DFT calculations of hcp
Fe-based alloys. The resistivity of the solid Fe alloy depends on
the crystal structure (Figures 1, 3). The crystal structure of Fe at
the Earth’s core pressure is known to be hcp (Tateno et al., 2010;
Smith et al., 2018). However, its stability field may be influenced
by further compression (Stixrude, 2012). Alloying elements also
affect the crystal structure: Ni extends the stability field of fcc
phase (Kuwayama et al., 2008), H stabilizes dhcp structure (Gomi
et al., 2018) and Si favors B2 or body-centered cubic (bcc)
structure (Tateno et al., 2015; Ozawa et al., 2016). Recent shock
compression experiments on Fe with 15 wt.% Si suggest that
bcc structure is stable at the center of super-Earth with three
times Earth mass (Wicks et al., 2018). Although the solid phase
crystal structure is important, we simply assumed that the hcp Fe

Frontiers in Earth Science | www.frontiersin.org November 2018 | Volume 6 | Article 21735

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Gomi and Yoshino Impurity Resistivity of Fe Alloys

FIGURE 7 | Density of states (DOS) (A,C,E,G) and corresponding electronic specific heat (B,D,F,H). Green broken lines represent the electronic specific heat

obtained from the Sommerfeld expansion.

alloys are good proxy. The spin disorder scattering is potentially
important (Drchal et al., 2017), especially for small planets with
hydrogen containing core (Gomi et al., 2018). But in this study,
we neglect this effect. It is known that the resistivity change upon
melting is very small for transition metals at 1 bar (e.g., Van
Zytveld, 1980). Van Zytveld (1980) reported that the resistivity
increase upon melting is ∼8% for Fe. The ratio of resistivity
between liquid and solid phase at themelting temperature, ρL/ρS,
is generally very close to unity for transition metals, but it
is also known to be ∼1.5 for alkali metals and ∼2 for noble
metals (Mott, 1934; Cusack and Enderby, 1960; Faber, 1972). This
systematic trend was also confirmed by Secco and co-workers

at high pressure (Ezenwa and Secco, 2017a,b,c; Ezenwa et al.,
2017; Silber et al., 2017, 2018). Mott (1934) considered that the
resistivity change uponmelting is related to the entropy of fusion,
and semi-empirically formulated as follows:

ρL

ρS
= exp

(

2Sm

3R

)

(16)

where Sm is the entropy of fusion and R is the gas constant. This
model shows good agreement with large resistivity ratio observed
in alkali and noble metals, however, it cannot account the small
degree of the resistivity jump of transition metals. One possible
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FIGURE 8 | The deviation of the Lorenz number from the Sommerfeld value predicted by the electronic specific heat of hcp Fe0.95X0.05, Fe0.85X0.15 and

Fe0.70X0.30, where X is Si (purple), Ni (green), S (cyan), C (orange), N (yellow) and O (blue) at the volume of V = 19.10 Å3 (P ∼ 40 GPa at 300K) (A–C), 16.27 Å3

(P∼120 GPa at 300K) (D–F) and 9.80 Å3 (P∼1,000 GPa at 300K) (G–I). Black broken lines are pure Fe for comparison.

modification of this model is the incorporation of the effect
of the resistivity saturation (Mott, 1972); the solid transition
metals exhibit already large electrical resistivity at the melting
temperature, which is comparable to the saturation resistivity.
As a result the saturation suppresses the resistivity jump upon
melting. The other model was proposed by Wagle and Steinle-
Neumann (2018) based on the Ziman approximation (Ziman,
1961), which yields the following equation

ρL

ρS
=
(

KT,L

KT,S

)−1
(

ρden
L

ρden
S

)−2

(17)

where KT ,L and KT ,S are the isothermal bulk modulus, ρden
L and

ρden
S are the density of liquid and solid metal, respectively. This

model can reasonably reproduce the small jump of transition
metals, as well as the large contrast of simple metals (e.g., Na
and Al). However, it systematically underestimates the resistivity
ratio of closed d-shell metals (Zn and noble metals). These two
models may be verified by investigating the pressure dependence
of the resistivity ratio. If the former model is correct, the

resistivity ratio may increase with increasing pressure, because
the resistivity of hcp Fe decreases faster than theV1/3 dependence
of the saturation resistivity (Gomi et al., 2013). On the other
hands, if the latter model is correct, the resistivity ratio may
not significantly change (Wagle and Steinle-Neumann, 2018).
The results of high-pressure melting experiments are still
controversial. Secco and Schloessin (1989), Silber et al. (2018),
and Ezenwa and Secco (2017c) measured the resistivity of Fe
and Co, respectively. These measurements on transition metals
verified the small degree of the resistivity jump upon melting
even at high pressure 12 GPa. Deng et al. (2013) also measured
the resistivity of Fe, but their results seem to have large resistivity
enhancement upon melting at the identical pressure. Pommier
(2018) reproduced the Deng et al. (2013)’s results at 4.5 GPa.
Ohta et al. (2016) carried out the melting experiments in a laser-
heated diamond-anvil cell showing∼20% increase upon melting
at 51 GPa. Bi et al. (2002) measured the electrical resistivity of
shock induced melting of Fe with melt fraction of 0.7 at 208 GPa.
The resultant resistivity values follow the general trend obtained
in the solid phase region along the Hugoniot, which suggests
the absence of large resistivity change upon melting. In this
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TABLE 2 | Transport properties of Fe-alloys at the Earth’s outer core (V = 16.27 Å3).

χ (at.%) T = 4,000K T = 5,500 K

ρ (µ�cm) L/Lsomm k (W/m/K) ρ (µ�cm) L/Lsomm k (W/m/K)

Fe-Si ALLOYS

5 70.92 1.331 183.41 79.93 1.268 213.21

10 85.00 1.241 142.62 92.20 1.172 170.74

15 95.71 1.172 119.67 101.53 1.099 145.48

20 103.27 1.116 105.59 108.12 1.042 129.46

25 108.56 1.065 95.85 112.72 0.991 118.13

30 112.91 1.021 88.36 116.51 0.949 109.41

Fe-Ni ALLOYS

5 57.71 1.354 229.24 68.43 1.292 253.68

10 62.94 1.238 192.17 72.98 1.171 215.55

15 67.06 1.145 166.83 76.57 1.077 188.95

20 69.96 1.058 147.76 79.10 0.990 168.14

25 72.39 0.985 132.92 81.22 0.916 151.62

30 74.34 0.923 121.29 82.91 0.854 138.37

Fe-S ALLOYS

5 71.81 1.321 179.80 80.71 1.255 208.93

10 84.05 1.203 139.80 91.38 1.129 166.04

15 89.79 1.099 119.60 96.38 1.023 142.64

20 92.38 1.025 108.41 98.63 0.947 129.01

25 93.49 0.973 101.69 99.60 0.894 120.59

30 93.87 0.935 97.31 99.93 0.856 115.07

Fe-C ALLOYS

5 71.80 1.309 178.16 80.70 1.245 207.24

10 85.21 1.205 138.22 92.39 1.135 165.01

15 93.39 1.128 118.08 99.51 1.055 142.39

20 97.93 1.063 106.07 103.47 0.988 128.32

25 100.49 1.011 98.28 105.70 0.936 118.94

30 101.96 0.970 93.00 106.98 0.896 112.53

Fe-N ALLOYS

5 71.24 1.262 173.05 80.21 1.194 199.99

10 82.75 1.162 137.23 90.24 1.084 161.44

15 87.56 1.095 122.17 94.43 1.011 143.87

20 89.80 1.046 113.85 96.38 0.960 133.77

25 91.04 1.011 108.54 97.46 0.924 127.35

30 91.84 0.985 104.84 98.16 0.899 123.05

Fe-O ALLOYS

5 71.38 1.274 174.43 80.34 1.196 199.98

10 79.81 1.142 139.85 87.68 1.050 160.93

15 83.32 1.055 123.71 90.74 0.953 141.14

20 85.35 0.997 114.11 92.51 0.887 128.87

25 86.80 0.955 107.55 93.77 0.839 120.25

30 87.97 0.924 102.69 94.79 0.803 113.76

study, we assume that the resistivity difference between liquid and
solid Fe-alloys is very small. This may be good approximation,
because, even if the former model is correct, the total core
resistivity may be close to the saturation resistivity because
of large impurity resistivity. Finally, the thermal conductivity
is calculated via the Wiedemann-Franz law (Equation 1) with
the predicted Lorenz number from the electronic specific heat
(see section Electronic Specific Heat and Wiedemann-Franz
Law).

Figure 9 illustrates the electrical resistivity of Fe alloyed with
5, 15, or 30 atomic % impurity elements at the volume of
19.10, 16.27, and 9.80 Å3. The electrical resistivity increases with
increasing impurity concentration. The impurity resistivity of Si
is the largest and that of Ni is the smallest, as already discussed in
the section Concentrated Alloys. The electrical resistivity is also
enhanced at high temperatures following the Bloch-Grüneisen
formula (Equation 14). At high resistivity ∼100 µ�cm, the
total resistivity saturates. The saturation resistivity decreases with
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FIGURE 9 | Electrical resistivity of hcp Fe0.95X0.05, Fe0.85X0.15, and Fe0.70X0.30, where X is Si (purple), Ni (green), S (cyan), C (orange), N (yellow), and O (blue) at the

volume of V = 19.10 Å3 (P∼40 GPa at 300K) (A–C), 16.27 Å3 (P ∼ 120 GPa at 300K) (D–F), and 9.80 Å3 (P ∼ 1,000 GPa at 300K) (G–I). Black broken lines are

pure Fe for comparison.

increasing pressure via the Equation (12). Figure 10 represents
the thermal conductivity of Fe alloyed with 5, 15, or 30 atomic
% impurity elements at the volume of 19.10, 16.27, and 9.80
Å3. The temperature and impurity concentration dependences
of the thermal conductivity are more complicated compared
with the electrical resistivity. At low temperatures smaller
than ∼5,000K, the thermal conductivities of Fe based alloys
have positive temperature coefficient because of the following
reason. First, it should be noted that the Wiedemann-Franz law
(Equation 1) predicts the linear temperature dependence, if the
electrical resistivity and the Lorenz number are independent of
temperature. This condition is nearly satisfied for the electrical
resistivity of Fe-light element alloys because, at low temperatures,
the impurity resistivity is predominant. Also, as shown in
Figure 8, the Lorenz number exhibits positive temperature
coefficient. Combining these two temperature effects, the thermal
conductivity initially increases with increasing temperature.
Above 5,000K, the thermal conductivity becomes insensitive
to temperature. The temperature coefficient of the resistivity
becomes small due to the resistivity saturation (Figure 9),
whereas the Lorenz number tends to decrease with increasing

temperature (Figure 8). Therefore, the effects of temperature
on the Lorenz number and the linear temperature factor in
the Wiedemann-Franz law are canceled out, which result in
the nearly constant thermal conductivity at high temperature.
Table 2 summarized the electrical resistivity, the Lorenz number
and the thermal conductivity of Fe alloys at V = 16.27 Å3 and
T = 4,000 or 5,500K, which correspond to the Earth’s outer core
conditions. Considering the compositional effects, our preferred
thermal conductivity is higher than∼90 W/m/K.

HEAT FLUX AT THE CMB OF

SUPER-EARTHS

The recent developments of astronomical observation can allow
to find many terrestrial exoplanets. The exoplanets with the
masses of <10 times the Earth’s mass (ME) are so-called super-
Earths (e.g., Valencia et al., 2007; Charbonneau et al., 2009).
Some of these planets locate within the habitable zone, suggesting
the presence of liquid water at the surface of the planet (e.g.,
Anglada-Escudé et al., 2012; Gillon et al., 2017). In term of the
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FIGURE 10 | Thermal conductivity of hcp Fe0.95X0.05, Fe0.85X0.15, and Fe0.70X0.30, where X is Si (purple), Ni (green), S (cyan), C (orange), N (yellow), and O (blue) at

the volume of V = 19.10 Å3 (P∼40 GPa at 300K) (A–C), 16.27 Å3 (P∼120 GPa at 300K) (D–F), and 9.80 Å3 (P∼1,000 GPa at 300K) (G–I). Black broken lines are

pure Fe for comparison.

surface habitability, the existence of the global magnetic fields is
a necessary condition. The planetary magnetic field is generated
via the geodynamo driven by thermal and/or chemical convective
motion in the liquid outer core. If super-Earths have thermally
driven geodynamo, the heat flux through the bottom of mantle,
qCMB, must be higher than the conductive heat flux along the
adiabatic temperature gradient at the top of their core

qs = k

(

∂T

∂r

)

S

= k
ρdengγ

KS
T (18)

where k is the thermal conductivity, ρden is the density, g is the
gravity, γ is the Grüneisen parameter and KS is the adiabatic
bulk modulus. Morard et al. (2011) suggested the absence of
liquid core in the super Earth from the first-principles calculation
of melting temperature of Fe. Many studies investigated the
mantle convection in the super-Earths with varying physical
quantities. The effects of depth increasing mantle viscosity
(Tackley et al., 2013), thermal conductivity (Kameyama and
Yamamoto, 2018) and compressibility (CíŽková et al., 2017)

suppress the mantle convection in the deep portion of the super-
Earths. The phase transitions of mantle materials with negative
Clapeyron slope also contribute as a stratification of the mantle
(Umemoto et al., 2006; Tsuchiya and Tsuchiya, 2011; McWilliams
et al., 2012). On the other hand, Stixrude (2014) argued the
energetics of accretion, giant impact and core formation events
of the super-Earths, and concluded that the mantle convection is
sufficiently vigorous to sustain the geodynamo. Miyagoshi et al.
(2017) demonstrated the occurrence of thermal convection in
the mantle of super-Earth from numerical mantle convection
simulations with initially hot shallow mantle conditions, which is
expected due to giant impacts. Tachinami et al. (2011) calculated
the thermal evolution of the cores of super-Earths coupled
with the mixing-length theory for the mantle convective heat
transfer, in order to discuss the possibility of the thermally
driven geodynamo. However, they adopted the core thermal
conductivity of k = 40 W/m/K, which is one order smaller than
the present estimate for the 10 Earth mass planet. The purpose
of this section is to calculate the conductive heat flux at the top
of the liquid core of super-Earths with high thermal conductivity
inferred from the previous sections.
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To calculate the energy balance in the super-Earths, one-
dimensional density and temperature model is required (e.g.,
Valencia et al., 2006; Papuc and Davies, 2008; Tachinami et al.,
2011). In this study, we read the density profile of super-Earths
from Figure 1 of Tachinami et al. (2011). Hence, the planetary
masses of our model are 0.1, 0.2, 0.5, 1, 2, 5, and 10 times to the
Earth’s mass (ME). The gravity profile can be calculated from

g(r) = G
M(r)

r2
(19)

where G = 6.67408 × 10−11 m3/kg/s2 is the gravitational
constant,M(r) is the inner mass of the radial position r. The mass
of the inner core Mc is assumed to be 30% of the planetary mass
Mp. The pressure-density relation at the reference temperature
T0 = 300K is given by the Vinet equation of state (EOS):

P(ρden,T0) = 3K0

(

ρden
0

ρden

)−
2

3
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(20)

where ρden
0 , K0 and K ′

0 are density, bulk modulus and its
pressure differentiation at zero pressure, respectively. These

parameters are given as ρden
0,Fe = 8,300 kg/m3, K0,Fe = 164.8 GPa

and K ′
0,Fe = 5.33 for Fe liquid, whereas ρden

0,FeS = 5,330 kg/m3,

K0,FeS = 126 GPa and K ′
0,FeS = 4.8 for FeS liquid (see Tachinami

et al., 2011 and references therein). The EOS parameters for the
outer core of Fe-FeS liquid mixture are given as function of mass
fraction of S as

xFeS = xS
ZFe + ZS

ZS
(21)

ρden
0,OC =

(

1− xFeS

ρden
0,Fe

+ xFeS

ρden
0,FeS

)−1

(22)

K0,OC = 1

ρden
0,OC

1

1− xFeS

ρden
0,Fe

1

K0,Fe
+ xFeS

ρden
0,FeS

1

KFeS

(23)

K′
0,OC = −1+ ρden

0,FeK
2
0,OC

(

1− xFeS

ρden
0,Fe

1+ K′
0,Fe

K2
0,Fe

+ xFeS

ρden
0,FeS

1+ K′
0,FeS

K2
0,FeS

)

(24)

where xFe, xFeS are mass fractions of Fe and FeS, ZFe = 55.845
and ZS = 32.065 are mass of Fe and S. Following Tachinami et al.
(2011), we assumed the bulk S content is set to be x0S = 0.1 and
also assumed that S completely partition into the outer core, the
mass fraction of S can be calculated as

xS = x0S
Mc

Mc −Mic
(25)

where Mc and Mic are the mass of bulk and inner core,
respectively. In this study, we only considered the situation that

Mic = 0.06 Mc, which is close to the present Earth’s value.
This leads xS = 0.10638. Our assumption of pure Fe inner
core may look unrealistic, however, note that the present heat
flux calculation does not refer the chemical composition of
the inner core. The isothermal bulk modulus at the reference
temperature is obtained by differentiation of the Vinet density-
pressure equation of states:
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The thermal effect on the equation of states is incorporated as
the thermal corrections by the Mie-Grüneisen equation with the
Debye model as:

P
(

ρden,T
)

= P
(

ρden,T0

)

+ 1Pth(ρ
den,T) (27)

1Pth

(

ρden,T
)

=
( γ

V

) (

Eth

(

ρden, T
)

− Eth(ρ
den,T0)

)

(28)

Similarly, the thermal effect on the isothermal bulk modulus is
represented as follows (Stixrude and Lithgow-Bertelloni, 2005):

KT

(

ρden,T
)

= KT

(

ρden,T0

)

+ 1KT(ρ
den,T) (29)
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(30)
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= 9nkBT
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2D

)3 ∫ 2D
T

0

x3

exp (x) − 1
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(

T

2D

)3 ∫ 2D
T

0

x4 exp(x)
(

exp (x) − 1
)2
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where V is the molar volume (1/V = ρden/V0ρ
den
0 ).

KS = KT(1 + 1αγT) (33)

α = γCv

VKT
(34)

The Grüneisen parameter can be calculated as follows:

γ = γ0

(

ρden
0

ρden

)q

(35)
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FIGURE 11 | (A) Thermal conductivity of terrestrial planets at the top of the

core as functions of planetary mass normalized to the Earth’s mass (ME).

Purple line with circles indicates present estimate. Gray broken line represents

previous scaling (Stixrude, 2014). (B) The heat flux at the CMB as a function of

planetary mass. Purple solid line with circles indicates conductive heat flux

along the isentropic temperature gradient at the top of the core. Green broken

lines indicate the calculated heat flux across the thermal boundary layer (TBL)

at the bottom of the mantle with assumed viscosity (see text). Gray broken line

shows the previous estimate of the heat flux across the TBL (Stixrude, 2014).

with the parameter values of γ 0 = 1.36 and q= 0.91 for the outer
core liquid (see Tachinami et al., 2011 and references therein).
The melting temperature of Fe at the ICB is estimated based on
Anzellini et al. (2013) as

Tm,Fe = TTP

(

P − PTP

161.2
+ 1

)
1

1.72

(36)

where PTP = 98.5 GPa and TTP = 3,712K. This extrapolation
is same as the first-principles calculation (Morard et al., 2011).
The ICB temperature should be equal to the melting temperature
of Fe-S alloy at the ICB pressure, which may be lower than
the melting temperature of pure Fe. Such melting temperature
depression is expressed as TICB = (1 – χS)Tm,Fe (Usselman,
1975; Stevenson et al., 1983). Assuming the adiabatic temperature
gradient, the temperature profile can be calculated by solving the

following ordinary differential equation:

dT

dr
= −ρdengγ

KS
T (37)

We estimated the thermal conductivity of the top of the
core of super-Earths from KKR-CPA calculation of Fe82.83S37.13
alloys combined with phonon scattering (see section Electrical
Resistivity and Thermal Conductivity of the Earth’s Core)
(Figure 11A). The thermal conductivity of 1 ME planet is
calculated to be k = 124 W/m/K. The thermal conductivity
increases with increasing planetary mass, and is k = 361 W/m/K
for the 10 ME planet. Stixrude (2014) extrapolate the thermal

conductivity from Pozzo et al. (2012), which yields k ∝ M
1
2
p . Our

thermal conductivity values are basically consistent with Stixrude
(2014). The actual heat flux across the CMB is regulated by the
thermal conduction at the thermal boundary layer (TBL) located
at the bottom of the mantle.

qTBL = kTBL
1TTBL

δ
(38)

where kTBL = 10 W/m/K is the thermal conductivity of the TBL,
1TTBL is the temperature difference between top and bottom of
the TBL, and δ is the thickness of the TBL. To discuss the thermal
convection in the mantle, a dimensionless number, Ra, which is
so-called the Rayleigh number, is usually used.

Ra = ρdengα1Td3

κη
(39)

where 1T and d are the temperature difference and thickness
between top and bottom of the layer, respectively, κ is the thermal
diffusivity, and η is the viscosity. Note that

κ = k

ρdenCp
(40)

where CP is the isobaric specific heat. According to the thermal
boundary layer theory, the thickness of the TBL can be estimated
from the condition that the local Rayleigh number of the TBL,
Ral is nearly equal to the critical Rayleigh number Rac, which is
∼650 for thermal convection.

Ral =
(

ρgα

κη

)

l

δ31TTBL ∼ Rac ∼ 650 (41)

The temperature profile of the mantle is calculated from
the adiabatic temperature gradient with assumed potential
temperature to be 1,600K. Figure 11B plots the conductive heat
flux at the top of the liquid core as function of the planetary mass
normalized by the Earth’s mass (Equation 18). The conductive
flux increases rapidly with increasing the planetary mass, mainly
because of the internal temperature. The green broken lines
indicate the total core cooling across the CMB (Equation 38),
which strongly depends on the mantle viscosity. The calculated
TBL heat flux values are qTBL = 111, 54 and 26 mW/m2 forMp =
1ME planet with the viscosity values of η = 1022, 1023, and 1024
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Pa·s, respectively. These values correspond to the Earth’s CMB
heat flux, which is ranging from 33 to 99 mW/m2 (5–15 TW)
(e.g., Lay et al., 2008). At 1 ME, the core conductive heat flux is
comparable or larger than the thermal boundary layer heat flux.
In this case, the liquid core may partly stratify (Labrosse et al.,
1997; Lister and Buffett, 1998; Pozzo et al., 2012; Gomi et al.,
2013; Labrosse, 2015; Nakagawa, 2017), which is consistent with
seismic observation (Tanaka, 2007; Helffrich and Kaneshima,
2010). Considering increase of core thermal conductivity with
depth, before the onset of the inner core growth, the fluid core
tends to be stratified from the bottom (Gomi et al., 2013).
This in turn means that purely thermal buoyancy cannot drive
the convection, if the top of the core is subisentropic. Hence,
additional chemical buoyancies are necessary to maintain the
geodynamo. In our Earth, the chemical buoyancy arising from
the growing inner core contributes large portion of geodynamo
efficiency (e.g., Lister and Buffett, 1995; Labrosse, 2015). Recently,
MgO or SiO2 precipitation is proposed for another source of
chemical buoyancy (O’rourke and Stevenson, 2016; Hirose et al.,
2017). Assuming that the mantle viscosity is independent of
the planetary mass, the magnitude relation between the core
adiabatic heat flux and the TBL heat flux ofMp > 1ME is similar
to that ofMp = 1ME, which suggests that the similar situation is
predicted in the super-Earths: thermally stratified layer at the top
of the liquid core and a requirement of chemical buoyancies for
geodynamo.

In this study, we considered only one specific scenario
with many assumptions, however, many scenarios should be
considered because of large uncertainties of material properties
other than the thermal conductivity of the core. One of
the most important uncertainty may be caused by viscosity
of the mantle (Tachinami et al., 2011; Tackley et al., 2013).
Experimental and theoretical studies suggested that the lattice
thermal conductivity of the mantle strongly depends on pressure,
temperature and phase transitions (Manthilake et al., 2011; Ohta
et al., 2012; Dekura et al., 2013). In addition to the lattice
thermal conductivity, the radiative conductivity may become
important because it is expected to enhance with temperature,
although the value is controversial (Goncharov et al., 2008;
Keppler et al., 2008). Since we are interested in the super-
Earth located within the habitable zone that have the surface
liquid water, we assumed that the mantle potential temperature
may be comparable to that of the Earth T = 1,600K. On the
other hand, Stixrude (2014) suggests a higher mantle potential
temperature due to accretion. Miyagoshi et al. (2017) concluded
that if shallow part of the mantle was hotter than the adiabatic
temperature extrapolated from the deeper mantle at the initial
stage of mantle convection, such layered structure continues
more than several billion years. Furthermore, if the temperature
is sufficiently high to melt the mantle material, dynamo process
in the magma ocean can also be possible due to high electrical
conductivity of melt (McWilliams et al., 2012; Soubiran and
Militzer, 2018). Similarly, the core temperature is also uncertain.
We just assumed the inner core radius to determine the core
adiabat, however, Morard et al. (2011) suggested that the core
temperature is too low to melt the metallic core. The internal
temperature should vary with time. Therefore, simulations of

coevolution of thermally coupled mantle and core are needed for
the future work.

SUMMARY

We conducted KKR-CPA-DFT calculations of impurity
resistivity of Fe-based light elements (C, N, O, Si, S) or Ni alloys,
which is consistent with recent diamond-anvil cell experiments
(Gomi and Hirose, 2015; Gomi et al., 2016; Suehiro et al.,
2017; Zhang et al., 2018). The results suggest that impurity
resistivity of Si is the largest among the light elements candidates,
followed by C, S, N, and O (Figure 3). This may be due to the
variation of the saturation resistivity on composition (Figure 5).
The impurity resistivity of Ni is smaller than that of five light
elements candidates. The resistivity calculation on Fe-Si-S
ternary alloys suggests the violation of the Matthiessen’s rule
(Figure 6). We also computed the electronic specific heat of Fe
alloys, which show the violation of the Sommerfeld expansion
(Boness et al., 1986) with low impurity concentration. However,
the degree of deviation becomes smaller with increasing impurity
concentration (Figures 7, 8), which suggests that the Sommerfeld
value of the Lorenz number may be good approximation at the
terrestrial cores. The implausibility of geodynamo motion in
the super-Earths has been discussed in terms of the absence of
mantle convection (Tachinami et al., 2011; CíŽková et al., 2017;
Kameyama and Yamamoto, 2018). The present study, on the
other hand, focused on the thermal conductivity of the core. We
modeled the thermal conductivity to be higher than∼90W/m/K
for the Earth’s outer core (Table 2). For the super-Earth with 10
ME, the thermal conductivity of the top of the core is estimated
to be 361 W/m/K (Figure 11A), which is one order higher than
the value of k = 40 W/m/K, which adopted previous thermal
evolution calculation (Tachinami et al., 2011) and is consistent
with result from recent scaling calculation (Stixrude, 2014). The
resultant conductive heat flux at the top of the liquid core of
terrestrial planets as function of planetary mass is compared
with the heat flux across the thermal boundary layer (TBL) at the
bottom of mantle (Figure 11B). The present result suggests the
absence of the thermal convection in the core, which predicts
the presence of the thermally stratified layer at the top of the
core of super-Earths, similar to the Earth. In order to sustain
the geodynamo motion in the liquid core, chemical convection
is required, which associates with the inner core growth or
precipitation of MgO and/or SiO2 (O’rourke and Stevenson,
2016; Hirose et al., 2017).
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Many celestial objects are thought to host interfaces between convective and stable

stratified interior regions. The interaction between both, e.g., the transfer of heat, mass,

or angular momentum depends on whether and how flows penetrate into the stable

layer. Powered from the unstable, convective regions, radial flows can pierce into the

stable region depending on their inertia (overshooting). In rapidly rotating systems, the

dynamics are strongly influenced by the Coriolis force and radial flows penetrate in

stratified regions due to the geostrophic invariance of columnar convection even in the

limit of vanishing inertia. Within this study, we numerically investigate both mechanisms

and hence explore the nature of penetrative convection in rapidly rotating spherical

shells. The study covers a broad range of system parameters, such as the strength of

the stratification relative to the Coriolis force or the inertia. Guided by the application

to Saturn, we model a sandwiched stable stratified layer (SSL) surrounded by two

convective zones. A comprehensive analysis of the damping behavior of convective

flows at the edges of the SSL showed that the mean penetration depth is controlled

by the ratio of stratified and unstratified buoyancy gradients and is hence independent

of rotation. A scaling law is derived and suggests that the penetration depth decreases

with the square root of the ratio of unstabilizing and stabilizing entropy gradients. The

influence of the Coriolis force, however, is evident by a modulation of the penetration

depth along latitude, since convective columns are elongated vertically and hence pierce

predominantly into the SSL around mid-latitudes and outside the tangent cylinder. Our

result also show that the penetration depth decreases linearly with the flow length scale

(low pass filter), confirming predictions from the linear theory of rotating partially stratified

convection.

Keywords: stable stratification, rapidly rotating spherical shells, penetrative convection, numerical simulation,

scaling laws

1. INTRODUCTION

When the local temperature gradient is steeper than the one associated with an adiabat, small
perturbations from the hydrostatic equilibrium amplify to the well-known Rayleigh-Taylor
convective instability. This leads to vigorous convection that very rapidly re-establishes bulk
adiabatic gradients of density and temperature due to the inherent mixing and heat transport
efficiency.
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However, stable stratified regions, in which the heat flux
is conductive or radiative, are widespread phenomena in stars
and planets. Those regions are caused by either subadiabatic
temperature or positive heavy element gradient. In stars, the
large efficiency of radiative heat transport induces stratified
regions, e.g., in the radiative part of the solar interior (e.g., Zahn,
1991; Brun et al., 2011). Stable stratification due to temperature
inversion or subadiabatic temperature lapse rates are known for
the Gas Giants (Jupiter Galileo probe, Atkinson et al., 1996) and
outermost atmosphere of terrestrial planets, where radiation is
most efficient. In the Earth’s liquid outer core, the outermost
layer seems stratified caused by either a subadiabatic temperature
gradient or a local enrichment of light elements (Fearn and
Loper, 1981; Lister and Buffett, 1998). Such a layer would
have profound consequences for core convection and dynamo
action in the core and be traceable in the geomagnetic field
(Nakagawa, 2011; Buffett, 2014). A potential effect of electrically
conducting, stable stratified layers surrounding a dynamo region
are weak amplitude, strongly axisymmetric surface magnetic
fields and are often proposed for Mercury’s or Saturn’s dynamo
regions (Stevenson, 1982; Schubert et al., 1988; Christensen,
2006).

For Saturn a particular interesting scenario, consisting of
a stratified layer between two convective ones is favored
by the H/He demixing behavior (Stevenson and Salpeter,
1977; Püstow et al., 2016; Schöttler and Redmer, 2018) and
in agreement with several observational constraints, such as
the peculiarly axisymmetric magnetic field (e.g., Cao et al.,
2012), the apparently impeded thermal evolution (Leconte and
Chabrier, 2013; Nettelmann et al., 2013) and the detection
of gravity wave induced pulsations in Saturn’s rings (Hedman
and Nicholson, 2013; Fuller, 2014). Saturn’s interior might
have been homogeneously mixed in the early, hot stages
of the thermal evolution. Once the adiabatic temperature
gradient crosses the demixing curve, He droplets form, sink
downwards and are remixed at greater depth. This process
builds up a compositional gradient roughly around mid-
depth bridging from He-depleted outer to He-enriched inner
convective zone (Stevenson and Salpeter, 1977; Schöttler and
Redmer, 2018).

Radial, convective flows originating from the unstable regions
might penetrate into the stratified region due to inertia or
the geostrophy of the columnar convective structures. It is
useful to distinguish qualitatively the different end-members
scenarios in terms of the dominant forces. In rotating,
partially stratified convection, the three main forces, each
associated with a timescale, are the Coriolis force (τrot), the
buoyancy of the rising fluid parcel (τbuo) and the inverse
buoyancy due to the stratification (τstrat). The time scales are
given by the rotation rate �, τrot = (2�)−1, the Brunt-

Väisälä frequency N, τstrat =
√
N−2 = (−g/ρ dρ/dr)−1/2

and the time scale of buoyancy to accelerate fluid parcels
τbuo = (g/ρ ρ′/D)−1/2 , respectively. Here ρ′ is the density
fluctuation of a buoyant fluid parcel, ρ the ambient density,
D a typical length scale and g the local gravity. For our
setup, τbuo characterizes the convective and τstrat the stratified
regions. The ratio of the time scales can be expressed as the

convective Rossby number Roc and the stratification parameter
Is:

Roc =
τrot

τbuo
, Is =

2�

N
= τstrat

τrot
. (1)

In slowly rotating systems, rotational forces are less important
(Is < 1, Roc > 1) and a hot fluid parcel is accelerated by the
buoyancy in the convective region, rises radially upwards and
eventually pierces into the SSL, where the depth of penetration
depends on the previously gained inertia. This represents the
classical case of non-rotating penetrative convection, typically
called overshooting or inertia penetration. For this end-member,
the penetration depth should be independent of colatitude, and
may be the dominant form of penetration close to the rotation
axis for Roc < 1 and in the equatorial regions in our models.

In rapidly rotating systems, convective flows are strongly
modified by the rotation (Roc < 1). The dominant Coriolis
force constrains the flow to be invariant along the rotation
axis leading to the well-known convective columns and strongly
geostrophic zonal flows. This implies that the flows extend
into the stratified layer independent of inertia, but with a
characteristic colatitudinal modulation. When the Coriolis force
is stronger than the gravity force associated with the stratification
(i.e., Is > 1, Roc < 1), rotational penetration is strong and acts
predominantly at mid-latitudes and outside the tangent cylinder
(TC), where convective columns can vertically extend through
the whole spherical shell. Since in the equatorial regions and close
to the rotation axis no convective columns can be extended into
the SSL, rotational penetration yields a characteristic colatitude
dependence. If, on the other hand, Is < 1 and Roc < 1 the SSL
should be devoid of radial flows since the stratification is strong
enough to efficiently break the vertical stiffness of geostrophic
flows.

A fundamental understanding of penetrative convection in
rapidly rotating spherical shells is of ample importance in
geo- and astrophysics. The efficiency or vigor of penetrative
convection controls the transport of heat, mass, angular
momentum, and magnetic fields across the interface between
unstable and stable stratified regions. If the penetration is strong
and the associated heat transport efficient, adiabatic regions are
extended into the stratified layers (e.g., Browning et al., 2004).
This means that stratified layers can be eroded by the permanent
entrainment of convective flows and subsequent efficient mixing
(e.g., Ellison and Turner, 1959; Levy and Fernando, 2002).
Another complication arises from the combination of spherical
geometry and rapid rotation. If rotational forces dominate
over the inverse buoyancy associated with the stratification,
piercing radial flows are non-uniform along colatitude leading to
latitudinal entropy (density) gradients and hence drive baroclinic
instabilities. Those in turn will act as a boundary condition for
the differential rotation in the convective regions and potentially
alter the magnetic field (Stevenson, 1982).

Classic studies of penetrative convection dealt with non-
rotating cartesian setups of Rayleigh-Bénard convection
(Veronis, 1963). The effect of rotation was firstly considered in
the framework of oceanic dynamics (e.g., Julien et al., 1996). The
investigation of rotating convection in spherical shells below or
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above a stable stratified layer was mainly driven by studies on
the interaction and efficiency of radiative and/or convective heat
transport in solar or stellar interiors (e.g., Zahn, 1991; Brummell
et al., 2002; Rogers et al., 2006). For rapidly rotating A-type
stars, where a convective core is surrounded by a radiative outer
envelope, Browning et al. (2004) reported that rotational and
overshooting penetrative convection generates adiabatic regions
in the radiative zone preferentially at higher latitudes (prolate
adiabatic core).

Several numerical investigations tuned to the solar setup with
a convective envelope enclosing a deeper radiation dominated
zone, investigate the parameter dependence of penetrative
convection (Zahn, 1991; Hurlburt et al., 1994; Rogers et al., 2006).
Since the stratification originates from enhanced radiative heat
transport, it is typically assumed that penetration depth is largely
characterized by two parameters, one being the Péclet number
given by Pe = U D/κ , where U is a typical flow speed, D a
length scale and κ the thermal diffusivity measuring the radiative
heat transport (Zahn, 1991; Brummell et al., 2002). The other
parameter, S is the ratio of sub- and superadiabaticity in the stable
and unstable region (Hurlburt et al., 1994). However, different
scaling relations between the penetration depth and S have been
reported (Hurlburt et al., 1994; Brummell et al., 2002; Rogers
et al., 2006). Interestingly, in models that take spherical geometry
and rotation into account, the associated Coriolis forces appear
unimportant for the magnitude of the penetration depth.

In the planetary context, the Galileo Probe revealed
subadiabatic temperature gradients and non-ceasing zonal flows
in Jupiter’s outermost atmosphere down to roughly 20 bar
of atmospheric pressure. This suggests that zonal flows are
not damped, but rather maintained in stratified regions yet
disconnected from their potential sources, such as convection
or irradiation gradients. Assuming that the axisymmetric winds
are driven from correlations of the deep convection (i.e.,
Reynolds stresses, Zhang and Schubert, 1996, 1997) showed
that zonal mean flows are vertically extended by the Coriolis
forces in accordance with the Taylor-Proudman theorem, but
non-axisymmetric convective flows are damped by the inverse
buoyancy gradients due to the stratification. From a more
theoretical point of view, the linearized model of inviscid,
inertia-less, rapidly rotating penetrative convection as studied
by Takehiro and Lister (2001) shows a linear length scale
dependence of penetration depth such that larger scale flows
(like differential rotation) are less damped than short length scale
flows typically associated with convective motions. The overall
damping amplitude depends on the gravity force associated
with the stable stratification relative to the Coriolis force (Is).
Subsequent studies including nonlinear inertia showed a more
complex damping behavior (Takehiro and Lister, 2002), but the
results offered an attractive explanation how zonal flows are
extended through stratified regions.

The major aim of the present study is to understand how
overshoot and rotational penetration act across the interface
between stratified and unstratified regions in rapidly rotating,
spherical shell models, which are most suitable for interiors of
planets. Even though the effects of stratification on differential
rotation and magnetic fields as far as the emerging waves

inside the SSL are left aside in this study, the investigation
of fundamental properties of rapidly rotating, penetrative
convection serves as a basis of upcoming research. Our models
cover a comprehensive part of the parameter space, such that the
different regimes appropriate for planets are reached in terms
of Is and Roc. The general setup featuring a thin, sandwiched
stratified layer centered at mid-depth and surrounded by two
thick convective zones is motivated from the application to
Saturn.

2. MODEL

The non-dimensional governing equations for conservation of
mass, momentum and thermal energy for an ideal gas in the
anelastic approximation are given by (Jones, 2011; Gastine and
Wicht, 2012; Verhoeven et al., 2015; Wicht et al., 2018):

∇ · ρ̃u = 0 (2)

∂u

∂t
+ u · ∇u+ 2

E
ez × u = −∇p⋆ + Ra

Pr
gs′er + Fν (3)

∂s′

∂t
+ u · ∇s′ + ur

ds̃

dr
= 1

Prρ̃T̃
∇ ·

(

κ̃ ρ̃T̃∇s′
)

+ Pr Di

Ra

1

ρ̃T̃
Qν ,

(4)

where p⋆ is the reduced pressure, Fν is the viscous force,

Fν = 1

ρ̄

[

∂

∂xj
ρ̄

(

∂ui

∂xj
+ ∂uj

∂xi

)

− 2

3

∂

∂xi
ρ̄

∂uj

∂xj

]

(5)

and Qν represents viscous heating given by

Qν = σij
∂ui

∂xj
, σij = ρ̄

(

∂ui

∂xj
+ ∂uj

∂xi
− 2

3
δij∇ · u

)

, (6)

where σij is the stress tensor. The non-dimensional parameters
are given by

Ra = αoTogod
4

cpνκ0

∣

∣

∣

∣

ds̃

dr

∣

∣

∣

∣

ri

, Pr = ν

κo
, E = ν

�d2
. (7)

These equations were formulated for an adiabatic background
state. In our model, a prescribed non-adiabaticity of the
background state powers or suppresses convection. The
amplitude of these destabilizing and stabilizing entropy gradients
must remain small relative to the adiabat to make sure the
equations still hold. The non-adiabaticity of the new background
state is thus scaled with ǫs ≪ 1,

dT̃

dr
= ǫsT̃

ds̃

dr
− Di g̃(r) ,

1

ρ̃

dρ̃

dr
= ǫs

ds̃

dr
− Di

ŴT̃
g̃(r) , (8)

where ds̃/dr is the dimensionless analytically prescribed
stratification profile and Ŵ the Grüneisenparameter which is in
an ideal gas related to the polytropic index n and specific heats
by

Ŵ = cp

cv
− 1 = 1

n
. (9)
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The background state is characterized by the relative deviation
from an adiabat ǫs and the dissipation number Di, which sets the
background density variation

ǫs =
d

cp

∣

∣

∣

∣

ds̃

dr

∣

∣

∣

∣

ri

, Di = αogod

cp
, (10)

where |ds̃/dr|ri is the dimensional reference entropy gradient
at the inner boundary. The background entropy gradient is
prescribed analytically and sets convective (unstable stratified,
ds̃/dr < 0) and stable (ds̃/dr > 0) regions. The ds̃/dr-profile
is given by

ds̃

dr
=
(

ASSL + 1

4

)

(

1+ tanh
[

(r − rlb) ds

]) (

1− tanh
[

(r − rub) ds

])

− 1 ,

(11)
where ASSL is the amplitude of stable stratification (basically
setting the BV frequency, see Equation 16), rlb and rub are lower
and upper boundary of the SSL. The parameter ds defines the
slope of the profile. When choosing the stratification amplitude,
ǫs ASSL ≪ 1 is required to be compliant with the treatment in
the framework of the anelastic approximation, which is based on
an adiabatic and steady background state. The gravity profile and
Ŵ are fitted to an interior model of Saturn by Nettelmann et al.

(2013) (see also Figure 1), where a polynomial of second order is
used for the former:

g̃(r) = g0 + g1
r

ro
+ g2

r2o
r2

, (12)

with

g0 = 1.854 & g1 = −0.781 & g2 = 0.0558 . (13)

Ŵ characterizes the nature of the ideal gas and is found by fitting
p-T-curves from Nettelmann et al. (2013) with polytropic laws
such that

p ∝ T
1+Ŵ
Ŵ , (14)

yielding a best fitting Ŵ = 0.513 for the deep interior. The
mean density contrast is set by Di = 3, corresponding to a
top-to-bottom ratio of ρi/ρo ≈ 38. Then the temperature and
density gradient are set by a chosen entropy gradient profile
and Equation 8. Figure 1B) shows the so derived background
state, indicating sub- and superadiabatic temperature gradients
(middle panel, upper row). The black, dashed line corresponds to
an isentropic (ds̃/dr = 0) model for reference. Note, that the

FIGURE 1 | (A) power law (Ŵ) and 2nd order polynomial (gravity) fits to the interior state model from Nettelmann et al. (2013) (B) the non-adiabatic background state

is characterized by a prescribed entropy gradient profile (ds̃/dr) setting the temperature, density and thermal conductivity. For visualization purposes the relative

non-adiabaticity is strongly exaggerated (parameters ǫs = 0.5, ASSL = 1.0, Di = 3.0, Ŵ = 0.513).
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non-adiabaticity in the figure is strongly exaggerated using ǫs =
0.5 and ASSL = 1.0. For production runs, the relative deviation
from an adiabatic background must remain small (ǫsASSL ≪ 1).
To ensure that the newly defined background state is steady, the
heat flux must be constant on every radius. Hence a thermal

conductivity profile (k̃ = ρ̃cpκ̃) is set such that

k̃ = Q0

4π

(

r2
dT̃

dr

)−1

, (15)

where Qo is the heat flux at the outer boundary. The profile of k̃
is shown in Figure 1B) bottom left plot.

The equations are non-dimensionalized by scaling length with
the shell thickness d = ro− ri, time by the viscous diffusion time
τν = d2/ν and entropy by d|ds̃/dr|ri . To avoid radius dependent
control parameters, reference values for ρ̃, T̃, κ̃ , g̃ are taken at the
outer boundary. The convective Rossby number Roc, the non-
dimensional Brunt-Väisälä frequency and the non-dimensional
stratification parameter are

Roc =
√

Ra

Pr
E , N = max

[
√

Ra

Pr
g̃(r)

ds̃

dr

]

,

Is = max

[

2

Roc

(

g̃(r)
ds̃

dr

)−1/2
]

. (16)

3. NUMERICAL RESULTS

Equations 3, 4 are solved numerically using MagIC 5.6 (Wicht,
2002; Gastine and Wicht, 2012; Schaeffer, 2013) which is
modified such that the non-adiabatic background state relations
(Equation 8) are integrated. The mechanical confinement yields
impenetrable and free-slip conditions at both walls. The entropy
boundary conditions are fixed-flux in accordance with the
stratification profile (Equation 11), which sets unstable and stable
regions. The stratified layer is located between rlb/ro = 0.57 and
rub/ro = 0.67. The numerical grid resolution isNr×Nϑ ×Nφ =
145× 256× 512 for E = 10−4, 193× 320× 640 at E = 3 · 10−5

and 241 × 320 × 640 at E = 10−5. The spectral resolution is
limited to Nℓ = 2/3Nϑ . Fixed parameter values are the aspect
ratio β = ri/ro = 0.17, ǫs = 10−4, ds = 75, gravity according
to Equation 12, Di = 3 and Ŵ = 0.513.

The other parameters, Ra, E, Pr, ASSL are varied to explore the
parameter dependencies. Figure 2 provides an overview of Roc
and Is for the four sets of models. In models from group 1 the
stratification amplitude (hence Is) is varied and Roc kept fixed.
Group 2 investigates the influence of more vigorous convection,
where increasing Ra yields a decrease of Is, but an increase of Roc.
For group 3, Is is kept constant, but with different combinations
of Pr, Ra, and ASSL. Finally, group 4 investigates the Ekman
number (E) dependence.

The immediate effect of adding a stratified layer can be seen in
the radial profiles of non-axisymmetric poloidal kinetic energy
for models from group 1 displayed in Figure 3. For instance,
the dark-red profile indicates that the non-axisymmetric poloidal
kinetic energy is suppressed by up to four orders of magnitude

FIGURE 2 | Regime diagram of the numerical models from Table 1 sorted by

their respective convective Rossby (Roc) and the stratification relative to

rotation rate (Is). The colors indicate simulations from different groups. The

green triangles mark the cases used in Takehiro and Lister (2002).

relative to a model without stratification (gray). Along both edges
of the SSL region (highlighted in gray), the kinetic energy drops
sharply. The inverse buoyancy in the SSL also reduces the flow
amplitude outside of the stable zone. This might be linked to the
columnar structures of the convective flows since their vertical
extension along the rotation axis is limited by an increasing
stratification in the SSL. In addition an asymmetry between the
lower and upper interface is clearly visible when the stratification
is stronger, where for the upper one the radial flows seem to
require more buoyancy to replenish after being reflected at the
SSL underneath. This might be due to the fact, that the SSL
itself acts as solid bottom wall hence providing a virtual tangent
cylinder at rub/ro = 0.67.

The inverse buoyancy force in stratified regions directly acts
to damp radial flows, which are consequently diverged into
horizontal directions. Hence, the effect of the SSL should be
clearly visible in each of the non-axisymmetric flow components.
For example is the time-averaged intensity of radial flows vr given
by:

vr(r,ϑ) =
1

2πr2

√

〈u′r2〉t,φ , (17)

where the prime indicates non-axisymmetric flow. vϑ and vφ

are defined accordingly. Figure 3, right shows the radial profiles
of vr , vφ and vϑ for model 1.2 (red profile in panel a). It is
obvious, that the poloidal energy is a rather good proxy of the
radial flow intensity. Since the radial flows are mainly deflected
into horizontal directions, vφ and vϑ appear muss less damped
inside the SSL. Those represent wave-like, horizontal flows with
frequencies smaller than the rotation or Brunt-Väisälä frequency.
The strong decay of vr allows to investigate the damping
behavior. For guidance, the dashed lines in the figure represent
exponential functions suggestive of exponential damping at the
edges of the stratified regions. Their decay exponents are the
penetration depths from Table 1. The actual determination of the
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FIGURE 3 | Time averaged radial profiles of the non-axisymmetric poloidal energy for various stratification strength ASSL (Left) and horizontally averaged intensity of

non-axisymmetric flow components vr , vφ , vϑ for model 1.2 with ASSL = 300 (Right). The dashed lines denote the assumed exponential decay laws.

penetration depth is more involved and discussed in section 3.2
and Figure 9.

Those models might be biased by the choice of a somewhat
large Ekman number (too viscous). For a more detailed
inspection, a model with smaller Roc hence stronger rotational
constraints is favored (model 4.10). Figure 4 shows the
instantaneous radial flow along a meridional cut (a) and in the
equatorial plane (b). For this particular model, Is = 0.746
and Roc = 0.245. It is obvious that the stratification breaks
the geostrophy of the convective columns and efficiently wipes
out radial flows in the SSL. This shows that in the SSL the
inverse buoyancy exceeds the Coriolis force (Is < 1). For both
convective regions, the vertical length scale is clearly larger than
the horizontal ones showing the effect of Roc < 1. Further,
the convective structures outside the tangent cylinders given by
ri/ro and rub/ro, respectively, are vertically more extended than
the corresponding convective flows inside the TCs. Furthermore,
Figure 4C) indicates that the zonal flow is connected through
the SSL between the convective shells. At the outer boundary
of the model domain representing the planetary surface, the
equatorial region features a wide prograde jet reminiscent of
Saturn’s equatorial super-rotating jet.

3.1. Radial Flows in the Vicinity of Stratified
Layers
The spherical surface projections (Figures 5A–I) reveal more
details of the damping mechanisms. The nine maps represent
several radial levels ranging from below the SSL (a), to the center
r/ro = 0.62 (e), and on top of the SSL at r/ro = 0.695 (i).
The typical columnar structures in the lower convective layer
are apparent outside TC (a, b). As those are more rotationally
constrained by the Coriolis force they can penetrate deeper into
the stable layer than the spiraling structures at higher latitudes
and though cause the radial flow peaks around ±60◦ colatitude
(b, c). Deeper inside the SSL, in the equatorial regions, large
length scale flows appear more dominant (c), even exceeding the
remaining columnar patterns found in higher latitudes (d, e).
The rms radial flow amplitude decreases drastically toward the

center of the SSL, but at unequal rates for different colatitudes and
different length scales. In the center of the SSL (Figure 5E) the
flow is of weak amplitude and apparently dominated by the larger
length scale. The amplitude has been decreased by a factor of 35,
where the strongest remaining flows are concentrated in a broad
belt around the equator. This is unlikely linked to rotational
penetration as no columns can be vertically extended. For inertia
penetration to be efficient, the flow must be energetic, what does
not seem to be the case for those large scale and weak amplitude
flows. Toward the outer edge of the SSL (f-g), the flow amplitudes
keep increasing featuring columnar elongated structures outside
and small-scale, spiraling convection patterns inside the effective
tangent cylinder (h-i). The effective TC is now attached to the
upper edge of the SSL at rub, hence the columnar flows are
confined to a much smaller colatitude range.

This indicates that when columns touch on the stratified layer,
they penetrate deeper, likely due to the rotational penetration or
the Taylor-Proudman theorem. However, in the inner equatorial
region and inside the inner TC, this effect is secondary. Even
more so for the penetration at the outer boundary, where
columns may only directly touch the stratified layer at a low-
latitude band. As a result, the inertia penetration dominates, but
is somewhat modified by latitudinal effects.

For a more detailed analysis of the apparent colatitudinal
variation and the length scales dependencies, a FFT transforms
from vr(r,ϑ) to v⋆

r (r, ℓ), where ℓ is the spherical harmonic
degree. For a few radii, this is shown as a function of either
colatitude or spectral degree in Figure 6. The radial flow intensity
drops slightly before reaching the lower SSL edge at rlb/ro =
0.57 (top left), though with weak modulation along colatitude
ϑ . At the edge (blue line), the damping is strongest close to
the rotation axis and around the equatorial region. In between
rotational penetration somewhat reduces the damping of radial
flows (profiles are closer to each other). This is the expected
behavior, as the Coriolis forces act to extend convective columns
into the stratified region predominantly at mid-latitudes outside
TC. For the upper edge (top left), the region inside TC is larger
and spans roughly the upper half of the colatitude domain. There

Frontiers in Earth Science | www.frontiersin.org November 2018 | Volume 6 | Article 18952

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Dietrich and Wicht Rapidly Rotating Penetrative Convection

TABLE 1 | Numerical models performed.

No. Ra Pr E ASSL Is Roc δ
+
r δ−

r

1.1 3 · 107 0.5 10−4 500 0.09 0.775 7.59 · 10−3 7.68 · 10−3

1.2 3 · 107 0.5 10−4 300 0.118 0.775 8.24 · 10−3 8.35 · 10−3

1.3 3 · 107 0.5 10−4 100 0.205 0.775 0.0130 0.0111

1.4 3 · 107 0.5 10−4 30 0.373 0.775 0.0167 0.0162

1.5 3 · 107 0.5 10−4 10 0.647 0.775 0.0314 0.0247

1.6 3 · 107 0.5 10−4 3 1.18 0.775 0.0612 0.0533

1.7 3 · 107 0.5 10−4 1 2.05 0.775 0.144 0.107

1.8 3 · 107 0.5 10−4 0.3 3.73 0.775 0.377 0.221

1.9 3 · 107 0.5 10−4 0.1 6.47 0.775 0.688 0.238

1.10 3 · 107 0.5 10−4 0 ∞ 0.775 0.805 0.2446

2.1 7 · 105 0.5 10−4 300 1.03 0.1 0.0173 0.0721

2.2 1 · 106 0.5 10−4 300 0.63 0.141 0.0136 0.0561

2.3 3 · 106 0.5 10−4 300 0.373 0.245 0.0166 0.0266

2.4 1 · 107 0.5 10−4 300 0.205 0.447 8.095 · 10−3 7.01 · 10−3

2.5 5 · 107 0.5 10−4 300 0.092 1.0 8.875 · 10−3 8.40 · 10−3

2.6 7 · 107 0.5 10−4 300 0.077 1.18 8.18 · 10−3 8.055 · 10−3

2.7 1 · 108 0.5 10−4 300 0.065 1.41 7.83 · 10−3 6.77 · 10−3

3.1 1 · 107 0.3 10−4 500 0.119 0.574 8.02 · 10−3 7.585 · 10−3

3.2 5.5 · 107 1.0 10−4 330 0.118 0.742 6.68 · 10−3 7.51 · 10−3

3.3 5.5 · 107 0.75 10−4 250 0.118 0.854 7.59 · 10−3 6.79 · 10−3

3.4 3 · 107 0.3 10−4 200 0.117 1 0.0107 8.84 · 10−3

3.5 5.5 · 107 0.3 10−4 100 0.118 1.352 0.0106 8.48 · 10−3

4.1 3 · 107 0.5 10−4 75 0.236 0.775 0.0132 0.0120

4.2 3 · 107 0.5 10−4 7.5 0.746 0.775 0.035 0.0292

4.4 3 · 107 0.5 10−4 0.75 2.36 0.775 0.1748 0.1339

4.5 1.1 · 108 1.0 3 · 10−5 500 0.236 0.316 6.44 · 10−3 7.32 · 10−3

4.6 1.1 · 108 1.0 3 · 10−5 50 0.746 0.316 0.0145 0.0145

4.7 1.1 · 108 1.0 3 · 10−5 5 2.36 0.316 0.0421 0.0310

4.8 1.1 · 108 1.0 3 · 10−5 1 5.277 0.316 0.143 0.1062

4.9 6.3 · 108 1.0 10−5 750 0.236 0.245 6.22 · 10−3 9.18 · 10−3

4.10 6.3 · 108 1.0 10−5 75 0.746 0.245 0.0117 0.0161

4.11 6.3 · 108 1.0 10−5 7.5 2.36 0.245 0.0319 0.0309

4.12 6.3 · 108 1.0 10−5 1.0 6.463 0.245 0.1593 0.1117

Figure 2, left plot scatters the models over their associated time scale ratios, i.e., Roc and Is.

FIGURE 4 | Instantaneous radial flow in a meridional slice (A) and in the equatorial plane (B) as far as the axisymmetric zonal flow averaged over time (C) for model

4.10 from Table 1.
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FIGURE 5 | Instantaneous radial flow on spherical surfaces taken at various radii indicated at the top left of each panel, ranging from r = 0.545 (A) over the center of

the SSL at r = 0.62 (E) to r = 0.695 (I). The min/max velocity contour is indicated at the lower right. The velocity scale is the Reynolds-number. Parameters: model

4.10 from Table 1, Is = 0.746, Roc = 0.245.

the radial flows decrease strongly with colatitude toward the
poles, but are rather constant outside TC. In general, the radial
flows close the equator remain strongest in the center of the SSL.

In the bottom plot of Figure 6, the radial flow per spectral
degree ℓ is shown at the same depth levels used before. The
broad peaks around ℓ = 10 − 50, indicate the mean convective
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FIGURE 6 | Time and azimuthally averaged intensity of radial flows at various depth around the edge of the SSL rlb = 0.57 (Left) and rub = 0.67 (Right). The upper

plot show profiles along colatitude, the lower for spectral degree (length scale). The gray shaded areas mark colatitude bands inside the tangent cylinder set in the

inner convective shell by sinϑTC = ri/rlb (top left) and in the outer convective shell by sinϑTC = rub/ro.

horizontal length scales outside the SSL (green profiles). In
this representation, it is obvious that small length scale flows
are stronger suppressed by the inverse buoyancy gradients.
Whereas, at the short length scale end of the spectrum at
ℓ ≈ 100 the total drop exceeds two orders of magnitude,
the large length scales are damped less than one order of
magnitude. Especially for the intermediate length scales around
ℓ ≈ 5 − 50 the suppression seems most efficient. Comparing
the spectra outside the SSL (green profile, Figure 6) with
those at the bottom of SSL (red) clarifies why the flows seen
before in Figure 5E are so large scale. This behavior appears
rather similar for both edges of the SSL (bottom left). The
effects of viscosity are only visible at the largest length scales,
where the spectra follow different slopes. At the largest length
scales, the flow amplitudes are not damped at all, but rather
maintained across the stable layer. This points toward an
additional source of radial flows powered by the convergence and
dissipation of horizontal flows, which manifest as gravito-inertial
waves.

3.2. Penetration Depth
For a qualitative assessment we assume that the penetration
depth of radial flows is a linear function of the radial flow
intensity itself (Takehiro and Lister, 2001) and potentially varying
along colatitude. This implies, that

vr(r,ϑ) ∝ exp−r/δ , (18)

where the penetration depth δ is defined by the e-fold decay scale
height

δ(r,ϑ) = −vr(r,ϑ)

[

∂vr(r,ϑ)

∂r

]−1

= −
[

∂r log vr(r,ϑ)
]−1

.

(19)
Figure 3, right show that the radial profiles vr drops
exponentially in the vicinity of the neutral buoyancy radii
located at rlb/ro = 0.57 and rub/ro = 0.67, respectively. The
penetration depth is calculated as a function of radius using
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Equation 19 while averaging over the colatitude ϑ

δr(r) = −
[

∂r log ṽr(r)
]−1

with ṽr =
1

2

∫ π

0
vr(r,ϑ) sin θdθ

(20)
or as function of colatitude taken at the lower edge of the stratified
region

δϑ (ϑ) = −
[

∂r log vr(rlb,ϑ)
]−1

. (21)

Finally, we also investigate the length scale dependence in terms
of the spherical harmonic degree ℓ as used in the linear theory
study by Takehiro and Lister (2001):

δℓ(ℓ) = −
[

∂r log v
⋆
r (rlb, ℓ)

]−1
, (22)

where v⋆
r (r, ℓ) = FFT

{

vr(r,ϑ)
}

is the Fourier-transformed.
Figure 7 shows the colatitude dependence of δϑ for the nine

cases (group 4 in Table 1). The reference model (no. 4.10)
previously being subject of a detailed investigation, is placed
left in the middle row. The other cases are set up such that

Roc is constant for each column and Is for each row (both
indicated at the top right). Inertia increases from left to right,
the stratification strength relative to the rotation rate from top
to bottom.

The overall penetration depth decreases with decreasing
inertia (Roc) and increasing stratification (Is). For the top
right model, the inertia is strong and the stratification weak

(Roc = 0.78, Is = 2.36), such that the penetration depth
exceeds significantly the thickness of the SSL (0.1 ro). If Is
is ten-fold decreased (bottom right) the penetration depth is

reduced to a fraction of the SSL width and the radial flows
are hence tiny deep inside the SSL. For the other columns,
smaller Ekman numbers provide smaller Roc and consequently

smaller penetration depth as the efficiency of overshooting
convection is reduced. All models seem to share significant
higher penetration depths at mid-latitudes. Inside the TC and
in equatorial regions the penetration depth is typically smaller.
However, the penetration depth is bounded by the viscosity
(horizontal green lines, δν =

√
E) and apparently cannot be

reduced far below this value. We conclude that the penetration

FIGURE 7 | Penetration depth of radial flows as a function of colatitude for nine cases from Table 1, group 4 taken at the lower edge of the SSL r = rlb. The green

line shows the thickness of an Ekman layer δν =
√
E. The gray shaded areas mark colatitude bands inside the tangent cylinder set by sinϑTC = ri/rlb.
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depth at intermediate colatitudes of 30 − 60◦ can easily reach
twice its mean value, indicated by the blue lines, what is most
clearly seen in the bottom right panel. It was shown before that
large scale flows remain most dominant in the equatorial regions.
Those are obviously only weakly damped (Figure 6), bottom,
yield larger penetration depth in the equatorial regions (Figure 7,
left bottom) and might originate from collision of horizontal
flows.

Takehiro and Lister (2001) concluded that the stable layer
acted as a spectral filter with low pass nature, more precisely they
predict that δℓ should decay like 1/|ℓ| . Figure 8 shows δℓ for
the nine cases from group 4 (see Table 1, Figure 7). The blue
horizontal lines denote the mean value listed in Table 1, the
green one marks the thickness of the Ekman layer.

It can be seen, that penetration depth clearly decays for
smaller length scales even for cases with rather large inertia and
weak stratification (top right). As shown for the case 4.10 in
Figure 6, the largest (small ℓ) and smallest length scales (large ℓ)
contain little kinetic energy and are excluded from the analysis.

Therefore, power laws of the form

δℓ ∝ ℓγ (23)

are fitted over an intermediate ℓ-range that is highlighted in gray.
The resulting spectral decay exponent is added on the bottom
of each panel. The slopes are all negative and spread amongst
γ = [−0.55,−1.03], where models with weak inertia and strong
stratification approach the (γ = −1)-scaling predicted by the
linear theory of Takehiro and Lister (2001). Those models are
most effectively controlled by rotational penetration and not
overly biased by inertia. This indicates that the results of Takehiro
and Lister (2001) can only be applied to an intermediate length
scale range, for which the agreement is striking. The large ℓ part,
which has been excluded from the fit, might be controlled by
the viscosity and hence the penetration depth is not decreasing
below the thickness of the Ekman layer. For the small ℓ part
of the spectrum, the associated flows are controlled by other
means, where the large scale patterns found in the equatorial

FIGURE 8 | Penetration depth as a function of spectral degree ℓ for the nine case of group 4 in Table 1. The horizontal blue lines indicate the mean values. The green

line shows the thickness of an Ekman layer δν =
√
E. The black lines show power laws fitted over the gray-shaded length scale ranges resulting into a decay

exponent γ added at the bottom of each figure.
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regions (compare Figure 5E) or meridional circulation induced
by the latitude-dependent penetration might play a role. Also
other typical flows found in stratified regions, such as gravito-
inertial waves could be taken into account. Those might then be
the same features seen before in the equatorial regions (Figure 5E
) deep inside the SSL around the equator. If applicable, the radial
waves are then excited by dissipating or diverging the horizontal
counterparts preferentially in the equatorial belt.

Finally, the dependence of the mean penetration depth on the
model parameters (Ra, E, Pr andASSL) is studied. The penetration
depth at the lower and upper boundary of the SSL are indicated
by δ+r and δ−r . Those are derived by taking the minimal value of
δr in the vicinity (±0.01ro) of rlb and the maximal value of −δr
near rub (see also Figure 9).

Figure 10 shows δ+r and δ−r for all models from Table 1. It
can be clearly seen, that δr decreases with increasing stratification
and settles somewhat below δr = 0.01. This lower boundary is
due to viscosity and hence depending on the Ekman number.
For all studied Ekman numbers δr can be decreased to values
approximatively the Ekman layer thickness (δE = E1/2)
suggesting that our numerical setup is only limited by the
viscosity. Models with δr larger than the width of SSL (0.1 ro)
are robustly constrained, as the mean radial flow intensity drops
noticeable across the SSL, yet less than e-fold. As shown by
the dark-blue profile in the left panel of Figure 3, even models
with neutral buoyancy gradient (ASSL = 0) in the SSL create
a strong dimple in the poloidal energy. Apparently δ+r and δ−r
are nearly identical, suggesting that there is no major dynamic
difference between a scenario where the stable region is on
top of the convective one and the opposite situation. As the
Coriolis force clearly dominates the flows in convective regions
(Roc < 1), it appears reasonable to expect that Is = τstrat/τrot
is the appropriate force ratio to estimate the penetration depth
(Figure 10, left). However, this does not seem to hold for all
Ekman numbers. The right hand plot of Figure 10 shows an
alternative scaling attempt relative to Is Roc = τstrat/τbuo, i.e., the
rotational time scale is replaced with the inertia time scale. This
indicates that the penetration depth δr is independent of rotation
and depends, as in a non-rotating system, only on the ratio of
inertia and stratification. Further, a power law fit of the form

δr = a · (Is Roc)b (24)

results in a = 0.121 ± 0.008 and b = 0.989 ± 0.1162 and hence
suggesting a linear dependence. For the least-squares fitting
procedure only data points were considered for which Is Roc >

0.1, since they are not biased by viscosity (thick black, dot-dashed
line in Figure 10, right).

Previous studies targeted to the radiative-convective boundary
in the Sun, such as (Hurlburt et al., 1994; Brummell et al., 2002;
Rogers et al., 2006) controlled the degree of stratification by
reducing or increasing the local polytropic index ni below or
above the adiabatic one na. Using the polytropic relations (e.g.,
ρ = ρoξ

n, where ξ is a function of r), the deviation from the
adiabat can be expressed by logarithmic density gradients and

FIGURE 9 | Mean penetration depth along radius for model 4.10. The gray

shaded area marks the SSL; the hatched areas indicate the radius range in

which the extrema of δr are taken.

polytropic indices

1

ρ

dρ

dr
− 1

ρ

dρ

dr

∣

∣

∣

a
∝ (ni − na)

ξ ′

ξ
∝ 1

cp

ds

dr
, (25)

where index a refers to the adiabat. Consequently, the
stratification measure S defines the ratio of subadiabatic
(positive) to superadiabatic (negative) entropy gradients and is
compatible with our stratification amplitude S ≈ ASSL. Whereas,
the numerical models in the previous study cover stratifications
between S = 1 and S = 30, our parameter space with respect to
ASSL spans from 0 to 750 (see Table 1). Further the scaling above
suggested that

δr ∝ IsRoc = 2

(

g(r)
ds̃

dr

)−1/2

≈ A
−1/2
SSL . (26)

Hence, our results show that the penetration depth increases
with the square root of the ratio of positive and negative entropy
gradients. Firstly reported by (Hurlburt et al., 1994), comparable
models found different scaling exponents, which changed as a
function of S. Typically for small S the penetration depth scales
with δr ∝ S−1, but for larger S with a significantly shallower
S−1/4 (Hurlburt et al., 1994). Other studies only found the
weak scaling throughout the studied S-range (Brummell et al.,
2002; Rogers et al., 2006). For guidance, both scaling laws are
drawn into Figure 10, right, thin gray dashed lines. Indeed those
predictions seem to approximate the data in local sub-regions of
the parameter space. However, the general trend appears much
better reproduced by a single scaling law with an exponent of
roughly S−1/2.

4. SUMMARY AND DISCUSSION

We have performed an extensive numerical modeling campaign
of rapidly rotating convection in a spherical shell that exhibits
a sandwiched stable stratified layer between two convective

Frontiers in Earth Science | www.frontiersin.org November 2018 | Volume 6 | Article 18958

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Dietrich and Wicht Rapidly Rotating Penetrative Convection

FIGURE 10 | Mean penetration depth at the lower edge (δ+r , filled circles) and upper edge (δ−r , plus markers) as a function of time scale ratios. Plotted are models

from Table 1, colors indicate various groups. For the right hand plot a power law is fitted to the data for Is Roc > 0.1 (thick black, dot-dashed line), showing the

almost linear dependence of δr ∝ Is Roc. The thin gray power laws indicate previously published scaling suggestions. For details, see text.

zones. Such a system is most suitable for Saturn, where the
H/He demixing generates a compositional gradient around mid-
depth and though suppresses thermal convection locally. Our
numerical models cover a large fraction of the appropriate
parameter space, e.g., in the terms of the stratification relative to
rotational forces 2�/N, where N is the Brunt-Väisälä frequency
or relative to the inertia characterized by Roc (see also Table 1).

Stratification acts directly to suppress radial flows, but radial
flows can pierce across the interface by different mechanisms.
The classic overshooting penetration depends on the inertia a
fluid parcel has gained from buoyancy instabilities. Furthermore,
rapid rotation and the spherical geometry allows convective
columns to be vertically extended into the stratified regions in
accordance with the Taylor-Proudman theorem. We investigate
and distinguish the potential effects of both penetration
mechanisms by altering the leading order force balances. Our
results indicate that the mean penetration depth depends linearly
on the square root of the ratio of destabilizing and stabilizing

entropy gradients (δr ≈ A
−1/2
SSL ). This builds on the rather diverse

results derived in the solar context (Zahn, 1991; Hurlburt et al.,
1994; Brummell et al., 2002; Rogers et al., 2006), where different
scaling exponents with stronger scaling for weaker stratification
were reported. The exponents in those studies range from −1/4
to −1, but the robust −1/2-scaling suggested in the present
study reproduces the results convincingly. In addition, and in
contrast to the expectations from Takehiro and Lister (2001), the
magnitude of the penetration depth appears largely unaffected by
the rotation.

The Coriolis force, however, adds a characteristic latitudinal
modulation of the penetration depth amplifying to±(40− 50)%
of the mean value, where the strongest penetration resides at
mid-latitudes (outside TC). This clearly reflects the action of
columnar structures vertically extended by the Coriolis force and
hence represents rotational penetration. Therefore, latitudinal
density gradients are expected to build up at the edges of
stratified regions. Such gradients are known to drive baroclinic
instabilities, e.g., thermal winds.

Alongside original studies using linear waves, such as Takehiro
and Lister (2001), a spectral (length scale) dependence of the
penetration depth is expected and this is indeed found in
our strongly non-linear simulations. The decay exponent γ

approaches unity, what confirms the expected value from linear
theory (Takehiro and Lister, 2001). The SSL though clearly shows
the quality of a low pass filter. Consequently, radial flow in the
SSL, even though weak in amplitude, must be expected to be
of larger length scale than the convective flows pummeling into
the SSL. However, the striking agreement with the theoretical
predictions is limited to an intermediate length scale range.

As a peculiar result, we have identified wave-like radial flows
that seem to somewhat resist the inverse buoyancy forces in
the stratified layer. Those are non-geostrophic, of large length
scale, weak in amplitude, and predominantly driven in the
equatorial regions of the stratified layer. We showed that the
required additional source of radial flow is likely not due to
the length scale filtering effect of the rotational penetration or
due to inertia penetration, but is potentially powered from the
convergence of horizontal flows in the shape of gravito-inertial
waves.

Finally, we have shown that viscous effects only play a role
for very shallow penetration depth and at the smallest length
scales. The overall results should not depend on the fact that
we have only explored an Ekman number rage limited by the
numerical constraints. More important is the spherical geometry.
We speculate that a thin stable stratified layer will be significantly
penetrated by Coriolis force induced columnar flows vertically
extending into the SSL and hence more closely obey the linear
theory by Takehiro and Lister (2001).

As an outlook for future work, a thorough investigation of
the gravito-inertial waves generated in the SSL, the emergence of
thermal winds due to latitude-dependent penetrative convection
and consequently how differential rotation is paused through
stratified zones. In addition, the effect on a dynamo process
originating from underneath will help to understand the
dynamics and magnetic fields of partly stratified rapidly rotating
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convection, which is most suitable for the planetary atmospheres
and interiors.
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The Earth’s core mainly consists of iron, and its thermal transport properties are of vital

importance for our understanding of the thermal evolution and the dynamics of the core

and the mantle. However, the reported values of thermal conductivity of iron at the core

conditions are so far inconclusive. Although hexagonal closed-packed (hcp) iron is often

studied as a proxy metal to investigate the physical properties not only of the inner core,

but also the outer core, the anisotropy of the thermal conductivity of hcp iron has never

been experimentally examined. Here we report the results of texture analyses by means

of synchrotron X-ray diffraction experiments and thermal conductivity measurements on

polycrystalline hcp iron up to 44.5 GPa and 300K. These results indicate that the thermal

conductivity of single crystal hcp iron along c axis is about 3–4 times higher than that

along a axis, which could have partially caused the controversial values of the thermal

conductivity of hcp iron at the Earth’s core conditions.

Keywords: hcp iron, Earth’s core, thermal conductivity, XRD, thermoreflectance (TR), diamond anvil cell (DAC)

INTRODUCTION

At some point in the past, the Earth’s liquid iron alloy core began to crystallize at Earth’s center,
resulting in the birth and growth of the solid inner core. Energy considerations indicate that
the power delivered to the present-day geodynamo comes mainly from the growth of the solid
inner core that induces light element and latent heat releases at the inner core boundary (ICB)
(Verhoogen, 1961; Braginsky, 1963; Lister, 2003). On the other hand, before the birth of an inner
core, the geodynamo was powered by secular cooling alone, or was possibly helped by an exsolution
of MgO and SiO2 (Badro et al., 2016; O’Rourke and Stevenson, 2016; Du et al., 2017; Hirose et al.,
2017). On this note, the birth of the inner coremust have been amajor event for the geodynamo and
could be observed in the paleointensity records (Biggin et al., 2015; Smirnov et al., 2016; Landeau
et al., 2017). However, the age of the inner core is still under hot debate, mainly due to controversial
estimates of the thermal conductivity of iron that critically affect thermal evolution of the core (e.g.,
Williams, 2018).
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The conductivity of hexagonal closed-packed (hcp) iron has
been experimentally determined in a laser-heated diamond anvil
cell (DAC) at the pressure (P) and temperature (T) conditions
corresponding to the upper part of Earth’s outer core (Konôpková
et al., 2016; Ohta et al., 2016). It was surprising to see that
the reported thermal conductivity of hcp iron showed about
septuple difference at 135 GPa and 4,000K corresponding to
the Earth’s core-mantle boundary (CMB) condition. Due to the
experimental difficulty in measuring thermal conductivity at
such extremely high P-T conditions, conventional studies have
measured electrical conductivity (σ , the inverse of electrical
resistivity) of iron and iron alloys, and then converted it to the
electronic thermal conductivity (κel) via the Wiedemann-Franz
relation,

κel = σTL, (1)

where T is absolute temperature and L is the Lorenz number.
The ideal (i.e., Sommerfeld) Lorenz number L0 is 2.45 × 10−8

W�/K2. Ohta et al. (2016) likewise measured the electrical
resistivity of solid iron to the core pressure and temperature
conditions. Their resistivity data demonstrated the κel of hcp
iron to be 226(+71/−31) W/m/K at the CMB when the
Wiedemann-Franz relation with L0 was applied. On the other
hand, Konôpková et al. (2016) carried out fast thermal radiation
detection experiments and estimated high-P/high-T thermal
conductivity of iron on the basis of finite element modeling
to reproduce the detected temperature decay in a laser-heated
DAC. Their study advocated the thermal conductivity value
of iron at the CMB to be 33 ± 7 W/m/K. What causes
the discrepancy between these two studies? One possibility
is that the Wiedemann-Franz relation cannot be directly
applied at very high P-T conditions corresponding to the
core conditions (Dobson, 2016). The Lorenz number might be
strongly temperature and pressure dependent. Inelastic electron-
electron scattering might be enhanced at the extreme pressures
and temperatures, which is not considered in the Wiedemann-
Franz law (Pourovskii et al., 2017; Secco, 2017). Indeed, liquid
lead (Pb) and tin (Sn) show breakdown of theWiedemann-Franz
law at high temperature conditions (Yamasue et al., 2003).

Anisotropic conductivity in a hcp iron sample with strong
crystallographic preferred orientation (CPO) is another likely

TABLE 1 | Experimental conditions and the results.

Run # Starting

material

Pressure,

P (GPa)

Thermal diffusivity,

D (mm2/s)

Density,

ρ (kg/m3)

Isobaric heat capacity,

CP (J/kg/K)

Thermal conductivity,

κ (W/m/K)

1 Wire 16.0 (20) 4.7 (4) 8966.4 510.2 21.7 (17)

2 Foil 18.5 (2) 3.6 (2) 9046.4 502.2 16.5 (7)

3 Foil 23.1 (11) 4.9 (6) 9191.1 488.1 21.9 (28)

4 Foil 24.5 (11) 4.4 (2) 9235.4 483.9 19.6 (9)

5 Powder 39.9 (14) 7.1 (9) 9669.2 444.6 30.4 (40)

6 Wire 41.2 (23) 9.3 (14) 9704.2 441.6 39.9 (61)

7 Foil 41.6 (7) 6.8 (5) 9712.3 441.2 29.3 (23)

8 Wire 44.5 (17) 9.6 (4) 9787.9 434.5 41.0 (17)

culprit of the discrepancy in the estimated iron conductivities
by Konôpková et al. (2016) and Ohta et al. (2016). Both studies
used iron foil as a sample and compressed it to its thickness
direction in a DAC. The direction of thermal conductivity
measurement performed by Konôpková et al. (2016) was parallel
to the compression axis of the DAC, while the direction of
electrical resistivity measurement by Ohta et al. (2016) was
perpendicular to the DAC compression. If the hcp iron sample
used in their studies had strong CPO and the conductivity
of hcp iron is crystallographically anisotropic, the measured
conductivities would differ from each other. However, to our
knowledge, the conductivity anisotropy in hcp iron has never
been examined. The hcp phase of iron is stable above 13 GPa
and unquenchable to ambient conditions, so that in-situ high-
P determination of anisotropic conductivity is imperative. As
analog materials of hcp iron, one can review reports of the
conductivity anisotropy in other hcp metals that are stable
at ambient conditions, which shows that the magnitudes of
conductivity anisotropy differ from each other (Hall et al., 1959;
Nellis and Legvold, 1969; Spedding et al., 1971; Alderson and
Hurd, 1975; Stierman et al., 1983; Sanborn et al., 1989; Balog
and Secco, 1999; Secco and Balog, 2001). For instance, the
electrical conductivity of hcp scandium (Sc) along the c axis
is 2.3 times as high as that along the a axis (Spedding et al.,
1971), while the conductivity of hcp cobalt (Co) along the a
axis is 80% larger than that along the c axis (Sanborn et al.,
1989).

As an experimental examination of the thermal conductivity
anisotropy in hcp iron, we performed synchrotron X-ray
diffraction (XRD) and thermal conductivity measurements on
polycrystalline hcp iron with CPO in-situ at high P up to
44.5 GPa and 300K in a DAC. We analyzed the results and
found anisotropic thermal conductivity of hcp iron single crystal;
thermal conductivity along the c axis (κc) is about 3∼4 times
higher than that along the a axis (κa). The anisotropy in the
hcp iron thermal conductivity could partially be the cause of
the discrepancy between the reported iron conductivity values
(Konôpková et al., 2016; Ohta et al., 2016). If the observed
conductivity anisotropy in hcp iron is preserved to the Earth’s
inner core conditions, it may have a strong influence on the heat
transfer in the Earth’s inner core.

Frontiers in Earth Science | www.frontiersin.org November 2018 | Volume 6 | Article 17662

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Ohta et al. Thermal Conductivity Anisotropy in hcp Iron

MATERIALS AND METHODS

We performed eight separate sets of experiments to examine the
anisotropy in the thermal conductivity of single crystal hcp iron
up to 44.5 GPa at 300K (Table 1). Our procedure follows these
four steps:

FIGURE 1 | Back-scattered electron (BSE) image of the bcc iron starting

materials; (A) foil, (B) sintered and deformed powder, and (C) wire. These

images were obtained using a scanning electron microscope equipped with a

field emission gun (FE-SEM, JEO JSM-7000F) with accelerating voltage of 10

kV and probe current of 8 nA. Observed cross sections are normal to

compression axis in the subsequent DAC experiments. Contrast in gray area is

orientation contrast in iron whereas black dots in (B) are iron oxide.

1. We used three types of iron starting materials with different
CPO and transformed them to hcp iron in a DAC.

2. We collected XRD data of the hcp iron samples in two
directions: parallel and orthogonal to the DAC compression
axis. The obtained XRD data were analyzed to determine CPO
in the hcp iron samples as reported in the previous studies
(Merkel et al., 2004; Miyagi et al., 2008; Nishihara et al., 2018).

FIGURE 2 | Schematics of iron starting materials. Black arrows indicate the

compressional direction of a DAC. (A) Iron foil with initial thickness of 10µm.

(B) Iron powder that was sintered in a D-DIA apparatus at 2 GPa and 600◦C
for 1 h, then deformed uniaxially with approximate strain rate of 2 × 10−5 s−1

at room temperature. (C) Iron wire (100µm in diameter) was sliced to about

10µm thick.
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3. After the CPO analyses, thermal conductivity measurements
were performed on the textured hcp iron in-situ at high P.

4. We calculated κa and κc of single crystal hcp iron from
the obtained CPO information and measured thermal
conductivity of the polycrystalline hcp iron sample assuming
an aggregate texture.

High Pressure Apparatus and Iron Starting

Materials
High-P conditions were generated in a symmetric-type DACwith
300µm flat culet diamond anvils. Body centered cubic (bcc) to
hcp phase transformation of iron occurring around 13 GPa and
300K is considered to be a prototypical martensitic transition. A
number of studies reported that the texture of hcp iron is basically
inherited from bcc iron across the transition (Merkel et al., 2004;
Miyagi et al., 2008; Ishimatsu et al., 2014; Dewaele et al., 2015;
Nishihara et al., 2018). Therefore, we anticipated synthesizing hcp
iron samples with different textures in a DAC by using various
types of textured bcc iron starting material. Here we used three
types of bcc iron sample: foil, sintered powder, and wire. A high-
purity iron foil (99.99%) with 10µm initial thickness was cut into
a disk shape and compressed to its thickness direction in a DAC
(Figures 1A, 2A). The iron foil has a relatively heterogeneous
grain-size distribution, with the largest grains being a few micro-
meters in size (Figure 1A). This foil sample was also used in
the previous studies (Gomi et al., 2013; Ohta et al., 2016). Iron
powder (99.9% purity) with a few micro-meters grain size was
sintered in a deformation-DIA apparatus (D-DIA),MADONNA-
I, at the Geodynamics Research Center, Ehime University. It
was sintered at 2 GPa and 600◦C for 1 h, then deformed by
advancing each differential-ram by 0.4mm (Figure 1B). We cut
a disk (90µm in diameter and 10µm initial thickness) out of
the sintered and deformed iron batch and loaded it into a DAC
(Figure 2B). Compression direction by a DAC is parallel to the
deformation direction by a D-DIA. In the sintered iron powder,
an array of iron oxide (black dots in Figure 1B) that originally
formed on the surface of grains in the powder was observed.
The volume fraction of the iron oxide was estimated to be <2%
based on the image analysis. The grain size of iron in this starting
material is judged to be significantly smaller than that of the
original powder (a few hundred nanometers). The bcc iron wire
(99.99% purity) with 100µm in diameter was sliced to about
10µm thick, and then loaded into the sample chamber of a DAC.
The iron wire has a homogeneous microstructure, which consists
of very small, wavy grains with about 0.1µm width (Figure 1C).
The compression direction in a DAC is parallel to the length
direction of the bcc iron wire (Figure 2C). We employed the two-
stage amorphous boron plus Kapton gasket that enabled us to
perform radial XRD measurement for sample texture analysis
(Merkel and Yagi, 2005) (Figures 3, 4). SiO2 glass was used as a
pressure transmitting medium.

Synchrotron XRD Measurements and

Texture Analysis
For phase identification and texture analyses, angle-dispersive
two-dimensional XRD measurements were conducted on the

FIGURE 3 | Schematics of the experiment. (A) Directions of incident X-ray for

axial and radial XRD measurements. (B) Ray paths of laser beams for

thermoreflectance measurements in a DAC. p.m. indicates pressure

transmitting medium.

iron samples in a DAC at BL10XU, SPring-8. The wavelengths
of the monochromatic incident X-ray beam were 0.247∼0.413
Å (30∼50 keV) and the incident X-ray was collimated to
about 10µm in diameter. The XRD images were recorded
on an imaging plate (IP) detector (RIGAKU R-AXIS V++)
with a typical exposure time of 30 s. The XRD data for the
iron sample in a DAC were collected in both axial and radial
diffraction geometries where the sample is irradiated with X-
rays both parallel and perpendicular to the DAC compression
axis, respectively, in order to increase pole figure coverage
(Figure 3A). In runs 1 and 4, only the axial XRD spectrum was
collected. Pressures were determined by using an equation of
state (EOS) of hcp iron (Yamazaki et al., 2012).

Axial and radial XRD images were quantitatively analyzed
for determination of CPO using the Rietveld method as
implemented in the software package MAUD (Lutterotti et al.,
2014). First, the XRD images were integrated from 0◦ to 360◦
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FIGURE 4 | Unrolled XRD images of iron starting materials, (A) foil, (B) sintered powder, and (C) wire obtained at 1 bar. Upper panels show XRD images obtained

from the axial geometry, and lower panels are the radial XRD images. Miller indices of bcc iron are shown in the upper left panel. Horizontal gray line in each image is a

shadow of beam stopper holder. Wavelength of incident X-ray was 0.247 Å.

azimuth angles over 5◦ sectors to produce 72 patterns (Figure 4).
Sample to the IP distance, wavelength of incident X-ray, and the
IP geometry were calibrated with CeO2 standard. The sample
CPO is calculated by the E-WIMV algorithm to produce an
orientation distribution function (ODF) with a resolution of 15◦.
No symmetry constraint was applied in the analysis.

High-Pressure Thermal Conductivity

Measurement
Thermal conductivity (κ) is a function of thermal diffusivity (D),
density (ρ), and isobaric heat capacity (CP): κ = DρCP. The
D of hcp iron at high P was measured by means of the pulsed
light heating thermoreflectance technique in a DAC at Tokyo
Institute of Technology (Figure 3B). Details of the measurement
system and the analytical methods of this technique have been
described in the literature (Yagi et al., 2011; Ohta et al., 2017). The
density (ρ) of hcp iron was determined from the present XRD
data. The isobaric specific heat capacity (CP) was calculated from
the thermodynamic relations and the reported thermoelastic
parameters of hcp iron (Yamazaki et al., 2012).

RESULTS

Crystallographic-Preferred Orientation of

Iron Samples
Prior to the high-P experiments, we investigated the CPO of bcc
iron starting materials loaded into a DAC at ambient conditions.
Figure 4 presents the variations in the diffraction intensity for
(110), (200), (211), and (220) diffractions of the three-types of
bcc iron starting material. We used these four XRD peaks for
texture analyses with the MAUD program, and acquired pole
figures of the bcc samples (Figure 5). Pole densities are expressed
in multiples of random distribution (m.r.d.). The bcc iron foil

showed a single crystal-like CPO with an alignment of <111>
along its compression axis and an alignment of <110> on the
radial plane (Figure 5A). Since the foil included large grains,
as shown in Figure 1A, the number of grains in a diffraction
volume might be limited. This would be the reason for the
single crystal-like CPO of this sample. Although the CPO of
bcc iron foil was only determined in Run 3, the CPO could
be entirely different in each run due to the limited number of
grains in a sample volume of a DAC experiment. The sintered
and deformed bcc iron powder showed an almost axi-symmetric
CPO pattern with concentrations of <100> and <111> along
its compression axis (Figure 5B). This is consistent with reports
by Merkel et al. (2004) and Nishihara et al. (2018), where similar
CPO was formed by uniaxial compression of randomly textured
bcc iron. The bcc iron wire had an almost random texture as
shown in Figure 5C.

The polycrystalline bcc iron starting materials loaded into a
DAC were squeezed to transform them into hcp iron. In all
eight runs, we collected XRD data for hcp iron and obtained
their CPO patterns. Figure 6 shows the representative XRD
data for hcp iron obtained at 41.6 GPa in both axial and
radial geometries. Five XRD peaks from the (101̄0), (0002),
(101̄1), (101̄2), and (112̄0) diffractions were used for texture
analyses. The obtained pole figures of hcp iron clearly show
that the CPO of hcp iron differs depending on the texture
of the starting materials (Figure 7). The CPO of hcp phase
derived from powder bcc iron is characterized by an alignment
of <112̄0> parallel to the compression axis and <0001> on
the radial plane (Figure 6B). This is largely consistent with
the Burgers orientation relationship, {110}bcc//{0001}hcp and

<111>bcc//<112̄0>hcp, for amartensitic transformation between
bcc and hcp phases. The orientation of <0001> is not axi-
symmetric, but lies along a particular direction (Figure 7B);
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FIGURE 5 | Pole figures of (A) foil, (B) powder, and (C) wire of bcc iron starting materials at ambient conditions showing the variation in the crystallographic

orientation of the <110>, <100>, and <111> directions. The direction of a DAC compression is in the center of the pole figure.

although the orientation of <110> in the bcc starting material
is nearly axi-symmetric (Figure 5B). This is presumably due to
strong variant selection in the bcc to hcp phase transformation
under high deviatoric stress in a DAC. The CPO pattern of hcp
iron from bcc wire is characterized by a strong concentration of
<0001> parallel to its compression axis (Figure 7C), and this
pattern is accompanied by a weaker concentration of <0001>
along the radial direction at lower P (Run 1). This observation
is reasonably interpreted as follows. The <111> (and <100>)
is aligned parallel to the compression axis from initial random
texture by compression of bcc phase at low pressure. The bcc
to hcp phase transformation yields an alignment of <0001>
along the radial direction following the Burgers relationship, and
subsequent uniaxial compression to higher pressure gradually
aligns <0001> along the compression axis through the basal

slip dominant viscous creep (e.g., Merkel et al., 2004; Nishihara
et al., 2018). In hcp iron that was transformed from bcc foil,
completely different CPO patterns were observed depending
on the run: <101̄0> was aligned along the compression axis
in Runs 2 and 7 (Figure 7A), whereas <0001> was aligned
along the compression axis in Runs 3 and 4. This is probably
because the CPO of bcc iron foil was different in each run
due to its large grain size (Figure 1A). However, the CPO of
the bcc phase is not perfectly inherited by the hcp phase along
with the Burgers orientation relationship. In reality, the situation
is complicated by the existence of internal stresses between
grains that develop during the phase transformation. They also
influence the orientation relations and variant selection and
their effects cannot be deduced from simple crystallographic
considerations.

Frontiers in Earth Science | www.frontiersin.org November 2018 | Volume 6 | Article 17666

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Ohta et al. Thermal Conductivity Anisotropy in hcp Iron

FIGURE 6 | XRD patterns of hcp iron obtained at 41.6 GPa and 300K in Run

#7. (A) Unrolled XRD images of hcp iron measured in axial (upper panel) and

radial (lower panel) geometries. (B) Integrated XRD patterns of hcp iron

measured in axial (blue) and radial (black) geometries. Wavelength of incident

X-ray was 0.247 Å.

Figure 8 indicates the emergence distributions of crystals with
angle θ between the DAC compression axis and <0001> of hcp
iron, which means the frequency of hcp iron grains with angles
between the c axis and compressional axis. This was calculated
from <0001> pole figure (hence from ODF), and a distribution
is normalized such that its integration in the hole interval to be
unity.

Thermal Conductivity of the Polycrystalline

hcp Iron
After the XRD experiments and the subsequent CPO analyses,
we measured high-P thermal conductivity of the polycrystalline

hcp iron by means of the pulsed light heating thermoreflectance
technique (Table 1). The transient temperature change in a hcp
iron sample by pulse laser heating was recorded at high P as
shown in Figure 9A. The obtained temperature history curve was
analyzed considering the one-dimensional heat diffusion in iron
and pressure medium (SiO2 glass):

T(t) = T

√

τ

πt

∑∞
n=0

γ 2nexp

[

− (2n+ 1)2

4

τ

t

]

, (2)

where T(t) is temperature, T̄ is a constant, t is time, and γ

expresses heat effusion to pressure medium (Yagi et al., 2011). τ
is the heat diffusion time across the iron sample. We obtained
T̄, γ , and τ by fitting the measured curves to Equation (2). The
sample thickness (d) was measured in a sample recovered from
the DAC. Its cross section was prepared by using the focused
ion beam (FIB) apparatus, and the thickness of the iron sample
was measured under a scanning microscope (SEM) (Figure 9B).
The effect of lattice volume expansion due to decompression and
transformation from hcp to bcc phase was corrected to determine
d by using the EOSs of hcp iron (Yamazaki et al., 2012). The τ and
d gives high-P thermal diffusivity;

D = d2/τ . (3)

Multiplication of the D, ρ, and CP yields the high-P thermal
conductivity of hcp iron.

The obtained thermal conductivity of hcp iron at high P
and 300K is shown in Figure 10. The hcp iron samples from
the wire starting material show higher conductivity than those
from the foil and powder samples at similar pressures. The
aforementioned CPO analyses showed that hcp iron from bcc
wire shows a strong orientation of <0001> parallel to the
compression axis, while hcp iron from powder and foil tends to
show an alignment of <0001> on the radial plane. This CPO
information and polycrystalline hcp iron conductivity imply that
the thermal conductivity of hcp iron along the c axis (κc) is higher
than that along the a axis (κa). For comparison, we calculated
high-P/room-T κel of polycrystalline hcp iron from the reported
electrical resistivity (Gomi et al., 2013) and the Wiedemann-
Franz law with the L0 (Equation 1) (Figure 10). The present
values of thermal conductivity of hcp iron are about half of
the calculated κel. Such a difference could be due to anisotropy
in the thermal conductivity of hcp iron because (Gomi et al.,
2013)measured the high-P resistivity during decompression after
squeezing the iron foil up to 100 GPa at 300K. The measurement
direction of the high-P resistivity was perpendicular to that of
the present thermal conductivity. Since all the compared data are
at 300K, the influence of electron-electron scattering on thermal
conductivity should be negligible (Pourovskii et al., 2017).
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FIGURE 7 | Pole figures of hcp iron showing the variation in the crystallographic orientation of the <101̄0>, <0001>, and <112̄0> directions. (A) hcp iron at 41.6

GPa transformed from bcc iron foil. (B) hcp iron at 39.9 GPa synthesized from sintered powder sample. (C) hcp iron at 44.5 GPa that was made from bcc iron wire.

The direction of a DAC compression is in the center of the pole figure.

DISCUSSION

Estimation of Single Crystal Thermal

Conductivity Anisotropy in hcp Iron
Here we quantitatively evaluate the anisotropy in the
crystallographic thermal conductivity of hcp iron single
crystal based on the present results of CPO analyses and thermal
conductivity measurements (Figures 7, 8, 10). The thermal
conductivity of polycrystalline hcp iron we measured can be
regarded as the effective thermal conductivity of a hcp iron single
crystal aggregate along the obtained CPO (Figure 10). First, we
define the effective thermal conductivity of a hcp crystal along a
direction θ (κ(θ)) as follows:

κ (θ) = κasin
2θ + κccos

2θ (4)

where θ is an angle between the heat flow direction and the
c axis (Figure 8 inset) (see Appendix). In this study, the heat
flow direction is parallel to the DAC compression direction
(Figure 3B). Then, we calculated the anisotropy in thermal
conductivity of a hcp iron crystal assuming two-types of κ(θ)
mixing model as described below.

Approach I: Layered Texture Solved by Parallel and

Series Models
We consider a layered structure in which each layer consists of
hcp iron crystals having the same θ value.When the heat flow and
DAC compression directions are perpendicular to the stacking
direction, the effective thermal conductivity of the layered hcp
iron aggregate along the heat flux can be expressed by an
equivalent equation of the parallel resistor model (Figure 11A
inset):
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FIGURE 8 | Distribution of angle between <0001> and DAC compression

axis in three hcp iron samples. Red triangles; hcp iron from foil starting

material, blue circles; hcp iron from sintered powder, green squares; hcp iron

from wire sample. Black line shows randomly oriented hcp iron. θ is defined as

an angle between DAC compression direction and c axis of hcp iron (inset).

κparallel =
∫ 90

0
p (θ) κ (θ) dθ, (5)

where κparallel is an effective thermal conductivity assuming
the parallel model and p(θ) is the emergence distribution
of angles between the <0001> axis and heat flow (DAC
compression) direction (e.g., Figure 8). When the heat flow
(DAC compression) direction is parallel to the stacking direction,
the effective thermal conductivity can be regarded as the series
resistor model (Figure 11B inset):

1

κseries
=

∫ 90

0
p(θ)

1

κ(θ)
dθ, (6)

where κ series denotes an effective thermal conductivity
considering the series model. Using thesemodels (Equations 4–6)
and pairs of the present thermal conductivity of polycrystalline
hcp iron at similar P, we found the κa and κc of hcp iron at
high P (Table 2 and Figures 11A,B). Based on the mixing
theory (Guéguen and Palciauskas, 1994), the solution of the
parallel model gives the lower limit, while the series model
provides the upper bound limit. The results clearly indicate
anisotropy in the single crystal thermal conductivity of
hcp iron.

The solutions of the parallel model indicate that κc is about
four-fold higher than κa. And, the values of κc are comparable
to the κel of hcp iron from the electrical resistivity data reported
by Gomi et al. (2013) (Figure 11A). The series model also
shows a similar trend, although the absolute values of the κa
and κc are different from the solutions of the parallel model
(Figure 11B).

FIGURE 9 | Representatives of (A) Transient temperature curve of hcp iron

obtained at 18.5 GPa and 300K (Run #2) and (B) SEM image of a cross

section of the recovered sample prepared by the FIB apparatus. The transient

temperature curve was fitted by Equation (2) (yellow curve). In this case, we set

n = 5. The obtained fitting parameters are shown in (A). Note that this SEM

image has been acquired from an oblique direction to sample stage, and thus

the apparent thickness shown in this figure is different from the actual sample

thickness.

Approach II: Random Distribution Texture Solved by

Effective Medium Approximation
This is a realistic case in which each hcp iron crystal with the
same orientation (i.e., the same θ) is randomly distributed in
the polycrystalline aggregate sample, rather than forming the
laminated structure considered above (Figure 11C inset). We
thus employ effective medium approximation to calculate the
thermal conductivity anisotropy in a hcp iron crystal that is
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FIGURE 10 | Thermal conductivity of polycrystalline hcp iron as a function of P

at 300K. The hcp iron samples were synthesized from foil (circles), powder

(square), and wire (triangles) starting materials. Black line with gray band

shows κel of hcp iron calculated from the resistivity of hcp iron (Gomi et al.,

2013) and the Wiedemann-Franz (WF) law (Equation 1). The present

conductivity data were obtained along DAC compression axis, while the

resistivity of hcp iron (Gomi et al., 2013) was measured along the direction

normal to DAC compression. Pairs of symbols with same color show similar

pressure and were used to calculate the anisotropy in thermal conductivity.

randomly distributed in polycrystal (Landauer, 1952):

∑n

i=1

κrandom − κi

2κrandom + κi
vi = 0, (7)

where κrandom, κ i, and vi are the effective thermal conductivity
assuming a random texture, thermal conductivity of i
component, and its volume fraction, respectively. As well as the
parallel and series models, the effective medium approximation
also shows strong anisotropy in the single crystal thermal
conductivity of hcp iron (Figure 11C). In this case, the κc is
about three times as high as κa, at least up to 43.1 GPa.

All the crystal mixing models indicate strong anisotropy
in the thermal conductivity of hcp iron at high P and room
T (Table 2 and Figure 11). The obtained results of κc of hcp
iron are comparable or higher than the κel (Gomi et al.,
2013), indicating that the thermal and electrical conductivity of
polycrystalline hcp iron would show variation up to a factor of
four, depending on the CPO of the hcp iron sample in a DAC.
Indeed, the measured electrical resistivities (or resistance) of hcp
iron show considerable variation, especially at the onset of bcc-
hcp transition that is about 13 GPa, but all of the experimental
data obtained above 40 GPa are consistent with each other
(Reichlin, 1983; Jaccard et al., 2002; Deng et al., 2013; Gomi et al.,
2013; Seagle et al., 2013; Zhang et al., 2018). The discrepancy
among them could be derived from difference in CPO of hcp
iron samples just after the transition, since they have used various

FIGURE 11 | Thermal conductivities of single crystal hcp iron along a and c

axes (κa and κc) as a function of P at 300K. (A) Solutions of the parallel model

(Equation 5). (B) The series model solutions (Equation 6). (C) Random

distribution model calculated by the effective medium approximation (Equation

7) (Landauer, 1952). Circles; κa, triangles; κc. Black line with gray band is κel

of hcp iron as shown in Figure 10. Inset figures show schematic illustrations of

the parallel, series, and random models, respectively.
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TABLE 2 | Thermal conductivities of hcp iron along each axis.

Run pair P (GPa) Parallel Series Random

κa (W/m/K) κc (W/m/K) κc/κa κa (W/m/K) κc (W/m/K) κc/κa κa (W/m/K) κc (W/m/K) κc/κa

1, 2 17.3 10.4 44.5 4.3 14.9 64.5 4.3 10.7 49.8 4.7

3, 4 23.8 12.5 36.2 2.9 14.8 80.6 5.4 12.8 37.9 3.0

5, 6 40.6 15.6 69.7 4.5 27.9 85.8 3.1 21.9 64.8 3.0

7, 8 43.1 16.6 70.5 4.2 27.9 105.3 3.8 21.5 69.9 3.3

types of bcc iron starting materials. The CPO of such samples
might become similar due to uniaxial compression of the DAC,
resulting in similar resistivity values at higher P. Although Secco
and Balog (2001) have selected Gd as the best analog material
to predict the anisotropy in the conductivity of hcp iron, the
electrical conductivity of Gd along the c axis is only 30% larger
than that along the a axis at ambient conditions.

However, note that the strength of conductivity anisotropy
obtained above highly depends on the strength of the CPO
determined based on the XRD data. The ODF (and hence
CPO) in this study was calculated using the E-WIMV algorithm,
which is an improved version of WIMV. Determination of the
ODF is a kind of inversion which does not have a unique
solution, and WIMV algorithm (as well as E-WIMV) gives the
smoothest positive solution with maximum entropy for ODF
(Kocks et al., 2000; Lutterotti et al., 2007). This means that
the CPO determined from XRD data with a limited pole figure
coverage gives a lower bound in texture strength. Therefore,
the single crystal thermal conductivity anisotropy of hcp iron
presented in this study is considered to be the upper bound and
the real anisotropy might be smaller.

Geophysical Implications
An open question raised above is whether the discrepancy
in experimentally determined thermal conductivity of iron at
the core conditions can be explained by anisotropy in the
conductivity of single crystal hcp iron (Konôpková et al., 2016;
Ohta et al., 2016). As a matter of fact, both studies did not
determine the room-T conductivity of iron from their own
experiments. Ohta et al. (2016) measured T dependence of
electrical resistance of iron samples at high P and referred to
the high-P/room-T resistivity of hcp iron from Gomi et al.
(2013) to calculate high-P/high-T resistivity. The κel of hcp
iron at 135 GPa and 300K was obtained as 165(+56/−22)
W/m/K. The method employed in Konôpková et al. (2016)
cannot determine high-P/room-T conductivity in principle, as
they acquired time-dependent thermal radiation spectra from
a laser-heated iron sample. To construct a model of high-
P/high-T thermal conductivity of hcp iron, they referred to a
value of electrical resistivity of hcp iron at 135 GPa and 300K
inferred from the experimental results of Seagle et al. (2013) and
converted it to κel of 120(+20/−30)W/m/K via theWiedemann-
Franz law with an unusual Lorenz number of 1.9× 10−8 W�/K2.
In this study, we found highly anisotropic thermal conductivity
of hcp iron at least up to 44.5 GPa and 300K based on the
present XRD and thermal conductivity measurements. Based on

the pressure derivatives ( dκ
dP
) of the obtained κa and κc of hcp iron

FIGURE 12 | Linear extrapolation of the obtained κa and κc at 300K. Values

of κel of hcp iron at 135 GPa and 300K are also plotted that were estimated

from the resistivity of hcp iron (Gomi et al., 2013) and the WF law with L0 (open

diamond), and from the hcp iron resistivity (Seagle et al., 2013) and the WF law

with L = 1.9×10−8 W�/K2 (open hexagon).

that are 0.43 and 0.98 W/m/K/GPa, respectively, we estimated
κa and κc of hcp iron at higher P, indicating the anisotropy in
the conductivity is maintained to the core pressures (Figure 12).
At 135 GPa, the pressure of the Earth’s core-mantle boundary,
κa and κc of hcp iron are 61.4 ± 8.9 and 157.3 ± 72.6 W/m/K,
respectively, and κc/κa is 2.6. Therefore, thermal conductivity
anisotropy in single crystal hcp iron can explain the discrepancy
in the reference conductivities at 135 GPa and 300K (Figure 12).
However, the reported values of the thermal conductivity of hcp
iron at 135 GPa and high T conditions shows about a seven-
fold difference (Konôpková et al., 2016; Ohta et al., 2016). It
remains unclear whether the conductivity anisotropy of single
crystal hcp iron is kept to a few thousand K. In some hcp
analog metals, their κc/κa was getting smaller with increasing
T (Nellis and Legvold, 1969; Alderson and Hurd, 1975; Secco
and Balog, 2001). Only for magnesium, its κc/κa increases with
increasing T, but the T response of κc/κa was examined only
from 3 to 300K. Unless hcp iron shows strongly positive T
dependence of κc/κa, the conductivity anisotropy is unlikely to
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be the main cause of the controversial reports (Konôpková et al.,
2016; Ohta et al., 2016). In this context, T enhanced electron-
electron scattering in compressed iron would be a key factor as
shown in Pourovskii et al. (2017). Within their calculations, the
thermal conductivity is depressed by 39% by electron-electron
scattering. For more detailed discussion, further studies for direct
determination of both electrical and thermal conductivities are
required at extremely high P-T conditions.

If the thermal conductivity anisotropy in hcp iron single
crystal is preserved to the Earth’s inner core conditions, it
may have important implications for evolution and dynamics
there. The seismological exploration of the Earth’s inner core
has revealed its structural complexities (e.g., Tkalčić, 2015;
Romanowicz and Wenk, 2017). One of the main features in
the inner core is that a seismic wave along the polar direction
propagates by about 3% faster than one along the equatorial
direction (Poupinet et al., 1983; Morelli et al., 1986). The
preferred alignment of hcp iron alloy crystals with the c axis
parallel to the fast-seismic axis has been repeatedly suggested
to explain the cause of the seismic anisotropy in the inner core
(Yoshida et al., 1996; Bergman, 1997; Karato, 1999; Buffett and
Wenk, 2001), although a consensus has not reached among
theoretical studies to calculate sound velocity difference between
a and c axes of hcp iron. Early theoretical calculations at 0 K
showed that c axis was the faster direction than a axis in
hcp iron (e.g., Stixrude and Cohen, 1995), but later studies at
high temperatures showed that the sense of anisotropy changes,
and the a axis becomes the fast direction (Steinle-Neumann
et al., 2001), or nearly isotropic (Sha and Cohen, 2010). If the
c axis of hcp iron alloy preferentially aligns along the Earth’s
rotational axis in the inner core, strong anisotropy of the thermal
conductivity in hcp iron as observed in this study implies an
anisotropic thermal conductivity of the inner core with higher
conductivity in the polar direction and lower conductivity in
equatorial radial directions. In addition, recent first-principles
calculations showed that incorporation of silicon and nickel into
iron enhances anisotropy in the conductivity (Gomi et al., 2016).
The Taylor column type outer core convection extracts more heat
away from the ICB in equatorial regions than in polar regions,
even in the absence of anisotropic thermal conductivity. As a
result, greater heat loss and lower thermal conductivity of the
inner core along the equatorial direction than the polar direction
would produce large temperature heterogeneity at the ICB, which
would enhance the directionality of inner core growth and keep
the crystallographic origin of the inner core anisotropy through
the geological timescale via the plastic core flow mechanism

(Yoshida et al., 1996). In the recent years, detailed modeling of
the inner core evolution and dynamics have been reported, but

no study considered the thermal conductivity anisotropy in the
inner core (e.g., Alboussière and Deguen, 2012; Deguen, 2012).
The magnitude of thermal conductivity anisotropy in hcp iron
(iron alloy) at the ICB conditions needs to be confirmed for more
detailed discussion about the inner core evolution and dynamics.

CONCLUSIONS

In this paper, we presented the results from the synchrotron
XRD experiments and the thermal conductivity measurements
on polycrystalline hcp iron up to 44.5 GPa and 300K. Analyses
of the XRD data yielded the CPO of hcp iron samples, which
revealed variable CPO of hcp iron depending on the CPO
of bcc iron starting materials. The obtained CPO information
and thermal conductivity value of hcp iron samples were used
to evaluate the anisotropy in the thermal conductivity of hcp
iron single crystal. Assuming a randomly distributed aggregate
texture in hcp iron polycrystal, we found κc/κa ∼ 3 at 44.5
GPa and 300K. Such strong anisotropy could be maintained
to the Earth’s core conditions and cause the discrepancy
between recent experimental determinations of the thermal
conductivity of hcp iron. Thermal conductivity anisotropy of
hcp iron under Earth’s actual core conditions should thus
be investigated in future work to provide tighter constraints
on the thermal evolution and dynamics of Earth’s core and
mantle.
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APPENDIX

Derivation of the Thermal Conductivity of a

hcp Crystal Along a Direction θ (κ(θ ))
The Fourier’s law of thermal conduction shows that the local heat
flux density (J), is equal to the product of the local temperature
gradient (gradT) and thermal conductivity (κ):

J = −κgradT. (A1)

Let the effective thermal conductivity be the ratio of the
heat flux components in the same direction caused by the
temperature gradient of the direction. Here, we consider a
temperature gradient having a component only in the x3
direction:

gradT =





0
0
∂T
∂x3



 , (A2)

the J3 component can be written as follow:

J3 = − κ33
∂T

∂x3
. (A3)

Therefore, in this case, the effective thermal conductivity is
κ33. The thermal conductivity (κ) of a hexagonal crystal is a
second-order tensor with two independent components κa, κc,

and is expressed as follows:

κ =





κa 0 0
0 κa 0
0 0 κc



 , (A4)

which indicates that the thermal conductivity of the hexagonal
crystal has anisotropy axially symmetric with respect to the c axis.
It thus should be able to be expressed as a function of the angle
θ with the effective thermal conductivity of an arbitrary direction
with the c axis. Here, we set up the thermal conductivity tensor
κ ’ when the hexagonal crystal is rotated about the x1 axis by the
angle θ as follows:

κ ′ =





1 0 0
0 cosθ −sinθ
0 sinθ cosθ









κa 0 0
0 κa 0
0 0 κc









1 0 0
0 cosθ sinθ
0 −sinθ cosθ



 (A5)

=





κa 0 0
0 κacos

2θ + κcsin
2θ (κa − κc) sinθcosθ

0 (κa − κc) sinθcosθ κasin
2θ + κccos

2θ



 .

Considering the relationship of Equation (A3), the effective
thermal conductivity κ(θ) is equal to the κ ’33 component of the
thermal conductivity tensor κ ’ after θ rotation. Therefore, κ(θ)
can be written as

κ (θ) = κasin
2θ + κccos

2θ . (A6)
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We discuss destruction of a thermally stable layer in the upper part of the Earth’s outer

core by compositional convection excited at the inner core boundary. We propose to use

the radial distribution of power induced by thermal and compositional buoyancy (rate of

kinetic energy production) as a measure of occurrence of thermal and compositional

convection. The power consists of the terms proportional to convective entropy flux

and convective compositional flux. In the region with positive power, convection is

active because kinetic energy can be produced by buoyancy force, and a stably

stratified layer could not be formed there. On the other hand, in the region with

negative power, convection is suppressed and a stably stratified layer may be produced.

Considering penetration effect of convection, we discuss possible maximum and

minimum thicknesses of the stable layer based on the radial distribution of power and

its radial integral, respectively. We construct a 1-dimensional thermal and compositional

balance model of the Earth’s core with a larger value of thermal conductivity recently

suggested by high-pressure experiments and first principle calculations, and estimate

radial distributions of power for various values of core mantle boundary (CMB) heat flux

QCMB. When QCMB > QsCMB no thermally stable layer can exist, where QsCMB is the

conductive heat flux along the adiabat at the CMB. On the other hand, when QCMB <

QsCMB, formation of an upper thermally stable layer becomes possible, depending on

the extent of penetration of compositional convection excited below. When QCMB is

sufficiently lower than QsCMB, a thermally stable layer survives the maximum penetration

of compositional convection. The results show that a thermally stable layer becomes

effectively thinner when the effect of compositional convection is considered compared

with the results of previous studies where the existence of a stable layer is evaluated

based on the convective flux only.

Keywords: thermal conductivity, heat flux, compositional flux, power by buoyancy forces, kinetic energy

production, core dynamics, core stratification

1. INTRODUCTION

It is widely thought that fluid motion driven in the Earth’s outer core by cooling due to mantle
convection generates and maintains the geomagnetic field through dynamo action. Although
thermal convection would occur as a direct effect of cooling from the core mantle boundary (CMB)
and as a result of the latent heat release at the inner core boundary (ICB) associated with growth
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of the inner core through solidification of Fe and Ni, the main
energy source for geomagnetic field generation is considered to
be supplied by compositional convection induced by the release
of light elements at the ICB (e.g., Lister and Buffett, 1995).
Estimation of the power available for magnetic energy as well as
evolution of the structure of the Earth’s core has been studied
extensively using 1-dimensional thermal and compositional
budget models (e.g., Loper, 1978; Gubbins et al., 1979; Stevenson,
1983).

Most of the models assumed vigorous convection mixes
completely the whole fluid core, and entropy and composition
are homogeneous. Alternative models considering formation of
a stably stratified layer below the CMB were proposed (Labrosse
et al., 1997; Lister and Buffett, 1998). They assumed that, when
heat flow at the CMB QCMB determined by strength of mantle
convection becomes smaller than upward conductive heat flow
along the adiabatic temperature profile Qs, heat accumulates
below the CMB, and a thermally stable layer starts to develop by
conduction. Labrosse et al. (1997) assumed that erosion of the
stable layer bymixing due to compositional convection generated
from the deeper region does not occur, whereas Lister and Buffett
(1998) considered accumulation of light elements due to inner
core growth explicitly. They discussed the competition between
light elements accumulating in the convecting region of the core
and heat accumulating in the stratified layer due to a subadiabatic
heat flux at the CMB.

Recently, it was suggested from high-pressure experiments
and first principle calculations that the values of thermal
conductivity under conditions of planetary cores are larger than
those considered so far (Gomi et al., 2013; Pozzo et al., 2014). By
using 1-dimensional thermal balance models with the updated
values of thermal conductivity, generation and existence of a
stably stratified layer in the Earth’s outer core was discussed
(Gomi et al., 2013; Labrosse, 2015). Their results showed that a
stable layer with a thickness of O(1,000 km) could be produced
when the heat flux across the CMB is small. They assumed that
the region with negative convective heat flux is stably stratified.
This assumption seems to be appropriate when convection
is driven only by thermal effects, however, it is not correct
when compositional convection occurs simultaneously. When
compositional convection is sufficiently vigorous to overcome
thermally stable stratification, it would mix up the stable layer
and make it neutral.

Whether the stably stratified layer is formed and maintained
below the CMB or it is destroyed by compositional convection
from the deeper region is a significant issue for the evolution of
the Earth’s core structure. Formation of the stable layer affects
the thermal history of the core, such as the age of the inner core
and field intensity (e.g., Labrosse et al., 1997; Lister and Buffett,
1998). It is also related to geomagnetic secular variation observed
at the surface of the Earth, since it could originate from the fluid
motions in the stable layer if it exists (e.g., Braginsky, 1984, 1993;
Buffett, 2014).

In the present study, we propose to use radial distribution of
power induced by thermal and compositional buoyancy (rate of
kinetic energy production) as a measure of occurrence of thermal
and compositional convection. The power consists of the terms

proportional to heat flux and compositional flux. In the region
with positive power convection is active because kinetic energy
can be produced by buoyancy force. On the other hand, in the
region with negative power, convection is suppressed and the
stably stratified layer may be produced.

In the following, formulation of a 1-dimensional thermal
and compositional budget model is recalled, and a criterion for
formation and destruction of the stable layer is proposed in
section 2. Then we apply the model and the criterion to a simple
core model, and illustrate formation of a stable layer and its
thickness depending on the CMB heat flux in section 3. Summary
and discussion are in the final section.

2. MODEL AND METHOD

2.1. Estimation of Stratified Layer
The procedure for calculation of the power induced by thermal
and compositional buoyancy (rate of kinetic energy production)
in 1-dimensional thermal and compositional budget models was
proposed by Lister and Buffett (1995). They did not apply it to the
stable layer formation problem but estimated available energy for
magnetic field generation using the integral value of the power
in the whole domain. We propose to use the radial distribution
of power as a criterion for the formation and destruction of the
stable layer. The rationale for this criterion is as follows.

We assume that the whole outer core is well mixed by
convection, so that concentrations of light elements and entropy
are homogeneous in the radial direction. Temperature follows
an adiabatic profile. Then the radial distribution of power
by buoyancy force (kinetic energy production) wb(r) can be
calculated from distributions of convective entropy flux and
convective compositional flux, which are diagnostically obtained
by thermal and compositional budgets as explained below.

The regions where kinetic energy production is positive
(wb(r) > 0) can be mixed up by convection since it can emerge
there, which is consistent with the assumption. Therefore, a stable
layer is not formed there. On the other hand, in the regions where
kinetic energy production is negative (wb(r) < 0) convection
cannot be driven locally, and mixing may not occur there.
However, the region would be mixed up even when wb(r) <

0 if convection driven in the lower part penetrates into there.
Penetration could occur when total kinetic energy production
in the convecting and penetrating regions is still positive. Then,
possible penetration of convection can be evaluated by the radial
integral of power Wb(r) =

∫ r
c 4πr

′2wb(r
′)dr′, where c is the

radius of ICB. We estimate the region with Wb(r) > 0 which
could be mixed up by penetrative convection (Figure 1).

Therefore, the maximum and minimum thicknesses of the
stable layer are determined with wb(r) < 0 and Wb(r) < 0,
respectively.

2.2. 1-Dimensional Thermal and
Compositional Balance Model
1-dimensional thermal and compositional budget model of the
Earth’s core used in this study basically follows that developed by
Lister and Buffett (1995), Gomi et al. (2013), and Labrosse (2015).
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FIGURE 1 | The thickness of a stable layer depending on the extent of penetration of convection.

The equation for compositional budget is

XC + FC = SC, (1)

whereXC is averaged concentration increase of light elements, FC
is convective compositional flux, and SC is light elements release
at the ICB.

XC(r) =
dC̄

dt

∫ r

c
4πr2ρadr, (2)

FC(r) = 4πr2ρaC′ur , (3)

SC = 4πc2ρcC̄
dc

dt
, (4)

where r is radius, b and c are radii of the CMB and ICB,
respectively, C̄ is the homogeneous concentration of light
elements in the outer core, C′ is the concentration fluctuation
from C̄, ur the radial component of velocity, C′ur the convective
compositional flux, ρa and ρc are the horizontally averaged
density in the outer core and at the ICB, respectively. Here, the
light elements are assumed to be perfectly incompatible in the
inner core for simplicity. Total compositional budget is expressed
by XC(b) = SC. Using (1) and the boundary condition FC(b) = 0,
FC can be described alternatively as follows:

FC(r) = 4πc2ρcC̄
dc

dt

M(b)−M(r)

M(b)−M(c)
, (5)

M(r) =
∫ r

c
4πr2ρadr. (6)

The equation for the thermal budget is

Qconv(r) = Qcooling+Ecomp+Qlatent−Qs+Qvisc+QJ+QICB, (7)

where Qconv, Qcooling , Ecomp, Qlatent and Qs are the convective
heat flux, and its contributions by secular cooling, compositional
energy, latent heat release, and thermal conduction, respectively,

which are described as follows:

Qconv(r) = 4πr2[µ′(r)ρaC′ur + ρaTaS′ur], (8)

Qcooling(r) = −
∫ r

0
4πr2ρaTa

∂Sa

∂t
dr, (9)

Ecomp(r) = −
∫ r

c
4πr2µ′(r)ρa

dC̄

dt
dr, (10)

Qlatent = Tl1Sρc4πc
2 dc

dt
, (11)

Qs(r) = −4πr2k(r)
∂Ta

∂r
, (12)

where Ta(r) is the adiabatic temperature profile in the outer core,
Sa is entropy, which is assumed to be uniform, S′ is the entropy
fluctuation from Sa, S′ur is the convective entropy flux, 1S is the
entropy jump associated with the crystallization of the inner core,
TL is liquidus temperature, k(r) is thermal conductivity and µ′(r)
is the chemical potential based on the value at the ICB. Following
the discussion by Lister and Buffett (1995), we assume that Joule
heating QJ , viscous dissipation Qvisc and the heat flow coming
from the inner core QICB can be neglected in the thermal budget
(7). From the total thermal budget in the whole core, we obtain

QCMB = Qcooling(b)+ Ecomp(b)+ Qlatent . (13)

Previous studies showed that all the terms on the right hand
side of (13) are proportional to dc/dt, and then, the radial
distributions of all the terms are obtained for given CMB heat
flow QCMB.

The convective entropy flux FS is expressed as

FS(r) ≡ 4πr2ρaS′ur =
Qconv(r)− µ′(r)FC(r)

Ta(r)
. (14)

The power by buoyancy forces wb(r) is calculated with the
convective fluxes as follows:

wb(r) ≡ 4πr2g

[

αTa

Cp
ρaS′ur − ρaβC′ur

]

= αgTa

Cp
FS − βgFC

(15)

where α = − 1

ρ

(

∂ρ

∂T

)

P,C

and β = 1

ρ

(

∂ρ

∂C

)

P,S

are thermal and

compositional expansion coefficients, respectively.
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2.3. Analytical Expressions of the Fluxes in
a Simple Model
Here, we illustrate the result of a diagnosis on the formation of a
stable layer in the present Earth’s core with a simple setup similar
to that used in Lister and Buffett (1995).

Density in the outer core is assumed to be constant. Gravity is
given in the form of g(r) = go(r/b), where g0 is the gravitational
acceleration at the CMB. Then adiabatic temperature Ta(r, t) and
its radial gradient can be described as

Ta(r, t) = Ti(t)fa(r),
dTa

dr
= −αg(r)Ta(r)

Cp
= −ATa(r)r, (16)

where Ti(t) is temperature at the ICB and

fa(r) = e−A(r2−c2)/2, A = αgo

Cpb
. (17)

Since Ab2 = αgob/Cp ∼ 0.44 < 1 for the values of the Earth’s

core, we approximate fa(r) as fa(r) ∼
1− (A/2)r2

1− (A/2)c2
, and get

Ta(r, t) = Ti(t)
1− (A/2)r2

1− (A/2)c2
,

dTa

dr
= −αg(r)Ta(r)

Cp
= −ATa(r)r, (18)

Accordingly, Qs(r) becomes

Qs(r) = −4πr2k(r)
dTa

dr
= 4πr3k(r)ATa(r), (19)

The present value of Ti is determined by setting the conductive
heat flow along the adiabat at the CMB QsCMB = Qs(b).

On the other hand, the time derivative of Ti(t) should be
evaluated to calculate Qcooling . From entropy variation with
respect to temperature, pressure and composition variations

Ta
∂Sa

∂t
= Cp

∂Ta

∂t
− αT

ρ

∂Pa

∂t
+ QH

∂C̄

∂t
∼ Cp

dTi

dt
fa(r)

= −Cpρag
dTL

dp

dc

dt
fa, (20)

where Ti is temperature at the ICB, QH = T

(

∂S

∂C

)

T,P

is heat of

reaction, which is neglected for simplicity as well as contribution
of pressure variation. Then, we have

Qccoling(r) = Cpρ
2
0g

dTL

dp

4π

1− (A/2)c2

(

1

3
r3 − A

10
r5

)

dc

dt
. (21)

Since the chemical potential is calculated as

µ′(r) =
∫ r

c
βg(r)dr =

∫ r

c

βgo

b
rdr = βgo

2b
(r2 − c2), (22)

its radial integral becomes

∫ r

c
4πr2µ′(r)ρadr =

2

15
π

ρ0βgo

b
(r−c)2(3r3+6r2c+4rc2+2c3).

(23)
Then we obtain, from equation (10):

Ecomp(r) = − 1

10

βgo

b(b3 − c3)
(r − c)2(3r3 + 6r2c+ 4rc2 + 2c3)

×4πc2ρcC̄
dc

dt
. (24)

Here, we used the relation

dC̄

dt

4π

3
ρ0(b

3 − c3) = 4πc2ρcC̄
dc

dt
(25)

derived by the total compositional budget XC(b) = SC.
The growth rate of the inner core dc/dt is determined by the

global thermal budget Equation (13). By using the value of dc/dt,
the convective compositional flux is calculated by (5), while the
convective thermal flux is determined by

Qconv(r) = Qcooling(r)+ Ecomp(r)+ Qlatent − Qs(r), (26)

Finally, the convective entropy flux is estimated by (14), and the
power by buoyancy forces is determined by (15).

The radial profile of thermal conductivity is approximated to
a recent large estimated value (Gomi et al., 2013) with a quadratic
function as k(r) = (kb−k0)(r/b)

2+k0, where kb, k0 are the values
at the CMB and the center of the core, respectively. The adiabatic
temperature at CMB is given so that Qs(b) = QsCMB = 9.3TW.
The parameters used in the calculation are listed in Table 1.

3. RESULTS

Figure 2 shows the results in the case with QCMB = 12TW.
The radial distributions of contributions to the thermal

TABLE 1 | The parameters used in the calculation.

Radius of the outer core (CMB)a b 3.5× 106 km

Radius of the inner core (ICB)a c 1.2× 106 km

Density in the outer corea ρa 1.2× 104 kg m−3

Density difference between inner/outer coreb 1ρ 580 kg m−3

Density in the inner corea,b ρi 1.258× 104 kg m−3

Specific heat capacityc Cp 800 J kg−1 K−1

Thermal expansion coefficientc α 10−5 K−1

Compositional expansion coefficientd β −0.67

Gravity at CMBe go 10 m s−2

Concentration of light elements in the outer cored C̄ 0.06

Entropy jump at melting/solidificationb 1S 127 J kg−1 K−1

Pressure gradient of liquidus temperaturec dTL/dP 5× 10−9 K Pa−1

Thermal conductivity at CMBd kb 90 W m−1 K−1

Thermal conductivity at the center of the cored k0 160.0 W m−1 K−1

Conductive heat flow along the adiabat at CMBd QsCMB 9.3 TW

aFrom PREM. bFrom Labrosse (2015). cFrom Lister and Buffett (1995). dFrom Gomi et al.

(2013). eFrom Stacey and Davis (2008).
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FIGURE 2 | Result of 1-dimensional thermal and compositional budget model for QCMB = 12TW. (A) Radial distributions of heat flows. Black, blue, purple, red and

green lines indicate Qconv,Qcooling,Ecomp,Qlatent, and Qs, respectively. (B) Radial distributions of work by buoyancy forces wb(r). Green and red lines indicate

contributions from compositional and thermal buoyancies. Blue line shows total work. (C) Radially integrated work by buoyancy forces Wb(r).

budget in the left panel of Figure 2 are qualitatively
consistent with previous studies (e.g., Figure 9 in Gomi
et al., 2013) although there are several differences. In this
case, no stable layer is formed since Qconv is positive in
the whole outer core. Kinetic energy production wb(r)
shown in the center panel of Figure 2 is positive in the
whole outer core. Note that both compositional and thermal
contribution to wb(r) is positive in the whole outer core,
indicating that thermal and compositional convection emerges
there.

Figure 3 shows the results in the case with QCMB = 8TW.
In this case, a stable layer is possible since Qconv becomes
negative. The region with wb(r) < 0 below the CMB appears
in the center panel of Figure 3. The middle panel of Figure 3
shows the compositional contribution to wb(r) is positive in
the whole outer core while the thermal contribution is negative
at r & 2, 200 km, meaning that compositional convection
is possible to emerge in the upper part of the outer core
although thermal and compositional convection can be excited
in the lower part. On the other hand, Wb(r) is positive in
the whole outer core as shown in the right panel of Figure 3.
This means that formation of a stable layer depends on the
extent of penetration of compositional convection from below.
A stable layer survives below the CMB when penetration is weak,
whereas a stable layer is completely destroyed by compositional
convection when its penetration is strong. Note that the stable
layer is thinner than that estimated by the criterion with thermal
convective heat flux only (Qconv < 0) used in the previous
studies.

Figure 4 shows the result in the case with QCMB = 4TW.
In the right panel of Figure 4, there appears the region with
Wb(r) < 0 below CMB, meaning that a stable layer is formed
even when the extent of penetration of convection is maximum
in this case. Note that the thermal contribution is negative in the
almost whole outer core in this case.

Figure 5 shows the summary of stable layer formation as a
function of QCMB. The red and blue lines indicate the thickness
of a stable layer in the case of minimum and maximum

penetration, respectively. It is found that no stable layer is formed
when QCMB > QsCMB = 9.3TW, whereas a stable layer
is absolutely formed when QCMB < 4.4TW. We also show
the bottom of a stable layer estimated by the criterion with
thermal convective flux only by the black line for comparison.
It is clear that destruction by compositional convection cannot
be ignored in order to estimate the thickness of the stable
layer.

4. CONCLUSIONS AND DISCUSSION

We proposed to use radial distribution of power by thermal
and compositional buoyancy (rate of kinetic energy production)
as a new criterion for estimating formation and destruction
of a stably stratified layer by thermal and compositional
convection. The method for calculating power by buoyancy
forces in a 1-dimensional thermal and compositional budget
model was presented, and was applied to a simple 1-dimensional
model for the Earth’s core. The thickness of the stable layer
formed below the CMB is estimated for various values of
the CMB heat flow considering the effect of mixing by
compositional convection in the deeper region. When QCMB >

QsCMB(= 9.3TW), no stable layer is formed due to occurrence
of compositional and thermal convection in the whole outer
core. When QCMB < QsCMB(= 9.3TW), formation of an
upper thermally stable layer becomes possible, depending on
the extent of penetration of compositional convection excited
at ICB. When QCMB < 4.4TW, a stable layer can be
formed even when penetration of compositional convection
is maximal. Note that this critical value of QCMB varies
depending on the value of QsCMB and model configuration for
Earth’s core. For example, constant density distribution and
degree 2 polynomial isentropic temperature used in this study
would not be precise enough for estimation of stable layer
formation, since some discrepancies between previous studies
were found to originate from different levels of approximation
in the isentropic temperature profile (e.g., Labrosse, 2015).
It is necessary to use more precise Earth models with more
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FIGURE 3 | As in Figure 2 but for QCMB = 8TW.

FIGURE 4 | As in Figure 2 but for QCMB = 4TW.

realistic distributions of density, isentropic temperature and
other physical properties for definitive conclusions about the
Earth’s core.

Since the present CMB heat flow is expected in the range
5–15 TW (e.g., Lay et al., 2008), our results also support
possibility of a stable layer formation below the CMB as the
previous studies. However our estimations show the thickness
of the stable layer is significantly thinner than that estimated
with the criterion only by thermal convective flux used in the
previous studies due to mixing by compositional convection.
For example, when QCMB = 8TW, the thickness of the
stable layer can be 250 km at most, which is about 1,000 km
thinner than the estimation by convective heat flux criterion (see
Figure 5).

The present paper significantly contributes to thermal and
compositional evolution problems in planetary cores by giving
dynamically consistent estimation of stable layer formation. All
the previous studies did not consider whether kinetic energy is
adequately supplied to the convecting part or not, which should
be checked by calculating kinetic energy production distribution.

We estimate emergence of a stable layer by assuming that
the whole outer core is convecting. This procedure seems to

be contradictory since existence of a stable layer breaks the
assumption of the whole outer core convection. As a matter
of fact, the solutions obtained by our method are first order
approximations of quasi-steady states where concentrations of
ight elements and temperature averaged in the whole outer
core vary in time while their radial distributions are stationary.
Spherically averaged conservation equation of light elements
without assuming a homogeneous mixed state is described as
follows:

∂

∂t
(4πρaC)+

1

r2
∂

∂r
(FC + FD) = 0, (27)

where C(r, t) is concentration of light elements, FC(r, t) and
FD(r, t) are convective and non-convective fluxes such as
diffusion, respectively. Assuming quasi-steady state, C(r, t) =
C̄(t) + C′(r), and integrating from r = c with the boundary
condition FC(c)+ FD(c) = SC, Equation (1) is modified as

XC + FC + FD = SC. (28)

This equation means that we can construct new solutions by
replacing FC obtained with the assumption of whole outer core
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FIGURE 5 | Possible stable layer thickness as a function of CMB heat flow.

The blue and red lines indicate the thickness of the minimum and maximum

stable layers, respectively. The black line shows the thickness of a stable layer

estimated by thermal convective flux only.

convection by FC + FD. For example, the flux distributions with
FD = 0 (r < rt) and FC = 0 (r > rt) provide a quasi-
steady solution for a given boundary r = rt . The upper part
of C′(r) can be constructed from FD(r). This solution expresses
the state where convection is active and mixes up the lower part
r < rt , while convection is suppressed and diffusion is dominant
in the upper part r > rt , forming stable stratification. Similar
argument is possible for temperature by assuming T(r, t) =
Ti(t)f (r), however, the thermal fluxes would be varied due to
the difference of the temperature structure between the solutions
with and without a stable layer. Then, in order to estimate
thickness of a stable layer more precisely, after determining its
bottom boundary with the criterion of kinetic energy production,
we should give a certain temperature distribution in a stable layer
and calculate distribution of kinetic energy production again. By
repeating this procedure we can obtain more precise estimation
of a thickness of a stable layer. For example, given a thermally
diffusive temperature profile stable layer, re-calculations of wb

lead to 0.07% and 1% differences of a stable layer thickness
for QCMB = 8TW and 4TW (examples of Figures 3, 4),
respectively.

Quasi-steady stable layer thickness obtained in this study
does not consider time scale for its formation, which would
be governed by thermal diffusion. In order to discuss stable
layer formation in the Earth’s core more precisely, we should
compare the diffusion time of possible thickness of the stable
layer with a possible age of the inner core. When the diffusion
time is sufficiently short, estimation with our method would
be effective. In contrast, when the diffusion time is longer, we
should solve thermal and chemical evolution of the core as a
time-dependent problem in order to estimate formation of the
stable layer, for example, as performed by Lister and Buffett

(1998). For example, when the thickness of the stable layer is
100km, and thermal diffusivity is 10−5 m2/s, the thermal diffusive
time becomes 30Myr. This is presumably much less than the
age of the inner core, since it was estimated as O(Gyr) by the
previous studies without the effects of the stable layer and the
stable layer would be so thin that it would not largely affect the
age of the inner core. In contrast, when the thickness is 1000km,
the thermal diffusive time becomes 3Gyr, which is probably
larger than the age of the inner core if it is not affected by the
presence of the stable layer. Note that in the case of destruction
of a pre-existing stable layer due to thermal and compositional
convection excited at the ICB, we should examine time scale for
destruction (erosion rate), which would be determined not only
by thermal diffusion but also by other physical properties, such as
convective velocity, strength of stratification and rotation, and so
on.

Our model assumes that thermal and/or compositional
convection mixes entropy and composition uniformly because
thermal and/or compositional Rayleigh numbers become so large
that convective motion is turbulent due to the smallness of the
molecular diffusivities of the outer core. However, there are
possibilities that convection with coherent structures emerges.
For example, large scale columnar convection affected by the
Earth’s rotation may coexist with small scale turbulent convective
motion due to larger values of eddy diffusivities which may
contribute to decrease the effective Rossby number for large
scale fluid motions. The extent of penetration of columnar
convection into the upper stable layer depends on the ratio
between the Brunt-Väisälä frequency and the rotation frequency,
and on the typical width scale of the convective columns in
the linear theory (Takehiro and Lister, 2001). However, it is
not known whether the penetration of columnar convection
would be an effective mechanism to erode the stable layer.
Furthermore, it has been proposed that the light elements
released at the ICB may form chemical plumes and/or blobs
rising through the outer core without mixing, which could
create a chemically stratified layer at the top of the core (e.g.,
Braginsky, 1993; Shimizu and Loper, 1997). Recent numerical
calculations by Manglik et al. (2010) show that chemical plumes
can penetrate into the thermally stratified layer and keep
rising to some extent. In order to clarify these possibilities, 3-
dimensional numerical simulations are needed although it may
be difficult to resolve fluid motions with wide spatial spectral
ranges.

In the present paper, we illustrate formation of thermally
stable layer below the CMB when the heat flow is drawn
by mantle convection and its destruction by compositional
convection excited at the ICB. The method presented here
can also be applied to compositionally stable layer and its
destruction by thermal convection. It has been proposed
that a stable layer would be formed below the CMB by
accumulation of light elements released at the ICB (e.g.,
Loper and Roberts, 1983) or by diffusion of light elements
from the mantle (e.g., Buffett and Seagle, 2010, 2011). By
introducing contribution terms of barodiffusion and injection
of light elements from the CMB, we can model stable layer
formation including the effects of mixing by convection in

Frontiers in Earth Science | www.frontiersin.org November 2018 | Volume 6 | Article 19282

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Takehiro and Sasaki Destruction of a Thermally Stable Layer

a similar way with radial distribution of power by buoyancy
forces.

In the layer diagnosed as thermally stable stratification,
radial temperature gradient contributes to stabilize but that
of concentration to destabilize. This configuration permits
emergence of finger-type double diffusive convection. However,
since finger-type convection mainly transports light elements
(Turner, 1967) and increase stability through weakening radial
concentration gradient, the stable layer would not be destroyed
by this effect. In the case of a compositional stable layer,
diffusive-type convection may emerge which mainly transports
heat (Turner, 1965). Therefore, the stable layer would be
maintained even when double diffusive convection occurs,
although double diffusive convection may break up into
a series of alternating convecting layers in some specific
conditions.

Note that our method can apply not only to planetary
cores but also to other general situations where convective
and stable layers coexist. In general, the stable layer thickness,
which is expected to be between the maximum and minimum
estimates evaluated by Wb(r) = 0 and wb(r) = 0, would
be determined through complicated combined effects tied to
the dynamics of chemical plumes and their possible interaction
with the thermally stable layer, which are poorly understood.
Nevertheless, in some extreme cases, the maximum or minimum
estimates would give good stable layer thicknesses. For example,
in planetary atmospheres where the effect of inertia is strong
and advection of kinetic energy dominates local kinetic energy
dissipation, the radially integrated kinetic energy production
rate Wb(r) presumably gives a good estimation of stable layer
thickness. In contrast, in the Earth’s outer core, it is expected
that the inertia terms in the equation of fluid motion can
be neglected since the value of compositional diffusivity is
significantly smaller than that of kinetic viscosity and the

work done by convection is converted into magnetic energy.
This means that advection of kinetic energy can be ignored
and penetration of compositional convection scarcely occurs.
Therefore, we can estimate thickness of a stable layer with local
kinetic energy production rate wb(r) only. For example, the red
line in Figure 5 shows that a stable layer with a thickness of 250
km is formed whenQCMB = 8TW in the simple model presented
in the previous section. We should verify our new criterion
by performing numerical experiments of 2- or 3-dimensional
hydrodynamic models, and check the expectation mentioned
above. Effects of double diffusive convection possibly emerging
in the stable layer should be examined as well. Moreover, by
investigating parameter dependence of extent of penetration of
convection, more precise estimation of stable layer formation will
be possible.
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Fluctuations in the length of day (LOD) over periods of several decades are commonly

attributed to exchanges of angular momentum between the mantle and the core.

However, the forces that enable this exchange are less certain. Suggestions include

the influence of pressure on boundary topography, electromagnetic forces associated

with conducting material in the boundary region and gravitational forces due to mass

anomalies in the mantle and the core. Each of these suggestions has strengths and

weaknesses. Here we propose a new coupling mechanism that relies on the presence

of stable stratification at the top of the core. Steady flow of the core over boundary

topography promotes radial motion, but buoyancy forces due to stratification oppose this

motion. Steep vertical gradients develop in the resulting fluid velocity, causing horizontal

electromagnetic forces in the presence of a radial magnetic field. The associated pressure

field exerts a net horizontal force on the boundary. We quantify this hybrid mechanism

using a local Cartesian approximation of the core-mantle boundary and show that

the resulting stresses are sufficient to account for the observed changes in LOD. A

representative solution has 52m of topography with a wavelength of 100 km. We specify

the fluid stratification using a buoyancy frequency that is comparable to the rotation rate

and adopt a radial magnetic field based on geodetic constraints. The average tangential

stress is 0.027Nm−2 for a background flow of V̄ =0.5mms−1. Weak variations in

the stress with velocity (i.e. V̄1/2) introduce nonlinearities into the angular momentum

balance, which may generate diagnostic features in LOD observations.

Keywords: LOD variations, CMB interaction, core stratification, electro-mechanical coupling, angular momentum

transfer, geomagnetic induction, rapid time variations, composition and structure of the core

1. INTRODUCTION

Stable stratification at the top of Earth’s core suppresses radial motion in the vicinity of the
core-mantle boundary (CMB). Weak radial motion may still be present due to magnetic waves
that propagate with periods of 100 years or less (Bloxham, 1990; Braginsky, 1993). Detection of
these waves in secular variation of the geomagnetic field offers a unique probe of the core near
the CMB (Buffett, 2014). Several geomagnetic field models (Jackson et al., 2000; Gillet et al., 2009;
Wardinski and Lesur, 2012) support the existence of waves and yield broadly consistent estimates
for the strength and thickness of stratification (Buffett et al., 2016), although other interpretations
are possible (More and Dumberry, 2018). A nominal value for the layer thickness is 140 km.

Stratification also affects the morphology of the geomagnetic field. Geodynamo models predict
an increase in the amplitude of the dipole field relative to the non-dipole components in the

85

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://doi.org/10.3389/feart.2018.00171
http://crossmark.crossref.org/dialog/?doi=10.3389/feart.2018.00171&domain=pdf&date_stamp=2018-10-30
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles
https://creativecommons.org/licenses/by/4.0/
mailto:glane@tu-berlin.de
https://doi.org/10.3389/feart.2018.00171
https://www.frontiersin.org/articles/10.3389/feart.2018.00171/full
http://loop.frontiersin.org/people/599990/overview
http://loop.frontiersin.org/people/511071/overview


Glane and Buffett Enhanced Core-Mantle Coupling Due to Stratification

presence of stratification (Sreenivasan and Gubbins, 2008; Olson
et al., 2017). Stratification can also affect the equatorial symmetry
of the geomagnetic field or the relative distribution of zonal
and non-zonal field components (Christensen et al., 2010).
Comparisons of model predictions with observations of the
modern geomagnetic field suggest that stratification cannot
exceed 400 km in thickness (Olson et al., 2017; Christensen,
2018).

A more stringent constraint on stratification comes from
the time dependence of reversed flux patches at the CMB
(i.e., local regions where the radial field is opposite to
that expected for a dipole field). Growth of reversed flux
patches has been attributed to the expulsion of magnetic
field from the core by radial motion (Bloxham, 1986). The
rate of growth is controlled by magnetic diffusion, and
this process becomes prohibitively slow when radial motion
is suppressed within 100 km of the CMB (Gubbins, 2007).
While thicker layers are inferred from the detection of
waves, these results are not strictly incompatible because
both inferences are subject to large uncertainties. Moreover,
the presence of waves can contribute to the rate of flux
expulsion by allowing weak radial motion on timescales
of 101 years to 102 years. The same radial motion may also
contribute to other geomagnetic observations that favor limited
radial motion near the CMB (Amit, 2014; Lesur et al.,
2015).

Core-mantle coupling is also affected by stratification.
Transfer of angular momentum across the CMB is commonly
invoked to explain changes in LOD over periods of several
decades (Gross, 2015). Possible mechanisms include topographic
(Hide, 1969; Moffatt, 1977), electromagnetic (Bullard et al., 1950;
Rochester, 1962) and gravitational (Jault et al., 1988; Buffett,
1996) torques. Topographic torques are ineffective when the
flow around topography is geostrophic because the resulting
fluid pressure is equal on the leading and trailing side of
bumps (Jault and Finlay, 2015). As a result, the net horizontal
force exerted on topography vanishes. Relaxing the condition
of geostrophy, particularly by including the influences of a
magnetic field, can restore the topographic torque (Anufriyev
and Braginski, 1977), although plausible values for the magnetic
field suggest that the resulting torques are small (Mound and
Buffett, 2005).

Electromagnetic torques are a viable explanation for the LOD
variations, as long as the conductance of the lowermantle exceeds
108 S (Holme, 1998). The origin of this conductive material
on the mantle side of the boundary is not currently known.
Suggestions include unusual mantle mineralogy (Ohta et al.,
2010; Wicks et al., 2010), infiltration of core material (Buffett
et al., 2000; Kanda and Stevenson, 2006; Otsuka and Karato,
2012) and partial melt (Lay et al., 1998; Miller et al., 2015).

Gravitational coupling between the mantle and fluid core is
probably too weak to account for the LOD variations because
density variations in the fluid core are expected to be very small
(Stevenson, 1987). However, gravitational coupling between the
mantle and the inner core can be effective (Buffett, 1996). One
restriction on this particular form of gravitational coupling
is that fluid motions must first transfer momentum to the

inner core by electromagnetic coupling. This momentum is
then transferred to the mantle by gravitational coupling to the
inner core. Because fluid motion in the core tends to be nearly
invariant in the direction of the rotation axis (Jault, 2008),
there are large regions of the fluid core that do not directly
couple to the inner core. Evidence for changes in length of
day associated with torsional waves (Gillet et al., 2010) favor
a more general process because waves that do not directly
contact the inner core appear to transfer momentum to the
mantle.

Stratification can alter core-mantle coupling by enabling
a hybrid mechanism for momentum transport. Flow over
topography at the CMB would normally require radial motion,
but this motion is suppressed by stratification. Instead, the
topography redirects or traps fluid in the vicinity of the boundary.
Deeper horizontal flow in the core is unimpeded by the
topography, allowing differential motion between the deeper and
shallower fluid. A steep vertical gradient in the flow generates
electromagnetic stresses in the presence of a radial magnetic field.
These stresses alter the pressure field to produce a net horizontal
force on the topography.

Such a mechanism is broadly similar to momentum transfer
between the atmosphere and the solid Earth by gravity waves
(Gill, 1982). However, there are several significant differences
in the core. For example, fluid inertia in the core is probably
too weak to generate internal gravity waves. Eliminating waves
in the atmosphere would suppress any net stress on the
boundary because otherwise there would be no mechanism
for removing excess momentum due to a persistent boundary
stress. In Earth’s core the presence of a magnetic field allows
low-frequency magnetic waves to transport excess momentum
from the boundary region. The combination of waves and
strong damping due to ohmic dissipation shift the phase of
the pressure perturbation so that pressure on the leading and
trailing sides of topography is different. A net horizontal force
is produced on both the mantle and core. The goal of this study
is to quantitatively assess the horizontal force due to a steady
background flow and show that this force is capable of producing
the observed changes in LOD.

A similarmechanism has previously been proposed to account
for observations of coupling between the mantle and tidally
driven flow in the core (Buffett, 2010). This previous application
was restricted to tidal flow, where fluid inertia was expected
to be important. Here the influence of fluid inertia is much
smaller. A nominal flow of 0.5mm s−1 over topography with
wavelengths of 100 km to 1,000 km produces fluctuations with
periods of roughly 101 years to 102 years. At such long periods the
horizontal force balance is expected to involve a combination of
buoyancy, Coriolis and magnetic forces (Jones, 2011), although
we retain the effects of inertia for a more complete description of
fluid motion. We begin our discussion in section 2 with the basic
model setup. A simple quasi-analytical solution to the relevant
governing equations shows how pressure is distributed over the
topography. An estimate for the average tangential stress on the
boundary is given in section 3 and we use this result to assess
the consequences for changes in LOD. Broader implications are
considered in section 4 before we conclude in section 5.
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FIGURE 1 | Schematic illustration of the core-mantle boundary region. Flow V̄ of the core past the mantle is disturbed by topography h(x, y) on the core-mantle

boundary. A stable density profile ρ(z) is assumed at the top of the core and a uniform vertical magnetic field B̄ is imposed. Fluid motion perturbs the density profile

and alters the magnetic field to produce a pressure field that exerts a net horizontal force on the mantle.

2. MODEL SETUP AND RESULTS

We consider the problem of steady flow in the core past a solid
mantle with undulations on the interface. We approximate the
mean position of the CMB by a plane horizontal surface z = 0,
which omits curvature terms in the governing equation. The
relative errors are of order λx/R where λx is the wavelength
associated to the undulations and R is the radius of the
outer core. The topography is defined as positive when the
boundary has a positive radial displacement from the mean
position (see Figure 1). We allow the topography h(x, y) to be
two dimensional in the horizontal plane and consider a single
sinusoidal component

h(x, y) = h̃ exp (ikxx+ ikyy) , (1)

where h̃ is the amplitude, and kx and ky are the wavenumbers
in the direction of the basis vectors ex and ey. A more general
description of topography can be constructed from a linear
superposition of sinusoidal components (Here we follow the
convention of interpreting physical quantities as the real parts of
complex expressions). The surface of the CMB is described by

f (x, y, z) = z − h(x, y) = 0 (2)

so the outward unit normal n to the fluid region is given by

n ≡ ∇f
∣

∣∇f
∣

∣

= ez − ikTh(x, y)
√

1+ k2T Re(ih)
2

(3)

where kT = kxex + kyey, kT = |kT| and Re (•) denotes the real
part. When the topography is small (kxh̃ and kyh̃≪ 1) we can set
∣

∣∇f
∣

∣ ≈ 1 in the definition of n.
A uniform background flow V̄ = V̄ex is maintained in a

frame that rotates with the mantle at constant angular velocity
� = �ez . The gravitational acceleration is g = −gez and we
adopt a vertical backgroundmagnetic field B̄ = B̄ez because it has
the largest influence on the dynamics once the flow is perturbed
by boundary topography.We assume that the fluid is inviscid and
the mantle is an electrical insulator, so the background magnetic
field is not disturbed by V̄ in the absence of topography. Thus

the uniform (geostrophic) background flow is sustained by a
horizontal pressure gradient ∇P̄(y).

Stable stratification is imposed in the core by letting the
density field vary linearly with depth

ρ̄(z) = ρ0(1+ αz) , where α = 1

ρ0

∂ρ̄

∂z
< 0 (4)

is required to ensure stable stratification in the region z < 0.
We subsequently relate α to the buoyancy frequency N using
α = −N2/g. Both α and N are treated as constants.

2.1. Linearized Governing Equations
Flow past topography alters the background flow and disturbs
the magnetic field, pressure and density. We denote these
perturbations using v for the velocity, b for the magnetic field,
p for the pressure and ρ′ for the density. All of these fields
are assumed to be small when the topography is small, so we
can linearize the equations for the perturbations by neglecting
products of small quantities. We expect these perturbations to
become time invariant in the frame of themantle after the passage
of initial transients. Further simplifications are permitted by the
low viscosity of the core liquid. Neglecting the viscous term in the
linearized momentum equation yields

ρ0V̄ · ∇v + ρ0� × v = −∇p+ ρ′g + 1

µ
B̄ · ∇b, (5)

where µ is the magnetic permeability. This particular form of the
momentum equation accounts for the absence of a background
electric current density, J̄ = (∇ × B̄)/µ = 0. The induction
equation for a steady magnetic perturbation is

B̄ · ∇v − V̄ · ∇b+ η∇2b = 0 , (6)

where η = 1/(µσ ) is the magnetic diffusivity and σ is the
electrical conductivity. Finally, conservation of mass requires

V̄ · ∇ρ′ + v · ∇ρ̄ = 0 . (7)

These three equations are supplemented by ∇ · b = 0, together
with ∇ · v = 0 in the Boussinesq approximation.
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Solutions for the perturbations are sought in the form

ρ′ = ρ̃′ exp (ik · x), v = ṽ exp (ik · x),
p = p̃ exp (ik · x), b = b̃ exp (ik · x), (8)

where k = kxex + kyey + kzez is the wavenumber vector,
x = xex + yey + zez is the position vector and ρ̃′, ṽ, etc. are
the amplitude of the perturbations.

2.2. Boundary Conditions
Four boundary conditions are imposed at the CMB, in addition
to the requirement that the perturbations vanish as z → −∞. An
inviscid fluid requires a single boundary condition on the normal
component of the total velocity

(V̄ + v) · n = 0 . (9)

This condition is evaluated on the interface z = h(x, y), but it
is customary to transfer the boundary condition to z = 0 by
expanding V̄ and v in Taylor series about the reference surface.

Three additional conditions are required to ensure that
the magnetic perturbation in the core is continuous with the
magnetic perturbation in the mantle, which can be represented as
the gradient of a potential. A simpler treatment of the boundary
condition on the magnetic field uses the so-called pseudo-
vacuum condition (Jackson et al., 2014). In this case we have
bx = by = 0 at z = 0 to first-order in the perturbation. This
approximation reduces the number of boundary conditions on
the magnetic field from three to two, and eliminates the magnetic
potential as an unknown in the problem. Even though both
choices of magnetic boundary conditions yield quantitatively
similar solutions (the relative difference in pressure is only 10−4)
we adopt the potential-field condition

b(x, y, 0) = bM(x, y, 0) with bM = −∇ψM(x) . (10)

for all solutions in this study. Here, bM denotes the magnetic
perturbation in the mantle and ψM is the associated scalar
potential.

2.3. Solution for the Perturbation
In the Appendix, we show that Equations (5–7) can be reduced
to a system of three linear equations for the amplitude of the
magnetic perturbation b̃. Three independent solutions are found
for b̃, each corresponding to a distinct value for the vertical
wavenumber kz . A linear combination of these three solutions
are required to satisfy the boundary conditions at z = 0. For
the case of a potential field in the mantle, we use four boundary
conditions to determine the unknown amplitudes of the three
solutions, as well as the amplitude of the magnetic potential.

Once solutions are obtained for k
(i)
z and b̃

(i)
(i = 1, 2, 3), we

use the linear combination of ṽ(i) and p̃(i) to reconstruct
the velocity and pressure perturbations everywhere in
the fluid.

We adopt nominal values of the relevant parameters to
illustrate the solution. We take the values specified in Table 1 to
define the basic state of the core. A topography with a wavelength

TABLE 1 | Nominal values for the parameters of the model.

Quantity Value

ρ0 104 kgm−3

B̄ 0.65mT

� 0.729× 10−4 s−1

η 0.8m2 s−1

V̄ 0.5mms−1

kx , kT 6.3× 10−5 m−1

of 100 km in the ex-direction yields the wave number stated in
Table 1. The error due to omitted curvature terms is λx/R ≈ 0.03,
which is small enough to neglect. The radial motion over this
topography has a frequency ω = kxV̄ =3.1× 10−8 s−1 for the
background velocity chosen in Table 1, which corresponds to
a timescale, 2π/ω, of roughly 6 years. We explore a range of
values for the fluid stratification, starting with the case of strong
stratification. Chemical stratification due to barodiffusion of light
elements can produce a buoyancy frequency ofN = 20� to 30�
when the top of the core is not convectively mixed (Gubbins and
Davies, 2013). Adopting N = 20� gives the following solution
for the vertical wavenumbers:

k(1)z = −1.56× 10−2(1+i) m−1, k(2)z = 1.40× 10−4(1-i) m−1,

k(3)z = 5.42× 10−6m−1. (11)

The first wave can be interpreted as a boundary-layer solution
due to the short length scale in the vertical direction. The vertical
length scale for this particular solution is dependent on the

strength of stratification. We find that k
(1)
z increases linearly

with N, so the strongest stratification produces the thinnest
boundary layer. The second wave has a larger vertical length
scale, comparable to the wavelength of topography. The third
wave has a much larger vertical length scale with a very small
imaginary part due to the weak influence of magnetic diffusion
at these larger scales. The first and third waves contribute most
to the pressure field for our nominal values; the first wave sets the
pressure at the boundary, and the third wave controls the broader
background perturbation well below the boundary.

Figure 2 shows a vertical x-z cross-section for the pressure
field using the nominal parameter values and a topography of

h̃ = 30m. The pressure immediately adjacent to the boundary is
asymmetric with respect to the topography. High pressure occurs
mostly over the leading edge of the bump on the boundary,
while low pressure prevails over the trailing edge. Both of these
pressure perturbations exert a horizontal (tangential) stress on
the boundary. A quantitative estimate for the average tangential
stress is obtained by integrating the local traction over the
surface of the CMB. Before turning to this question we assess
the importance of stratification for producing an observable
tangential stress. When the stratification is substantially reduced
(say N = 0.1�) the thickness of the boundary-layer solution
(first wave) increases and the resulting contribution to the
pressure at the CMB is small. The second and third wave
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FIGURE 2 | Vertical cross-section of pressure perturbation relative to the

boundary topography. A positive pressure perturbation develops over the

leading edge of topography and a negative pressure perturbation occurs over

the trailing edge. The disturbance in the flow is confined to the top kilometer of

the core for the nominal choice of model parameters (see text).

now contribute most to pressure perturbation. However, the
distribution of pressure is symmetric relative to the topography,
so the average tangential stress is vanishingly small.

The velocity perturbation on a x-z cross-section is shown in
Figure 3. Flow over the topography causes a vertical component
of flow, but themagnitude of this flow is quite small relative to the
horizontal flow. The peak vertical velocity is only 0.001mm s−1

because the slope of the topography is very small (e.g., kxh̃≪ 1).
The largest horizontal flow occurs immediately below the CMB
and it decays rapidly with depth. The peak horizontal velocity is
0.3mm s−1, which is less than the background flow of 0.5mm s−1,
although not substantially less. A large velocity perturbation
means that the linearized equations are less accurate. We
revisit this question qualitatively in the discussion, but a more
quantitative assessment must retain the nonlinear terms in the
governing equations. We could reduce the velocity perturbation
by reducing the topography. While this change would improve
the validity of the linearized equations, it would also reduce the
traction on the boundary. We show in the next section that the

choice of h̃ = 30m is sufficient to produce a torque on the mantle
of roughly 1019Nm. Such a torque is probably more than enough
to account for the LOD variations, although it does suggest that
the flow is becoming nonlinear as we approach the conditions
required to explain the observations.

Information about the nature of the nonlinearity can be
gleaned from Figure 3. For example, the velocity perturbation
on the leading side of the topography (x ≈ 0 km to 20 km)
is directed in the negative ex direction. This means that the
total velocity, V̄ + v, in this region is decreasing. In effect, the
fluid is becoming stagnant below regions of positive topography.
This stagnant fluid prevents flow from following the boundary,
reducing the forcing of vertical motion and lowering the
amplitude of the perturbation. We might view the growth of

FIGURE 3 | Vertical cross-section of horizontal velocity relative to the

boundary topography. Arrows show the direction of flow and background

color denotes the magnitude of the flow. Negative velocity perturbations under

regions of positive topography implies that the total flow is decreasing.

stagnant regions as a reduction in the effective topography. We
speculate that increasing stratification or increasing topography
would cause the flow to become increasingly stagnant below
positive topography. Deeper flow would be unimpeded by the
topography, so magnetic stresses on the shallower stagnant
fluid would transfer momentum to the mantle by the effects
of pressure on the boundary. Such a coupling mechanism is
qualitatively similar to electromagnetic coupling, where the
thickness of the conducting layer is set by the amplitude of the

topography. A topography of h̃ = 100m would approximate
a conducting layer with a conductance of G = hσ = 108 S,
when the electrical conductivity is σ = 106 Sm−1. This is the
conductance required to account for LOD variations (Holme,
1998). Thus, we expect nonlinearities to reduce the effectiveness
of the coupling mechanism. However, we can compensated by
increasing the amplitude of the topography above the nominal

value of h̃ = 30m.

3. AVERAGE TANGENTIAL STRESS ON
THE BOUNDARY

The local traction on the mantle is

t = p(x, y, 0)n , (12)

where n was previously defined in Equation (3) as the outward
normal to the core. In general we can expect t to have both
ex and ey components when the wavenumbers kx and ky are
non-zero. Setting ky = 0 produces topographic ridges that
are perpendicular to the background flow, so the horizontal
traction is entirely in the ex direction. A local traction in the ex
direction also occurs for a linear superposition of topography
with wavenumbers kT = kxex ± kyey . This particular choice
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of topography produces a checkerboard pattern of relief on
the boundary, but it gives no net traction perpendicular to the
direction of background flow. For the purpose of illustration, we
consider the simple case where kx = kT and ky = 0, so we confine
our attention to tractions in the direction of flow.

Transfer of angular momentum to the mantle depends on
the average of tx over x. We compute the average traction from
the real part of tx in Equation (12), noting that Re(p) = (p +
p∗)/2, where (•)∗ denotes the complex conjugate. Similarly, we
let Re(n) = (n + n∗)/2. Only constant terms in the product pn
contribute to the average stress, so we obtain:

〈tx〉 =
1

4
(pn∗x + p∗nx) . (13)

For our representative parameters values we obtain an average
stress of 0.027Nm−2, which is comparable to the estimate
required to account for fluctuations in LOD at periods of several
decades (Hide, 1969). A rough estimate for the axial torque due
to zonal flow with constant V̄ is π2R3 〈tx〉, where R = 3,480 km is
the radius of the core (details are given below). Thus the nominal
value for the average stress predicts an axial torque of about
1.1× 1019Nm.

Many of the parameters in 〈tx〉 are uncertain, so it is useful
to consider a range of possible parameter values. Figure 4 shows
how 〈tx〉 changes when a selected parameter is varied. In each
case the other parameters are fixed at their nominal values.

We consider variations in h̃, N, V̄ , �, and λx. The strongest

dependence is due to topography h̃. Because p and nx depend

linearly on h̃, the product for the average stress varies as h̃2.
Increasing the topography to 100m produces a tangential stress
of 0.3Nm−2, which is much larger than the value required
to account for LOD fluctuations. Independent estimates of
boundary topography can exceed several kilometers (Colombi
et al., 2014; Shen et al., 2016), although the corresponding
wavelengths are comparable to the radius of the core. Increasing
the wavelength from 100 km to 1,000 kmdecreases themagnitude

of the stress to 0.02Nm−2 for h̃ = 30m. Restoring the stress to
our nominal value of 0.027Nm−2 requires a modest increase in

the topography to h̃ = 42m. Wavelengths larger than 1,000 km
would likely require an explicit treatment of spherical geometry
(Anufriyev and Braginski, 1977).

Stratification is essential for producing a tangential traction.
We find that 〈tx〉 varies linearly with N over a large range of
stratifications (see Figure 4B). A resonance is evident at low N
(see the inset in Figure 4B), possibly due to a correspondence
between the frequency of the boundary forcing and the natural
frequency of internal gravity waves. Further reductions in
stratification causes the average stress drop to zero. A wide
range of values for N can sustain a viable coupling mechanism.
Decreasing stratification to N = � lowers the stress to
roughly 〈tx〉 = 0.01Nm, although we can restore the stress
to 0.027Nm−1 with a modest increase in the topography to

h̃ = 52m (The peak amplitude of the perturbed flow is still
0.3mm s−1). Thus an intermediate stratification of N ≈ �, as
reported in previous studies of geomagnetic secular variation

(Buffett et al., 2016), is compatible with the coupling mechanism
proposed here.

A broad (140 km) layer of stratification would allow
barodiffusion to drive a flux of light elements toward the CMB.
As light elements accumulate at the top of the core we can expect
a 1 km layer of chemical stratification to develop within a few
million years, given typical estimates for the diffusivity of light
elements (Pozzo et al., 2012). A buoyancy frequency of N =
20� or more is feasible due to chemical stratification, which
would put the core at the high end of stratifications considered
in Figure 4. While it is not entirely clear how a thin layer of
stratification would affect the average stress, we note that the
perturbed flow due to the first wave would be largely contained
within the chemical stratification. Recall that the first wave was
principally responsible for the average boundary stress, so it is at
least possible for a thin layer of stratification to be relevant for
core-mantle coupling.

The amplitude of the background flow also affects the average
tangential stress. Figure 4C shows that 〈tx〉 varies at V̄1/2. This
implies a relatively weak dependence on the background velocity.
If the amplitude of the velocity variations associated to LOD
fluctuations is roughly an order of magnitude smaller than
0.5mm s−1, this would lower the fluctuating stress by a factor

of 3. The strong dependence on h̃ means that only a modest
increase in topography would be required to restore our nominal
estimate for the stress. A nonlinear dependence of the stress on V̄
also has interesting consequences for the nature of the coupling
mechanism, which may produce detectable signatures in the
frequency spectra of LOD variations. We explore this behavior
in the next section.

One other feature of the solution for 〈tx〉 should be noted. We
have assumed that the rotation vector � is perpendicular to the
surface. This is strictly true in polar regions. Elsewhere we might
interpret� as the radial component of the planetary rotation rate.
This is a common assumption when the flow is confined to a thin
layer (Pedlosky, 1987, p. 715). Our boundary-layer solution (first
wave) is confined to a thin layer, so it might be reasonable to
replace the value of planetary rotation with the radial component
at mid-latitudes, which would imply a 30% reduction in the
value of �. A direct calculation of 〈tx〉 with the lower rotation
rate is shown in Figure 4D. The average stress is found to vary
quadratically with�, although the stress does not go to zero when
the rotation rate vanishes.We use this result below to estimate the
torque due to the boundary stress. To simplify the calculation of
the torque we adopt a linear approximation for the average stress.
It gives good agreement at mid to high latitudes (e.g., 0.7� to
�), but underestimates the stress at the equator, where the usual
assumption about retaining only the radial component of the
rotation vector break down. It is likely that this approximation
underestimates the torque on the mantle.

3.1. Torque Due to Boundary Stress
The axial torque on the mantle is evaluated using local estimates
for 〈tx〉 over the surface of the CMB. A detailed assessment
should account for changes in the radial component of planetary
rotation by letting � = �M cos(θ), where �M is the angular
velocity of the mantle and θ is the colatitude. We also require
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FIGURE 4 | Dependence of the tangential stress 〈tx〉 on (A) the amplitude of topography h̃, (B) the strength of stratification N/�, (C) on the velocity V̄, (D) on the

angular velocity �, and (E) the wavelength of topography λ = 2π/k.

knowledge of the zonal (eastward) flow of the core V̄ = V̄eϕ
relative to the mantle. Here eϕ denotes the unit vector in the
azimuthal direction. As a first approximation, we might define
the relative motion of the core in terms of an average angular
velocity of the core�C. Thus the relativemotion can be expressed
in the form

V̄ = R(�C −�M) sin(θ) . (14)

Variations in V̄ cause changes in 〈tx〉, so we might define the
average tangential stress (now defined in the eϕ direction) in the

form

〈

tϕ
〉

= tϕ,0 cos(θ)

√

R(�C −�M) sin(θ)

V̄0
(15)

where tϕ,0 represents the nominal value for the average stress due

to the nominal background velocity V̄0. If we set V̄ = V̄0 at a
particular co-latitude, θ , then the average stress at this location
deviates from our nominal value, tϕ,0, only due to the change in

the radial component of�M. However, if V̄ also deviates from V̄0

then we want to account for the V̄1/2 dependence of the stress.
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For the purpose of illustration we let V̄0 = R(�C − �M), so the
nominal background velocity occurs at the equator. Elsewhere
the background velocity fromEquation (14) is lower than V̄0. The
resulting axial component of the torque on the mantle is given by

Ŵz =
∫

S

ez · (r ×
〈

tϕ
〉

eϕ) dS = tϕ,0

∫

S

R cos(θ) sin
3
2 (θ) dS = 8π

7
R3tϕ,0

(16)
where r is the position vector relative to the center of the planet
and S defines the surface of the CMB. The stress is symmetric
about the equator, even though the direction of the Coriolis force
changes sign in the Southern Hemisphere. Consequently, we
restrict the surface integral to the North Hemisphere and exploit
the symmetry to evaluate Ŵz . The net torque is about a factor of
3 lower than our earlier approximation because the background
flow and rotation rate are lower over most of the CMB.

3.2. Dynamics of the Core-Mantle System
The weak (square-root) dependence of the average stress on the
background velocity has several consequences for the transfer
of angular momentum. Consider the case where �C > �M.
According to Equation (16) the torque on the mantle is positive,
while the torque on the core is negative. The negative torque
on the core causes a decrease in �C, which reduces the
differential rotation. The angular velocity of the mantle is also
altered, but this change is smaller due to the larger moment
of inertia. For the hypothetical case of a torque that depends
linearly on the differential rotation, the relaxation back to solid-
body rotation occurs exponentially with time. By comparison,
a square-root dependence of the torque on �C − �M means
that the torque is smaller at large differential rotations; the initial
adjustment occurs more slowly than the linear torque. However,
at sufficiently small differential rotation the torque in Equation
(16) must exceed the torque with a linear dependence on �C −
�M. The larger torque drives the differential rotation to zero in
finite time (unlike exponential decay).

Signatures of the coupling mechanism are potentially
detectable in the dynamics of the core-mantle system. To explore
this question we consider a toy problem in which the mantle is
forced by an atmospheric torque ŴA(t) with a period of one cycle
per year (cpy). The actual problem is more complicated (Gross
et al., 2004), but the goal here is to assess the influence of different
functional forms for the torque at the CMB. When there are no
other torques on the core, we can write the coupled system of
angular momentum equations in the form

CM
d�M

dt
= γ sgn(�C −�M)

√

|�C −�M| + ŴA(t) , (17)

CC
d�C

dt
= −γ sgn(�C −�M)

√

|�C −�M| , (18)

where CM and CC are the polar moments of inertia of the mantle
and core, γ characterizes the amplitude of core-mantle coupling
and sgn(•) defines the sign of the torque according to the sign
of the argument; the square-root dependence is applied to the
absolute value of�C −�M. The moment of inertia of the mantle
is about a factor of 10 larger than the moment of inertia of

FIGURE 5 | Power spectra for the angular velocity of the mantle �M(t) in

response to an imposed annual torque from the atmosphere. A reference

model with no coupling to the core (γ = 0) is compared to a nonlinear model,

based on the horizontal boundary stress
〈

tϕ
〉

. The two results are nearly

identical at the forcing frequency of 1 cycle per year, whereas the nonlinear

model exhibits overtones due to the nonlinearity of the coupling mechanism.

Low-amplitude fluctuations near the base of the spectra are a result of

discretization errors in the numerical integration of �M(t).

the core. Similarly, the atmospheric torque might be roughly 50
times larger than the torque at the CMB. We approximate these
conditions by defining ŴA(t) with unit amplitude and take CM =
1 kgm2,CC = 0.1 kgm2, and γ = 0.02Nm s1/2. We also consider
a case in which core-mantle coupling is turned off (γ = 0). These
results are compared with a third solution in which the torque at
the CMB depends linearly on �C − �M. Each of these systems
are integrated numerically in time using a solid-body rotation as
the initial condition, i.e., �M(0) = �C(0) = �0, where �0 is the
initial rate of rotation.

Figure 5 shows the power spectrum computed from the
numerical solution for �M(t). The solution with no coupling at
the core-mantle boundary produces a single spectral peak at the
frequency of the atmospheric torque. The spectrum produced
with the linear coupling mechanism is indistinguishable from the
one with γ = 0 and therefore not shown. This result indicates
that the core has a small influence on the response of the mantle
to atmospheric forcing. The coupling mechanism with nonlinear
(square-root) dependence also reproduces the peak at 1 cpy, but
adds several other peaks at 3, 5, 7, . . . cpy. These peaks are simply
a consequence of the specific form of the nonlinearity in the
coupling mechanism.

4. DISCUSSION

The coupling mechanism proposed here involves a combination
of pressure and electromagnetic forces. Momentum is transferred
to the mantle by the influence of pressure on topography.
However, the distribution of pressure over the boundary is
strongly influenced by stratification and by electromagnetic
forces. In fact, the coupling mechanism can be as dissipative as
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electromagnetic coupling. Steep gradients in the perturbed flow
distort the radial magnetic field over a length scale of roughly
102m to 103m, depending on the strength of the stratification.
This length scale is short compared with the skin depth, based on
the temporal frequency of flow over the topography. Pervasive
diffusion of the magnetic perturbation occurs in a magnetic
boundary-layer (i.e., the first wave).

Other components of the background magnetic field can also
contribute to the coupling mechanism, although they would
likely have a smaller role. Distortion of a horizontal background
magnetic field is due to lateral variations in the flow, which is
controlled by the wavelength of topography. This length scale
is typically long compared with the vertical wavelength. The
study of Moffatt (1977) dealt exclusively with the influence
of a horizontal magnetic field on flow over topography (in
the absence of stratification) and found that topography in
excess of 4 km was required to produce a stress comparable
to our nominal value of 0.027Nm−2. By comparison, much
smaller boundary topographies are sufficient to account for the
amplitude of decadal fluctuations in LOD when we allow for
fluid stratification. A small topography is also consistency with
our method of solution because we use a Taylor series to transfer
boundary conditions to the reference surface z = 0. When the
boundary topography is small compared with the vertical length
scale of the perturbation, a first-order Taylor series suffices to
relate the conditions on z = h(x, y) to those on z = 0.

The amplitude of the topography is also important for
determining the amplitude of the velocity perturbation. A

nominal topography of h̃ = 30m in Figure 3 produces a
maximum velocity of 0.3mm s−1 at the CMB (see Figure 3).
Thus the perturbed flow is not substantially smaller than the
background flow of 0.5mm s−1. We expect nonlinearities to
reduce the effectiveness of the coupling mechanism, so a modest

increase topography above the nominal value of h̃ = 30m is
probably required to compensate. Our calculations show that
disturbance in the background flow is confined to the top 100m
of the core. Such a shallow disturbancemay not substantially alter
the influence of deeper background flow on geomagnetic secular
variation (It would be analogous to diffusing the geomagnetic
field through a thin conducting layer). We also expect the vertical
(radial) component of the magnetic perturbation to be small,
so it would be difficult to detect at the surface, particularly
if the wavelength of topography was on the order of 102 km.
Other aspects of the dynamics could more significant. Enabling
an effective means of momentum transfer alters the structure
of waves in the core and may also account for the damping
of torsional waves in the equatorial region (Gillet et al., 2010).
Electromagnetic coupling has been proposed as a damping
mechanism for torsional waves (Schaeffer and Jault, 2016), but

the mechanism proposed here may work similarly without
requiring a large electrical conductivity on the mantle-side of the
boundary. A suitably modification of the proposed mechanism is
also applicable to tidally driven flow in the core (Buffett, 2010).
Observations of Earth’s nutation require a source of dissipation
at the CMB. Electromagnetic coupling is one interpretation, but
the influence of topography in the presence of stratification offers
an alternative explanation.

5. CONCLUSIONS

Steady flow of Earth’s core over boundary topography can
produce a large tangential stress on the mantle when the top
of the core is stably stratified. This stress provides an effective
means of transferring angular momentum across the CMB. A
linearized model is developed using a planar approximation of
the CMB. Topography on the boundary disturbs the velocity and
magnetic fields, causing a pressure perturbation that exerts a net
horizontal force on topographic features. Reasonable choices for
the amplitude of the background flow and the strength of the
initial magnetic field yield dynamically significant stresses on the
mantle. A viable solution has a topography of 52m and a fluid
stratification specified byN ≈ �. Stronger stratification, possibly
due to a thin layer of chemical stratification, increases the stress in
proportion to the value ofN and lowers the required topography.
We also show that the stress has a quadratic dependence on the
amplitude of topography, but varies more weakly with the square
root of the fluid velocity. Incorporating this coupling mechanism
into a simple model for angular momentum exchange yields a
nonlinear system of equations, which produces odd overtones in
the response to annual forcing by an imposed torque from the
atmosphere. Spectral properties of the resulting changes in LOD
may offer insights into the underlying coupling mechanisms.
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The convective state of the top of Earth’s outer core is still under debate. Conflicting

evidence from seismology and geomagnetism provides arguments for and against a

thick stably stratified layer below the core-mantle boundary. Mineral physics and cooling

scenarios of the core favor a stratified layer. However, a non-zero secular variation of

the total geomagnetic energy on the core-mantle boundary is evidence for the presence

of radial motions extending to the top of the core. We compare the secular variation

of the total geomagnetic energy with the secular variation of the geomagnetic dipole

intensity and tilt. We demonstrate that both the level of cancellations of the sources and

sinks of the dipole intensity secular variation, as well as the level of cancellations of the

sources and sinks of the dipole tilt secular variation, are either larger than or comparable

to the level of cancellations of the sources and sinks of the total geomagnetic energy

secular variation on the core-mantle boundary, indicating that the latter is numerically

significant hence upwelling/downwelling reach the top of the core. Radial motions below

the core-mantle boundary are either evidence for no stratified layer or to its penetration

by various dynamical mechanisms, most notably lateral heterogeneity of core-mantle

boundary heat flux.

Keywords: geodynamo, stratification, outer core, magnetic field, core-mantle boundary, secular variation

1. INTRODUCTION

In the outer core of the Earth, the turbulent convective flow of an electrically conducting fluid drives
the geodynamo. The geomagnetic field is the measurable consequence of this geodynamo. The
main feature of the geomagnetic field is the dominance of the dipole component. Based on models
of the geomagnetic field and its secular variation (SV) from ground and satellite observations
(Jackson et al., 2000; Finlay et al., 2015, 2016b; Gillet et al., 2015), the dipole intensity has been
decreasing rapidly (e.g. Gubbins, 1987; Olson and Amit, 2006; Finlay, 2008). The dipole decrease
could be related to magnetic energy cascade (Amit and Olson, 2010) or non-local transfers
from the dipole to high spherical harmonic degrees (Huguet and Amit, 2012). Inferring energy
transfers at the top of the Earth’s core may, therefore, provide important insights into the way
the fluid flow at the top of the core distributes the geomagnetic energy. Huguet et al. (2016)
developed a theoretical formalism for the magnetic to magnetic and kinetic to magnetic energy
transfers just below the core-mantle boundary (CMB). They showed that the existence of kinetic
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to magnetic energy transfer corresponds to the presence of
magnetic field stretching induced by upwelling/downwelling at
the top of the core.

For decades, the existence of a stably stratified layer below
the CMB has been a conundrum. Its origin (thermal or
compositional), temporal evolution and the consequences for
core dynamics and for the geodynamo are still puzzling. Several
seismic studies suggested the presence of low P-waves velocity
zone at the top of the Earth’s core, which requires a lower
density than the bulk of the outer core in order to remain stable
(Helffrich and Kaneshima, 2010; Tang et al., 2015; Kaneshima,
2018). In contrast, Alexandrakis and Eaton (2010) did not
find seismic evidence for stratification at the top of the core.
Based on the observation of the SmKS waves which reflect
below the CMB, Kaneshima (2018) argued that its thickness
is about 450 km, larger than a previous estimate of about
300 km (Kaneshima and Helffrich, 2013). However, the new
seismic model of Irving et al. (2018) explains the seismic
observations without a slow and thick stable layer at the top
of the outer core, that is consistent with a fully adiabatic outer
core.

Several hypotheses were proposed to explain a chemical
origin for a stratified region at the top of the Earth’s core,
but it still remains under debate. Diffusion of light elements
from the mantle to the outer core could produce a thick layer
(Gubbins and Davies, 2013), but it cannot explain the low
seismic velocity profiles (Brodholt and Badro, 2017). During
the early Earth, the release of a core impactor may explain the
origin of a stably stratified layer (Landeau et al., 2016) if it has
the right composition of light elements (Brodholt and Badro,
2017). Before the complete solidification of the lower mantle
in the early Earth, interactions between a basal magma ocean
and the top of the outer core may explain the formation of a
light and seismically slow stratified layer (Brodholt and Badro,
2017).

Large outer core thermal conductivity corresponds to outer
core heat flux partly conducted along the adiabat. In this
case, the heat flux at the top of the core is sub-adiabatic and
should lead to the formation of a thermal stably stratified
layer while the deeper outer core convects (Gomi et al., 2013;
Labrosse, 2015). However, the value of the thermal conductivity
of iron under core pressure conditions is still under debate
(Williams, 2018). Ab-initio calculations favor large core thermal
conductivity (de Koker et al., 2012; Pozzo et al., 2012),
whereas high pressure experiments have reported both large
and low values (Gomi et al., 2013; Konôpková et al., 2016;
Ohta et al., 2016). For example, the low outer core thermal
conductivity proposed by Konôpková et al. (2016) would likely
correspond to super-adiabatic conditions throughout the entire
outer core.

Geomagnetic evidence for a stably stratified layer appears
in the form of low geomagnetic SV at special points on the
CMB where the field gradient is zero (Whaler, 1980). However,
uncertainties on the exact locations of these points render such
an analysis unreliable (Whaler and Holme, 2007). Magnetic,
Archimedes and Coriolis (MAC) waves in a stratified layer are
in agreement with the 60-year fluctuations of the geomagnetic

dipole intensity over the historical era (Buffett, 2014; Buffett
et al., 2016; Jaupart and Buffett, 2017). In contrast, intense
geomagnetic flux patches at high latitudes and intensifying
reversed flux patches below the South Atlantic are difficult to
explain without the presence of upwelling/downwelling at the top
of the core. Regional analysis of the SV at the CMB provides
evidence for local magnetic flux concentrations, suggestive of
the presence of fluid downwelling at the top of the core (Amit,
2014). Core flow inversions from geomagnetic SV exclude
pure toroidal flow (Whaler, 1986) although the inclusion of
a weak poloidal flow is sufficient to explain it (Lesur et al.,
2015).

Convection in the deeper part of the outer core may penetrate
a stably stratified layer (Takehiro and Lister, 2001; Takehiro, 2015;
Takehiro and Sasaki, 2018). The length of penetration depends on
the timescale and the length scale of the convective features of the
outer core. Theoretical studies predicted a complete penetration
of the stratified layer by the mean zonal flow (Takehiro and
Sasaki, 2018). Outer core convection may also generate MAC
waves in a stably stratified layer which include zonal radial flow
(Buffett, 2014).

Recent studies attempted to reconcile evidence for a stratified
layer from seismology and mineral physics with evidence for
upwelling/downwelling from geomagnetism (Olson et al., 2017;
Christensen, 2018). These studies relied on numerical dynamo
simulations with an imposed stably stratified layer at the top
of the shell and outer boundary heat flux heterogeneity. Here
the main parameters controlling the competition between the
stable layer and the boundary-driven convection are the layer
thickness, the layer stability and the amplitude of CMB heat
flux heterogeneity. The latter is estimated to be large enough
(Nakagawa and Tackley, 2008) so that super-adiabatic conditions
prevail where the CMB heat flux is large (Olson et al., 2017).
The layer thickness and stability depend on the debated total
CMB heat flux and core thermal conductivity. Olson et al. (2017)
found for weak stratification that these local unstable regions
stir the entire stable layer and lead to whole core convection.
Their models are in agreement with the morphology of the
time-average paleomagnetic field as long as the stable layer is
thin. Christensen (2018) showed for strong stratification that
the layer is not penetrated, and consequently, the magnetic
field becomes too dipolar and too axisymmetric compared
to the geomagnetic field (Christensen et al., 2010) due to
a strong skin effect (Christensen, 2006; Nakagawa, 2011). In
addition, such strong stratification would prevent the impact
of CMB heterogeneity on the deeper core (e.g. by prescribing
preferential inner core growth as proposed by Aubert et al.,
2008). Mound et al. (2018) proposed that the CMB heterogeneity
induces local stratification at low heat flux regions (rather
than affecting a pre-existing global layer). These hot regions
remain stable while in other parts convection reaches the
CMB.

In this paper, we compare the temporal changes in the
geomagnetic dipole with the temporal variations of the total
geomagnetic energy on the CMB. In section 2 we recall the
formalism of Huguet et al. (2016) for the energy transfer in
2D with radial magnetic field. Following Huguet et al. (2016),
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we compare the level of cancellations in the integrands of
the SV of the total magnetic energy with that of the SV of
the axial dipole but in much greater details. In addition, here
we also compare the level of cancellations in the integrand
of the SV of the total magnetic energy with that of the SV
of the equatorial dipole. These ratios are computed based on
the geomagnetic field and SV from several historical (Jackson
et al., 2000; Gillet et al., 2015) and satellites (Finlay et al., 2015,
2016b) models. The results are presented in section 3. In section
4 we discuss our main results and their implications for the
presence or absence of stratification at the top of the Earth’s outer
core.

2. THEORY

2.1. Energy Transfers at the Top of the Core
With Radial Magnetic Field
Here we recall the derivation of Huguet et al. (2016) for the
magnetic to magnetic and kinetic to magnetic energy transfers
at the top of the core. We show that non-zero SV of the
total poloidal magnetic energy on the CMB requires kinetic to
magnetic energy transfer. The existence of this energy transfer
depends on the existence of upwelling/downwelling at the top of
the core.

Our starting point is the radial magnetic induction equation
in the frozen-flux limit (Roberts and Scott, 1965) just below the
CMB (where, the radial velocity vanishes):

Ḃr = −−→uh · ∇hBr − Br∇h · −→uh (1)

where Br is the radial magnetic field, dot denotes time derivative,
Euh is the velocity tangential to the spherical surface, and ∇h is the
horizontal part of the differentiation operator. In Equation (1) the
second term is the advection of the radial field by the tangential
flow, the third term is the stretching of the field by the poloidal
flow, and the first term is the SV.Multiplying (1) by Br/µ0 (where
µ0 is the permeability of free space) gives

1

2µ0

˙Br2 = −−→uh · ∇h
Br

2

2µ0
− B2r

µ0
∇h · −→uh (2)

The first term in (2) is the integrand of the SV of the total
(poloidal) magnetic energy:

Ėb =
1

4πr2c

∫

S

1

2µ0

˙Br2dS (3)

where rc is the radius of the core and dS = r2c sin θdφdθ .
Next we split the stretching term in (2) into two halves:

1

2µ0

˙Br2 = −−→uh · ∇h
B2r
2µ0

− B2r
2µ0

∇h · −→uh − B2r
2µ0

∇h · −→uh (4)

The divergence theorem (or Green’s theorem) for wrapped 2D
surfaces like the spherical CMB gives trivially zero value for the

integral of any divergence term. Therefore, integrating the sum
of the second and third terms of (4) gives

∫

S

(

−→uh · ∇h
B2r
2µ0

+ B2r
2µ0

∇h · −→uh
)

dS =
∫

S
∇h · (−→uh

B2r
2µ0

)dS = 0

(5)
We thus obtain

ėbb = −−→uh · ∇h
B2r
2µ0

− B2r
2µ0

∇h · −→uh (6)

ėub = − B2r
2µ0

∇h · −→uh (7)

and

Ėb ≡
1

4πr2c

∫

S
(ėbb + ėub) dS =

1

4πr2c

∫

S
ėubdS (8)

Based on (6–7), the local magnetic tomagnetic energy transfer ėbb
is due to the advection term plus half the stretching term, and the
kinetic to magnetic energy transfer ėub is exclusively due to half
the stretching term. Globally, the SV of the total (i.e., integrated
over the CMB surface) poloidal magnetic energy is therefore due
to kinetic to magnetic energy transfer only (8). This result is well-
established for the 3D case, i.e., over the entire spherical shell (e.g.
Alexakis et al., 2005a,b, 2007; Debliquy et al., 2005; Mininni et al.,
2005; Carati et al., 2006; Mininni, 2011). Huguet et al. (2016)
proved that it also holds for the 2D case.

2.2. Dipole Moment Changes
Here we recall the theory for the spatial contributions to dipole
changes from Amit and Olson (2008). We describe the theory
for both the axial and equatorial dipole components, which
approximate the dipole intensity (Gubbins, 1987; Gubbins et al.,
2006; Olson and Amit, 2006; Finlay et al., 2016a) and tilt (Amit
and Olson, 2008), respectively.

The geomagnetic dipole moment vector Em is generally
expressed in terms of an axial component mz and two
components in the equatorial planemx andmy

Em = mz ẑ +mxx̂+myŷ (9)

The axial dipole moment can be written as

mz =
4πa3

µ0
g01 =

∫

S
ρzdS (10)

in terms of its integrand on the CMB ρz ,

ρz =
3rc

2µ0
Br cos θ (11)

where a is the Earth’s radius, g01 is the axial dipole Gauss
coefficient and the spherical coordinate system (φ, θ , r) denotes
longitude, co-latitude, and radial distance, respectively.
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Integrands can also be defined for the dipole moment
components along the Cartesian x and y coordinates in the
equatorial plane. The dipolemoment integrands along longitudes
0◦E and 90◦E, respectively are

ρx =
3rc

2µ0
Br sin θ cosφ (12)

ρy =
3rc

2µ0
Br sin θ sinφ (13)

and the corresponding dipole moment components are

mx =
4πa3

µ0
g11 =

∫

S
ρxdS (14)

my =
4πa3

µ0
h11 =

∫

S
ρydS (15)

where g11 and h11 are the equatorial dipole Gauss coefficients.
The dipole components in the equatorial plane allow to define

the equatorial component of the dipole moment as

me =
4πa3

µ0

√

g11
2 + h11

2 =
∫

S
ρedS (16)

in terms of the equatorial dipole moment density ρe on the CMB,

ρe =
3rc

2µ0
Br sin θ cosφ′ (17)

where φ′ = φ − φ0 is the longitude relative to that of the dipole
axis. φ0(t) is the time-dependent longitude of the dipole axis
given by Amit and Olson (2008)

φ0 = tan−1

(

mx

my

)

= tan−1

(

h11
g11

)

(18)

Note thatme is by definition positive (16). The dipole tilt angle θ0
can be written in terms of the axial and equatorial dipole moment
components,

θ0 = tan−1

(

me

mz

)

= tan−1(

√

g11
2 + h11

2

g01
) (19)

Finally, based on the above formalism, it is straightforward
to write the SV of the dipole components in terms of spatial
integrands. The time derivative of (11) gives

ρ̇z = Ḃr cos θ (20)

ṁz =
3rc

2µ0

∫

S
ρ̇zdS (21)

The time derivative of (17) gives

ρ̇e = Ḃr sin θ cosφ′ + Br sin θ sinφ′φ̇0 (22)

ṁe =
3rc

2µ0

∫

S
ρ̇edS (23)

where the azimuthal angular velocity of the dipole axis is

φ̇0 =
ṁymx − ṁxmy

mx
2 +my

2
= ḣ11g

1
1 − ġ11h

1
1

g11
2 + h11

2
(24)

2.3. Measures of the Level of Cancellations
in the Integrands
In order to infer the significance of the values of the SV of
the total geomagnetic energy, we define ratios of integrals with
respect to their corresponding absolute integrals. Such integral
ratios quantify the level of spatial cancellations at a given integral
and may therefore assess the significance of the numerical values.
Similar ratios were used to quantify the level of cancellations in
the integrand of geomagnetic axial dipole change by meridional
advection (Finlay et al., 2016a) and to calculate the regional
level of cancellations in different SV contributions in numerical
dynamos (Peña et al., 2016). Huguet et al. (2016) compared the
level of cancellations of the SV of the total magnetic energy with
those of the SV of the axial dipole. Here we recall these definitions
and define a new quantity for the level of cancellations of the
equatorial dipole.

Following (3) the ratio εe is defined by

εe =
∫

S BrḂrdS
∫

S |BrḂr|dS
(25)

This ratio represents the level of cancellations in the integrand
of the SV of the total magnetic energy. For comparison, the ratio
εmz represents the level of cancellations in the integrand of the
SV of the axial dipole and is written

εmz =
∫

S cos θ ḂrdS
∫

S | cos θ Ḃr|dS
. (26)

The dipole is the largest scale and the strongest component
of the geomagnetic field. Its current intensity decrease is well-
documented (Gubbins, 1987; Olson andAmit, 2006; Finlay, 2008;
Finlay et al., 2016a; Metman et al., 2018). The ratio εmz therefore
serves as a reference value to a level of cancellations that cannot
be considered negligible.

In addition, following (23) we define the ratio εme which
represents the level of cancellations in the integrand of the SV
of the equatorial dipole

εme =
∫

S sin θ
(

Ḃr cos (φ − φ0) + Br sin (φ − φ0) φ̇0

)

dS
∫

S | sin θ
(

Ḃr cos (φ − φ0) + Br sin (φ − φ0) φ̇0

)

|dS
(27)

Frontiers in Earth Science | www.frontiersin.org October 2018 | Volume 6 | Article 17098

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Huguet et al. Dipole Changes and Upwelling

This new ratio defines an additional reference value for the level
of cancellations that is significant.

3. RESULTS

In this section, we plot the axial dipole SV (21), the equatorial
dipole SV (23) and the total geomagnetic energy SV (3), all on
the CMB, using various field models.

3.1. Changes in the Total Geomagnetic
Energy
We use several geomagnetic field models. The gufm1 model
in the historical era (1840–1990) (Jackson et al., 2000) was
constructed from surface observatories and the MAGSAT
satellite data. The COV-OBS.x1 model covers the historical era
until present-day, including satellite data of the past two decades
(1840–2020) (Gillet et al., 2015). COV-OBS.x1 is an ensemble of
100 models that accounts for data uncertainties. The CHAOS-5
(Finlay et al., 2015) and CHAOS-6 (Finlay et al., 2016b) models
rely exclusively on recent high-quality satellite data (1997.1–2016
and 1997.1–2018, respectively). All models are expanded until
spherical harmonic degree nmax = 14.

We start with an example of the radial geomagnetic field on
the CMB (Figure 1A) and its SV (Figure 1B) which combine to
produce the integrand of the SV of the total magnetic energy
(Figure 1C), using the field model CHAOS-5 (Finlay et al., 2015)
of the year 2015. The geomagnetic SV is dominated by small
scales with numerous pairs of opposite sign structures that sum
up by definition identically to zero. The integrand of the SV of the
total geomagnetic energy is also dominated by pairs of opposite
sign structures; However, the integrated outcome is different. At
low latitudes of the Southern Hemisphere, several positive local
contributions to the SV of the total geomagnetic energy appear
below the Indian Ocean and West Africa, with their negative
counterparts being much weaker. In addition, below Siberia a
negative BrḂr structure is sandwiched by two positive structures.
Overall, there are more positive contributions than negative, i.e.,
the total geomagnetic energy is instantaneously increasing in this
model.

Figure 2 shows Ėb, the integrated SV of total magnetic energy,
during the historical era. Non-zero values are observed, though

at this stage it still remains to be demonstrated that these
values are numerically significant. In the early period, the two
field models differ significantly, possibly due to some spurious
edge effects in COV-OBS.x1 (Metman et al., 2018, N. Gillet,
personal communication). These edge effects are well known in
comprehensive field models (e.g., Wardinski and Holme, 2006;
Olsen et al., 2009; Gillet et al., 2013). However, the period over
which these effects may last is unknown; It may depend on
the modeling strategy. Between 1910 and 1990 both models
exhibit increasing total geomagnetic energy with similar trends.
Interestingly, starting from 1990 the Ėb value begins to decrease
rapidly and around 2010 changes its sign giving decreasing total
geomagnetic energy with time at present-day.

3.2. Changes in the Geomagnetic Dipole
Figure 3 shows the time-evolution of the geomagnetic dipole
and its temporal rate of change. Because the dipole is the
most robust feature of the field, its uncertainty is the smallest
and the 100 models of COV-OBS.x1 are practically identical to
its mean. In addition, all three models (gufm1, COV-OBS.x1,
and CHAOS-5) are in excellent agreement for the dipole. The
axial dipole (Figure 3A) has been decreasing since 1840 (e.g.,
Gubbins, 1987; Gubbins et al., 2006; Olson and Amit, 2006;
Finlay, 2008; Finlay et al., 2016a) and perhaps even further back
in the past (Poletti et al., 2018). However, the rate of axial
dipole decrease (Figure 3B) has been undulating (Olson and
Amit, 2006; Buffett, 2014; Finlay et al., 2016a). The equatorial
dipole (Figure 3C) and the tilt (Figure 3E) are highly correlated.
Until 1960 very small tilt changes are observed, but since then
the dipole axis is rapidly drifting poleward. This trend, noted
a decade ago by Amit and Olson (2008), persists to present-
day (Figures 3C,E). Figures 3D,F are also highly correlated
and show that the poleward drift of the dipole tilt is steadily
accelerating.

The local contributions to the axial and equatorial dipole
components are shown in Figure 4. The polarity of the
geomagnetic field in the present chron is negative. Hence, normal
flux patches, especially at high latitudes, provide dominant
negative contributions to the axial dipole integrand, whereas
reversed flux patches, in particular below the South Atlantic,
provide positive contributions, that is, opposite to the dominant

FIGURE 1 | (A) Br , (B) Ḃr , and (C) Br Ḃr , all for the geomagnetic field model CHAOS-5 in the year 2015 (Finlay et al., 2015).
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FIGURE 2 | The SV of the total geomagnetic energy on the CMB Ėb as a function of time for gufm1 in the period 1840–1990 (red; Jackson et al., 2000) and

COV-OBS.x1 in the period 1840–2020 (black; Gillet et al., 2015). Gray lines correspond to the ensemble of 100 models of COV-OBS.x1. Dashed horizontal green line

denotes zero. Note that the SV of the total geomagnetic energy is in units of µT2yr−1.

polarity (Gubbins, 1987; Gubbins et al., 2006; Olson and Amit,
2006; Terra-Nova et al., 2015; Metman et al., 2018). The
equatorial dipole integrand is comprised of four quadrants
separated by the equator and the two meridians 90 degrees
east and west off the dipole longitude φ0 (Amit and Olson,
2008). The Northwest and Southeast quadrants provide positive
contributions to me, whereas the Northeast and Southwest
quadrants provide negative contributions. The high level of
cancellations in Figure 4B reflects the small magnitude of me

relative to mz . However, the positive contributions exceed the
negative ones, yielding at present a tilt of ∼ 10◦ of the dipole
axis from the rotation axis (Figure 3E).

3.3. Comparing Total Geomagnetic Energy
and Dipole Changes
The integrands of ṁz (ρz in (20)), ṁe (ρe in (22)), and Ėb
(BrḂr) are shown in Figure 5 for four snapshots. Visually,
all three of these quantities exhibit multiple sources and
sinks in all four snapshots. Quantitatively, Ėb is almost five
times larger in 1940 than in 1900 (Figure 2). Indeed, fewer
cancellations in BrḂr in 1940 are seen, in particular, the
positive strip along the longitude of central Asia (Figures 5I,F).
Likewise, in 1980 when the dipole tilt was rapidly decreasing
(Figures 3C–F), more positive ρe structures are observed, in
particular, two long meridional strips below central Asia and
Oceania (Figure 5E). In contrast, in 1900 and 1940 when the
dipole tilt varied slowly (Figures 3C–F), the ρe distributions
are much more balanced (Figures 5H,K). However, in order to
quantitatively assess and compare the level of cancellations of
the three integrands, we turn to the measures introduced in
section 2.3.

Figure 6 shows the evolution of the ratios εe (25), εmz (26),
and εme (27) for the geomagnetic field models gufm1 (Jackson
et al., 2000) and COV-OBS.x1 (Gillet et al., 2015). Note that

the two field models are not overlapping, a consequence of the
non-linearity of the ε quantities. The 100models of COV-OBS.x1
provide an estimate of the error.

For gufm1, until ∼ 1920 εmz was in general larger than εe,
whereas after 1920 the latter was much larger. Until ∼ 1960
εme was nearly zero and in general smaller than εmz and εe.
This corresponds to the constant tilt period (Figures 3C-F; see
also Amit and Olson, 2008; Amit et al., 2018). Since 1960, εme

decreases in parallel to the decrease of the dipole tilt, with
maximum absolute εme value in the last decade of the model. At
the end of this period |εme| reaches a comparable value to |εmz|,
both much lower than that of εe. At most times, however, the
absolute values of εme in gufm1 are smaller than those of εe and
εmz .

The ensemble of 100 models of COV-OBS.x1 show significant
variability in εe, especially at earlier times, but for εmz and εme

in practice the 100 models are identical to their respective mean
values. This is to some extent expected because the uncertainty
in COV-OBS.x1 is smallest for the dipole (Gillet et al., 2015). In
COV-OBS.x1, εmz and εme exhibit similar trends as in gufm1 but
with smaller amplitudes, especially for εmz . Overall εe exhibits
large amplitude oscillations and its value is comparable to or
larger than εmz and εme except for a few snapshots when εe
changes sign (e.g., around 1940 and 2010). As in gufm1 εme

is nearly zero until 1960 and decreasing thereafter, though its
amplitude is smaller than in gufm1.

We proceed to further test the dependence of our results on
the small scales of the geomagnetic field and its SV. In Figure 7

we show the ratios εe, εmz , and εme for four snapshots as a
function of the truncation degree of spherical harmonic nmax. For
the overlapping years εe shows significant differences between
gufm1 and the mean of COV-OBS.x1 for nmax > 8 (as in
Figure 6), whereas, for smaller nmax both models are in decent
agreement. For all nmax values, εmz and εme are very similar in
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FIGURE 3 | Geomagnetic dipole as a function of time for gufm1 (red dashed line; Jackson et al., 2000), COV-OBS.x1 (black solid line; Gillet et al., 2015) and

CHAOS-5 (blue dashed line; Finlay et al., 2015). Gray lines correspond to the ensemble of 100 models of COV-OBS.x1. Absolute axial component |mz| (A), equatorial
component me (C) and tilt θ0 (E) and time derivatives of axial component ṁz (B), equatorial component ṁe (D), and tilt θ̇0 (F).

the two models. The three ε values approach asymptotic values
with increasing resolution (Figure 7).

For the year 1980 in gufm1, εe and εme are comparable for
small nmax but εmz is larger. For large nmax, the absolute values of
εmz and εme are comparable while εe is largest. In 1940 εe is by far
the largest and εme is very small for all nmax values. In 1900 εmz is
the largest for most nmax values (Figure 7).

The εe values of the ensemble of 100 models of COV-OBS.x1
include zero values for all years. Nevertheless, all ratios show
an asymptotic behavior with increasing nmax, which provides
evidence for the significance of the εe and Ėb values. The envelope
of 100 models surrounds the mean values. For εe the envelope
widens with increasing nmax, whereas for εmz and εme the
corresponding envelopes are thin for all nmax values (Figure 7).
In 2015 for low nmax the absolute εme is the largest, but at
nmax = 13 the εe and εme of the mean of COV-OBS.x1 cross

and at nmax = 14 in most of the 100 models εe is the largest.
In 1980 for low nmax the absolute εmz is largest, whereas for
large nmax the three ratios of the mean of COV-OBS.x1 are
comparable with about half of the 100 models exhibiting largest
εe values. In 1940 εe is by far the largest ratio, especially at
low nmax. Finally, in 1900 for most nmax εe is the largest ratio
(Figure 7).

Figures 8A,B show all ratios as functions of time and nmax

respectively for the satellites era. With the full resolution
during this period the absolute value of εme is the largest
(Figures 8A). For small nmax, εe is much smaller than εmz

and εme; increasing nmax gives εe comparable to εmz but
still smaller than εme (Figures 8B). We also compared the
results based on CHAOS-5 (Finlay et al., 2015) and CHAOS-
6 (Finlay et al., 2016b). The results are practically identical
for εmz and εme, whereas for εe some mild discrepancies
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FIGURE 4 | Geomagnetic dipole integrands for the axial mz (A) and equatorial me (B) components for the year 2015 of CHAOS-5 (Finlay et al., 2015).

FIGURE 5 | Integrands of ṁz (A,D,G,J), ṁe (B,E,H,K), and Ėb (C,F,I,L) for CHAOS-5 in 2015 (A–C) and gufm1 in 1900 (D–F), 1940 (G–I), and 1900 (J–L).

exist. Finally, we note that the results for CHAOS-5 and
CHAOS-6 (Figure 8A) differ from those for COV-OBS.x1
(Figure 6) in the overlapping period. This demonstrates the

significance of the small-scale field and SV, which somewhat
differ from one model to another, in the ǫe, ǫmz , and ǫme

quantities.
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FIGURE 6 | Evolution of the ratios εe (solid lines), εmz (dashed lines), and εme (dotted lines) using gufm1 (red lines) and the mean of COV-OBS.x1 (dark lines). The

family of 100 COV-OBS.x1 models is presented in light, dark gray, and light blue solid lines for εe, εmz , and εme, respectively.

3.4. Can Magnetic Diffusion Explain the
Changes in the Total Geomagnetic Energy?
The analysis above relies on the frozen-flux approximation,
i.e., magnetic diffusion effects are assumed negligible compared
to the effects of advection and stretching (Roberts and Scott,
1965). This approximation is supported by large estimates of
the magnetic Reynolds number (e.g., Holme, 2015). However,
the presence of a magnetic boundary layer at the top of the
core may introduce a small radial length scale and significantly
larger magnetic diffusion contributions to the SV than often
considered (Gubbins, 1996; Amit and Christensen, 2008; Barrois
et al., 2017). In addition, for global quantities such as the
dipole (or the total magnetic energy), particular field-flow
interactions might yield inefficient advection and hence large
relative diffusive contribution (Olson and Amit, 2006; Finlay
et al., 2016a).

Modeling magnetic diffusion SV from observations is
problematic because the field inside the core is in general
unknown. Amit and Christensen (2008) found in numerical
dynamos a significant correlation between the patterns of
tangential and radial magnetic SV. They proposed that intense
magnetic flux patches on the outer boundary are concentrated
by fluid downwellings which are the surface expressions of
columnar helical vortices. Inside a flow column the tangential
divergence is weaker, therefore the magnetic flux patch diffuses
both tangentially and inwards, hence the correlation between
tangential and radial diffusion. This model was recently
confirmed by core flow re-analysis (Barrois et al., 2017) and joint
inversion of magnetic and velocity fields (Barrois et al., 2018).

The complete radial induction equation at the top of the core,
including magnetic diffusion, is written

Ḃr = −−→uh ·∇hBr−Br∇h ·−→uh +λ

(

1

r2c

∂2

∂r2

(

r2Br
)

+∇2
hBr

)

(28)

where λ is magnetic diffusivity and r is the radial coordinate.
The last two terms are radial and tangential diffusion respectively.
According to the model of Amit and Christensen (2008)

1

r2c

∂2

∂r2

(

r2Br
)

∝ ∇2
hBr (29)

and

Ḃr = −−→uh · ∇hBr − Br∇h · −→uh + λ∗∇2
hBr (30)

where λ∗ is the effective magnetic diffusivity which accounts
for radial diffusion. Because tangential diffusion is known from
geomagnetic field models, (29) allows to model the full magnetic
diffusion SV. With this magnetic diffusion term, (8) becomes

Ėb =
1

4πr2c

∫

S
(ėub + ėd)dS (31)

with the local diffusive contribution to Ėb given by

ėd = λ∗Br
µ0

∇2
hBr (32)

First we assess analytically the role of magnetic diffusion. Using
the identities for tangential Laplacian and orthogonality of
spherical harmonics, (32) can be rewritten as

ėd = − λ∗

µ0r2c

nmax
∑

n=1

n(n+ 1)

n
∑

m=0

(Br
m
n )

2 (33)

where Br
m
n is the radial field of degree n and order m.

Equation (33) indicates that, based on the model of

Frontiers in Earth Science | www.frontiersin.org October 2018 | Volume 6 | Article 170103

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Huguet et al. Dipole Changes and Upwelling

FIGURE 7 | Ratios εe (solid lines), εmz (dashed lines), and εme (dotted lines) as a function of nmax for four snapshots using gufm1 (red, Jackson et al., 2000) and the

mean of COV-OBS.x1 (black, Gillet et al., 2015). The family of 100 COV-OBS.x1 models is presented in light, dark gray, and light blue lines for εe, εmz and εme,

respectively. Green line denotes the zero value.

Amit and Christensen (2008), diffusion would always decrease
the total magnetic energy. Inspection of Figure 2 clearly shows
that this is not the case. The total geomagnetic energy has
increased for about a century. This proves that magnetic diffusion
alone cannot explain the SV of the total geomagnetic energy.

However, can magnetic diffusion explain in part the Ėb trend?
Next, we assess numerically the role of magnetic diffusion. Amit
and Christensen (2008) extrapolated the magnitude of the core’s
effective magnetic diffusivity to λ∗ = 100 − 1000 m2 s−1,
while the amount of diffusion in the solutions of Barrois et al.
(2017) corresponds to λ∗ = 100 − 250 m2 s−1. In Figure 9 we
compare the SV of the total geomagnetic energy vs. its diffusive
contribution with a relatively low estimate of λ∗ = 100 m2 s−1.
Clearly, the trends are distinctive. In summary, based on the
model of Amit and Christensen (2008), magnetic diffusion is
unlikely the origin of the SV of the total geomagnetic energy.

4. DISCUSSION

In most cases εe is larger than εmz and εme, i.e., there are fewer
cancellations in the integrand of the SV of the total geomagnetic

energy. In some specific years, the εe curve crosses zero values in
some models of the COV-OBS.x1 ensemble (Gillet et al., 2015).
However, Figure 6 clearly indicates that it is likely that there are
fewer cancellations in the spatial contributions to the SV of the
total geomagnetic energy than in those of the SV of the axial and

equatorial dipole components.
Obviously, a geomagnetic field and SVmodel characterized by

poor spatial resolution might bias the results. Sensitivity tests for
the role of small-scale field and SV (Figure 7) demonstrate once

again that if the geomagnetic field models over the last century
are robust then the level of cancellations in the integrand of the
SV of the total geomagnetic energy is in most cases comparable to
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FIGURE 8 | The ratios εe (solid lines), εmz (dashed lines), and εme (dotted lines) for the models CHAOS-5 (black ; Finlay et al., 2015) and CHAOS-6 (red ; Finlay et al.,

2016b) as a function of time for nmax = 14 (A) and as a function of nmax for the year 2015 (B).

or smaller than the level of cancellations in the integrands of the
SV of the axial and equatorial dipole components. An exception
is the CHAOS-5 and CHAOS-6 field models which exhibit
smallest cancellations in the integrand of the SV of the equatorial
dipole (Figure 8A), but the short period covered by these models
renders their interpretation statistically insignificant. The overall
comparable or larger εe values are found in different field models,
at most times and accounting for different small-scale contents.
The latter test includes both the 100 models of COV-OBS.x1
(Gillet et al., 2015) as well as different truncations of field and
SV models. For strongly truncated field and SV, dominance
alternates in time among the three ε quantities. Asymptotic
behavior with increasing nmax is encouraging. At present-day,
according to the CHAOS-5model (Finlay et al., 2015), the level of
cancellations in the integrand of the SV of the total geomagnetic
energy is comparable to that of the SV of the axial dipole,
though the rapidly decelerating tilt results in the lowest level of
cancellations for the SV of the equatorial dipole (Figure 8).

Interestingly, the evolution of me and εme exhibit similar
trends, i.e., nearly constant until 1960 and rapidly decreasing
since (see Figures 3, 6; Amit and Olson, 2008; Amit et al., 2018).
This transition in me could in principle be due to the same
distribution of ρ̇e but decrease in amplitude, or decrease in the
level of cancellations. The first scenario involves no change in
εme. We therefore conclude that the rapid tilt decrease since
1960 is related to genuine changes in the level of cancellations
of ρ̇e.

Because the SV of the geomagnetic dipole is robust, we
propose that the level of cancellations in its integrands can be
considered as significant references. Our findings that the level of
cancellations in the SV of the total geomagnetic energy is smaller

than or comparable to those of the SV of the dipole components
then indicates that the SV of the total geomagnetic energy is
indeed non-zero. As we have shown, this supports the existence
of upwelling/downwelling at the top of the core, in agreement
with other inferences from the observed geomagnetic SV (Amit,
2014; Lesur et al., 2015).

The quantification of the effects of upwelling/downwelling at
the top of the outer core is not trivial. In core flow inversions
from geomagnetic SV the poloidal flow is usually coupled to the
toroidal flow via some physical assumptions (e.g., Amit and Pais,
2013; Holme, 2015). Our formalism derived in section 2may shed
some light on the magnitude and size of upwelling/downwelling
at the top of the core. The integrals of the SV of the total
geomagnetic energy (3) and that of the kinetic to magnetic
energy transfer (7) are identical. The associated integrands
are not necessarily comparable. These integrals depend on the
correlations between the various fields involved, which are
reflected in the levels of cancellations. For example, if Br and Ḃr
are highly correlated or highly anti-correlated then ǫe will be close
to unity, and conversely if Br and Ḃr are nearly non-correlated
then ǫe will approach zero. The same applies for the correlations
between B2r and the tangential divergence ∇h · Euh. However,
because B2r is positive and alternating upwelling/downwelling
motions are present, it is likely that a similar high level of
cancellations (or low correlations) appears in both. Assuming
comparable integrands in (8) leads to the following evaluation
for the magnitude of the tangential divergence

δh ≈ 2
Ḃ

B
(34)
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FIGURE 9 | The SV of the total geomagnetic energy on the CMB Ėb as a function of time for gufm1 in the period 1840–1990 (red; Jackson et al., 2000) and its

diffusive contribution with λ∗ = 100 m2 s−1 (black). The red line is the same as in Figure 2.

where B is a typical value of Br , Ḃ is a typical value of Ḃr
and δh is a typical upwelling/downwelling value. Using Ḃ ∼
2.5 µT yr−1 and B ∼ 320 µT we get an estimated tangential
divergence of δh ∼1.5 century−1, comparable to previous
estimates (see Olson et al. (2018) and references therein). This
estimate represents a typical value, which of course may exhibit
significant spatial variability, in particular in the presence of
non-uniform thermal boundary conditions. If the amplitude of
the CMB heat flux heterogeneity is on the order of unity (e.g.,
Nakagawa and Tackley, 2008; Olson et al., 2017; Christensen,
2018), the spatial variability of the large-scale persistent upwelling
pattern may then reach 3 century−1. Next, the tangential
divergence can be written as ∇h · −→uh ∼ Up/L, where Up

is the magnitude of the poloidal flow and L is the length
scale of the upwelling/downwelling. As mentioned above the
poloidal flow is difficult to estimate. However, in most core
flow models, the toroidal flow is dominant. Assuming that
the poloidal flow is an order of magnitude smaller than the
toroidal, for a typical large-scale flow of 10 km/yr−1 (Finlay
and Amit, 2011), Up = 1 km/yr−1 and the length scale
of upwelling/downwelling is about 65 km, corresponding to
spherical harmonic degree ℓ = 85. Without a magnetic field,
Takehiro and Lister (2001) showed that columnar convection
larger than 100 km can penetrate a thick stratified layer, whereas
the presence of a magnetic field decreases the length scale for
penetration to be larger than 1 km (Takehiro, 2015). If the
upwelling/downwelling motions are associated with turbulent
global convection in the entire core, the timescale of mixing
of a pre-existing stably stratified layer corresponds to the
thickness of the stratified layer divided by the radial motion
velocity, which gives at least 450 years for a 450 km thickness
layer. Then, the existence of a stably stratified layer depends
on the existence of regeneration mechanisms or that the
upwelling/downwelling are associated with MAC waves which

will not mix the stratified layer with the rest of the outer
core.

What are the consequences of our study for the possibility of
stratification at the top of the core? No upwelling/downwelling
corresponds to stable stratification. However, the opposite is
not necessarily true; The existence of upwelling/downwelling
at the top of the core does not necessarily exclude a stratified
layer. Radial flow may penetrate a stably stratified layer if the
convection columns are large enough (Takehiro and Lister, 2001)
or at quasi-geostrophic conditions (Vidal and Schaeffer, 2015).
Another proposed scenario is MAC waves (Buffett, 2014; Buffett
et al., 2016; Jaupart and Buffett, 2017). However, the poloidal
flow associated with MAC waves is very large scale and zonal, in
contrast to the small scale poloidal flow that is strongly linked
to the complex toroidal flow pattern found in most core flow
models inferred from the geomagnetic SV (Bloxham and Jackson,
1991; Amit and Olson, 2006; Amit and Pais, 2013; Barrois et al.,
2017). Alternatively, magnetohydrodynamics simulations show
that zonal flows could completely penetrate a stably stratified
layer (Takehiro, 2015; Takehiro and Sasaki, 2018). Once again,
a zonal flow penetrating a stably stratified layer also seems too
simplistic to explain the geomagnetic SV. It therefore seems
plausible that the existence of a deep stably stratified layer would
correspond to no upwelling/downwelling at the top of the core,
i.e., no temporal change in the total magnetic energy on the CMB
(Alexakis et al., 2005a). We conclude that our results serve as
geomagnetic evidence against a deep stably stratified layer at the
top of the core which is consistent with the most recent seismic
model arguing in favor of a fully adiabatic outer core (Irving et al.,
2018).

In summary, we demonstrated that independently of the
geomagnetic field model used (gufm1, CHAOS-5, CHAOS-6,
COV-OBS.x1), the spatial distribution of sources and sinks of
the SV of the total geomagnetic energy is either less balanced
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than or as balanced as those of axial and equatorial dipole SV.
The robustness of the geomagnetic dipole SV observations then
indicates the existence of non-zero SV of the total geomagnetic
energy. Because magnetic to magnetic energy transfer does not
change the total geomagnetic SV (Huguet et al., 2016), kinetic
to magnetic energy transfer should thus exist at the top of the
core. Such a transfer relies on upwelling/downwelling motions
at the top of the free stream. This suggests that a stratified layer
at the top of the core is either shallow or destabilized by the
e.g., lateral variability of CMB heat flux (Olson et al., 2017).
Further exploration of the outer core using combined studies
of geomagnetism, seismology, mineral physics, and numerical
dynamos may shed light on the convective state of Earth’s deep
interior, in particular, the prospect of a stably stratified layer at
the top of Earth’s core.
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The presence of stable stratification has broad implications for the thermal and

compositional state of the outer core, the evolution of Earth’s deep interior, and the

energetics of the geodynamo. Yet the origin, strength, and depth extent of stratification

in the region below the core-mantle boundary remain open questions. Here we compare

magnetic fields produced by numerical dynamos that include heterogeneous stable

thermal stratification below their outer boundary with models of the geomagnetic field on

the core-mantle boundary, focusing on high latitude structures. We demonstrate that the

combination of high magnetic field intensity regions and reversed magnetic flux spots,

especially at high latitudes, constrains outer core stratification below the core-mantle

boundary. In particular, we find that the negative contribution to the axial dipole from

reversed flux spots is a strong inverse function of the stratification. Comparison of our

numerical dynamo results to the structure of the historical geomagnetic field suggests

up to 400 km of permeable, laterally heterogeneous thermal stratification below the

core-mantle boundary.

Keywords: thermally stratified dynamos, outer core stratification, core-mantle boundary, core heat flux,

geomagnetic field

1. INTRODUCTION

Stable stratification at the top the outer core has been inferred using both seismic and geomagnetic
data, typically with divergent results. Some investigations find that the stratification is limited to
a layer extending 100–200 km below the core-mantle boundary (Whaler, 1980; Lay and Young,
1990; Garnero et al., 1993; Gubbins, 2007; Tanaka, 2007; Buffett, 2014). However, other studies
indicate the stratification extends to greater depths—300 km (Helffrich and Kaneshima, 2010) and
possibly deeper (Gomi et al., 2013; Tang et al., 2015; Kaneshima, 2017), while still others find little
evidence for stratification (Irving et al., 2018). Interpretations of the source of the stratification
include stable (subadiabatic) thermal stratification (Gomi et al., 2013; Buffett et al., 2016) as well
as stable compositional stratification due to anomalous light element concentrations (Gubbins and
Davies, 2013; Helffrich and Kaneshima, 2013; Brodholt and Badro, 2017).

This raises multiple questions for the dynamics of the core. First, is the outer core stratification
inferred by recent seismic studies compatible with the geomagnetic field and its secular variation?
Core flow inversions based on the geomagnetic secular variation are best accommodated by
including upwelling and downwelling motions extending very close to the core-mantle boundary
(Gubbins, 2007; Amit, 2014; Lesur et al., 2015; Huguet et al., 2016). For example, Gubbins (2007)
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argued that the production of reversed flux spots on the core-
mantle boundary, which are rapidly evolving in the present-day
geomagnetic field (Olson and Amit, 2006; Olsen et al., 2014;
Terra-Nova et al., 2015; Metman et al., 2018), limits the depth
extent of the stratification to less than 150 km, assuming no radial
motion in that layer and that the reversed flux spots on the core-
mantle boundary result from the expulsion of magnetic flux from
the outer core.

Second, can numerical dynamos provide independent
constraints on the strength and depth extent of the stratification?
There are relatively few systematic investigations of the
geodynamo in the presence of stratification (Sreenivasan and
Gubbins, 2008; Nakagawa, 2011, 2015; Olson et al., 2017;
Christensen, 2018). However, stratification effects have been
extensively studied in the context of the solar dynamo (e.g.,
Browning et al., 2006, 2007; Käpylä et al., 2008; Tobias et al.,
2008; Brummell et al., 2010; Masada et al., 2013), Jupiter
(Zhang and Schubert, 2000), Saturn (Christensen and Wicht,
2008; Stanley, 2010), and also Mercury (Christensen, 2006;
Manglik et al., 2010). All these investigations found that the
presence of a stratified layer affects the morphology of the
magnetic field. In particular, a stratified layer below a convective
region is key to generating a large-scale magnetic field in
solar dynamo simulations (Browning et al., 2006, 2007; Käpylä
et al., 2008), where strong zonal flows in the stratified layer
stretch the poloidal magnetic field in the convective region
into a large-scale toroidal magnetic field through an ω-effect.
Other investigations have reported the generation of strong
azimuthal flows within a stratified layer adjacent to a convective
region (Zhang and Schubert, 2000; Takehiro and Lister, 2002;
Couston et al., 2018), which attenuate high-frequency, non-
axisymmetric magnetic field components in the stratified layer
(Christensen, 2006; Christensen and Wicht, 2008; Stanley,
2010).

Because stratification affects the magnetic field structure,
dynamo simulations are useful in constraining the stratification
in Earth’s core. In a previous paper (Olson et al., 2017) we
conducted a systematic investigation of the flow and the time
average magnetic field in the presence of thermal stratification.
We showed that the high latitude structures of the time average
magnetic fields in numerical dynamos are sensitive to the
strength and depth extent of thermal stratification below the
dynamo upper boundary. This sensitivity offers the means
to infer the properties of stratification below the core-mantle
boundary (CMB) in terms of the time average structure of
the geomagnetic field. In this paper we quantitatively compare
the high latitude CMB structure of the COV-OBS geomagnetic
field model (Gillet et al., 2013) to a suite of thermally stratified
numerical dynamos. Extending the analysis in Olson et al. (2017),
we compute the correlation of the high latitude structures of the
time average magnetic field in the COV-OBS model and in our
numerical dynamos. In addition, we analyze the time varying
field, focusing on the effects of reversed flux spots on the axial
dipole. These comparisons favor the existence of stratification
below the CMB but also indicate that substantial radial motions
are present there, implying that the stratification is rather weak
and permeable to outer core convection.

2. NUMERICAL DYNAMOS WITH
THERMAL STRATIFICATION BELOW THE
OUTER BOUNDARY

The stratification analyzed in this study is due to thermal
gradients that deviate from adiabatic (i.e., uniform entropy)
conditions and are maintained by the heat flux imposed at the
outer boundary. We include lateral variations of the boundary
heat flux, following the results of mantle global circulation
models (Nakagawa and Tackley, 2013, 2015; Zhong and Rudolph,
2015) that yield vigorous deep mantle convection with locally
variable heat flux on the core-mantle boundary that is large
enough in some places to sustain unstable thermal stratification
(Olson et al., 2015), even if the thermal conductivity of the outer
core is high (Ohta et al., 2016).

We model stratified thermochemical convection in the outer
core with heterogeneous heat flux at the CMB using the
formulation in Olson et al. (2017). Outer core density variations
are expressed in terms of the codensity, i.e., density variations
due to the combination of temperature and light element
concentration variations:

C = ρo (αT + βχ) , (1)

where ρo is fluid mean density, T is temperature relative to the
adiabat with mean To, χ is the fluid light element concentration
with mean χo, and α and β are volumetric expansion coefficients
for T and χ , respectively. In terms of these, the governing
equations for thermochemical convection and dynamo action in
a rotating spherical shell (with the Boussinesq approximation)
include the following dimensionless control parameters:

E = ν

�D2
; Pr = ν

κ
; Pm = ν

η
; ǫ = −

(

1+ αṪo

βχ̇o

)

. (2)

Here E is the Ekman number, Pr is the Prandtl number, Pm is
the magnetic Prandtl number, and ǫ is the volumetric codensity
source. In (2), � denotes angular velocity of rotation, D =
ro − ri is the depth of the fluid shell, ro and ri, the radii
of the inner and outer fluid boundaries, with ν, η, and κ

denoting kinematic viscosity, magnetic diffusivity, and codensity
diffusivity, respectively.

At the inner boundary ri we assume no-slip velocity
conditions and a uniform codensity Ci. At the outer boundary we
also assume no-slip velocity conditions, zero light element flux,
and we specify the heat flux q to be the sum of a spherical mean
part (denoted by an overbar) and a deviation from the spherical
mean (denoted by a prime):

q = q̄+ q′ (φ, θ) , (3)

where φ and θ are longitude and colatitude, respectively, and q̄ is
measured relative to the heat flux down the adiabat, with q̄ > 0
being superadiabatic heat flux and q̄ < 0 being subadiabatic
heat flux. This formulation yields three additional dimensionless
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parameters that control the convection: a Rayleigh number based
on the rate of increase of light element concentration in the fluid

Ra =
(

βgD5

ν2κ

)

χ̇o, (4)

a second Rayleigh number based on the spherical mean heat flux
at the outer boundary

Raq̄ = −
(

αgD4

kνκ

)

q̄, (5)

and a third Rayleigh number based on the peak-to-peak variation
1q′ of the laterally varying boundary heat flux

Raq′ =
(

αgD4

kνκ

)

1q′. (6)

In (4-6), g is gravity at the outer boundary and k is
thermal conductivity. In the numerical dynamos, the factors
D2ρoβχ̇o/ν and

√
ρo�/σ (where σ is electrical conductivity)

non-dimensionalize codensity variations and magnetic field
intensity, respectively, and ν/D non-dimensionalizes the fluid
velocity. In what follows, we retain these scalings for codensity
and magnetic field, but we use η/D to scale the fluid velocity.
With these factors, the scaling for velocity and magnetic field
intensities are referred to as magnetic Reynolds number and
Elsasser number units, respectively.

In Olson et al. (2017) we introduced a parameter describing
the spherical mean stratification:

S = Raq̄

Ra
= −

(

αν

βDkχ̇o

)

q̄, (7)

defined to be positive when q̄ is negative, i.e., when the spherical
mean boundary heat flux is stabilizing. There is also a related
stratification parameter describing the effects of the boundary
heat flux heterogeneity:

S′ = Raq′

Ra
. (8)

We analyze dynamos with E = 10−4, Pr = 1, Pm = 6, and
ǫ = −0.8, the latter appropriate for dominantly compositional
convection but with some secular cooling included. The aspect
ratio of the fluid shell is fixed at ri/ro = 0.351. The solid region
r ≤ ri representing the inner core is assumed to have the same
electrical conductivity as the fluid, and the solid region r ≥ ro
representing the mantle is assumed to be electrically insulating.
The boundary heat flux pattern is defined by a spherical mean
part plus a heterogeneous part consisting mostly of spherical
harmonic degree ℓ = 2 components at orders m = 0 and m =
2, adjusted so as to produce a pattern with nearly bilateral (i.e.,
2-fold) azimuthal symmetry. The resulting boundary heat flux
pattern is shown in Figure 1A and corresponds to the largest
scale of lower mantle heterogeneity structure determined by
Dziewonski et al. (2010). It is basically the same planform used by

Olson and Amit (2015) in their study of the influences of lower
mantle piles on magnetic polarity reversal behavior.

Dynamo calculations are made at Ra = 6 × 107 and
Ra = 9 × 107 for stratification parameters S ranging from
−0.1, corresponding to superadiabatic CMB heat flux, to +0.3,
corresponding to strongly subadiabatic CMB heat flux, using
the MAGIC dynamo code (Wicht, 2002). We assume a constant
value of S′ = 0.58 for all cases. We find that by preserving
S′, key properties of these dynamos such as the r.m.s. dipole
axis tilt are nearly independent of S, while other properties
such as the contribution of reversed flux to the axial dipole
are relatively insensitive to Ra. We use a numerical grid with
(nr , nθ , nφ) = (81, 128, 256) in the fluid shell and spherical
harmonic truncation (ℓ,m)max = 85. All the calculations were
run for at least one magnetic diffusion time, in order that the run
averages approximate true time averages.

3. STRATIFICATION DIAGNOSTICS

For comparison with the geomagnetic field, we focus on
properties of the dynamo magnetic field structures, particularly
at high latitudes. Previously, Olson et al. (2017) found that the
high latitude dynamo magnetic fields are especially sensitive
to stratification beneath the outer boundary, and the effects of
stratification produce distinct and readily identifiable structures,
both inside the tangent cylinder of the inner core and beyond,
down to latitudes of approximately 45o. In contrast, some
dynamomagnetic field structures at low latitudes are not so easily
related to stratification. Accordingly, most of our comparisons
between numerical dynamos and the geomagnetic field are based
on the variable Br cos(θ), where θ is colatitude, which is the
kernel of the axial dipole moment density on the CMB (Olson
and Amit, 2006). For our applications, Br cos(θ) is superior to
the radial component of the magnetic field Br because the cos(θ)
factor adds weight to the high latitude field structure.

We characterize our numerical dynamos in terms of the
structure of Br cos(θ) on the outer boundary, along with the
magnitude of the stratification and the upwelling below the outer
boundary. One important diagnostic is the ratio of reversed to
normal polarity flux on the outer boundary. The two individual
contributors to this ratio are given by

FN =
∫

BNr cos(θ)dA; FR =
∫

BRr cos(θ)dA (9)

where the superscripts N and R denote the signs of Br (positive
or negative) that define the dominant and the subordinate
components, respectively, of the axial dipole moment, and A is
the outer boundary surface area. The ratio of these two fluxes

F∗ = |FR/FN | (10)

is defined so that 0 ≤ F∗ ≤ 1, the lower limit indicating
zero contribution to the axial dipole moment from reversed
flux, the upper limit corresponding to a vanishingly small axial
dipole. Another magnetic diagnostic we use is the distribution
of high latitude, high intensity Br cos(θ)-structures. Our previous
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FIGURE 1 | Numerical dynamo heat flux and radial velocities near the outer boundary ro at Ra = 9× 107. (A) is the dimensionless heat flux imposed on the outer

boundary; (B–E) are r = 0.95ro dimensionless radial velocity patterns. (B,C) are a snapshot and time average radial velocity for stratification parameter S = 0; (D,E)

are a snapshot and time average radial velocity for stratification parameter S = 0.3. Maximum and minimum dimensionless outer boundary heat fluxes are 0.18-S and

–0.4-S, respectively. Velocity scales are in magnetic Reynolds number units.

study (Olson et al., 2017) documented that the morphology
of high latitude, high intensity Br-structures in time average
dynamomagnetic fields can be used to constrain the stratification
parameter S. In the next sections we demonstrate that Br cos(θ) is
even more sensitive to S, both in snapshots and in time averages.

We measure the stratification in our numerical dynamos
using the spherical mean thickness of the stratified region and
its gravitational stability. The dimensionless spherical mean
thickness of the stratified region of the dynamo is defined as

δ∗ = ro − rmin

ro
(11)

where rmin is the radius where the dimensionless spherical mean
codensity C̄∗ reaches its local minimum value below the outer
boundary. Likewise, we define the gravitational stability of the
stratified layer in terms of the dimensionless buoyancy frequency
squared:

N∗2 = δC∗

δ∗
, (12)

where δC∗ = C̄∗
o−C̄∗

min is the dimensionless codensity increase
across the stratified region. In Olson et al. (2017) we derived the
following scaling laws for these quantities:

δ∗ = aδS
bδ (13)

in which (aδ , bδ) = (1.82, 1.2), plus

N∗2 = aNS
bN (14)

in which (aN , bN) = (0.72, 1). Lastly, the r.m.s. upwelling strength
below the outer boundary is used to characterize the effects of
stratification on the flow. We define the dimensionless outer
boundary (or CMB) upwelling strength as

W∗ = |∇H · u| (15)

where∇H and u are the dimensionless horizontal divergence and
the fluid velocity, respectively, and || denotes r.m.s. average over
the spherical shell at 0.95ro.

4. DYNAMOS WITH STRATIFICATION

Figure 1 shows the pattern of heat flux applied to the outer
dynamo boundary and the resulting radial velocity pattern from
two dynamos with Ra = 9 × 107 but different amounts of
stratification. Figure 1A shows the nearly bilaterally symmetric
boundary heat flux in dimensionless form, with a great circle of
elevated heat flux that includes both polar regions, separating
two large, low latitude regions with reduced heat flux. The
reduced heat flux regions correspond approximately to the Large
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Low Shear Velocity Provinces (LLSVPs) imaged by seismic
tomography (Garnero and McNamara, 2008) and the elevated
heat flux band approximately corresponds to the high shear
velocity regions at the base of the mantle. Figures 1B,C show
a snapshot and the time average radial velocity at a depth of
0.05ro below the outer boundary, for stratification parameter
S = 0. Figures 1D,E are a snapshot and the time average radial
velocity at the same depth for stratification parameter S = 0.3.
The radial velocities are in dimensionless (magnetic Reynolds
number) units.

In the snapshots, the effects of stratification are most evident
in the difference in magnitude of the radial velocities. In the
S = 0 dynamo, dimensionless radial velocities in Figure 1B exceed
400 in places, with an r.m.s. at this depth of approximately
180. In the S = 0.3 dynamo, in contrast, dimensionless radial
velocities in Figure 1D nowhere exceed 30, and the r.m.s. at
this depth is approximately 9. Clearly, the stabilizing effects of
the boundary heat flux suppress the radial velocity below the

outer boundary, reducing the r.m.s. strength of upwellings and
downwellings there by a nearly a factor of 20 between the two
cases.

The strong reduction in radial velocity caused by stratification
that is seen in the snapshots is less extreme in the time averages
in Figures 1C,E. Overall, the patterns of radial velocity are more
similar in these time averages compared to their corresponding
snapshots, because the boundary heat flux heterogeneity plays a
relatively greater role in structuring the time average velocities.
The greatest differences between the two dynamos in terms of
their time average radial velocities are found at high latitudes.
In the S = 0 dynamo, there are strong polar upwellings and
strong downwellings along the inner core tangent cylinder in
both hemispheres (Figure 1C), structures that are missing from
the strongly stratified S = 0.3 dynamo (Figure 1E).

Figure 2 shows snapshots and time averages of the radial
magnetic field intensity on the outer boundary at Ra = 9 × 107

for stratification parameter S varying between 0 and 0.3. Unlike

FIGURE 2 | Numerical dynamo radial magnetic field intensity Br at the outer boundary and Ra = 9× 107 for different stratification parameters S. (A,B) Snapshot and

time average fields for S = 0; (C,D) Snapshot and time average fields for S = 0.1; (E,F) Snapshot and time average fields for S = 0.2; (G,H) Snapshot and time

average fields for S = 0.3. Magnetic field intensities are in dimensionless Elsasser number units.
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the radial velocity, for which the amplitude of the upwellings
and downwellings show the strongest influence of stratification,
the magnetic field on the outer boundary mainly responds to
the stratification through changes in its structure, rather than
its amplitude. For example, in the snapshot field structures in
Figure 2 there is a progressive reduction in the number and
the intensity of reversed flux spots with increasing S, such that
the S = 0.3 dynamo snapshot (Figure 2G) is entirely lacking in
reversed flux at high latitudes in both hemispheres, yet the overall
magnetic field intensity barely changes with S.

The other expression of structural change at high latitudes is
seen in the time average field structures. In the S = 0 and S =
0.1 dynamos (Figures 2B,D) the high latitude structure consists
of rings of high intensity field located near the tangent cylinder
surrounding deep intensity minima, with localized reversed flux
at the poles. In the S = 0.2 dynamo (Figure 2F) the polar minima
are gone and the high intensity field is localized in patches, two
in each hemisphere. Lastly, in the strongly stratified S = 0.3 case
(Figure 2H) the two patches in each hemisphere have merged
into a single high intensity lobe, positioned such that there is a
field intensity maximum located at each pole.

The trends in the time average magnetic field structure in
Figure 2 can be explained in terms of the changes in the
internal dynamo structure with increasing stratification. Figure 3
compares the azimuthally averaged structure of Ra = 9 × 107

dynamos with S = 0 and S = 0.3, respectively. The internal
structure of the S = 0 dynamo (Figures 3A–C) includes an
adverse (i.e., destabilizing) codensity gradient, strong thermal
wind circulations with meridional overturning inside the tangent
cylinder in both hemispheres, and low magnetic field intensity
near the outer boundary inside the tangent cylinder, locally
reversed at each pole. The polar reversed flux, the low field
intensity inside the tangent cylinder, and the high intensity field
along the tangent cylinder, can be explained in this dynamo in
terms of incomplete flux expulsion by the meridional circulations
inside each tangent cylinder region. This circulation advects the
poloidal magnetic field away from the poles and concentrates it
along the tangent cylinder, producing the high latitude pattern
seen in Figure 2B. In contrast, the azimuthally averaged internal
structure of the S = 0.3 dynamo (Figures 3D–F) includes stable
stratification below the outer boundary at all latitudes, a two-layer
meridional circulation pattern at low and middle latitudes, and
reversed circulations inside the tangent cylinder that exchange
fluid with the meridional circulations outside. The meridional
circulations inside the tangent cylinder region include polar
downwellings that produce horizontal convergence beneath
the outer boundary. These circulations concentrate poloidal
magnetic flux close to the pole, producing polar intensity maxima
in both hemispheres, as seen in Figure 2H.

5. COMPARISONS WITH THE
GEOMAGNETIC FIELD AT THE CMB

Figure 4 shows Br cos(θ) on the core-mantle boundary from
the COV-OBS geomagnetic field model (Gillet et al., 2013;
http://www.spacecenter.dk/files/magnetic-models/COV-OBS/

FIGURE 3 | Zonal average numerical dynamo structures at Ra = 9× 107 for

two stratification parameters: S = 0 (A–C) and S = 0.3 (D–F). Images (A,D)

show codensity contours; images (B,E) show meridional circulation

streamlines (clockwise=dashed; counterclockwise=solid) over azimuthal

velocity contours; images (C,F) show poloidal magnetic field lines over

azimuthal electric current contours, all dimensionless. Red contours=positive,

blue=negative.

COV-OBS-int.txt). Figures 4A,B are Northern and Southern
hemisphere images at epoch 2014, whereas Figures 4C,D

are 1840–2014 time averages for the Northern and Southern
hemispheres, respectively. Data sources for this geomagnetic
field model include space-borne magnetometer measurements
during low altitude satellite orbits plus annual means from
ground-based observatories. The COV-OBS core field is
represented at epochs spaced 2 years apart, and is complete to
spherical harmonic degree and order 14. We treat Figures 4A,B
as snapshots of the present-day core field, for comparison with
our dynamo snapshots. The maps of Br cos(θ) in Figures 4C,D

are averages over 88 epochs, but their 174 year time span is far
shorter than the averaging times in our dynamos, which are of
the order of a few hundred thousand years. Nevertheless, in what
follows we treat the geomagnetic field average as a true time
average for purposes of comparison with the dynamo averages.

Figure 5 shows snapshots and time averages of Br cos(θ) from
numerical dynamos at Ra = 6× 107 for stratification parameters
ranging from S = −0.1, corresponding to a superadiabatic
thermal gradient at the CMB, to S = 0.3, corresponding
to a strongly subadiabatic thermal gradient at the CMB.
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FIGURE 4 | Br cos(θ ) on the core-mantle boundary from the COV-OBS geomagnetic field model (Gillet et al., 2013). (A,B) are Northern and Southern hemisphere

snapshots, respectively, at epoch 2014; (C,D) are 1840-2014 time averages of the Northern and Southern hemispheres, respectively. Contours are in millitesla, mT.

The top row of maps in Figure 5 are Northern hemisphere
Br cos(θ) snapshots, the middle row are Southern hemisphere
snapshots at the same times, and the bottom row are Northern
hemisphere time averages. Southern hemisphere time averages
differ insignificantly from their northern counterparts and are
not shown.

The top and middle rows in Figure 5 show the same
qualitative trends as in Figure 2 in terms of the disappearance
of reversed flux with increasing stratification parameter. To
demonstrate this quantitatively, Figure 6 shows F∗, the ratio of
reversed to normal flux defined by Equations (9) and (10) vs.
stratification parameter S, for the Ra = 6 × 107 dynamos in
Figure 5 and the Ra = 9 × 107 dynamos in Figure 2. The
error bars indicate the standard deviation of F∗ based on six
to eight snapshots from each dynamo. Although there is some
dependence on the Rayleigh number at S = 0 and S = −0.1, the
reversed to normal flux ratios at both Rayleigh numbers decrease
strongly with increasing S, rapidly converging toward zero at
larger S. Reversed flux patches are generally non-axisymmetric
structures. Therefore, this decrease in F∗ with increasing S agrees

with previous studies that found that stratification removes
not only reversed flux (Sreenivasan and Gubbins, 2008), but
also other non-axisymmetric components of the magnetic field
(Christensen, 2006; Christensen and Wicht, 2008; Stanley, 2010).
We also show in Figure 6 the reversed to normal flux ratio on the
CMB from the Gillet et al. (2013) COV-OBS geomagnetic field
model at epoch 2014. Dynamos with S = 0.1 best match the
present-day geomagnetic field structure in terms of the relative
contribution of reversed flux to the axial dipole.

There are several important differences between the numerical
dynamos and the core field model that need to be factored out
in order to make the comparison in Figure 6 more direct. First,
the core field model is truncated at spherical harmonic degree 14,
whereas the numerical dynamos used for F∗ in Figure 6 represent
the field to spherical harmonic degree 85. Second, ambiguities
arise in the calculation of F∗ that depend on the choice of the
geographic equator vs. the magnetic equator. All of the values of
F∗ in Figure 6 are based on the geographic equator, whereas the
standard methods for calculating reversed flux on the CMBmake
use of the magnetic equator (Terra-Nova et al., 2015; Metman
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FIGURE 5 | Snapshots and time averages of Br cos(θ ) from numerical dynamos at Ra = 6× 107 for different stratification parameters S. Top row: Northern

hemisphere snapshots; middle row: Southern hemisphere snapshots at the same times; bottom row: Northern hemisphere time averages. Magnetic field intensities

are in dimensionless Elsasser number units.

et al., 2018). The most obvious consequence of the choice of
equator is the contribution to reversed flux from the tilt of
the dipole axis. Dipole axis tilt contributes to the inventory of
reversed flux when using the geographic equator, but it need
not when using the magnetic equator. Third, the value of F∗

changes with time in the core field model, being generally smaller
in the past, whereas the averaging of widely spaced snapshots
removesmost (or all) of the secular drift in F∗ from the numerical
dynamos.

For these reasons, we show in Figure 7 comparisons between
numerical dynamos, the COV-OBS core field model, and two
other core field models, based on a modified reversed to normal
flux ratio, F∗C. For the core field model COV-OBS, F∗C is just
F∗ with the equatorial dipole terms removed. Removing the
equatorial dipole represents the lowest order correction to the
magnetic equator. F∗C from COV-OBS is shown at epochs 2014
and 1964, to illustrate the magnitude of the drift in this parameter
with time. MLM in Figure 7 corresponds to the mean value of
F∗C calculated by Metman et al. (2018) for epoch 2015 using
their definition of magnetic equator on core field model COV-
OBS.x1 (Gillet et al., 2015). TN in Figure 7 corresponds to the
value of F∗C calculated by Terra-Nova et al. (2015) using their
definition of magnetic equator on the present-day (zero age) limit

of archeomagnetic field model CALSk.4b (Korte and Constable,
2011). For the numerical dynamos, F∗C in Figure 7 is F∗ with the
equatorial dipole terms removed and with a crustal filter applied,
such that the magnetic field amplitude decreases by a factor of
e with each spherical harmonic degree above 14. We note that
the effects of removing the equatorial dipole from the numerical
dynamos and the modern core field models are comparable,
because the r.m.s. dipole axis tilt of the numerical dynamos (10
degrees at Ra = 6 × 107 and 12 degrees at Ra = 6 × 107) are
comparable to the time average dipole axis tilt in the historical
geomagnetic field. Finally, we calculate F∗C for the dynamos and
for field model COV-OBS using the same 1.5 x 1.5 degree grid.

The effects of crustal filtering and correction to the magnetic
equator are to reduce F∗C relative to F∗, for the core field
models as well as the numerical dynamos. Yet the same trends
evident in Figure 6 are seen in Figure 7, with perhaps greater
clarity. The numerical dynamos with S = 0.1 are compatible
with all three core field models, in spite of the differences in
processing that went into calculating reversed and normal flux
in each case. There is some suggestion in Figure 7 that neutrally
stratified dynamos with S = 0 may also be compatible, although
this comparison is less convincing. And, just like Figure 6, this
comparison argues against the more strongly stratified dynamos
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with S = 0.2 and greater. In short, Figures 6, 7 imply that
strong thermal stratification below the CMB, characterized by
S ≥ 0.2, as well as strongly superadiabatic conditions below
the CMB characterized by S ≤ −0.1, are incompatible with
the present-day structure of the geomagnetic field insofar as the
amount of reversed flux is concerned, whereas on this same
basis, the present-day field is compatible with weak stratification
characterized by S = 0.1 or perhaps a bit less.

Disappearance of reversed flux with increasingly strong
stratification is a direct consequence of the reduction in strength

FIGURE 6 | Ratios of reversed to normal flux contributions to the axial dipole

F* vs. stratification parameter S from numerical dynamos (symbols), compared

to F* from the COV-OBS geomagnetic field model on the core-mantle

boundary at epoch 2014 (dashed line). Error bars denote one standard

deviation of dynamo snapshots.

FIGURE 7 | Modified ratios F*
C
of reversed to normal flux contributions to the

axial dipole vs. stratification parameter S from numerical dynamos (symbols),

compared to F*
C
from geomagnetic field models on the core-mantle boundary.

Geomagnetic field F*
C
values labeled COV-OBS, MLM, and TN are explained in

the text. Symbol error bars denote one standard deviation of dynamo

snapshots.

of the radial velocity below the outer boundary. Figure 8 shows
F∗C vs. the CMB upwelling strength W∗ defined by (15). The
CMB upwelling is given in dimensionless form, in units of η/D2.
The color and symbol schemes in Figure 8 are the same as in
Figure 6, and only the snapshot averaged values ofW∗ are plotted
because the variation between snapshots is no larger than the
symbols. Figure 8 shows a strong, positive and approximately
linear correlation between the dynamo reversed to normal flux
ratio and CMB upwelling. CMB upwelling less than a few
hundred hardly produces any reversed flux, whereas for CMB
upwelling above W∗ ≃ 1700, reversed flux reduces the axial
dipole by 10% or more. Figure 8 also shows the range in F∗C from
the core field models in Figure 7. The best matching S = 0.1
and S = 0 dynamos intersect the dynamo trend at dimensionless

FIGURE 8 | Modified ratios F*
C
of reversed to normal flux contributions to the

axial dipole vs. dimensionless r.m.s. upwelling W* below the core-mantle

boundary from numerical dynamos (symbols), compared to the geomagnetic

field models on the core-mantle boundary described in the text.

FIGURE 9 | Br cos(θ ) cross correlations of the 1840-2014 time average

COV-OBS CMB geomagnetic field model vs. numerical dynamo time averages

at Ra = 6× 107, for various stratification parameters S.
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CMB upwelling strengths of W∗ = 800–1500, with W∗ ≃ 1000
being a representative value.

In addition to reversed flux in snapshots, the polar structure
of the time average geomagnetic field is also sensitive to core
stratification. Based on visual comparison of the time averages
in Figures 4, 5, the S = 0.1 dynamo best replicates the polar
field structure of COV-OBS geomagnetic field model. The high
latitude structure of that dynamo in Figure 5 includes two
partially isolated high field intensity patches enclosing a polar
intensityminimum,much like the high latitude geomagnetic field
structures in Figure 4. In contrast, the dynamos with S ≤ 0 in
Figure 5 have ring-shaped high intensity field regions, while the
dynamos with S ≥ 0.2 lack polar intensity minima or in the
extreme case, have polar intensity maxima.

A quantitative test of this visual interpretation can be made
using the cross correlation between a time average dynamo
magnetic field and a 174 year geomagnetic field average. Figure 9
shows global cross correlations of time average Br cos(θ) between
the Ra = 6 × 107 dynamos and the COV-OBS geomagnetic
field model vs. longitude shift in degrees, with positive and
negative denoting westward and eastward shifts, respectively,
of the dynamo relative to the geomagnetic field model. It is
helpful to include longitude pattern shifts in this analysis, since
the longitudes of the high field intensity patches vary with
the dynamo control parameters. Allowance for some longitude
pattern shift mitigates the bias from this variation. The spectra
of the time average dynamo fields on the outer boundary
contain little power above spherical harmonic degree 14, so
crustal filtering is not necessary here. The cross correlations
were preconditioned for weak field suppression by masking
boundary regions with field intensity below 20% of the maximum
intensity, in order to add weight to the high field intensity
regions. Figure 9 indicates there is some dependence of the
correlation on longitude shift, but for shifts of 20o or less the
effect is relatively minor. More significantly, there is a substantial
difference in this correlation between unstratified and weakly
stratified dynamos vs. the strongly stratified dynamos, with the
former group correlating above 0.5 and the latter group below
0.5. Interestingly, the best correlation is found for the unstratified
S = 0 dynamo and the second best is the S = −0.1 dynamo,
although their correlations differ very little from the S = 0.1
dynamo overall.

6. IMPLICATIONS FOR OUTER CORE
STRATIFICATION

Our comparisons between numerical dynamos and the
geomagnetic field on the CMB favor the existence of outer core
stratification with stratification parameter S close to 0.1. Equally
significant, these same comparisons argue against stronger
outer core stratification, as would be characterized by S ≥
0.2, say. Although our study does not consider situations in
which the stabilizing effects of stratification vastly outweigh
the destabilizing effects of inner core growth, as would be the
case for strong compositional stratification (Landeau et al.,
2016; Nakagawa, 2017; Christensen, 2018), the fact that we can

exclude thermally stratified dynamos with large S suggests our
results might also be applicable for constraining outer core
compositional stratification.

Assuming that S = 0.1 in the region below the CMB, our
previously-derived dynamo scaling laws yield estimates of the
thickness of the stratified layer and its gravitational stability. In
dimensional terms, our scaling laws for stratified layer thickness
(13) and squared buoyancy frequency (14) are, for the outer core

δ = 1.8S1.2rcmb (16)

plus

N2 = 0.72
αg

k
(qad − q̄cmb), (17)

and from the definition (7) of S, the subadiabatic heat flux on the
CMB is

qad − q̄cmb =
SβDkχ̇o

αν
. (18)

Using the core property values in Table 1 with S = 0.1, (16) gives
δ ≃ 400 km, (18) gives qad − q̄cmb ≃ 17mW.m−2, and (17) gives
N2 ≃ 1.7×10−8 rad2.s−2.

A 400 km layer may seem excessively thick for a thermal
stratification, but it is important to note that this value refers to
the full spherical mean thickness of the layer, from the CMB to
the depth where the spherically averaged codensity profile has a
local minimum. Furthermore, although our results favor S = 0.1

TABLE 1 | Core properties.

Input properties Notation Value

ICB radius ricb 1220 kma

CMB radius rcmb 3480 kma

Mean core density ρo 1.1× 104 kg.m−3 a

Gravity at the CMB g 10.68 m.s−2 a

Thermal expansion coefficient α 1.3× 10−5 K−1 b

Compositional expansion coefficient β 1

Thermal conductivity k 100 W.m−1.K−1 c

Electrical conductivity σ 1× 106 S.m−1 d

Magnetic diffusivity η 0.8 m2.s−1

Outer core kinematic viscosity ν 1×10−5 m2.s−1 e

Adiabatic CMB heat flux qad 100 mW.m−2

CMB heat flux heterogeneity 1qcmb 100 mW.m−2

Light element concentration change rate χ̇o 1× 10−19 s−1

Output properties Notation Value

Stratification parameter S ≃0.1

Stratified layer thickness δ ≤ 400 km

Stratified layer stability N2 1.7× 10−8 rad2.s−2

CMB upwelling, r.m.s. W 0.5 century−1

Mean CMB heat flux q̄cmb 83 mW.m−2

a Dziewonski and Anderson (1981); b Vocaldo et al. (2003); c Hirose et al. (2013); d Poirier

(2000); e Perrillat et al. (2010).
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stratification, they are also marginally consistent with somewhat
weaker stratification, S = 0.05 for example. In that case, the
stratified layer would be substantially thinner, with δ ≃ 170 km.

In dynamical terms, such a layer would not prevent upward
radial motions reaching close to the CMB, as evidenced by our
finding that the r.m.s. CMB upwelling strength W∗ ≃ 1000. For
the geodynamo, in dimensional units,W ≃ 1000η/(rcmb− ricb)

2,
where the subscripts cmb and icb denote outer and inner core
radii, respectively. In terms of the values of core properties in
Table 1, this corresponds to W ≃ 0.5/century for the r.m.s
upwelling below the CMB, within the range of the estimates of the
r.m.s. CMB upwelling obtained from frozen flux inversions of the
geomagnetic secular variation, which vary between 0.1/century
and 4/century r.m.s. (Amit and Olson, 2006; Amit and Pais,
2013). Even with S=0.1 stratification, superadiabatic thermal
conditions may be present beneath approximately 5% of the
CMB, according to the boundary heat flux pattern in Figure 1.
If so, thermal instabilities originating at the CMB can penetrate
the layer in these regions, making the thermal stratification
somewhat permeable to outer core convection and allowing the
formation of reversed flux spots as observed in the geomagnetic
core field.

Permeable stratification distributed over several hundred
kilometers beneath the CMB is consistent with other fluid
dynamical effects, in particular, the upward penetration of
convection through a weakly stratified layer (Takehiro and
Lister, 2002; Rogers and Glatzmaier, 2005). Two scalings for the
penetration distance have been proposed; because it is unclear
which applies best to the core, we consider both. The first, by
Takehiro and Lister (2002), predicts that convection penetrates
a distance given by δp ∼ 2�λ/N, where λ is the horizontal
flow length scale. Using (17), we estimate 2�/N ∼ 1 for
thermal stratification in the Earth’s core. This implies a weak
stratification, where the effects of stable stratification below
the CMB are only about as strong as Coriolis effects from
rotation. With this stratification, the Takehiro and Lister (2002)
scaling predicts that convective eddies wider than about 400
km will penetrate to the CMB. The second scaling is derived
from numerical models of solar convection (Hurlburt et al.,
1994; Rogers and Glatzmaier, 2005). These studies find that the
penetration distance scales with the ratio of the unstable to the
stable stratification, i.e., δp ∼ DS−1 in our notation. This scaling
also predicts that convective motions easily penetrate a 400 km
layer with S= 0.1.

The Rayleigh number Ra, the Ekman number E and the
magnetic Prandtl number Pm in our numerical dynamos are
orders of magnitude away from Earth’s core values. This raises
a standard question for dynamo modelers: How sensitive are
our conclusions to our parameter choices? Assuming reversed
flux spots originate from toroidal flux expulsion (Gubbins, 2007),
we expect the flux ratio at the CMB (either F∗ or F∗C) to scale
as the flux ratio measured in the underlying convective region
modulated by the radial velocity in the stratified region relative
to that in the convective region. For dipole-dominated dynamos,
the relative strength of the dipole varies only marginally with Ra,
E, and Pm (Aubert et al., 2009). We hypothesize that the flux
ratios in the convective region are only weakly sensitive to these
parameters. In addition, the radial velocity in the stratified region
relative to that in the convective region depends only on the ratio
of the stratified layer thickness δ to the penetration distance of
the convection δp. Using the scalings discussed above for δp and
relation (16), we infer that δ/δp, and therefore F∗ and F∗C depend
only on S and possibly �/N. And, in contrast to Ra, E, and Pm,
the values of�/N and S in our dynamos are in the range expected
for thermal stratification at the top of Earth’s core (Takehiro and
Lister, 2002; Buffett et al., 2016). Provided these expectations are
met, our conclusions about stratification are applicable to the
core. This can be tested by extending our analysis to stratified
dynamos with more realistic values of Ra, E, and Pm.
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