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The goal of this Research Topic was to bring together articles
representing the spectrum of current research aimed at under-
standing the functional organization motor cortex at the level of
microcircuits.

The original research articles in this collection address a wide
range of aspects of motor cortex microcircuits. The monkey’s
motor cortex is an especially important model system because
of the similarities to the human brain, and the ability to train
monkeys to perform complex movements. However, information
about the cellular composition of different primates has been
limited; Young et al. (2013) now describe the cell densities in
motor cortex across multiple primate species. Studying reaching
and grasping is a powerful approach to understanding complex
movements in monkeys. Riehle et al. (2013) describe the spatio-
temporal structure of motor cortical local field potentials and
spiking activities during reach-to-grasp movements. Dickey et al.
(2013) report on the heterogeneity of signals detected as mon-
keys make corrective movements while reaching. Motor cortical
influences on lower limb function are also crucial for many types
of motor behavior, and Hudson et al. (2013) report new find-
ings of differences in the cortical output to fast and slow muscles
of the ankle. The rodent motor cortex offers a complementary
model system providing more immediate access to identified cells
and circuits using optogenetic and related tools. In rats, Tanaka
et al. (2011) dissect the local connectivity of corticospinal neu-
rons with different classes of interneurons. Smith and Alloway
(2013) show that the whisker motor cortex has distinct sensory-
input and motor-output sub-regions. Applying optogenetic tools
in mice, Hira et al. (2013) characterize the synaptic connectiv-
ity between rostral and caudal sub-regions encoding the forelimb
representation. Studying genetically labeled pyramidal neurons in
layer 5, Yu et al. (2008) demonstrate cell-type-specific local cir-
cuits and firing patterns. Also examining firing patterns, Hedrick
and Waters (2012) report on their high sensitivity to temperature.

The review-type articles provide new syntheses of current
knowledge about different aspects of motor cortex function and
dysfunction. Kaneko (2013) focuses on microcircuits of excitatory
neurons in the rodent motor cortex, and develops novel con-
cepts about the organization of thalamic innervation to motor
cortex microcircuits. Tsubo et al. (2013) assess current knowledge
about in vivo dynamic activity across motor cortical layers in rela-
tion to movement. Harrison and Murphy (2012) emphasize the
significance of particular classes of projection neurons and how
these may be investigated with optogenetic strategies to determine

their roles in motor function. Capaday et al. (2013) address the
functional organization of the motor cortex from the perspective
of intracortical connectivity. Castro-Alamancos (2013) discusses
how motor cortex operates as a dynamic, frequency-tuned, oscil-
lating network. Mahan and Georgopoulos (2013) review direc-
tional tuning from the perspective of resonance and the role of
inhibitory mechanisms. Di Lazzaro and Ziemann (2013) review
evidence, gathered from transcranial magnetic stimulation stud-
ies, for the roles of different types of microcircuits in the functions
of human motor cortex. Diseases of the motor cortex have dev-
astating consequences for motor control; Estrada-Sanchez and
Rebec (2013) review the state of research on motor cortical
involvement in Huntington’s disease.

We are impressed not only with the diversity of contribu-
tions included here, but even more so we were delighted that
researchers from all walks of motor cortex investigation enthu-
siastically steered their research toward the microcircuit theme
pursued in this volume. More than ever it seems clear that we all
are working toward a common goal, i.e., describing motor cortical
function in terms of the transactions in identified cellular circuits.
We thank the authors for their contributions, and are additionally
grateful to the many reviewers who contributed their efforts.
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In spite of recent progress in brain sciences, the local circuit of the cerebral neocortex,
including motor areas, still remains elusive. Morphological works on excitatory cortical
circuitry from thalamocortical (TC) afferents to corticospinal neurons (CSNs) in motor-
associated areas are reviewed here. First, TC axons of motor thalamic nuclei have been
re-examined by the single-neuron labeling method. There are middle layer (ML)-targeting
and layer (L) 1-preferringTC axon types in motor-associated areas, being analogous to core
and matrix types, respectively, of Jones (1998) in sensory areas. However, the arborization
of core-like motor TC axons spreads widely and disregards the columnar structure that
is the basis of information processing in sensory areas, suggesting that motor areas
adopt a different information-processing framework such as area-wide laminar organization.
Second, L5 CSNs receive local excitatory inputs not only from L2/3 pyramidal neurons but
also from ML spiny neurons, the latter directly processing cerebellar information of core-
likeTC neurons (TCNs). In contrast, basal ganglia information is targeted to apical dendrites
of L2/3 and L5 pyramidal neurons through matrix TCNs. Third, L6 corticothalamic neurons
(CTNs) are most densely innervated by ML spiny neurons located just above CTNs. Since
CTNs receive only weak connections from L2/3 and L5 pyramidal neurons, theTC recurrent
circuit composed of TCNs, ML spiny neurons and CTNs appears relatively independent of
the results of processing in L2/3 and L5. It is proposed that two circuits sharing the same
TC projection and ML neurons are embedded in the neocortex: one includes L2/3 and L5
neurons, processes afferent information in a feedforward way and sends the processed
information to other cortical areas and subcortical regions; and the other circuit participates
in a dynamical system of theTC recurrent circuit and may serve as the basis of autonomous
activity of the neocortex.

Keywords: local circuit, microcircuit, pyramidal neurons, excitatory connection, thalamocortical projection,

corticothalamic projection neurons, corticospinal projection neurons, motor cortex

MOTOR-ASSOCIATED AREAS IN RODENTS
Motor-associated areas in the rodent cerebral cortex here include
the primary motor (M1), secondary motor (M2), forelimb (FL),
and hindlimb (HL) areas (Paxinos and Watson, 2007). Areas M1
and M2 correspond to lateral and medial agranular areas, respec-
tively, of Donoghue and Wise (1982). Areas FL and HL have
first been included in the primary somatosensory area (area S1;
SmI neocortex of Welker, 1971), but later considered as mixed
areas of motor and somatosensory information processing for
the limbs. Although areas FL and HL are granular with devel-
oped layer (L) 4 and respond to somatosensory stimuli like area
S1 for the face and trunk (Welker, 1971; Donoghue et al., 1979),
area HL and the medial part of area FL have as low a threshold
for intracortical microstimulation to evoke a motor response as
area M1 (Hall and Lindholm, 1974; Donoghue and Wise, 1982;
Sanderson et al., 1984; Neafsey et al., 1986; Tennant et al., 2011). A
recent optogenetic stimulation technique with channelrhodopsin-
2 expression in pyramidal neurons has supported the overlap
of the M1 and somatosensory areas for the HL and FL (Ayling
et al., 2009). Furthermore, when corticospinal projection neu-
rons (CSNs) are labeled by injection of retrograde tracers into

the corticospinal tract at the rat cervical spinal cord, many labeled
neurons are continuously found in L5 from area M1 of the lat-
eral agranular field to areas HL and FL of the lateral granular
field (Wise and Jones, 1977; Leong, 1983; Miller, 1987; Killackey
et al., 1989; Kaneko et al., 2000; Cho et al., 2004b; Tanaka et al.,
2011a). Thus, area HL and the medial part of area FL are con-
sidered to have characteristics of motor areas, and, together with
areas M1 and M2, treated as motor-associated areas in the present
review.

Since areas M1 and M2 of rodents are called “agranular areas”
as motor areas of higher mammals, these areas have generally
been considered to lack L4. It is, however, often intriguing from
the time of Krieg (1946) whether areas M1 and M2 in rodents
have L4 or not. For example, Skoglund et al. (1997) reported the
presence of L4 in area M1 by using the computerized analysis
system based on their optical dissector method. Their conclu-
sion was later supported by the presence of L4 in rat area M1
by using immunoreactivity for vesicular glutamate transporter 2
(VGluT2), which is a marker for thalamic afferents in the cere-
bral cortex (Fujiyama et al., 2001). The VGluT2-immunoreactive
band in area M1 is continuous to that of area S1, and VGluT2
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immunoreactivity in the band is as intense as that in L4 of area S1,
although the band is thinner than L4 of area S1 (Cho et al., 2004a).
However, in the present review, “the deepest part of L3 (L3d)” is
conservatively used instead of “L4” in areas M1 and M2 to indicate
the cortical layer receiving massive afferents from the thalamic
nuclei, and “L2/3” is applied to superficial layers excluding this
L3d to keep L2/3 of areas M1 and M2 homologous to L2/3 of areas
HL and FL.

INTRODUCTION OF LOCAL CIRCUIT ANALYSIS IN THE
MOTOR-ASSOCIATED AREAS
The local excitatory connection of the rodent neocortex has been
initially examined by the combination of intracellular recording
and focal electrical stimulation (Connors et al., 1982; Chagnac-
Amitai and Connors, 1989; Sutor and Hablitz, 1989; Silva et al.,
1991; Hwa and Avoli, 1992). However, the results of the focal
electrical stimulation in the neocortex are difficult to interpret,
because it is unclear which components in the tissue are stimu-
lated. Researchers may like to activate neuronal cell bodies and
their local axon collaterals in the focal stimulation site, but affer-
ent axons from thalamic nuclei and other cortical areas can also
be activated. This uncertainty has been removed by the combined
technique of intracellular recording and spike-triggered averaging
(Thomson et al., 1988), or by the paired intracellular or whole-cell
recording technique with intracellular stimulation (Thomson and
West, 1993; Markram and Tsodyks, 1996; Buhl et al., 1997; Ohana
and Sakmann, 1998; Galarreta and Hestrin, 1999). In the rodent
neocortex including motor-associated areas, the synaptic connec-
tion between excitatory neurons has been examined extensively
(Thomson and West, 1993; Deuchars et al., 1994; Thomson, 1997;
Thomson et al., 2002; Bannister and Thomson, 2007). The paired
recording technique is useful for examining the electrophysiologi-
cal and pharmacological properties of monosynaptic connections
between the excitatory neurons, and a high connectivity rate
between neuronal groups, such as L4-to-L2/3 and L2/3-to-L5 con-
nectivity rates (Thomson and Bannister, 1998; Thomson et al.,
2002; Bannister and Thomson, 2007), suggests strong connections
between the groups. However, the technique is usually unsuit-
able for quantitatively estimating connectivity between excitatory
neuron groups because of sample selection biases. To remove
the biases, Lefort et al. (2009) have quantified connectivity maps
between excitatory neurons within a barrel column of mouse area
S1 by randomly sampling a large number (2550) of excitatory neu-
rons and testing 8895 possible synaptic connections within the
column. Although this multiple whole-cell recording technique
with random sampling is effective in mapping the local excita-
tory connections of the neocortex, no similar studies have been
reported in the motor-associated areas yet.

Recently, another method for investigating cortical local con-
nections has been developed by a combination of the whole-cell
clamp recording and scanning laser photostimulation with caged
glutamate in cortical slices (Dalva and Katz, 1994; Katz and Dalva,
1994). This photo-uncaging technique is useful for the selective
stimulation of neuronal cell bodies, and has been applied not
only to sensory cortical slices but also to motor cortical ones. For
instance, in the mouse motor–frontal areas or vibrissal region of
area M1, the photostimulation of L2/3 frequently evokes excitatory

postsynaptic currents (EPSCs) in L5 pyramidal neurons (Weiler
et al., 2008; Yu et al., 2008; Hooks et al., 2011). In addition, it
has been reported that upper L5b CSNs and lower L5a crossed
corticostriatal neurons, the latter of which send axons to the
contralateral striatum, receive excitatory inputs from L2/3 neu-
rons, whereas lower L5b CSNs accept inputs mainly from L5b
neurons (Anderson et al., 2010). Further recently, the subcellular
channelrhodopsin-2-assisted circuit mapping has been introduced
(Petreanu et al., 2009). This optogenetic technique has revealed
that neurons in area M1 send excitatory connections onto the
apical dendrites of L2/3 and L5b pyramidal neurons and onto the
basal dendrites of L5b neurons in the primary somatosensory area.
These scanning laser photo-uncaging and optogenetic techniques
are helpful in analyzing local or remote inputs to single cortical
neurons.

There are only a few quantitative morphological analyses of
local excitatory connections in the rodent neocortex. Using the
electron-microscopic technique, Somogyi (1978) reported that
excitatory asymmetric synapses with the intracortical axon collat-
erals of L4 pyramidal neurons were evenly found on the dendritic
shafts of presumed interneurons and on the dendritic spines of
excitatory spiny neurons in L4 of rat primary visual area (area
V1). A similar result was reported in mouse area S1 by White
and Hersch (1981). In contrast, the local collaterals of area M1-
projecting pyramidal neurons in L3 of mouse area S1 preferred
dendritic spines (∼85%) within L3 and L5 of area S1 as their
synaptic targets (Figures 3.1 and 7.1 in White, 1989). It is further
interesting that most local axon collaterals (≥90%) of L5–L6 cor-
ticothalamic neurons (CTNs) in mouse area S1 terminated on the
dendritic shafts of presumed interneurons within L4–L6 (White
and Keller, 1987). Since only 37–46% of total asymmetric synapses
were located on dendritic shafts in neuropil of L4–L5 of area S1
(Figure 7.1 in White, 1989), the local collaterals of CTNs clearly
preferred the dendritic shafts of presumed interneurons as their
targets. Although these electron-microscopic results suggest the
presence of some specific connections in the intracortical circuitry
of excitatory neurons, postsynaptic neuron groups are not fully
identified except that they belong to spiny projection neurons or
to non-spiny interneurons.

In our laboratory, several attempts have been made to find out
a technique for breaking this limitation in the identification of
postsynaptic neuron groups, and some results were obtained on
the local circuit of the rat motor-associated areas. The method
was basically composed of the specific retrograde or transgenic
labeling approach and conventional intracellular staining tech-
nique: on one hand, the information-receiving sites (cell body
and dendrites) of a functional group of cortical neurons were
visualized by the Golgi stain-like retrograde labeling technique
(Kaneko et al., 1996, 2000; Cho et al., 2004b; Tanaka et al., 2011a)
or by the transgenic method for the expression of somatoden-
dritic membrane-targeted green fluorescent protein (GFP; Tanaka
et al., 2011b; Kameda et al., 2012); and, on the other hand, the local
axonal arborization of single neurons was labeled by the sharp elec-
trode intracellular (Kaneko et al., 2000; Cho et al., 2004b; Tanaka
et al., 2011b) or whole-cell clamp recording technique (Tanaka
et al., 2011a) with thick cortical slices. Subsequently, the local con-
nection of single cortical neurons to the functional neuron group
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was investigated morphologically and quantitatively. This tech-
nique for detecting “one-to-group” connection is considered to
work as a complementary method for the scanning laser photo-
uncaging and optogenetic experiments, where the inputs of a
neuron group to one neuron are investigated. In the present review,
the previous morphological findings obtained by the “one-to-
group” connection analysis are introduced and discussed with a
focus on the local excitatory connections of the motor-associated
areas. In addition, since the thalamocortical (TC) afferents are
the starting point of information processing in motor-associated
areas, this review first describes the recent progress in the study
of cortical projection of single TC neurons (TCNs) in the motor
thalamic nuclei.

THALAMOCORTICAL INPUTS TO THE MOTOR-ASSOCIATED
AREAS
The ventral anterior and ventral lateral thalamic nuclear com-
plex (VA–VL) is the motor thalamic nuclei, receiving cerebellar
and basal ganglia afferents and sending projections to motor-
associated cortical areas. The VA–VL is divided into two portions
(Figures 1A–H; Kuramoto et al., 2009, 2011): the rostroventrally
located inhibitory input-dominant zone (IZ) and caudodorsally
situated excitatory subcortical input-dominant zone (EZ). The
IZ of the VA–VL contains large axon terminals immunoreac-
tive for GABA-synthesizing enzyme (glutamic acid decarboxylase
of 67 kDa, GAD67), whereas the EZ is filled with giant axon
terminals with VGluT2 immunoreactivity. These GAD67- and

FIGURE 1 | Motor thalamic nuclei and single-neuron labeling with a viral

vector expressing membrane-targeted GFP. The motor thalamic complex
VA–VL of rats is divided into two portions, IZ and EZ (A,B). The rostroventrally
located IZ receives abundant basal ganglia inputs that are large varicosities
immunoreactive for GAD67 (C,D), whereas the caudodorsally situated EZ
admits cerebellar inputs consisting of many giant VGluT2-immunoreactive
terminals (E,F). Thus, the two portions are called inhibitory input-dominant
zone (IZ) and excitatory subcortical input-dominant zone (EZ), respectively. In
contrast, fine cortically derived VGluT1-immunoreactive axon terminals are
distributed rather homogeneously not only in the VA–VL, but also in the
entire thalamic nuclei (G,H). When an appropriately diluted solution of viral

vectors expressing palGFP is injected into the VA–VL, single neurons are
labeled green by chance (arrows in I,I′,J), and visualized up to the tip of the
dendrites by the immunoperoxidase staining (J′). AD, anterodorsal
nucleus; APt, anterior pretectal area; AV, anteroventral nucleus; CL, central
lateral nucleus; LD, lateral dorsal nucleus; LP, lateral posterior nucleus; ml,
medial lemniscus; Pc, paracentral nucleus; Pf, parafascicular nucleus; Po,
posterior nucleus; Rt, thalamic reticular nucleus; VM, ventral medial nucleus;
VPpc, parvocellular part of the ventral posterior nucleus. Modified with
permission from Figure 1 of Kuramoto et al. (2011) and Figure 2 of Kuramoto
et al. (2009). Scale bar in (H) applies to (A–H), that in (I′) to (I,I′), and that in
(J) to (J,J′).
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VGluT2-immunoreactive terminals have been extensively reduced
by a large lesion in the substantia nigra and deep cerebellar nuclei,
respectively (Kuramoto et al., 2011). This indicates that the IZ
is principally innervated by the basal ganglia inhibitory affer-
ents, whereas the EZ is mainly driven by the cerebellar excitatory
afferents.

The whole axonal arborization of single IZ and EZ neurons was
further investigated, using a viral vector expressing membrane-
targeted GFP (palGFP). By injection of appropriately diluted
solution of the viral vector into the VA–VL, single-neuron label-
ing of IZ or EZ neurons was obtained by chance (Figures 1I–J′).
Because of the strong expression of palGFP in the infected neuron,
the whole axonal arborization of single neurons was visualized up
to the end of the axons (Figures 2A–D). When the axonal arboriza-
tion was reconstructed, the following differences between IZ and
EZ neurons were noticed (Figures 2E–K):

(1) The cortical axons of IZ neurons preferred L1 of motor-
associated areas, 54.0 ± 7.3% of intracortical axon boutons being
distributed in L1. In contrast, only 5.8 ± 5.1% of intracortical
boutons of EZ neurons were found in L1, and mainly distributed
in middle layers (MLs; L3–L4).

(2) Almost no EZ neurons sent axon collaterals to the stria-
tum, whereas all IZ neurons projected a considerable amount of
collaterals to the striatum.

(3) The cortical axonal arborization of IZ neurons was very
wide in areas M1, M2, HL, FL and S1. The arborization of
EZ neurons was also widespread, but narrower than that of IZ
neurons.

(4) The dendritic arborization of EZ neurons was denser than
that of IZ neurons.

These results are partly compatible with the concept of “core”
and “matrix” projections of TCNs, proposed mainly in the sen-
sory thalamic neurons by Jones (for review, see Jones, 1998,
2001). In the monkey and cat thalamic nuclei, core-type neurons
are immunopositive for parvalbumin and mainly form spatially
restrictive projection to cortical MLs with the size of a func-
tional column, whereas the matrix-type neurons are positive for
calbindin D28k and send their axons preferentially and widely
to L1. In the concept of Jones, it is the most important point
that matrix-type neurons are distributed throughout the thala-
mic nuclei. In addition to the L1-preferring wide arborization
of IZ axons, the IZ was filled with calbindin-immunoreactive
cell bodies (Kuramoto et al., 2009). Thus, IZ neurons are consid-
ered to fulfill the definition of matrix-type neurons. On the other
hand, because no thalamic neurons are positive for parvalbumin
in rodents, only the spatially restrictive, columnar projection to
the middle cortical layers can be used to identify core-type neu-
rons in rodent TCNs. Actually, this columnar projection of TCNs
to the MLs has been reported in primary sensory areas of rats
(Furuta et al., 2011) as observed in those of monkeys and cats.
However, the cortical axons of EZ neurons were widely, though not
evenly, distributed in the motor-associated areas (Figures 3A,B),
although their main target layers were L3d in areas M1 and M2
and L4 in areas FL and HL as those of core-type somatosen-
sory and visual relay neurons (Figures 3C,D). Thus, EZ neurons
are tentatively named “core-like” neurons here. This difference
in axonal arborization between sensory core-type and motor

core-like TCNs suggests that motor-associated areas adopt a differ-
ent information-processing framework from that of sensory areas.
In other words, the motor-associated areas might apply “non-
columnar,” area-wide information processing for motor control.
Furthermore, because the axonal arborizations of both EZ and IZ
neurons were widely distributed, single pyramidal neurons with
developed apical dendrites in the motor-associated areas are likely
to receive and integrate two kinds of motor information: one from
the basal ganglia to the apical dendrites of pyramidal neurons, and
the other from the cerebellum to their basal dendrites.

LOCAL INPUTS TO CORTICOSPINAL NEURONS
In contrast to the previous section on thalamic inputs, output neu-
rons of motor-associated areas are a main subject in this section.
The group of CSNs can be retrogradely labeled up to the tip
of the dendritic processes by injection of tetramethylrhodamine-
dextran amine into the corticospinal tract with an acidic vehicle
(Figure 4A; Kaneko et al., 1996). With this technique, more than
45% of L5 neurons were efficiently labeled (red stained neurons
in Figures 4B–H; Kaneko et al., 2000; Cho et al., 2004b), and it
was assumed that the vast majority of CSNs were visualized in
motor-associated areas (see Discussion in Cho et al., 2004b). In
500-μm-thick cortical slices containing retrogradely labeled L5
CSNs, single pyramidal/spiny neurons that were located in each
cortical layer were labeled intracellularly for the “one-to-group”
connection analysis. The appositions formed between the local
axon collaterals of the intracellularly labeled pyramidal neurons
and the dendrites of CSNs were traced as shown in Figure 5.
In a different set of experiments, about 60–77% of appositions
were electron-microscopically confirmed to make axodendritic
synaptic contacts of asymmetric type mainly on dendritic spines
(Figures 4I–K′ and 8O–R; Cho et al., 2004b; Tanaka et al., 2011b),
suggesting that the number of appositions could be applied as a
quantitative indicator of synaptic connections.

As summarized in Figure 6A, L5 CSNs received local inputs
from all the cortical layers with some differences in connec-
tional weight (the number of appositions/presynaptic neuron).
The pyramidal neurons in the upper half of L2/3 (upper L2/3)
sent the least number of appositions to CSNs (neurons 1 and 2
in Figure 5A), but those in the lower half of L2/3 (lower L2/3)
projected densely to CSNs (neurons 7, 10, and 12). This result is
consistent with the previous observation in the cat motor cortex
(Kaneko et al., 1994a,b); pyramidal neurons receiving monosy-
naptic inputs from area 2 were located mainly in lower L2/3, made
two axon collateral bushes in L2/3 and L5, and projected densely
to L5 pyramidal neurons including Betz cells, whereas pyramidal
neurons accepting polysynaptic inputs alone were situated more
superficially in L2/3, formed a single collateral bush in L2/3 and
sent much fewer axons to L5 pyramidal neurons.

Furthermore, it was an unexpected and interesting result that
L3d and L4 star-pyramidal neurons, which had an apical dendrite
without tufts, were the most abundant source of inputs to CSNs
among the pyramidal neurons examined (Figures 5B and 6A). In
L3d of area M1 and L4 of areas HL and FL, about 2/3 of spiny cells
were star-pyramidal neurons, and the remaining 1/3 were pyra-
midal neurons (Cho et al., 2004a). The lack or poverty of apical
tufts suggests that these star-pyramidal neurons would not receive
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FIGURE 2 | Axonal arborization of EZ and IZ neurons in rat cerebral

cortex and striatum. The axons of both EZ and IZ neurons were distributed
widely in motor-associated areas; the axon fibers of EZ neurons preferred
middle cortical layers, L3–L5, as their target layers (A,B,E–G), whereas those
of IZ neurons were mainly (>50%) distributed in L1 (C,D,H–K). In addition, IZ

neurons but not EZ neurons sent a considerable amount of axon
collaterals to the striatum. The results are schematically summarized in (L).
Modified with permission from Figures 5,6, and 9 of Kuramoto et al. (2009).
Scale bar in (C) applies to (A,C); that in (D) to (B,D); and those in (F,I) to
(F,G,I–K).
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FIGURE 3 | Axonal arborization of an EZ neuron in comparison with that

of primary sensory thalamic neurons in rats. The axons of EZ neurons
were distributed very widely, often in the cortical area spanning more than
5 mm (A,B). This distribution is in sharp contrast to those of sensory thalamic
neurons, such as neurons in the VP and dorsal lateral geniculate nucleus
(LGd). The axonal arborization of VP and LGd neurons was concentrated to

the middle layers of a cortical region with the size of a single
column (C,D). Modified with permission from Figure 8 of Kuramoto et al.
(2009) (A,B) and Figure 3 of Furuta et al. (2011) (C). The axonal arborization
of a single LGd neuron in area V1 (D) was labeled and illustrated with the
same method as that in Kuramoto et al. (2009) by Nakamura and
Kaneko.

the matrix-type IZ afferents that were discussed in the previous
section to transmit the basal ganglia information preferentially
to L1 (Figure 6B). It was further interesting that all these L3d
and L4 star-pyramidal neurons showed regular-spiking responses
with fast adaptation to current pulse injections (Figure 5D; Cho
et al., 2004a). The phasic responses of L3d and L4 star-pyramidal
neurons suggest that these neurons serve as a kind of high-
pass/low-cut filter to the core-like EZ afferents, which mainly
convey cerebellar information (Figure 6B). In contrast, L2/3 neu-
rons consistently displayed regular-spiking responses with slow
adaptation, which resulted in a tonic activity during current pulse
injections (Figure 5B).

These results suggest the following local circuits in motor-
associated areas (Figure 6B):

(1) Basal ganglia information directly enters the apical den-
drites not only of L2/3 pyramidal neurons but also of L5 CSNs
through IZ neurons of the VA–VL. Because L1-preferring TC
afferents are associated with the cortical activity prior to the
motor execution (for review, see Roland, 2002) and modu-
late the gain of pyramidal cell response (Larkum et al., 2004),
the basal ganglia system may give motor preparatory infor-
mation to CSNs through its disinhibitory mechanism on IZ
neurons.

(2) L2/3 neurons in rodent area M1 further receive infor-
mation from the other cortical areas such as the somatosensory
cortex by corticocortical connection (Akers and Killackey, 1978;
Welker et al., 1988; Hoffer et al., 2003) as well as cerebellar

information via L3d and L4 neurons. Because movement-related
potentials such as the readiness potential (Bereitschaftspoten-
tial; Kornhuber and Deecke, 1965), which is the cortical activity
preceding the movement, are known to occur mainly in L2/3
(for review, see Colebatch, 2007), the tonic firing property of
L2/3 pyramidal neurons may be helpful in developing a prepara-
tory activity of CSNs. In addition, the tonic activity of L2/3
pyramidal neurons may be useful in maintaining the activity of
CSNs during the motor execution through L2/3-to-L5 excitatory
connection.

(3) On the other hand, cerebellar motor command is mainly
transferred to L3d and L4 star-pyramidal neurons through EZ neu-
rons of the VA–VL, and sent to L5 CSNs as well as to L2/3 neurons.
Since L3d and L4 star-pyramidal neurons show the characteristics
of a high-pass filter, timing information within the cerebellar com-
mand or “go” signal may be conveyed to CSNs via this connection.
It is thus presumed that, when CSNs are prepared for a motion
by the “ready” signal from the basal ganglia or other cortical areas,
CSNs are easily activated in the exact timing by the cerebellar “go”
signal and discharge a motor execution signal to the spinal cord
(Figure 6B).

LOCAL INPUTS TO CORTICOTHALAMIC NEURONS
Corticothalamic neurons in motor-associated areas were mainly
located in L6 and sent their axons massively to the VA–VL of
the thalamus. In comparison to CSNs, CTNs received much
less information from L2/3 pyramidal neurons (Kaneko et al.,
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FIGURE 4 | Local excitatory inputs to CSNs in rat cerebral cortex. The
dendrites of CSNs in the motor-associated areas were retrogradely labeled in
a Golgi stain-like manner by the injection of tetramethylrhodamine-dextran
amine (TMR-DA) into the corticospinal tract in the cervical cord with an acidic
vehicle (A; Kaneko et al., 1996). In 500-μm-thick cortical slices containing
labeled CSNs, pyramidal/spiny neurons were recorded and labeled
intracellularly at each cortical layer (arrows in B–E). The axodendritic
appositions between black-labeled axon varicosities and red-visualized
dendrites (black arrowheads in F–H) were quantitatively analyzed. In some

samples, the appositions were confirmed to make synaptic contacts in
electron-microscopic images (I–K′), where black arrowheads and arrows
indicated the postsynaptic densities and immunoreaction products for
TMR-DA, respectively. Figure (K) is the image next to (K′), in which a white
arrow points to the spine neck connecting the unlabeled spine to the
TMR-DA-labeled dendrite. (B–K′) Modified with permission from Figures 1
and 8 of Cho et al. (2004b). AT, intracellularly labeled axon terminals; Den,
TMR-DA-labeled dendritic profiles. Scale bar in (E) applies to (B–E), that in (H)

to (F–H), and that in (K′) to (I–K′).
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FIGURE 5 | Inputs of L2/3 pyramidal and L3d and L4 spiny neurons to

CSNs, and electrical properties of L2/3 and L3d/L4 neurons in rat brain.

Many axon boutons of L2/3 pyramidal neurons were in close apposition to the
apical or basal dendrites of CTNs (A). However, unexpectedly, the axons of
L3d/L4 star-pyramidal neurons formed more appositions with the dendrites of
CTNs (C) than those of L2/3 pyramidal neurons. The two groups of excitatory

neurons were different in electrical properties: L2/3 pyramidal neurons
showed regular-spiking responses with slow adaptation (B), whereas L3d/L4
star-pyramidal neurons exhibited regular-spiking ones with fast adaptation (D),
when a long depolarizing current pulse was injected. Modified with
permission from Figures 2–4 of Cho et al. (2004b) and Figures 4 and 5 of Cho
et al. (2004a).
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FIGURE 6 | Summary of local excitatory inputs to CSNs and

hypothesized circuit for motor control. (A) Although lower L2/3 pyramidal
neurons send a considerable number of apposed boutons to CSNs, the
strongest inputs are derived from L3d/L4 star-pyramidal neurons. The

thickness of a curved arrow indicates the relative intensity of the projection.
(B) A conceivable cortical circuit for motor control, which is composed of
thalamic afferents and local connections to CSNs. Modified with permission
from Figure 9 of Cho et al. (2004b) and Figure 9 of Kuramoto et al. (2009).

2000). Actually, single L2/3 pyramidal neurons sent much
fewer (∼1/4) axon varicosities to CTNs than to CSNs by the
quantitative “one-to-group” connection analysis as described
above (Figures 7A,B). This was confirmed electrophysiologi-
cally (Kaneko et al., 2000); the electrical stimulation in L2/3 of
motor-associated areas produced excitatory postsynaptic poten-
tials (EPSPs) with a short and constant latency in L5 pyramidal
neurons (Figures 7C,D), suggesting a monosynaptic connection
from L2/3 excitatory neurons to L5 pyramidal neurons. This result
is supported by recent experiments of photo-uncaging stimula-
tion, in which L5b pyramidal neurons or CSNs in the mouse
motor area received excitatory monosynaptic inputs from L2/3
neurons (Anderson et al., 2010; Hooks et al., 2011). In contrast,
EPSPs observed in L6 pyramidal neurons showed longer laten-
cies, and higher stimulation currents were needed to evoke EPSPs
(Figures 7D,E). These EPSPs often exhibited double-shock facil-
itation of onset latencies (Figure 7C), and were suppressed by
blocking N-methyl-D-aspartate receptors (Kaneko et al., 2000),
indicating the polysynaptic nature of the EPSPs. These morpho-
logical and electrophysiological results suggest that L6 CTNs in
motor-associated areas are relatively independent of the informa-
tion that is processed in L2/3.

Subsequently, a recent morphological analysis on the local exci-
tatory inputs to CTNs is introduced here, although the analysis
was performed in sensory areas (area S1, FL, and HL; Tanaka et al.,
2011b). For the analysis, an adenoviral vector expressing somato-
dendritic membrane-targeted GFP (myrGFP-LDLRct; Figure 8A)
was developed. After injection of a high-titer vector solution
into the ventral posterior thalamic nuclei (VP) at a high-salt

condition, CTNs were retrogradely infected (Figures 8B–C), and
all their somatodendritic structures including thin portions and
spines of the dendrites were visualized clearly (Figures 8D–H).
About 60% of L6 neurons in the VP-projecting region of sen-
sory areas were labeled with this technique, and the vast majority
of CTNs were considered to be visualized in the region, because
the labeling efficiency was saturated even by injection of a higher
concentration of the vector (Tanaka et al., 2011b). For the “one-
to-group” connection analysis of inputs to CTNs (Figure 8I),
cortical slices containing many myrGFP-LDLRct-expressing CTNs
were used; single pyramidal neurons in each cortical layer and
their axon fibers were visualized black, and the dendrites of
CTNs were stained brown (Figures 8J–N). The axon boutons
of black axon fibers were frequently apposed to brown den-
dritic spines (Figures 8O,P), and most of them were revealed to
make axospinous synaptic contacts under the electron-microscope
(Figures 8Q,R).

The results of the local excitatory inputs to CTNs in sen-
sory areas are summarized in Figure 9. Figure 9A exemplifies
the distribution of boutons closely apposed to CTNs along the
local axon collaterals of an L4 star-pyramidal neuron and a ret-
rogradely labeled L6 CTN (L6+ neuron; Figure 8M′). The local
inputs of single excitatory neurons to the CTN group were in
the following order (from the most abundant to the least): ret-
rogradely unlabeled, presumably corticocortical L6 neurons (L6−
neurons; Figure 8N′), mean ± SD of the number of apposed bou-
tons/presynaptic neuron = 953 ± 500 (25% of total axon boutons);
L6+ pyramidal neurons, 612 ± 223 (35%); L5a pyramidal neurons,
529 ± 148 (10%); L5b pyramidal neurons, 374 ± 142 (22%); L4
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FIGURE 7 | Inputs of L3 pyramidal neurons to CSNs and CTNs in rat

motor-associated areas. The morphological experiments were performed in
a similar way to that illustrated in Figure 4A, except that the injection was
made not only into the corticospinal tract but into the VA–VL. L3 pyramidal
neurons preferentially sent apposed boutons to CSNs, but much fewer (about
1/4) to CTNs (A,B). When the superficial layers of motor-associated areas
were stimulated electrically (left figure in C), EPSPs were evoked with shorter
latencies and lower thresholds in L5 pyramidal neurons than in L6 pyramidal

neurons (D,E). Furthermore, in double-shock stimulation experiments, EPSPs
in 11 of 12 L5 pyramidal neurons showed a constant latency, being a sign of
monosynaptic inputs, whereas those in L6 pyramidal neurons displayed
double-shock facilitation of onset latencies, indicating that the connection
was polysynaptic (C). These morphological and electrophysiological findings
suggest that L6 pyramidal neurons do not receive strong monosynaptic
inputs from L3 pyramidal neurons. (A,C–E) Modified with permission from
Figures 4, 6, and 7 of Kaneko et al. (2000).

spiny neurons, 327 ± 164 (6%); and L2/3 pyramidal neurons,
167 ± 115 (3%). The L2/3-to-CTN connection was thus weak-
est of the local excitatory connections to CTNs, being consistent
with the previous results in motor-associated areas (Kaneko et al.,
2000). Therefore, L5 pyramidal neurons and L4 spiny neurons,
including spiny stellate, star-pyramidal and pyramidal neurons,
were important sources of translaminar excitatory inputs to CTNs
in terms of the number of apposed boutons/presynaptic neuron,

although the local connection within L6 was most abundant. It
is noticeable that single L6+ CTNs sent 35% of axon boutons to
the CTN group, because this result appears contradictory to the
previous finding that the local axon collaterals of CTNs principally
targeted interneurons in mouse area S1 (White and Keller, 1987).
This inconsistency is unlikely to be due to a species difference,
as recent paired recording studies showed that CTN-to-L6 pyra-
mid connectivity rate (1/75) was much lower than CTN-to-L6
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FIGURE 8 | Golgi stain-like labeling of CTNs with a viral vector and

intracellular staining of pyramidal neurons in rat areas S1, FL, and HL.

When high titers of adenoviral vectors expressing myrGFP-LDLRct (A;
Kameda et al., 2008) were injected into the VP with 0.6 M NaCl, many L6
pyramidal neurons were retrogradely infected in the somatosensory motor
area (B–B′′). After the brown immunoperoxidase staining with anti-GFP
antibody and diaminobenzidine (DAB; C), the cell body (D), basal dendrites
(E,F), and apical dendrites (G,H) of CTNs were fully visualized. Note that even
fine spines were visualized effectively. In 500-μm-thick cortical slices, single
spiny neurons were labeled intracellularly (I) and visualized black (J–N) by the
peroxidase method with DAB and nickel. In L6, retrogradely labeled (M′) and
unlabeled neurons (N′) were indicated by L6+ and L6− pyramidal neurons,
respectively. Most L6− neurons were considered to belong to corticocortical

projection neurons, because their apical dendrites were short and the basal
dendrites were abundant as reported previously (Zhang and Deschênes,
1997). In contrast, L6+ CTNs were taller and more slender than L6− neurons.
(O,P) It was examined whether each axon bouton of the intracortical
collaterals was in close apposition to the retrogradely labeled CTN dendritic
spines (large arrowheads) or not (double arrowheads). (Q,R) In addition, 77%
of those appositions were electron-microscopically confirmed to form
asymmetric synaptic contacts with the labeled spines (small arrowheads).
The reaction products of retrograde labeling are indicated by small arrows. AT,
labeled axon terminals; Den, dendritic profile; Sp, spine. Modified from
Figures 1, 2, and 4 of Tanaka et al. (2011b). Scale bar in (B′′) applies to (B–B′′),
that in (H) to (E–H), that in (N) to (J–N), that in (N′) to (M′,N′), that in (P) to
(O,P), and that in (R) to (Q,R).
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interneuron connectivity rate (1/4) in rat area S1 and area V1
(Mercer et al., 2005; West et al., 2006). On the other hand, recent
scanning laser photostimulation studies revealed that L6 CTNs or
presumed CTNs preferentially received excitatory inputs from sur-
rounding L6 neurons in rat areaV1 (Zarrinpar and Callaway, 2006)
and in mouse primary auditory area (Llano and Sherman, 2009),
partly supporting the results of Tanaka et al. (2011b). Regardless,
the postsynaptic components of L6 CTN axon collaterals should
be investigated further.

In Figure 9B, it is noticed that, when the horizontal spread
of these local connections was examined, L4 and L6+ neurons
formed appositions with the CTN group in a narrower range than
L2/3, L5, or L6− pyramidal neurons (Tanaka et al., 2011b), sug-
gesting that the spatial organization is of crucial importance to the
understanding of local inputs to CTNs. In addition, to compare
these spatial data with the maps observed in previous scanning
laser photostimulation studies on excitatory inputs to L6 pyrami-
dal neurons (Zarrinpar and Callaway, 2006; Llano and Sherman,
2009; Hooks et al., 2011), we tried to constitute an input map to a
CTN, actually CTN dendrites in a unit volume, using the spatial
information of the experimental data. When the inputs to CTNs
are reconstructed from the viewpoint of a CTN, the following
assumptions are made: (1) the density of CTN dendrites is con-
stant in the horizontal direction at a given cortical depth (y), (2)
the distribution of cell bodies of various pyramidal/spiny neurons
is also horizontally constant at given depth y, and (3) as a group,
pyramidal/spiny neurons at given depth y deliver their apposed
boutons to CTNs isotropically but as a function of horizontal dis-
tance x. From the original data of the experiments (Figure 9B),
one can obtain an input intensity map i(x, y), which is the den-
sity of boutons derived from presynaptic neurons within a cube
located at horizontal distance x and normalized cortical depth y
and closely apposed to the postsynaptic CTN dendrites within
the green square prism (Figures 9C,D; for detail, see the legend of
Figure 9). As a result, the two-dimensional map i(x, y) in Figure 9E
reveals that the highest i(x, y) is located at L4 and the second high-
est is found at L6a. Thus, L4 and L6 pyramidal/spiny neurons are
important local sources of inputs to CTNs, and at least a portion
of L4 neurons have a strong impact on the CTNs that are located
in a narrow region (≤40 μm) underneath these L4 neurons. This
result is relatively compatible with the results of scanning laser
photostimulation studies; presumed CTNs in L6 or L6 pyramidal
neurons received significant, if not strong, excitatory inputs from
L4 in rat area V1 (Zarrinpar and Callaway, 2006) or in mouse area
S1 (Hooks et al., 2011), respectively, although paired whole-cell
recording experiments did not detect a high connectivity rate of
L4-to-L6 connection (Lefort et al., 2009). Finally, this strong L4-
to-CTN connection appears to be formed by the descending axon
collaterals of L4 spiny neurons (Figure 9A, left).

LOCAL CIRCUITS IN MOTOR-ASSOCIATED AREAS AND
DISCUSSION
A scheme shown in Figure 10A summarizes the main local excita-
tory connections in the cerebral cortex including motor-associated
areas. When minor neuronal populations, such as L6 corticocor-
tical neurons, and weak connections are omitted, the excitatory
connections may be described in the following way:

(1) The cortex receives two kinds of TC afferents. The core-type
or core-like TC projection mainly targets L3d and L4 spiny neu-
rons and partially L6 pyramidal neurons. The latter may directly
receive the TC projection because the apical dendritic tufts of
CTNs are densely distributed in L4–L5a (Figure 8C) and partly
because the core-type projection sends some axon collaterals to
L6 (Figure 3C). In contrast, the matrix-type projection targets
the apical dendritic tufts of L2/3 and L5 pyramidal neurons as dis-
cussed in Section“Thalamocortical Inputs to the Motor-associated
Areas.”

(2) L2/3 pyramidal neurons may receive dense inputs from L3d
and L4 neurons, which send dense axonal arborization to L2/3 as
shown in motor-associated areas (Figure 5C) as well as in sensory
areas (Figure 3 of Tanaka et al., 2011b). The presence of this dense
connection is supported in rat neocortex by the paired electrical
recording experiments revealing a relatively high connectivity rate
in the L4-to-L2/3 connection (Thomson et al., 2002; Bannister and
Thomson, 2007). In addition, the dense L4-to-L2/3 connection
is constantly shown by scanning laser photostimulation studies
in rodent sensory areas (Shepherd and Svoboda, 2005; Shepherd
et al., 2005; Hooks et al., 2011). A similar dense connection to L2/3
of the motor areas is originated from the border region between
L3 and L5, which might contain L3d (Wood et al., 2009; Wood
and Shepherd, 2010). After the local information processing, L2/3
pyramidal neurons are well known to project to other cortical areas
(for review, see Jones, 1984).

(3) L5 pyramidal neurons including CSNs receive massive
inputs from L3d and L4 spiny neurons and less massive inputs from
L2/3 neurons (Figure 6A), and send axons to subcortical regions
including the spinal cord. The latter L2/3-to-L5 connection is sup-
ported in motor areas by scanning laser photostimulation studies
(Weiler et al., 2008; Anderson et al., 2010; Hooks et al., 2011) and
paired electrical recording experiments (Thomson and Bannister,
1998; Thomson et al., 2002).

(4) Corticothalamic neurons collect dense inputs from L4
spiny neurons, but rarely receive input connections from L2/3
or L5 (Figure 9E). The key point of this local connection scheme
(Figure 10A) is the relative independence of CTNs from the infor-
mation processing performed by L2/3 and L5 neurons, which are
indicated with blue color in the scheme. This observation is sup-
ported by the laser scanning photostimulation studies revealing
that L6 neurons receive very few, if any, inputs from L2/3 and
L5 not only in area S1 (Zarrinpar and Callaway, 2006; Llano and
Sherman, 2009; Hooks et al., 2011) but also in area M1 (Hooks
et al., 2011).

Although the scheme in Figure 10A is commonly applicable
to many cortical areas, a large difference in TC afferents between
sensory and motor areas has to be emphasized here. The core-type
afferents to the primary sensory areas basically show columnar
organization as well as laminar arrangement (Figures 3C,D), and
the afferent information is processed within a functional column
at least in its initial step. However, in the case of motor thalamic
neurons (Figures 2 and 3), the information of a TCN is delivered
to area-wide cortical regions. This area-wide distribution of core-
like motor thalamic afferents may be relevant to the fact that the
motor information is already processed in the cerebellar cortex,
although the relationship of cerebellar information processing to
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FIGURE 9 | Local excitatory inputs to VP-projecting CTNs in rat areas S1,

HL, and FL. (A) Single L4 star-pyramidal and L6+ pyramidal neurons sent
many apposed boutons to CTNs. (B) The horizontal distribution (fitted with a
gamma distribution) of the apposed boutons of representative neurons were
different from layer to layer. L4 spiny and L6+ pyramidal neurons sent
apposed boutons to CTN dendrites that were located in a narrow range,
whereas L5 and L6− neurons projected them to CTN dendrites that spread
horizontally. (C,D) From the original data in (B), the number of apposed
boutons arising from an average presynaptic neuron as a function of
horizontal distance x is obtained (C, top) under the assumption that cortical
excitatory neurons sending axons to CTN dendrites are distributed
homogeneously in horizontal directions at a given depth (y ). When the
presynaptic neuron sends a certain amount of apposed boutons to
postsynaptic CTN dendrites in a given unit volume (slender dense green
square prism in C, middle), the CTN dendrites are expected to receive the

same amount of projections from each neuron located in all directions
at the same distance from them (C, bottom). Therefore, as shown in (D),
a section can be cut out to make a two-dimensional input map; in other
words, one can obtain input intensity map i (x, y ), which is the density of
axon boutons derived from presynaptic neurons within a red cube
located at horizontal distance x and normalized cortical depth y and closely
apposed to the postsynaptic CTN dendrites within the green square prism.
In this estimate, the number of neurons in the cube located at (x, y ) is
calculated from the density of presynaptic VGluT1 mRNA-expressing
neurons at depth y. (E) Input intensity map i (x, y ). From the viewpoint of
CTN dendrites in a unit prism, L4 spiny neurons are the most abundant
source of local excitatory inputs. The regions encircled by black borders
in (E) show significantly high i (x, y ) (> mean + 2SD). For more detail, see
Tanaka et al. (2011b). Modified with permission from Figures 5–8 of
Tanaka et al. (2011b).
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FIGURE 10 | A proposed model of cortical excitatory circuitry. (A) L3d and
L4 spiny neurons receive abundant core-type or core-like thalamic inputs,
whereas L2/3 and L5 pyramidal neurons accept matrix-type inputs on their
apical tufts. L2/3 pyramidal and L3d/L4 spiny neurons send axons to L5
pyramidal neurons, and L2/3 and L5 pyramidal neurons project to other
cortical areas and subcortical regions, respectively (blue circuit). In contrast,
L6 CTNs receive thalamic inputs directly and indirectly via L3d/L4 neurons,

and then send their activity back to the thalamic neurons (red circuit). (B) It is
likely that these two circuits are embedded in the cortical microcircuit with
relative independence. The blue circuit may behave like a feedforward
information-processing system, whereas the red one may serve as a
dynamical system because of its recurrent nature. w , subcortical or cortical
“driver” afferent vector; x , state vector of thalamic neurons; y , output vector
of L2/3 pyramidal neurons; z , output vector of L5 pyramidal neurons.

cerebral cortical processing is not yet fully understood. In addition,
even in the sensory thalamic nuclei such as the posterior nucleus,
the core-type cortical afferents of single TCNs show a wide distri-
bution far exceeding the columnar size even in area S1, although
the distribution is narrower than that of motor thalamic neurons
(Ohno et al., 2012). These findings suggest that the dual, columnar
and laminar, organization of TC afferents is limited to the primary
sensory thalamic nuclei, but that the majority of TCNs use the
laminar organization alone.

The summarized scheme in Figure 10A allows the following
hypothesis on the local cortical circuitry to be proposed. The blue
circuit is likely to serve as a feedforward information-processing
system (Figure 10B, left). This is strongly supported by well
known facts that L4 of area V1 almost exclusively contains simple
cells, and contrastingly that L2/3 and L5 mainly comprise com-
plex cells representing information of higher order (Hubel and
Wiesel, 1962; Gilbert, 1977). The processed information is fur-
ther sent to subcortical and/or other cortical regions via L2/3 and
L5 neurons. Recently, L5 of the rodent motor/frontal cortex has
been reported to contain at least two kinds of pyramidal neu-
ron groups: subcerebral projection neurons, including CSNs and
corticopontine neurons, and crossed corticostriatal neurons. The
two neuron groups differ not only in major projection targets but
also in local connections (Morishima et al., 2011; Kiritani et al.,
2012). Moreover, L2/3 pyramidal neurons in motor-associated
areas should be classified into two types as illustrated in Figure 6A
(Kaneko et al., 1994b; Cho et al., 2004b); pyramidal neurons form-
ing two axon collateral bushes in L2/3 and L5 are more frequently

encountered in lower L2/3 than in upper L2/3, whereas those mak-
ing only one bush in L2/3 are more numerous in upper L2/3 than
in lower L2/3. These findings suggest that the information pro-
cessing is more complicated than that illustrated with the blue
circuit. However, the findings are not contradictory to the con-
cept that the blue circuit is a feedforward information-processing
system.

In contrast to the blue circuit in Figure 10, the red circuit
sends the input information back to the input source site, i.e.,
the thalamic nuclei, with relative independence from the blue one
(Figure 10B, right). The corticothalamic projection has generally
been considered to work as a feedback circuit, because the tha-
lamic nuclei are the sole input gate for corticopetal information
flows, including sensory and motor/cerebellar flows (for review,
cf. Alitto and Usrey, 2003), and the best site for feedback con-
trol. If CTNs work as a true “feedback” circuit like the circuit
of a feedback control system in engineering, the output infor-
mation of the system, i.e., the information presented by L2/3
and/or L5 pyramidal neurons, should be conveyed back to the
input gate via CTNs. CTNs, however, receive only weak inputs
from L2/3 or L5 neurons (Figure 10A). This finding is partly
supported in area V1 by the in vivo electrophysiological observa-
tion that many L6 neurons show simple cell responses (Hubel
and Wiesel, 1962; Gilbert, 1977; Martinez et al., 2005), indi-
cating that L6 neurons do not effectively use the information
expressed by L2/3 or L5 complex cells. It hence appears nec-
essary to consider other functions for CTNs than the feedback
control.
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It has long been hypothesized that L6 CTNs, together with
TCNs, constitute a recurrent circuit, because of well known phe-
nomena suggesting TC reverberating activity, such as augmenting
responses and repetitive discharges in sensory areas (Morison and
Dempsey, 1943; Chang, 1950). Augmenting responses are also
observed between the VA–VL and area M1 in the rat brain (Castro-
Alamancos and Connors, 1996a,b). In addition, TCNs have been
proposed to, with the help of thalamic reticular nucleus (Rt)
neurons, serve as an oscillation generator in the corticothalamic
loop (Buzsáki, 1991; Steriade et al., 1993). On the other hand,
although the effect of CTN excitation on TCNs has long been
elusive for lack of a CTN-selective stimulation method, recent
progress in optogenetic techniques makes it feasible to stimulate
CTN axons specifically, and the selective stimulation of CTNs
has been shown to evoke clear EPSCs in TCNs and Rt neurons
monosynaptically (Cruikshank et al., 2010). Since “modulator”

afferents to thalamic relay neurons, the major population of
which is L6 CTNs, are known to be far more numerous than
subcortical and cortical “driver” afferents to relay neurons (for
review, see Sherman and Guillery, 2006), the effect of L6 CTNs
on TCNs is considered to be large as an assembly even if uni-
tary EPSCs evoked by single CTN activation are small. Taken
together, it is likely that the red circuit in Figure 10B, together
with the black TC projection, constitutes a dynamical system,
where the present state x(t) of TCNs has a large effect on the
next state x(t + dt) through CTNs and Rt neurons, and thereby
works as a mechanism producing autonomous, self-sustaining
activity of the corticothalamic loop. Thus, it is plausible that
the two blue and red circuits in Figure 10 are embedded in the
local circuit of the cerebral cortex as the parts of feedforward
information-processing and autonomous dynamical systems,
respectively.
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Motor directional tuning (Georgopoulos et al., 1982) has been found in every brain area
in which it has been sought for during the past 30-odd years. It is typically broad, with
widely distributed preferred directions and a population signal that predicts accurately
the direction of an upcoming reaching movement or isometric force pulse (Georgopoulos
et al., 1992). What is the basis for such ubiquitous directional tuning? How does the
tuning come about? What are the implications of directional tuning for understanding
the brain mechanisms of movement in space? This review addresses these questions
in the light of accumulated knowledge in various sub-fields of neuroscience and motor
behavior. It is argued (a) that direction in space encompasses many aspects, from vision
to muscles, (b) that there is a directional congruence among the central representations
of these distributed “directions” arising from rough but orderly topographic connectivities
among brain areas, (c) that broad directional tuning is the result of broad excitation limited
by recurrent and non-recurrent (i.e., direct) inhibition within the preferred direction loci
in brain areas, and (d) that the width of the directional tuning curve, modulated by local
inhibitory mechanisms, is a parameter that determines the accuracy of the directional
command.

Keywords: motor directional tuning, inhibitory mechanisms, movement direction, directional precision, motor

resonance

INTRODUCTION
Here, as in the thalamus and cortex, the conclusion is unavoidable:
either there is an amazing degree of selectivity in the innervation of
single neurons by afferent fibers or inhibitory and other synaptic
mechanisms ensure that most inputs remain subthreshold

(Jones, 2007, p. 164)

In the quote above, Ted Jones referred to the high density of
innervation of dorsal column nuclei by fibers traveling along
the medial lemniscus, in what he called “enormous morpho-
logical convergence at all levels of the ascending somatosensory
pathways” (Jones, 2007, p. 164), between periphery and cor-
tex. The quote summarizes in a succinct way the puzzling fact
that, despite all of this convergence, a remarkable specificity in
receptive field size is present, which could be accounted for by
“an amazing degree of selectivity . . . or inhibitory and other
mechanisms” (Jones, 2007, p. 164). In 1984, Eb Fetz compared
sensory and motor representations in the somatosensory and
motor cortices, respectively, as follows: “. . . the receptive fields
of sensory cortex cells represent the symmetric inverse of the
muscle fields of CM (corticomotoneuronal) cells, insofar as cor-
tical inputs are coded analogously to outputs. The symmetric
representation of spatial fields of peripheral elements by cortical
cells is clearly the result of convergent input connections to sen-
sory cells and divergent output connections from precentral CM
cells” (Fetz, 1984, p. 471). This comparison is misconstrued, for
it does not make sense to equate convergence in the somatosen-
sory cortex of peripheral inputs onto a single somatosensory

cortical cell with divergence in the motor cortex from a sin-
gle motor cortical CM cell to several motoneuronal pools. The
comparison should refer to the same cortical feature, namely con-
vergence or divergence for both cortices. In fact, the similarity
between motor and somatosensory cortex holds at the same level
of enquiry, namely the large convergence of thalamic and cor-
tical inputs to both cortices (Darian Smith et al., 1990, 1993).
The difference then lies in the content of information, which
is manifested as a receptive field in the somatosensory cortex
(Mountcastle et al., 1957) and as a directional tuning field in the
motor cortex (Georgopoulos and Stefanis, 2007). In this sense,
the somatosensory tactile receptive field, with (a) its central peak
corresponding to that point in the skin where mechanical stim-
ulation elicits the highest response, (b) the gradual reduction of
activation as the stimulus is moved farther away from the “hot
spot,” (c) the surrounding inhibition (Mountcastle and Powell,
1959; Mountcastle, 2005, p. 283), and (d) the gradual shift of the
location of the receptive field in the skin, is qualitatively similar
to the directional tuning field (Georgopoulos and Stefanis, 2007)
with (a) its central peak corresponding to the preferred direc-
tion of movement, (b) the gradual reduction of activation with
movements in directions farther away from the preferred direc-
tion, (c) the surrounding inhibition (Stefanis and Jasper, 1964a,b;
Merchant et al., 2008; Georgopoulos and Stefanis, 2010), and (d)
the gradual shift of the preferred direction in 3-D space (Naselaris
et al., 2006b; Georgopoulos and Stefanis, 2007; Georgopoulos
et al., 2007). As is the case with receptive fields being inter-
connected across sensory areas, an approximate topographic
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correspondence would interconnect directional tuning fields
across various motor areas, which would account for the concur-
rent activation of these areas at the initiation and execution of
a movement in a particular direction. In both sensory and motor
systems, receptive field size and directional tuning width would be
sharpened by recurrent and non-recurrent (i.e., direct) inhibitory
mechanisms.

MOTOR DIRECTIONAL TUNING
A basic finding in motor neurophysiology has been the discovery
of directional tuning in space (Georgopoulos et al., 1982), namely
the orderly variation of single cell activity with the direction of
arm movement, such that activity is highest for a particular move-
ment direction (the cell’s “preferred direction”) and decreases
progressively with movements farther and farther away from the
preferred direction. Overall, the tuning is broad and is readily
captured by a cosine tuning function. It is important that direc-
tional tuning exists for movements made in 2-D (Georgopoulos
et al., 1982) as well as in 3-D space (Schwartz et al., 1988; Caminiti
et al., 1990a). In fact, the 3-D tuning volume can be derived from
a polar plot of a 2-D tuning curve by rotating the 2-D tuning
curve around the axis of the preferred direction in 3-D space.
In addition, directional tuning has been described for isomet-
ric force pulses (Georgopoulos et al., 1992; Taira et al., 1996)
and for isometric ramp-and-hold forces (Sergio et al., 2005).
In the latter study, the same motor cortical cells were studied
under the isometric ramp-and-hold task and in a movement
task: broad directional tuning was observed in both tasks but
with varying degrees of congruence in the respective preferred
directions.

The following also holds for directional tuning. (a) Given
an ongoing tonic level of discharge in a given cell, directional
tuning can occur due to graded increase in cell activity, com-
bination of increase or decrease in activity, or graded decrease
in activity. Although increase or decrease in cell activity can-
not be assigned to changes in excitatory or inhibitory drive or a
combination thereof, without intracellular recording, it is com-
mon to refer to the ongoing neural discharge as “net excitatory
drive.” (b) Directional tuning is stable across different movement
amplitudes wherever tested, including motor cortex (Fu et al.,
1993), premotor cortex (Fu et al., 1993), supplementary motor
area (Lee and Quessy, 2003), external and internal segments of
the globus pallidus (Turner and Anderson, 1997), cerebellar cor-
tex (Fortier et al., 1989), and deep cerebellar nuclei (Fortier et al.,
1989). (c) The earliest changes in cell activity are also directionally
tuned (Georgopoulos et al., 1982). And (d) the latency of onset of
change in cell activity is also directionally tuned (Georgopoulos
et al., 1982). These properties underscore the robustness of direc-
tional tuning which has now been described in various areas using
fMRI (Fabbri et al., 2010).

The key parameter of the directional tuning curve is its pre-
ferred direction, for four main reasons. First, it is the only
unique value in the curve; second, it encompasses the whole
directional space, since it is distributed widely in 3-D space
(Schwartz et al., 1988; Naselaris et al., 2006a); third, it is the
basis for computing the neuronal population vector, a good
predictor of movement direction (Georgopoulos et al., 1983,

1986, 1988; Schwartz, 1994), as the vectorial average of pre-
ferred directions weighted by the change in cell activity; and
fourth, preferred directions are mapped in an orderly fashion
in the motor cortex (Georgopoulos et al., 2007). Based on this
mapping, we proposed (Georgopoulos and Stefanis, 2007) that
the directional tuning curve comes about as the result of local,
tangential interactions in the motor cortical circuit, with inhi-
bition playing a crucial role (Georgopoulos and Stefanis, 2010;
see also Merchant et al., 2012). Although these considerations
capture the greater picture of directional tuning in the motor
cortex, the details of motor cortical circuitry remains to be elu-
cidated. A major advance in this field is the ability to record
simultaneously from identified motor cortical cells in vivo (Sheets
and Shepherd, 2011; Apicella et al., 2012) and thus explore rela-
tions based on cell type (e.g., inhibitory interneuron) and its
projections (e.g., corticospinal or corticostriatal). This approach
has already yielded novel insights into the local, orderly orga-
nization of motor cortical circuitry. An ultimate goal would be
the combination of such an approach with behavior to eluci-
date the intricate relations between motor cortical circuitry and
directional tuning.

THE UBIQUITOUSNESS OF MOTOR DIRECTIONAL TUNING
AND ITS IMPLICATIONS
Although first described in the motor cortex for arm move-
ments in space (Georgopoulos et al., 1982), directional tuning
has been found in practically all motor areas where it has been
sought for, including premotor cortex (Caminiti et al., 1990b;
Fu et al., 1993; Stevenson et al., 2012), human supplemen-
tary motor area (Tankus et al., 2009), parietal area 5 (Kalaska
et al., 1983; Johnson et al., 1996), parietal area PEc (Battaglia-
Mayer et al., 2001; Ferraina et al., 2001), area 7m of the medial
wall (Ferraina et al., 1997), parieto-occipital area 6A (Battaglia-
Mayer et al., 2000, 2001), external (GPe) and internal (GPi)
segments of the globus pallidus (Turner and Anderson, 1997),
motor thalamus (Inase et al., 1996), cerebellar cortex (Fortier
et al., 1989), and deep cerebellar nuclei (Fortier et al., 1989).
An important issue concerns how the directional tuning arises,
i.e., what are the relevant synaptic interactions that underlie
the shaping of single cell activity to a typically broad tuning
function?

Remarkably, directional tuning curves are very similar in all
areas and generally follow a cosine tuning function for 2-D space.
In addition to the general shape of the tuning curve, all the
other properties of directional tuning mentioned above are also
observed in different areas. If we were to trace the sequence of
events across brain areas following the onset of a visual stim-
ulus instructing a movement in that direction, we would be
impressed by the close temporal and directionally tuned engage-
ment of the various areas, from the onset of the instructing
stimulus to the onset of the movement. Although it is reason-
able to assume a progression of directional information trans-
mission from posterior (visual) to anterior (motor) areas, and,
therefrom, bidirectionally to subcortical (thalamic, basal gan-
glia, and cerebellar) loops, it is remarkable that drastic changes
in cell activity were observed, at the limit, as early as 40 ms
following stimulus onset in a randomized movement direction
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task in the motor cortex (see, e.g., Figure 4 in Georgopoulos
et al., 1982). These observations point to a strong direction-
ally tuned co-activation among motor areas; we call this direc-
tional motor resonance. It is reasonable to suppose that this
functional resonance emanates from the underlying pervasive
anatomical, topographically organized, connectivity among the
various motor areas and leads to the initiation of movement
in the intended direction, an essential aspect of motor control
(Hasan and Karst, 1989; Karst and Hasan, 1991a,b; Gottlieb et al.,
1997). The orderly topographic connectivity constitutes one fun-
damental aspect of CNS motor control by which various brain
areas become directionally aligned, so to speak. This seems to be
matched by a ubiquitous local network mechanism that ensures
spatial sharpening of directionality in each area, namely surround
inhibition.

SYNAPTIC MECHANISMS UNDERLYING MOTOR
DIRECTIONAL TUNING
The locale of every area where directional tuning has been
observed comprises both excitatory and inhibitory mechanisms.
Although specifics differ widely (Table 1), there are certain com-
mon features that could account for the uniformity of directional
tuning in various brain areas, as follows. First, excitatory and
inhibitory mechanisms are both in play; second, both excita-
tory and inhibitory neurons receive inputs from local neurons
as well as from external inputs; and third, the net effect of this
interplay is transmitted further to other areas by outgoing projec-
tion cells. This net output is a directionally circumscribed motor
signal that is transmitted to orderly, topographically connected
recipient areas of a corresponding directional focus. The synaptic
interactions within a specific area closely resemble those observed
in the spinal cord when, e.g., a motor command arrives at a
motoneuronal pool (Baldissera et al., 1981). The motor command
typically impinges on (a) the targeted (anatomically) motoneu-
rons, and, possibly, their agonists and synergists (depending on
the context), (b) the Ia inhibitory interneurons to their antag-
onists, and (c) the Renshaw cells that provide recurrent inhibi-
tion (Renshaw, 1941; Baldissera et al., 1981; Windhorst, 1996).
Now, this recurrent inhibition is distributed to (a) the alpha-
motoneurons from which the Renshaw cells receive input, (b)
the gamma-motoneurons of that pool, (c) the pools of the
agonists and synergists, and (d) the Ia inhibitory interneurons
to the antagonists (Baldissera et al., 1981). These actions have
two major effects, namely (a) to limit the discharge of the

motoneurons contacting the Renshaw cells, and (b) to sharpen
the spatial extent of the excitatory motor command by exert-
ing a flat inhibitory drive. In addition, Renshaw cells receive
descending signals (Haase and van der Meulen, 1961; MacLean
and Leffman, 1967; Fromm et al., 1977; Pierrot Deseilligny et al.,
1977; Hultborn and Pierrot Deseilligny, 1979a,b; Hultborn et al.,
1979a,b; Baldissera et al., 1981; Hultborn et al., 2004; Hultborn,
2006) that effectively can increase (if excitatory to Renshaw
cells) or decrease (if inhibitory to Renshaw cells) the actions
of the Renshaw cells on the various cell groups, as described
above.

Interestingly, qualitatively similar arrangements are found in
all motor areas of the central nervous system, including the cere-
bral cortex, thalamus, cerebellar cortex, deep cerebellar nuclei,
and basal ganglia, in the sense that inhibitory mechanisms
play a major role in shaping the local activation landscape.
However, there are differences in the origin and distribution of the
inhibitory drive, as follows. In the cerebral and cerebellar cortex,
all inhibitory mechanisms are local; there is no direct inhibitory
input from the outside. By contrast, in the globus pallidus, all
inhibitory input is external, arriving from the striatum. And in the
thalamus and DCN, the situation is mixed, in that there are both
local inhibitory neurons but also external inhibitory inputs arriv-
ing from the globus pallidus and cerebellar cortex, respectively.
Excitatory inputs arrive from several sources to all areas above,
namely from (a) all external inputs to the cerebral cortex (thala-
mocortical, corticocortical), (b) mainly the subthalamic nucleus
to the globus pallidus, (c) corticothalamic and deep cerebellar
nuclei inputs to the thalamus, (d) mossy and climbing fibers
to the cerebellar cortex, and similarly to the (e) deep cerebellar
nuclei (Uusisaari and De Schutter, 2011). In spite of this diver-
sity of excitatory-inhibitory mechanisms, cells in all areas above
show broad directional tuning (see above). Thus, a remarkable
functional relation to movement direction is preserved across areas.
The most likely explanation lies in the pervasive, albeit rough,
topographical correspondence in anatomical connectivity and in
the parallel presence of seemingly non-specific (Fino and Yuste,
2011; Fino et al., 2012) inhibitory mechanisms. This arrangement
preserves (a) a correspondence of concurrent activation of neu-
rons with similar preferred directions across various brain areas,
and (b) limits the spatial extent of activation, resulting in the
directional tuning.

At this point, a consideration of the diverse types of inhibitory
neurons and their possible functional impact is in order. This

Table 1 | Summary of synaptic inputs to areas with known motor directional tuning.

Directional tuning Local inhibition Excitatory external inputs Inhibitory external inputs

Cerebral cortex Yes Yes Yes (from thalamus and cortex) No

Motor thalamus Yes Yes Yes (from cortex and deep cerebellar nuclei) Yes (from globus pallidus)

Globus pallidus Yes No Yes (from subthalamic nucleus and cortex) Yes (from putamen)

Cerebellar cortex Yes Yes Yes (from mossy and climbing fibers) No

Deep cerebellar nuclei Yes Yes Yes (from mossy and climbing fibers) Yes (from cerebellar cortex)
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diversity has been stressed as implying a correspondingly diverse
specificity in inhibitory action (Burkhalter, 2008); in contrast, a
different view has been advanced (Battaglia et al., 2013), namely
that such diversity does not have to translate necessarily to func-
tional specificity and that, instead, a functional degeneracy is in
play, namely that different neuronal populations can contribute
and/or cooperate to the same function, as is the case, for example,
for neurovascular coupling which can be mediated by multi-
ple vasoactive messengers produced by different cell types (see
Battaglia et al., 2013 for a more detailed discussion). An appre-
ciable diversity in biochemical and histochemical cell properties
exists for the Renshaw cells and other inhibitory interneurons in
the ventral horn of the spinal cord (Fyffe, 1991; Alvarez et al.,
1997; Hellstrom et al., 1999; Carr et al., 2000, 2001; Geiman
et al., 2002; Hughes et al., 2013), and, yet, the overall function
of inhibition exerted by Renshaw cells or Ia interneurons is rel-
atively well-understood. Therefore, we agree with Battaglia et al.
(2013) in their summary that the cell type diversity most probably
reflects functional degeneracy (Edelman, 1987), “defined as the
ability of heterogeneous elements to perform the same function
(in this case, inhibition). Beyond redundancy, occurring when
a given function is achieved by replicating homogeneous ele-
ments, degeneracy confers higher robustness through adaptability.
Indeed, heterogeneous elements can react differently in different
contexts providing a considerable margin of safety over a wide
spectrum of conditions” (Battaglia et al., 2013, p. 19). In sum-
mary, there could very well be a meaningful function of cell type
diversity within a neural circuit but this may not be necessary
reflected at the “bird’s eye view” level of assessing excitatory-
inhibitory interactions within the circuit. For example, the view
of a forest in the middle of a valley, and their borders, are clear-
cut from an overflying helicopter but this does not preclude the
fact that the forest may be composed of a variety of trees and
the valley of a variety of grass and bushes. The internal compo-
sition of the forest and the valley perhaps may well-serve specific
purposes but, for other purposes, the forest-valley distinction
is clear-cut and does not depend on the respective internal
compositions.

Now, there are additional aspects of directional motor control,
e.g., strength and accuracy of a movement. It is worth explor-
ing how the considerations above would be brought to play on
these issues. For that purpose, it is instructive to examine the case
of Renshaw cells in more detail. As mentioned above, descend-
ing inputs impinge on Renshaw cells to excite or inhibit them
(see above): in the former case, net excitation is stronger and
more widespread at the motoneuronal level, whereas in the lat-
ter case it is weaker and more spatially limited. Now, it has been
shown in humans that such effects are meaningfully in operation.
For example, weak tonic muscle contractions were associated
with increased recurrent inhibition, whereas strong contractions
were associated with decreased inhibition (Hultborn and Pierrot
Deseilligny, 1979a). Thus, central control of Renshaw cell activity
has been linked to a role of recurrent inhibition in spatial sharp-
ening of the motor command to the spinal cord and in adjusting
the magnitude of its effect, depending on the task.

It should be noted that the task-related modulation of
Renshaw cell activity should be exerted independently of the

motor command itself (Koehler et al., 1978). A separate control
of motoneuronal and Renshaw cell excitability is almost neces-
sary to achieve, for example, the strong and extensive excitation of
the motoneuronal pool and its agonists: if the same, strong motor
command was also applied indiscriminately to the Renshaw cells,
its strength on, and extent among, motoneuronal pools would
be limited by the increased recurrent inhibition. And the same
considerations apply for the opposite case, namely the develop-
ment of weak motoneuronal activations coupled with high spatial
sharpening. Indeed, an independent control of Renshaw cell
activity by descending inputs has been well-documented (Koehler
et al., 1978).

THE ROLE OF INHIBITION IN MOTOR DIRECTIONAL TUNING
It is tempting, then, to speculate on a possible correspondence
between Renshaw inhibition in the spinal cord and inhibitory
mechanisms in the cerebral cortex with respect to shaping the
motor command. In the Renshaw cell case, the shaping of the
motor command refers to the distribution and strength of activa-
tion of various motoneuronal pools involved, whereas in the case
of cortical inhibition the shaping of the motor command refers
to the directional tuning, in preparation of the upcoming move-
ment. Of course, the two commands are intimately interrelated
(see next section). (See also Georgopoulos and Grillner, 1989, for
a general discussion of similarities between motor cortical and
spinal mechanisms in motor control.) Now, there are two features
that are similar in both inhibitory mechanisms: first, the distribu-
tion of inhibition is basically non-specific (Baldissera et al., 1981;
Fino and Yuste, 2011; Fino et al., 2012), and second, inhibitory
cells are subject to control independently of other neighboring
cells, e.g., motoneurons in the spinal cord or pyramidal cells in the
cortex. As mentioned above, the role of Renshaw cell inhibition in
weaning out weak excitation and spatially delimiting activation,
is well-established (Baldissera et al., 1981). Similarly, the central
role of inhibition in directional tuning in the cortex is widely
accepted (see Merchant et al., 2012 for a review). However, a task-
related control of the inhibitory drive has not been brought up
in discussions of cortical inhibition, although it has been estab-
lished with respect to Renshaw inhibition (Hultborn and Pierrot
Deseilligny, 1979a). We would like to propose the existence of
such a task-related function for the cortical inhibitory drive,
namely to change the width of the directional tuning curve, depen-
dent on the directional accuracy of movement required. Specifically,
we hypothesize that the tuning width will be adjusted to imple-
ment the initiation of directionally accurate movements: the more
directional accuracy is required, the more narrow the directional
tuning curve will be. We examined the relation between direc-
tional accuracy and directional tuning width in a simulation,
as follows.

(a) We generated 2-D directional tuning curves using the “cir-
cular normal distribution” (Amirikian and Georgopoulos,
2000):

d = eκ cos(θ−μ) (1)

where d is the discharge rate of a hypothetical cell for a move-
ment in direction μ, θ is the cell’s preferred direction, and κ
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is the concentration parameter (similar to the inverse of the
variance in the normal distribution).

(b) The value of d was standardized to the peak of the curve:

d
′ = d

max(d)
(2)

(c) We generated 30 basic tuning curves, one for each κ tak-
ing systematically the values {1, 2, 3, . . . , 28, 29, 30}. These
curves are shown in Figure 1. We also calculated the tuning
curve midwidth, which varied from 145 (κ = 1) to 25◦ (κ =
30). The midwidth was a power function of κ (Figure 2).

FIGURE 1 | Plot of 30 directional tuning curves generated using

Equation 1 (see text), one for each one of 30 κ values {1, 2, 3, . . . , 28,

29, 30}. Each curve is standardized to its maximum.

FIGURE 2 | The midwidth of the tuning curve is plotted against κ. The
fitted line is a power function fit (R2 = 0.999). N = 30.

(d) Next, we generated 10,000 tuning curves for each κ value,
with θ chosen at random from a uniform distribution in the
range of −180 to +180◦, and with 1◦ resolution. (e) We fixed
μ = 0 and calculated 1000 population vectors using d′ as
a weight. (f) For each population vector, we calculated the
angle ω between its direction and the direction of movement
(at 0) and the resultant R which corresponds to the length of
the population vector:

R = (sin(ω)2 + cos(ω)2)1/2 (3)

The angle ω is signed (i.e., clockwise or counterclockwise).
The average ω′ of the absolute value of the angle (over 1000
population vectors) is an estimate of the overall directional
variability of the population vector (“variable error”):

ω
′ = 1

1000

∑
|ω| (4)

whereas the average ϕ of the signed angle is a measure of
directional bias of the population vector (“constant or signed
error”):

S =
∑

sin(ω) (5)

C =
∑

cos(ω) (6)

ϕ = atan

(
S

C

)
(7)

Figures 3, 4 plot the variable error ω′ of the population vector
against the concentration parameter κ and midwidth of the tun-
ing curve, respectively. It can be seen that the variable error of
the population vector increases as a power function with decreas-
ing κ (Figure 3) and as a quadratic function of tuning curve

FIGURE 3 | The average directional variable error of the 1000

population vectors is plotted against κ. The fitted line is a power function
fit (R2 = 0.957). N = 30.
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FIGURE 4 | The same variable error as in Figure 3 is plotted against the

directional tuning curve midwidth. The fitted line is a quadratic fit
(R2 = 0.995).

midwidth (Figure 4). As expected, the constant, signed direc-
tional error of the population vector did not vary significantly
from 0 for any κ (data not shown). These results demonstrate
that, first of all, the width of the directional tuning curve is an
important variable that can affect significantly and systematically
the variation in direction of the population vector, a good pre-
dictor of the upcoming movement (Georgopoulos et al., 1983,
1984, 1986, 1988). Assuming that recurrent and non-recurrent
(i.e., direct) inhibitory mechanisms are basic means by which the
directional tuning width is manipulated, their control, in turn,
provides a fundamental mechanism for initiating and controlling
movement in space to desired specifications, according to a par-
ticular task. That way, the role, contribution and control of central
inhibitory mechanisms is at last aligned with those known since
long ago for the Renshaw inhibition in the spinal cord, since a
fundamental aspect of both is their task- or context-dependent
modulation.

Finally, the results above have additional implications for the-
oretical considerations and some findings in the literature. For
example, it has been tacitly taken for granted that directional tun-
ing is associated with a cosine function, since this function has
fitted experimental data well. In the light of the results above, it
is possible to attribute the wide presence of cosine tuning (i.e.,
a tuning midwidth of 90◦) to the use of 8 movement directions
(every 45◦) used in those experiments (Georgopoulos et al., 1982,
and all studies in other brain areas). Interestingly, when 20 direc-
tions were used (every 18◦), the tuning midwidth was found to
be ∼50◦ (Amirikian and Georgopoulos, 2000). This issue awaits
further, systematic investigation.

Finally, our simulations above revealed another correspon-
dence to the Renshaw cell regulation and to the motor field in
general, namely the mechanisms underlying the speed-accuracy
tradeoff. With respect to the Renshaw cell regulation, it was men-
tioned above that an increased supraspinal excitatory drive on

the Renshaw cells results in two, combined effects, namely (a)
spatially limiting the excitatory drive on the agonist motoneu-
rons, and, therefore, (b) reducing the overall motor output, at the
same time. This can be considered as the spinal neurophysiologi-
cal basis for the well-known speed-accuracy tradeoff (Fitts, 1954)
which states that movement time is a log function of movement
amplitude and target width, as follows:

MT = a + b log2

(
2A

W

)
(8)

where MT is the movement time, A is the amplitude of the move-
ment, and W is the width of the target, and a and b are regression
coefficients. MacKenzie (1992) derived a more accurate equation:

MT = a + blog2

(
1 + A

W

)
(9)

For a movement of unit amplitude, Equation 9 becomes:

MT = a + blog2

(
1 + 1

W

)
(10)

Now, for a fixed movement of unit amplitude, the length of the
population vector R (Equation 3) can be considered a velocity
signal, such that:

MT
′ =

(
1

R

)
(11)

Also, the variable directional error ω of the population vector can
be considered as the target width. Substituting in Equation 10, we
get:

MT
′ =

(
1

R

)
= a + blog2

(
1 + 1

ω

)
(12)

We evaluated this model in the sample of 1000 population vec-
tors generated by varying the width of the directional curves, as
described above. There was a good fit (r = 0.317). In contrast,
the fit for a linear model (i.e., without the log transformation in
Equation 12) was poor (r = 0.178). These results demonstrate
that the speed-accuracy tradeoff (Fitts’ law) holds at the level
of the population vector, which brings it into alignment with
the Renshaw cell—motoneuronal output interactions discussed
above. Specifically, in both cases, an increase in inhibitory drive
will result in a more spatially (directionally) accurate but weaker
(slower) motor output.

This idea of specifying the directional accuracy of the move-
ment by modulating the inhibitory drive to the circuit is illus-
trated in Figure 5. An elementary cortical circuit consists of a
pyramidal cell (P) and two inhibitory interneurons (I). There
are three kinds of inputs to those cells: (a) afferents (A) which
impinge on both pyramidal and inhibitory cells, (b) recur-
rent collateral (R) from the pyramidal cell on to the inhibitory
interneuron, and (c) external inputs (E), private to inhibitory
interneurons. Inputs A and R are standard in cortical microcir-
cuitry literature (DeFelipe and Jones, 2010; Douglas and Martin,
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FIGURE 5 | Schematic diagram to illustrate the hypothesis of

directional accuracy via a variably tuned circuit. Red and blue terminals
indicate excitatory and inhibitory synapses, respectively. P, pyramidal cell; I
and i, inhibitory interneurons; A, afferents impinging on both the pyramidal
cell and inhibitory interneuron; R, recurrent collateral. The two tuning
curves were chosen from those shown in Figure 1 to illustrate two
different tuning widths. The lengths of the two population vectors differ to
illustrate the speed-accuracy tradeoff (see text for details).

2010; Georgopoulos and Stefanis, 2010; Markram, 2010) but
input E is not. This kind of input is key to our hypothesis
which posits a private modulation of the inhibitory drive for the
control of tuning width, exemplified by the two tuning curves
shown in Figure 5. To our knowledge, such an input has not
been looked for. In fact, there has not been a systematic study
of the inputs to inhibitory interneurons, beyond recurrent col-
laterals and common afferents. As Douglas and Martin (2009)
succinctly pointed out, “While past research has focused almost
exclusively on the output of the inhibitory neurons, one cru-
cial aspect of future circuit analysis is to determine the source
of the inputs to the inhibitory neurons and to then combine this
with knowledge of the dynamics of spiking patterns and synap-
tic plasticity” (Douglas and Martin, 2009, p. R402). Figure 5
illustrates two separate mechanisms controlling inhibitory drive
of interneuron I, one purely excitatory and another inhibitory,
exerted through interneuron I, although a continuous mod-
ulation of the excitatory input alone would be sufficient
as well.

All of the discussion above was centered on directional control.
The next question, therefore, is: why is movement direction such
a pervasive motor parameter? We discuss this question next.

THE PERVASIVENESS OF MOTOR DIRECTION
The commonest use of the arm is to move the hand from one
point to another to acquire objects of interest. The initial and final
positions of the hand in extrapersonal space define a “visuomo-
tor” vector. Motor directional tuning means that neural activity
varies in an orderly fashion with the direction of this vector, rela-
tive to its origin. A neural population signal (neuronal population
vector) calculated based on changes in cell activity from a set
level predicts accurately the direction of the visuomotor vector
above (Georgopoulos et al., 1983, 1984, 1986, 1988) in any area
it has been calculated (Georgopoulos et al., 1988; Fortier et al.,
1989; Kalaska et al., 1989; Caminiti et al., 1990a,b, 1991; Truccolo
et al., 2008). In both cases, regarding either single cell activity or
the population vector, the direction of movement is the central
driving motor variable. The directional tuning was discovered at
about the same time that emphasis was given to the movement
trajectory (kinematics) as a key aspect of planning multijoint
movements in space (Georgopoulos et al., 1981; Soechting and
Lacquaniti, 1981; Abend et al., 1982; Viviani and Terzuolo, 1982),
an idea that was further developed and amplified in several stud-
ies during the 1980’s. Later on, the importance of the direction
of movement within the muscles-and-torques domains became
apparent. In a series of papers (Hasan and Karst, 1989; Karst
and Hasan, 1991a,b). Zia Hasan and collaborators drew atten-
tion to the importance of direction for the initiation and control
of multijoint arm movements by analyzing patterns of changes
in electromyographic (EMG) activity in muscles engaged in such
movements. Those studies identified the movement direction
from the initial to the final position, relative to the forearm, as
the key variable to which EMG sign, intensity, and muscle selec-
tion relates to. Two additional studies also identified movement
direction as a key variable, from two very different perspectives.
In one study (Gottlieb et al., 1997), subjects made reaching move-
ments in the sagittal plane in different directions, from various
starting positions and of various amplitudes. It was found that,
for movements in almost every direction, the dynamic compo-
nents of the muscle torques at both the elbow and shoulder were
related almost linearly to each other, and that the relative scaling
of the two joint torques varied continuously and regularly with
movement direction, in spite of the complex non-linear dynamics
of those multijoint movements (see also Shemmell et al., 2007).
These findings underscore the importance of movement direction
in multijoint torque coordination. The other study (Worringham
and Beringer, 1989) discovered a fundamental relation between
direction defined in visual field coordinates and direction of arm
movement relative to the forearm. By testing subjects in postures
that altered the relative positions of the head, trunk, and arm, it
was found that subjects planned and executed movements much
more rapidly when the direction of movement of the visual tar-
get was used to instruct the direction of arm movement relative
to the forearm, rather than relative to the trunk or relative to
the surroundings. The blending of visual, hand- and eye-related
motor signals has been amply documented in neurophysiological
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studies; in addition, there is a congruence in directional tuning
between the two main effectors in eye-hand coordination, namely
hand and eye movements (see Battaglia-Mayer and Caminiti,
2002 and Caminiti et al., 2010 for reviews). Remarkably, the
interplay of these factors with respect to the direction of visu-
ally instructed eye or hand movements has been well-documented
and delineated in a series of pioneer studies by Roberto Caminiti
and collaborators, spanning an amazing range of cortical areas,
from area 7 m to the premotor cortex (see Battaglia-Mayer
and Caminiti, 2002). In fact, these investigators have proposed
that degradation of the congruence in the directional tuning
of neural activity to hand and eye movements (“global detun-
ing”) might be the neural mechanism underlying the clini-
cal syndrome of optic ataxia, essentially a movement direction
apraxia.

All of the studies above point to the direction of movement
as a fundamental variable in arm motor control (Georgopoulos,
1996), both intrinsically and in a visuomotor setting. In fact,
the fundamental role of motor direction extends beyond move-
ment itself to isometric force control. In a series of experiments
using a strictly isometric manipulandum (Massey et al., 1988), we
found that visually instructed isometric force trajectories made
by human subjects possessed all the known properties of mul-
tijoint movement trajectories, namely obeying the 2/3 power
law and being piecewise planar (Massey et al., 1991a,b, 1992;
Pellizzer et al., 1992). These findings point to the spatial aspects
of the motor trajectory being at the heart of the matter, and
not the coordination of moving limbs. This idea gained fur-
ther support by the results of a neurophysiological experiment
in which we recorded single cell activity in the motor cortex
of monkeys while they produced force pulses in visually speci-
fied directions in the presence of static loads applied in various
(steady) directions (Georgopoulos et al., 1992). We found that
single cell activity was directionally tuned to the net force of the
isometric pulse produced, and the neuronal population vector
pointed in the direction of that net force. Steve Wise lucidly and
succinctly discussed the implications of this finding for neural
motor control (Wise, 1993). Finally, a broad directional tun-
ing to isometric ramp-and-hold forces has also been described
(Sergio et al., 2005). These investigators also recorded the activ-
ity of the same motor cortical cells in a movement task. A
broad directional tuning was observed in that task as well but
the preferred directions differed frequently, especially when cal-
culated along different time bins. These results underscore the
richness of the time-varying relations between motor cortical
activity and motor parameters, depending on the task and its
context.

In the context of this review, there are two points of interest.
The first point emphasizes the importance of the spatial aspects
of motor direction, in the absence of limb motion, as discussed
above. The second point is more subtle but as important, namely
that, during force pulse production, motor cortical activity related
to the change in force, which was in the visually instructed direc-
tion. This result is relevant with respect to the findings above by
Hasan and collaborators on the importance of the direction of
arm movement relative to the forearm for specifying the pattern
of muscle activation. Qualitatively, the static load against which

the monkey was holding before the initiation of the force pulse
could be compared to the maintenance of a fixed forearm posture
before the initiation of movement. If so, motor cortical activity
would indeed relate to the direction relative to the static load. In
fact, the results of crucial neurophysiological experiments have
addressed satisfactorily this issue. Specifically, when the neuronal
population vector was calculated as a time-varying measure using
as weights on single cell contributions the difference between their
ongoing activity and the steady-state activity they had during the
preceding control period (steady holding), the population vector
direction was an unbiased estimate of the instantaneous direction
of the movement trajectory (Georgopoulos et al., 1984, 1988; see
also Georgopoulos, 1995). Even more interestingly, when the pop-
ulation vector was calculated under conditions of different initial
arm positions, it was again an unbiased estimate of the direction
of movement, even though the preferred direction of individual
cells had shifted (Caminiti et al., 1990a,b, 1991).

CONCLUDING REMARKS
In summary, motor directional tuning is a fundamental aspect
of brain control of movement. Beyond the scientific value of this
finding, directional tuning is at the base of current neuropros-
thetic applications (Velliste et al., 2008; Collinger et al., 2013;
Hochberg et al., 2012). There are many different reasons why
“direction” in space is so influential in driving cell activity in so
many and diverse brain areas. There are three important points:
first, various “directions” are quite congruous with each other,
e.g., visually specified direction, direction of a saccadic eye move-
ment, direction of reaching, direction of isometric force pulse;
second, “direction” is fundamentally a spatial attribute, hence it
cuts across specific instantiations above; and third, it so happens
that the joint torques and EMG activity vary in an orderly fash-
ion with movement direction. The net result of all of this is that
“everywhere you look, there is direction,” which means that cell
activity in many different areas will vary with direction, but not
all of them for the same reason. What saves the day is the pervasive
congruence among the various “directions” and the covariation
of multijoint limb kinetics and muscular activity with movement
direction. This state of affairs enables a distributed directional
resonance across diverse brain areas, each one of which is con-
cerned with its own “direction” or directional blend(s) thereof.
Of course, the directional congruence (and resulting resonance)
comes from the rough anatomical/topographic correspondence
in connectivity, which makes all of the areas involved to become
concurrently active.

Another major question is why directional tuning is broad
and so similar across diverse brain areas. We propose that this
reflects two main factors, namely (a) the presence of recurrent
and non-recurrent (i.e., direct) inhibition present in all these
areas under different disguises, and (b) the accuracy demands
of the specific task. Both of these factors have to do with the
inhibitory drive which limits the spatial extent of activation. In
addition, an independent excitatory or inhibitory control of local
inhibitory mechanisms can modulate the width of directional
tuning which, in turn, determines the variability of the direction
of the motor command, as illustrated in Figure 5. Thus, move-
ments of desired directional accuracy can be planned by varying
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the degree of activation of the local inhibitory interneurons, a
mechanism analogous to the known descending modulation of
Renshaw cell inhibition in task-related contexts. The findings of
our simulation studies presented above document and quantify
this relation.
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The brain has to analyze and respond to external events that can change rapidly from
time to time, suggesting that information processing by the brain may be essentially
dynamic rather than static. The dynamical features of neural computation are of significant
importance in motor cortex that governs the process of movement generation and
learning. In this paper, we discuss these features based primarily on our recent findings
on neural dynamics and information coding in the microcircuit of rat motor cortex. In
fact, cortical neurons show a variety of dynamical behavior from rhythmic activity in
various frequency bands to highly irregular spike firing. Of particular interest are the
similarity and dissimilarity of the neuronal response properties in different layers of
motor cortex. By conducting electrophysiological recordings in slice preparation, we
report the phase response curves (PRCs) of neurons in different cortical layers to
demonstrate their layer-dependent synchronization properties. We then study how motor
cortex recruits task-related neurons in different layers for voluntary arm movements
by simultaneous juxtacellular and multiunit recordings from behaving rats. The results
suggest an interesting difference in the spectrum of functional activity between the
superficial and deep layers. Furthermore, the task-related activities recorded from various
layers exhibited power law distributions of inter-spike intervals (ISIs), in contrast to a
general belief that ISIs obey Poisson or Gamma distributions in cortical neurons. We
present a theoretical argument that this power law of in vivo neurons may represent
the maximization of the entropy of firing rate with limited energy consumption of spike
generation. Though further studies are required to fully clarify the functional implications
of this coding principle, it may shed new light on information representations by neurons
and circuits in motor cortex.

Keywords: synchronization, gamma oscillation, juxtacellular, multiunit, neural code, irregular firing, cortical layer,

local circuit

Neocortical microcircuits have a stereotyped structure, compris-
ing a six-layered network of excitatory pyramidal neurons and
inhibitory interneurons. This structure is preserved across many
neocortical regions (an exception is agranular areas lacking layer
4: Shepherd, 2009), and is often considered to represent the func-
tional module of cortical information processing. Uncovering
how neurons in the different layers process information is a key
to understand the principles of cortical computations. Several
recent studies have begun to uncover how the dynamics of neural
populations underlie motor behavior (Churchland and Shenoy,
2007; Hatsopoulos and Suminski, 2011; Churchland et al., 2012).
Unlike the classical view of direction-tuned neurons during
reaching (Georgopoulos et al., 1986), direction tuning curves
scale with the velocity of arm movement only in a minority of
these neurons in primate motor cortex (Churchland and Shenoy,
2007; Hatsopoulos and Suminski, 2011). The results suggest that
the relationship between the activity of motor cortex neurons and
motor behavior is more divergent and heterogeneous than previ-
ously thought. Few studies, however, have evaluated the role of the

layered structure of motor cortex in such dynamics. In this paper,
we will review the results of our in vitro and in vivo recording
studies that attempt to clarify the characteristic features of neu-
ronal dynamics and information processing in different layers of
rat motor cortex.

The first part is devoted to slice recordings of the phase
response curves (PRCs) from motor cortex neurons in different
layers. The PRC shows the responses of single neurons to a pertur-
bative input and provides a useful mathematical tool for charac-
terizing synchronization properties of a weakly coupled network
of arbitrary oscillators (Reyes and Fetz, 1993a,b; Ermentrout,
1996; Ermentrout et al., 2001; Gutkin et al., 2005; Netoff et al.,
2005b; Goldberg et al., 2007). Various experimental studies have
shown that the local field potential (LFP) or unit activity of the
primary motor cortex exhibits gamma-band (30–80 Hz) oscilla-
tions during behavior (Sanes and Donoghue, 1993; Murthy and
Fetz, 1996; Donoghue et al., 1998; Farmer, 1998). Though these
results are mainly from the primate, we also found strong gamma
oscillatory components of the LFP and neuronal firing in the
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motor cortex of behaving rats (Igarashi et al., unpublished obser-
vation). Therefore, it is of particular interest to clarify whether
the tendency of synchronized oscillatory firing is layer-dependent
in motor cortex. Our electrophysiological recordings from a slice
preparation of rat motor cortex revealed that the preference to
synchronization is layer- and frequency-dependent in rat motor
cortex.

In the second part, we explore the relationship between neu-
ronal activity in different cortical layers and motor behavior by
conducting simultaneous multiunit recordings and juxtacellular
recordings from the motor cortex of rats performing spontaneous
voluntary movement (Isomura et al., 2009). The recordings were
made in the forelimb area of the rat motor cortex (Donoghue
and Wise, 1982; Rouiller et al., 1993; Brecht et al., 2004), where
layer 2/3 pyramidal cells principally project to other cortical
areas, layer 5 pyramidal cells to subcortical structures such as
the spinal cord and the striatum, and layer 6 pyramidal cells to
thalamic nuclei. These excitatory pyramidal cells, along with the
star-like pyramidal cells in layer 4 of this area, also innervate
local cortico-spinal pyramidal cells in layer 5 via axon collater-
als (Cho et al., 2004a,b). An in vitro study of excitatory laminar
connectivity predicted that motor information would flow pri-
marily from layer 2/3 to layer 5 in the primary motor cortex
(Weiler et al., 2008). However, the flow of information in the
microcircuit of motor cortex requires clarification by record-
ings from behaving animals. The role of inhibition in motor
cortex also needs to be tested by experiment. For instance, the
traditional view suggests that inhibitory interneurons inhibit exci-
tatory neurons encoding antagonistic movements (i.e., lateral
inhibition). We addressed these issues by combining juxtacellular
and multiunit recordings, where the former technique provides
accurate spike events and morphological features for recorded
neurons (Pinault, 1996; Klausberger et al., 2003; Lee et al., 2004;
Mallet et al., 2006; de Kock et al., 2007) and the latter technique
enables a simultaneous access to spike events of many neurons
(Harris et al., 2000; Isomura et al., 2006; Merchant et al., 2008).
Our approach uncovered the functional diversity of pyramidal
cells and functional uniformity of fast-spiking (FS) interneu-
rons across all cortical layers in the expression of voluntary
movement.

In the third part, we interpret information coding by highly
irregular firing of a single motor cortex neuron in terms of
a variational principle. While the population signal such as
LFP often exhibits oscillatory behavior in the motor cortex
(and other cortical areas), activity of single neurons is gener-
ally highly irregular in various cortical areas including the pri-
mary motor cortex. Why local cortical circuits simultaneously
exhibit rhythmic oscillatory activity and stochastic irregular firing
remains unclear. However, findings on the biological machinery
for irregular firing, namely a balanced excitatory and inhibitory
synaptic input (Destexhe et al., 2003; Shu et al., 2003), suggest
that the stochastic nature of local cortical circuits is essential
for information processing by the brain (Rao et al., 2002; Ma
et al., 2006; Berkes et al., 2011; Buesing et al., 2011; Teramae
et al., 2012). We closely inspect the statistical properties of
the irregular spike generation by cortical neurons. Based on
our observations, we propose the constrained maximization

of firing-rate entropy (CMFE) as a hypothesis for the neu-
ral code.

PHASE RESPONSE CURVES: MOTOR CORTEX NEURONS
Neurons firing periodically can be regarded as an oscillator. The
PRC describes the response of an oscillator to a weak perturba-
tion given at a certain phase of oscillation θ = 2πt/T, where t
and T denote the time from the previous spike and the period of
repetitive firing, respectively (Kuramoto, 1984; Smeal et al., 2010).
Depending on the stimulus time, the subsequent spike will be
generated at an earlier or a later time. If a small perturbed cur-
rent injected to a neuron advances the time of spike firing in the
subsequent oscillatory cycle, the corresponding PRC takes a pos-
itive value at the phase angle. If the current delays the next spike,
the value of PRC is negative. The PRC of a neuron can be clas-
sified into type 1 or type 2 (Hansel et al., 1995), depending on
whether the curve almost always takes positive values (type 1) or
takes both positive and negative values (type 2).

The PRC is of interest from a viewpoint of the network
dynamics since it has crucial information about rhythmic syn-
chronization (Kuramoto, 1984; Hansel et al., 1995; Ermentrout,
1996; Ermentrout et al., 2001; Nomura et al., 2003; Galan et al.,
2005; Gutkin et al., 2005; Netoff et al., 2005a,b; Takekawa et al.,
2007; Tsubo et al., 2007b), and several methods have been pro-
posed for computing the PRC from model and experimental data
(Torben-Nielsen et al., 2010). In general, neurons with a type-2
PRC can easily be synchronized when they are mutually coupled
via fast excitatory synaptic connections, while those with a type-1
PRC may not perfectly be synchronized (Hansel et al., 1995).
However, the stable phase difference calculated with the type-1
PRC can be close to zero at low firing rates (Tsubo et al., 2007a).
Therefore, the relationship between the PRC types and the syn-
chronization properties is not strict. Experimentally, pyramidal
neurons in layer 5 of the cat motor cortex exhibited a type-1 PRC
(Reyes and Fetz, 1993a,b), whereas glutamatergic stellate cells in
layer 2 of the rat entorhinal cortex (Netoff et al., 2005b), pyrami-
dal neurons in rat hippocampal CA3 (Lengyel et al., 2005) and
fast spiking interneurons in somatosensory cortex (Tateno et al.,
2007) displayed a predominantly type-2 PRC. In mouse visual
cortex, the PRC of pyramidal neurons in layer 2/3 were switched
from type 2 to type 1 by cholinergic action (Stiefel et al., 2008).
Thus, neuromodulators can change the PRC type.

To obtain the PRC, we performed intracellular and whole-
cell patch-clamp recordings at the soma of layer 2/3 and layer
5 pyramidal neurons of the rat motor cortex (Tsubo et al.,
2007a) (Figure 1). Although cortical neurons showed a variety of
responses to a step current injection, we only examined those neu-
rons that displayed near-periodic firing patterns. We tested the
PRC of pyramidal neurons in theta (4–8 Hz), alpha (8–13 Hz),
beta (13–20 Hz), and gamma (20–45 Hz) frequency ranges. The
PRC depended on the range of firing rates and the cortical lay-
ers to which neurons belong. In the theta, alpha and gamma
frequency ranges, layer 2/3 or layer 5 pyramidal neurons tend
to possess type-2 or type-1 PRCs, respectively. In the beta fre-
quency ranges, the PRCs display type-1 properties in both layer
2/3 and layer 5 pyramidal neurons. However, simulations of cou-
pled oscillators showed that the stable phase difference almost
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FIGURE 1 | Phase response curves obtained from different layers.

(A) The morphological structure of a layer 2/3 pyramidal neuron was
reconstructed. (B) Phase response curves obtained in the alpha (blue;
9 Hz) and gamma (red; 24 Hz) frequency ranges of the neuron described
in (A). The abscissa represents the phase at which the neuron was
stimulated by a perturbative input and the ordinate the phase response
to it. Each dot represents a noisy phase response to a stimulus.
Blue and red solid curves display the average PRC obtained by the
least-mean-square method. (C,D) The morphological structure of a layer 5
pyramidal neuron and its phase response curves obtained in the alpha
(blue; 9 Hz) and gamma (red; 21 Hz) frequency ranges. [Modified from
Tsubo et al. (2007a)].

vanishes at such low frequencies even if the PRC belongs to type 1
(Figure 2).

The implications of the above results for oscillatory synchro-
nization are as follows. In the gamma frequency range, which is
of particular cognitive importance (Ward, 2003; Herrmann et al.,
2004), recurrent AMPA synaptic connections possibly promote
synchronous neuronal firing of layer 2/3 pyramidal neurons, but
not that of layer 5 pyramidal neurons. Compared to the gamma
frequency range, the differences in the PRC type will not be cru-
cial for synchronous firing in the theta, alpha and beta frequency
ranges owing to the long time scales of the oscillation period
relative to the decay constant of the AMPA receptor-mediated
synaptic current.

In summary, the PRCs of the population of layer 5 pyramidal
neurons displayed no significantly negative phase in all frequency
ranges, suggesting that the PRC type of these neurons is primar-
ily type 1. In contrast, the phase responses recorded from layer
2/3 pyramidal neurons constitutes a heterogeneous mixture of the
two types. In the superficial layer, the type 2 is dominant phase
response type in the gamma frequency range and seems to be
dominant also in the theta frequency range. Both type 1 and type
2 appear equally often in the alpha and beta frequency ranges.
In 46% of the layer 2/3 neurons and 30% of the layer 5 neurons,
the PRC types were different in the different frequency ranges.
Implications of the heterogeneous mixture of the PRC types for
the dynamics of neuronal synchronization are found in Tsubo
et al. (2007b).

MOTOR CORTEX ACTIVITY DURING VOLUNTARY
MOVEMENTS
As described above, we found that the potential ability of sin-
gle neurons for synchronization is different between superficial
and deep layers of the rat motor cortex in vitro. Then, how do

FIGURE 2 | Simulations of neural oscillators coupled with a PRC obtained

for a motor cortex neuron. (A) Initial states and steady states were obtained
by numerical simulations of 30 neuronal oscillators coupled mutually via fast
AMPA synapses: a, 40 Hz (type 2); b, 40 Hz (type 1); c, 10 Hz (type 1). Vertical
bars at the bottom of each raster plot represent all spikes of the 30 neurons in

one sequence to visualize the degree of synchrony. (B) How the degree of
synchrony evolved in the 30-neuron networks shown in (A) was presented
using the phase order parameters, which are equal to unity when all oscillators
are entrained into perfect in-phase synchronization, while it is zero when they
exhibit asynchronous oscillations. [Modified from Tsubo et al. (2007a)].
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the motor cortex neurons work cooperatively in order to exe-
cute a certain voluntary movement in vivo? For example, it is
possible that superficial layer neurons of motor cortex may partic-
ipate in preparation for the movement while deep layer neurons
participate in execution of it. It is also possible that excitatory
pyramidal cells of motor cortex may drive the movement while
inhibitory interneurons simply suppress it. However, it has been
technically difficult to morphologically identify an electrophys-
iologically recorded neuron, or even to distinguish excitatory
(pyramidal cells) and inhibitory (interneurons), in awake ani-
mals, especially in those performing an operant behavioral task.
To address this issue, we first developed an efficient task-training
system in which several rats simultaneously and independently
learned a behavioral task (e.g., an operant learning of lever
manipulation with forelimb) in a head-fixed condition (Isomura
et al., 2009; see also Kimura et al., 2012). This enabled us to
test a sufficient number of behaving animals for morphologi-
cal and electrophysiological experiments. We thus combined the
behavioral task system with a juxtacellular recording, which is a
unique electrophysiological technique to record spiking activity
of a single neuron accurately and stably, and later to visualize its
morphological structure (Pinault, 1996).

Our juxtacellular recordings from the forelimb area of motor
cortex during forelimb movements revealed that identified pyra-
midal cells increased their spiking activity at a variety of timing
around the onset of lever pull movement (Isomura et al., 2009).
Some of them showed sustained or slowly changing activation
in a lever hold period before the movement onset (Figure 3A;
namely, hold-related activity), which might be involved in motor
preparation or suppression, and others showed phasic activation

during the movement (Figure 3B; movement-related activity),
which might be involved in motor execution or sensory feedback.
Thus, the pyramidal cells of motor cortex participate in several
different functions for a voluntary movement. Importantly, we
revealed the pyramidal cells with hold-related activity were not
restricted to a specific layer, but in all the layers of motor cor-
tex except for layer 1. The pyramidal cells with movement-related
activity were also present in layers 2 through 6 of motor cor-
tex. Though recent work in primate motor cortex suggests that
relationships between neuronal activity and motor behavior are
generally complex (Churchland et al., 2012), the execution and
preparation phases of movement likely represent distinct task
demands and may be treated separately, as in the present task.
It is noteworthy that Weiler et al. (2008) indicated that an excita-
tory connection from superficial (2/3) layers to deep (5) layer is
the strongest pathway between distinct layers of the motor cortex.
Thus, the movement-related pyramidal cells in the layer 2/3 may
send their motor information to those in the layer 5 to execute the
movement.

Now we turn to the functional activity of a major subclass of
neocortical GABAergic interneurons, i.e., FS interneurons includ-
ing the basket cells and chandelier cells morphologically, and
often expressing the calcium-binding protein parvalbumin as an
FS neuron-specific marker (Markram et al., 2004). We obtained
juxtacellular recordings from the FS interneurons of motor cor-
tex during the voluntary movement. In contrast to the functional
diversity of pyramidal cells, most of the FS neurons dominantly
exhibited the phasic movement-related activity in relation to
the voluntary movement (Figure 3C; Isomura et al., 2009). It
is therefore unlikely that the FS neurons simply suppress actual

FIGURE 3 | Functional activity in identified motor cortex neurons.

(A) Juxtacellularly identified layer 5 pyramidal cell that exhibited hold-related
activity. Left, visualized soma and dendrites (black) and axons (red). Right,
recorded spike waveforms (top) and functional spike activity histogram

aligned with the onset of lever pull movement (0 s). (B) Layer 5 pyramidal cell
with movement-related activity. (C) Layer 5 fast-spiking (FS) basket cell with
movement-related activity. Bottom, fluorescent images for Neurobiotin (NB)
and parvalbumin (PV). [Modified from Isomura et al. (2009)].
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muscular movements through inhibitory synaptic transmissions.
One may consider two possibilities to account for their phasic
activation during voluntary movements. One possibility is “bal-
anced inhibition” (feedforward inhibition), in which inhibitory
FS neurons shape a motor command together with excitatory
pyramidal cells. This hypothetical function is similar to balanced
inhibition observed in the auditory cortex (Wehr and Zador,
2003) and somatosensory cortex (Okun and Lampl, 2008). The
other is “recurrent inhibition” (feedback inhibition), in which
excitatory pyramidal cells for a specific movement selectively
inactivate nearby neurons coding unnecessary movements via
collateral activation of inhibitory neurons (Georgopoulos and
Stefanis, 2007). In any case, the FS neurons do not extinguish a
voluntary movement, but actively elaborate it in cooperation with
the pyramidal cells.

Furthermore, we analyzed multiunit activity in the motor cor-
tex to examine functional interactions among putative excitatory
and inhibitory cortical neurons during voluntary movements
(Isomura et al., 2009). In the multiunit analysis, spikes were auto-
matically isolated and clustered by our spike-sorting software
(Takekawa et al., 2010, 2012), and then we classified the spike clus-
ters into regular-spiking (RS) and FS neurons by the difference in
spike width. The RS neurons in the neocortex appear to be mainly
excitatory pyramidal cells, but also likely include inhibitory non-
FS interneurons. Conversely, some pyramidal cells were recently
shown to discharge thin spikes and may be misclassified as
interneurons (Suter et al., 2012). Figure 4 shows that an example
pair of one RS neuron and one FS neuron with movement-related
activity increased the probability of their synchronous spiking
within several milliseconds, which is represented by a single
short-latency peak in their cross-correlogram. The RS neuron dis-
played similar synchronous spiking with another RS neuron with
hold-related activity, too. Thus, motor cortex neurons discharged
synchronously with functionally similar or different neurons,
which happened in about 2% of possible neuron pairs. Such

synchronous spiking between two neurons can be driven directly
by monosynaptic excitation (Barthó et al., 2004) or indirectly by
common excitatory inputs from the third neuron. In both cases,
the highly effective synaptic excitation may be clarified by excep-
tional large-amplitude synaptic transmissions (Lefort et al., 2009;
Morishima et al., 2011).

IRREGULAR NEURONAL FIRING IN MOTOR CORTEX
In the former section, we showed the dynamical behavior of
neuronal networks in the primary motor cortex of rats perform-
ing a simple lever movement behavior. The results of in vivo
electrophysiological recordings demonstrated that motor cortical
neurons exhibit diverse functional neuronal subtypes in different
layers and each neuronal subtype is activated concurrently, rather
than sequentially, in the multiple layers. In this section, we turn to
yet another question about the implications of irregular firing of
a single motor cortex neuron for information coding. Namely, we
propose that firing of cortical neurons distribute their firing rates
to maximize the amount of total information represented by the
distributed firing rates under some constraints, which we may call
“the CMFE” hypothesis.

We first explain key observations to the CMFE about the sta-
tistical property of irregular spike sequences in the motor cortex
of behaving rats. For given statistics of input spike trains, distri-
butions of inter-spike intervals (ISIs) represent a basic property
of the responses of neurons. Poisson distributions or gamma dis-
tributions are generally considered to well represent the ISI distri-
butions of cortical neurons. However, we recently found that the
ISI distributions of the majority of motor cortex neurons show
a power-law decaying long tail in behaving rats (Figure 5) (Tsubo
et al., 2012). The power law of ISI distributions was found in more
than half of the motor cortex neurons we recorded irrespective of
their laminar locations and functional subtypes. Thus, a question
was raised about whether the power-law ISI distributions have
any implication for the information representation of cortical

FIGURE 4 | Synchronous spiking among motor cortex neurons.

Cross-correlograms (black, C.C.G.; 1 ms bins) among a regular-spiking (RS)
neuron with movement-related activity (green), an FS neuron with
movement-related activity (gray), and another RS neuron with hold-related
activity (blue). Top, spike waveforms [scale bars, 1 ms (the same for all spike

traces) and 0.1 mV]. Bottom, pull-aligned (0 s) functional spike activity
histogram (colored; 20 ms bins) in each neuron. Vertical bars indicate the
onset of lever-pull. Each arrow means the direction of delay suggested by the
peak in C.C.G. Y-axes indicate firing rate (Hz) in all the histograms. [Modified
from Isomura et al. (2009)].
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FIGURE 5 | Power-law ISI distributions of in vivo motor cortex neurons

in different layers. Juxta-cellular visualization and double-logarithmic plots of
the ISI histograms (blue curves) of pyramidal neurons (A) and fast-spiking
interneurons (B) recorded in layers 3, 4, 5, and 6 of rat motor cortex. The
plots were fitted by neuron-dependent beta-2 distributions (red), and light
micrographs display the morphological reconstruction of the eight neurons

obtained by DAB (3,3′ -diaminodbenzidine)-Nickel staining. The four neurons
in (B) expressed parvalbumin (PV), a fast-spiking interneuron specific marker
(blue: PV, green: biocytin or Neurobiotin). Inset of each panel represents the
ISI distributions constructed from the 1st (black) and 2nd (green) halves of
the same spike train. They prove the stationarity of the ISI distributions
during the recordings. [Modified from Tsubo et al. (2012)].

neurons. What message should we read out about cortical com-
putation from such ISI distributions?

To answer this question, we employ the following double
stochastic gamma (DSG) model and describe the ISI distributions
of in vivo motor cortex neurons as:

Pvivo(T) =
∫ ∞

0
q(T|r)Pvivo(r)dr, (1)

where T stands for ISI. This equation regards a neuron as a trans-
lator of its internal state into an irregular output spike train of
firing rate r, when irregular input spike trains set the neuron in the
specific internal state. Note that here the firing rate r is regarded
as a parameter that specifies neuron’s internal state. For the con-
sistency of the framework, the rate parameter should coincide
with the firing rate of the neuron for stationary synaptic input.
However, the value of r may vary dynamically and fluctuate in

time for non-stationary synaptic input. Then, Pvivo(r) is regarded
as the probability that input to the neuron sets the value of the
rate parameter equal to r, and q(T|r) refers to the ISI distribution
at given rate r and represents an intrinsic property of the neuron
in spike generation.

We may determine the expression of q(T|r) by measuring spike
sequences of pharmacologically isolated neurons responding to
a fluctuating input current that mimics balanced excitatory and
inhibitory synaptic input. We indeed performed such recordings
from a slice preparation of motor cortex and found that q(T|r)
is given as a gamma distribution for the mean rate r (Miura
et al., 2007). Then, Equation 1 implies that the ISI distribu-
tion of an in vivo cortical neuron is given as the convolution of
the ISI distribution of in vitro neurons and the distribution of
the instantaneous values of the rate parameter. This is a good
approximation if the rate parameter changes its value only slowly
compared to the cell’s instantaneous rate of spike generation. If we
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use the fact that Pvivo(T) is well expressed by a class of power-law
distributions called “generalized beta-2 distribution”:

Pvivo(T) ∼ Pβ2 (T) = τα�(α + κ)

�(α)�(κ)

Tκ−1

(T + τ)α+ κ
, (2)

we can analytically show that Pvivo(r) is well described as
the gamma distribution with the mean R = α/κτ: Pvivo(r) =
[(α/R)α/�(α)]rα− 1e−αr/R.

Now, an intriguing question arises. Why does Pvivo(r) assume
a form of the gamma distribution in the majority of motor cortex
neurons? Does it happen to be so or is there any profound reason
for that? In the next section, we show some evidence supporting
for the latter.

CMFE: A VARIATIONAL PRINCIPLE
Fundamental principles in physics and biology are often written
in terms of variational principles in mathematics. For instance,
in statistical physics the equilibrium state of a stochastic sys-
tem is represented as a solution that minimizes the free energy,
which is a function of the temperature and the microscopic vari-
ables describing the dynamical system. This view was also argued
for the nonlinear dynamics of neural networks (Friston, 2010).
In the present case, we consider the problem of minimizing the
following objective function:

J = −H[R] + λr
(
R̄ − Rmax

) + λe (H[T|R] − Hmax)

+ λ0

(∫ ∞

0
Ps(r)dr − 1

)
. (3)

Below, we explain the meaning of each term in the right-hand side
of the above functional J.

The first term in Equation 3 expresses the negative entropy of
the time-varying firing rate of the neuron as a functional of the
stationary distribution of firing rate Ps(r):

H[R] = −
∫ ∞

0
Ps(r) ln Ps(r)dr. (4)

We note that minimizing J essentially implies the maximization of
the firing-rate entropy H(R). If this entropy is larger, the neuron
is considered to use a wider variety of firing rates in its output
spike train. The second term involves the average firing rate of the
neuron

R̄ =
∫ ∞

0
rPs(r)dr, (5)

and represents a constraint on the maximum value of the aver-
age firing rate. Since neuronal firing will require more energy
at a higher frequency, this term imposes a limitation on the
energy consumption of cell firing. The third term involves the
conditional response entropy:

H [T|R] = −
∫ ∞

0
Ps (r)

∫ ∞

0
q (T|r) log q (T|r) dTdr, (6)

which represents the average uncertainty of sequence of the ISIs
generated by the neuron. The above quantity was also called

“neuronal noise” (Borst and Theunissen, 1999). In this view,
the function q(T|r) describes the degree of irregularity in the
spike generation of the neuron at given firing rate r. Thus,
the smaller the conditional response entropy is, the more reli-
able the spike generation is (Stevens and Zador, 1998). The last
term in Equation 3 imposes the normalization condition on the
probability density function Ps(r).

To obtain the stationary firing-rate distribution Ps(r) in
CMFE, we have to find out such a Ps(r) that minimizes J with
Lagrange multipliers satisfying −∞ < λ0 < ∞ and λr,λe ≥ 0.
This minimization problem implies the maximization of the
entropy of the firing-rate distribution H[R] under the con-
straints on the energy consumption (the maximum of aver-
age firing rate) and the maximum conditional entropy H[T|R].
For a scale-invariant ISI distribution q(T|r)dT = f (Tr)rdT,
we can analytically solve the above maximization problem to
find Ps(r). Especially for the gamma ISI distribution q(T|r) =
[(κr)κ/�(κ)]Tκ−1e−κrT (Miura et al., 2007), Ps(r) is also given as
a gamma distribution (Kuhn and Tucker, 1951): Ps(r) ∝ rλe e−λr r .
Thus, Ps(r) coincides with Pvivo(r) after appropriate redefinition
of the parameters.

IMPLICATIONS OF CMFE FOR NEURAL INFORMATION
TRANSMISSIONS
The hypothesis of CMFE describes a solution to solve the cost-
information trade-off in irregular neuronal firing. The CMFE
hypothesis is an extension of the “maximum entropy of firing
rate” with additional constraints on the conditional response
entropy, where the firing-rate entropy means the variety of firing
rates available for neuronal communication. The average energy
consumed by a neuron may increase proportionally with firing
rate. However, the conditional entropy will be increased for out-
put spike trains if neurons use lower firing rate more frequently.
Thus, our results imply that the firing rate values of motor cor-
tex neurons are distributed so as to balance the tradeoff between
the average uncertainty of output spike sequences and the energy
consumption in spike generation.

The CMFE hypothesis is different from the so-called mutual
information maximization (MIM). Mutual information between
two probability variables represents the amount of informa-
tion obtained for a variable by measuring the other. A widely
adopted hypothesis is that neurons maximize mutual informa-
tion between input and output (MacKay and McCulloch, 1952;
Stein, 1967; Linsker, 1986; Bell and Sejnowski, 1995). According
to MIM, noisy spiking neurons can maximize mutual informa-
tion at given average firing rate only when it takes discrete values
(Chan et al., 2005; Ikeda and Manton, 2009). However, such a dis-
crete representation with firing rate does not seem to be consistent
with our observations in rat motor cortex, and the CMFE hypoth-
esis better accounts for the spike statistics of in vivo neurons in all
layers of motor cortex.

DISCUSSION
We reviewed the PRCs of RS pyramidal neurons in layers 2/3 and 5
recorded from slice preparations of the rat motor cortex. The PRC
is of particular interest since it gives some information on whether
neurons may be synchronized or desynchronized with given
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synaptic input. We have found that the intrinsic response prop-
erty of pyramidal neurons in oscillatory synchronization depends
on the range of firing rates and the cortical layers they belong
to. Interesting differences between cortical layers are observed
in the PRCs in gamma band. Namely, in the frequency range
from 20 to 80 Hz, layer 2/3 or layer 5 pyramidal neurons tend to
possess type-2 or type-1 PRCs, respectively. These results imply
that recurrent AMPA synaptic connections possibly promote
synchronous neuronal firing of layer 2/3 pyramidal neurons in
gamma band, but not that of layer 5 pyramidal neurons. The PRC
type was also different in the theta frequency range. However,
numerical simulations of a network model showed that the stable
phase difference is close to 0 at low frequencies of 8–13 Hz even
if the PRC belongs to type 1 (Tsubo et al., 2007a). Therefore, the
layer-dependence of the PRC type may play an active role in syn-
chronous firing at gamma frequencies, but not in other frequency
ranges in rat motor cortex.

We may speculate possible implications of the above find-
ings on PRCs for layer-specific cortical computations. The major
portion of excitatory synapses on layer 2/3 pyramidal neurons
originates from the surrounding layer 2/3 pyramidal neurons
(Thomson and Bannister, 2003; Binzegger et al., 2004). Then,
the layer 2/3 pyramidal neurons might serve as “resonant oscil-
lators” (Izhikevich, 2000, 2004) through the synergistic effects
of the rich recurrent synapses and the type-2 PRC. By contrast,
layer 5 pyramidal neurons might operate as “integrators” since
the type-1 neuron exhibits a continuous spectrum of firing rate
from very low to high frequencies (Hodgkin, 1948; Tateno et al.,
2004). These views seem to be consistent with the significant dif-
ferences in firing rate between the superficial and deep layers of
motor cortex in behaving rats.

Our observations in the microcircuit of motor cortex in
behaving rats undoubtedly excludes the “layer-by-layer activa-
tion” hypothesis in which each layer of motor cortex has its own
function for the movement phases, e.g., layers 2/3 for motor
preparation and layer 5 for motor execution; instead, it supports
“multi-layer activation” hypothesis that all the cortical layers
cooperatively participate in every phase of the voluntary move-
ment. Nevertheless, it is quite likely that a superficial layer circuit
and a deep layer circuit may process the same information by dif-
ferent circuitry algorithms or for different functional purposes,
since the spiking activity of deep layer neurons is generally much
higher than that of superficial layer neurons in the neocortex. In
fact, our preliminary data suggest that hold-related activity neu-
rons are not distributed uniformly along the motor cortex layers
(Igarashi et al., unpublished observation). Besides layer differ-
ences, it remains elusive whether the motor information simply

flows in a one-way direction from superficial to deeper layers
intracortically or reverberates for signal amplification or develop-
ment through cortico-cortical and cortico-subcortical loops [cf.,
Weiler et al. (2008) and Anderson et al. (2010) for layer-specific
connectivity in motor cortex]. In addition, we recently found that
most motor cortex neurons were phase-locked to gamma oscilla-
tions of LFP (Igarashi et al., unpublished observation). It suggests
that these neurons may communicate in a microcircuit through
spike synchronization on a specific phase of the gamma oscilla-
tions. As neocortical gamma oscillations are widely influenced by
the hippocampal theta activity (Sirota et al., 2008), synchronous
spiking during gamma oscillations may be a common mecha-
nism underlying neuronal communications in the neocortex and
hippocampus.

Finally, we have proposed CMFE to account for the power-law
statistics of irregular firing of motor cortex neurons. The hypoth-
esis of CMFE yields a novel view of the way neurons translate
information on firing rate into irregular spike trains. A signifi-
cant advantage of the brain over modern supercomputers is the
very low power consumption. While the storage and transmis-
sion of information should be very accurate in electric computers,
the CMFE does not require a very high accuracy. Artificial infor-
mation machines require the precision at the expense of the
amount of representable information, i.e., the entropy, whereas
the brain likely possesses a variety of communication windows
at the expense of the transfer information. The CMFE suggests a
mathematical principle for neural information coding alternative
to the maximization of mutual information.

Our results explained in this article have revealed some key
features of the layer-specific information processing in the micro-
circuit of motor cortex. However, the basic circuit design for this
information processing still remains largely unknown. In partic-
ular, we predict a link between the CMFE hypothesis for irregular
spiking and the multi-band oscillations observed in motor cor-
tex. In this respect, it is intriguing to examine whether the CMFE
hypothesis is valid for sensory cortices, which often display sig-
nificant gamma oscillations. What aspect of motor information
is processed in each layer? How does such information flow
between different layers? How does each layer of motor cortex
communicate with other cortical and subcortical regions? All
these questions should be answered more clearly in future studies.
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Recent studies on the functional organization and operational principles of the motor
cortex (MCx), taken together, strongly support the notion that the MCx controls the
muscle synergies subserving movements in an integrated manner. For example, during
pointing the shoulder, elbow and wrist muscles appear to be controlled as a coupled
functional system, rather than singly and separately. The recurrent pattern of intrinsic
synaptic connections between motor cortical points is likely part of the explanation for
this operational principle. So too is the reduplicated, non-contiguous and intermingled
representation of muscles in the MCx. A key question addressed in this article is whether
the selection of movement related muscle synergies is a dynamic process involving the
moment to moment functional linking of a variety of motor cortical points, or rather the
selection of fixed patterns embedded in the MCx circuitry. It will be suggested that both
operational principles are probably involved. We also discuss the neural mechanisms by
which cortical points may be dynamically linked to synthesize movement related muscle
synergies. Separate corticospinal outputs sum linearly and lead to a blending of the
movements evoked by activation of each point on its own. This operational principle may
simplify the synthesis of motor commands. We will discuss two possible mechanisms
that may explain linear summation of outputs. We have observed that the final posture of
the arm when pointing to a given spatial location is relatively independent of its starting
posture. From this observation and the recurrent nature of the MCx intrinsic connectivity
we hypothesize that the basic mode of operation of the MCx is to associate spatial location
to final arm posture. We explain how the recurrent network connectivity operates to
generate the muscle activation patterns (synergies) required to move the arm and hold
it in its final position.

Keywords: motor cortex, cortical circuits, motor map, cortical connectivity, microstimulation, neural mechanisms

of cortical activity spread, multi-unit recording arrays, balanced neural networks

INTRODUCTION
What the motor cortex (MCx) does and how it does it are
major scientific questions that remain unresolved. These issues
are important because they are at the core of understanding cor-
tical function. The MCx is, to paraphrase Sherrington, the final
common cortical area where willful intention is translated into
observable action. Its activation is the result of massive neural
integration in a large number of cortical and subcortical areas
(e.g., see Rizzolatti and Kalaska, 2013). Consequently, the MCx
cannot be fully understood in isolation. Nonetheless, because of
its vantage point, studying the MCx can further our understand-
ing of what is being integrated and how. Here we propose that the
MCx integrates kinematics and kinetics. Specifically, we hypoth-
esize that the MCx associates the spatial location to which the
limb is commanded to move with the respective muscle synergies
required to move it and hold it in place, as required. Our hypoth-
esis on this basic mode of operation of the MCx is developed in
the final section of the article. On the way there we review and
discuss several key issues concerning the functional organization

of the motor output map, the nature of the connectivity between
the different map loci, the mode of operation of the motor cortical
circuitry and how they are all related.

TOPOGRAPHY OF MUSCLE REPRESENTATIONS IN HUMANS
AND ANIMALS
Mapping experiments based on electrical microstimulation of
MCx in animals have demonstrated that a given muscle is rep-
resented at a multitude of non-contiguous loci and in various
combinations with other muscles (e.g., Armstrong and Drew,
1985; Donoghue et al., 1992; Schneider et al., 2001). Schneider
et al. (2001) showed unequivocally that such observations are
not due to spread of stimulus current, or the result of conduc-
tion along intracortical axonal branches, to a single focus of
representation (see also, Capaday, 2004). Subsequently, Rathelot
and Strick (2006) used retrograde trans-neuronal transport of
rabies virus injected in single digit muscles of macaques to
study the distribution of corticospinal cells projecting to the
respective motoneuron pool. This enabled them to identify
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cortico-motoneuronal (CM) cells that make monosynaptic con-
nections with the motoneurons of the injected muscle. They
found that the CM cells of a single digit muscles are spatially
widespread and fill the entire mediolateral extent of the arm
area. Further, they emphasized that CM cells for digit muscles are
found in regions of MCx that are known to contain the shoul-
der representation. The cortical territories occupied by CM cells
for different muscles overlapped extensively. No evidence for a
single focal representation of muscles in MCx was found. They
concluded that the “overlap and intermingling among the different
populations of CM cells may be the neural substrate to create a wide
variety of muscle synergies,” as had been previously demonstrated
(Schneider et al., 2001) and emphasized (Phillips, 1975; Capaday,
2004).

Is the human MCx similarly organized? A detailed mapping
study using transcranial magnetic stimulation (TMS) showed
the essential likeness of human and animal motor cortical maps
(Devanne et al., 2006). They found that areal representations
of commonly used proximal and distal muscles overlap con-
siderably, despite differences in the location of their optimal
points. What was new in that study was their demonstration
that, as with the animal studies, the observed overlap was not
due to current spread (Figure 1). Furthermore and contrary to
often encountered descriptions of human motor cortical maps,
the areal representations of commonly used proximal and distal
muscles—anterior deltoid (AD), extensor carpi radialis (ECR),
and first dorsal interosseus (1DI)—are similar in size. The com-
parable areal representation of the single muscles AD, ECR, and
1DI does not imply, however, that the total areal representation of
the shoulder, wrist and hand are of similar size. There are about
22 muscles in the arm; nine muscles move the shoulder and five
the wrist (Alexander, 1992). By contrast, about 29 intrinsic and
extrinsic muscles move the hand (Alexander, 1992). It is there-
fore not surprising that the hand area may occupy a larger motor
cortical territory than that of the shoulder or wrist (Penfield and
Rasmussen, 1950). What the results of Devanne et al. (2006)
demonstrate is that commonly used shoulder, wrist and intrinsic
hand muscles, taken singly, are represented in areas of similar size.
The relatively large AD representation seems relevant to explain-
ing the accuracy of human pointing and reaching movements
(Lacquaniti and Soechting, 1982). An angular positioning error
at the shoulder leads to a larger error between hand and target
than a comparable angular positioning error at an index finger
joint. The large representation of the AD would suggest that the
finesse of motor cortical control of the AD may be comparable to
that of finger muscles. More importantly, the shoulder is involved
either as a base of postural support for movements of the fore-
arm and hand, or in their transport. The large representation of
the AD and its overlap with forearm and hand muscles is a likely
neural substrate of such motor coordinations. Perusal of simian
motor cortical maps obtained by microstimulation shows a large
number of zones in which wrist, elbow, and shoulder representa-
tions are intermingled (e.g., Gould et al., 1986; Donoghue et al.,
1992). The number of motor cortical sites from which shoulder
muscles were activated was nearly equal to those from which wrist
muscles were activated (Donoghue et al., 1992). Park et al. (2001)
demonstrated in rhesus monkeys a specific motor cortical region

containing neurons that represent functional synergies of distal
and proximal muscles. The results obtained in human subjects are
in fact rather similar to those obtained in animals. Despite con-
siderable overlap of representations found in the human MCx by
Devanne et al. (2006) and others (e.g., Wassermann et al., 1992;
Krings et al., 1998), the optimal point of the AD is on average
more medially situated along the motor strip than those of the
more distal muscles ECR and 1DI. Thus, the classic notion that
proximal muscles are represented more medially along the motor
strip than distal muscles is not without merit, but the overlap
of representations must be emphasized. It is also important to
consider that experiments using spike-triggered averaging of rec-
tified EMG activity in monkeys (McKiernan et al., 1998) showed
that over 45% of recorded CM cells facilitated at least one prox-
imal muscle (elbow or shoulder) and at least one distal muscle
(wrist, digit, and intrinsic hand muscles). On the assumption that
this is also the case in humans, it is difficult to see how discrete
non-overlapping representations can be obtained.

The results presented here are consistent with the Jackson–
Walshe perspective on the functional organization of the MCx,
viz. that the MCx represents complex patterns of overlapping
and graded movement/muscle representations (see Walshe, 1943;
Capaday, 2004, for a historical account and Phillips, 1975, for
a discussion doing away with the muscles vs. movements con-
troversy). The muscles of the arm are not controlled singly and
separately, a point that was made right at the genesis of research
on the MCx (Jackson, 18821). For one, individuated control does
not make sense biomechanically, as torques generated at one joint
produce motion at other joints. Additionally, a large number
of muscles cross more than one joint and thus produce move-
ments at all spanned joints (e.g., the effect of long finger flexors
on the wrist). While individuated movements at single joints
are possible, they do not represent the plurality of movements
ordinarily executed. Such movements often involve activation
of multiple muscles to stabilize other joints so as to counteract
actions of multi-joint muscles and segmental interaction torques.
Furthermore, this ability does not imply that the MCx controls
the musculature singly and separately, as will be discussed further
on. The intermingled and re-duplicated muscle representation
pattern is consistent with and provides a basis for the idea that
the upper limb is controlled in an integrated manner (Capaday,
2004). Still, taken by itself, this organizational feature can be inter-
preted as a piano keyboard type of arrangement (see Graziano,
2006, for a historical account). However, cortical points are not
isolated from each other, they are interconnected by long range
intrinsic collaterals (Huntley and Jones, 1991; Keller, 1993; Lund
et al., 1993; Capaday et al., 2009). Thus, in the cat, no two cor-
tical points are fully independent, over distances spanning up
to 6–7 mm (Figure 2). The nature of this connectivity and its
implications for the mode of operation of the MCx are considered
next.

1Note the original cited references to Hughlings-Jackson may be found in the
two volumes set “Selected writings” published in 1931. An excellent sum-
mary of his ideas on the organization and function of the motor cortex is
in the paper titled “Some implications of dissolution of the nervous system”
(“Selected writings” vol. II, p. 29).
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FIGURE 1 | Evidence showing that current spread does not explain the

overlap of representations. (A) Contour plots of the first dorsal interosseus
(1DI) and anterior deltoid (AD) in a single subject obtained at 1.15 times the
active motor (AMT) threshold of the 1DI. Note the slightly larger representation
of the AD and the considerable overlap of the two representations. Note also
that the optimal points are within 10 mm of each other in the antero-posterior
direction and essentially coincident in the medio-lateral direction. (B) When the
stimulus is reduced to 1.1 × AMT of the of the 1DI and the stimulus applied at

the 1DI optimal point, MEPs are elicited in both the 1DI and AD. Note that in this
case the stimulus is at the AD threshold. (C) Movement of the coil laterally in
steps of 10 mm, starting at coordinate (50, 0), reduces the 1DI MEPs
significantly, whereas the AD MEPs are relatively more constant despite the
fact that the coil was moved further away from its optimal point than it was from
that of the 1DI. This demonstrates that the measured overlap of the AD and 1DI
representations is not due to current spread [reproduced with permission from
Devanne et al. (2006)].

ON THE NATURE OF THE INTRINSIC CONNECTIVITY
OF THE MCx
Neuroanatomical studies in monkeys and cats have unam-
biguously demonstrated strong intrinsic connectivity between
widespread areas of the MCx (Huntley and Jones, 1991; Keller,
1993; Lund et al., 1993; Capaday et al., 1998, 2009). Indeed,
numerous electrophysiological studies have demonstrated lateral
interactions between neurons of the MCx (Matsumura et al.,
1996; Baker et al., 2001; Jackson et al., 2003; Smith and Fetz,

2009). Here we limit the discussion to the anatomical aspects. An
example of the widespread intracortical connectivity of the cat
MCx is shown in Figure 2. The axon collaterals are studded with
synaptic boutons all along their course (Capaday et al., 2009),
which may be inferred from their beaded appearance in Figure 2.
The intrinsic connections of a cortical area outnumber its feedfor-
ward (inputs) and feedback (top-down) connections (e.g., White,
1989; Dayan and Abbott, 2001). Understanding the function of
intrinsic connections is therefore fundamental to understanding

Frontiers in Neural Circuits www.frontiersin.org April 2013 | Volume 7 | Article 66 | 46

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Capaday et al. Operational principles of the motor cortex

FIGURE 2 | Pyramidal cells of the cat motor cortex give rise to an

extensive network of horizontal axon collaterals. The motor cortex is
bounded laterally by the coronal sulcus (Co.S.), the location of the coronal
gyrus is demarcated by the dashed lines - - -. The areas anterior and
posterior to the cruciate sulcus, along with the coronal gyrus, constitute
the cat primary motor cortex. Biocytin, an anterograde tracer, was injected

in points marked by a red circle. Threshold level microstimulation at that
point evoked activity in the brachialis muscle in (A) and the extensor carpi
radialis in (B). Note how the axon collaterals of pyramidal cells from both
deep and superficial layers of a small cortical locus spread to cover nearly
all of the forelimb representation area [figure modified from Capaday et al.
(2009)].

the neural processing that occurs within a cortical area. Predicated
on this idea, Capaday et al. (2009) linked anatomy and physiology
in finer detail than previous studies. Motor output was measured
by intramuscular EMG recordings from up to 10 muscles making
for a detailed output map. Axonal collaterals were traced from
origin to termination with special care to identify the synaptic
boutons along their course using correlative light and electron
microscopy. Superposition of the synaptic bouton distribution
map and the motor output map revealed that motor cortical neu-
rons do not make point-to-point connections, but rather bind
together the representations of a variety of muscles within a
large neighborhood (Figure 3). Spiking activity at a cortical point
may thus potentially influence any other cortical point within
its innervation territory. This would allow for synergistic inter-
actions between arbitrary cortical points giving rise to a rich
repertoire of possible movements. The Jackson–Walshe perspec-
tive of overlapping and graded movement representations finds
credence in the relation between the intrinsic connectivity and
motor output maps.

Two other features of the maps shown in Figure 3 stand out.
The dense core of bouton connectivity surrounding the injection
point and the obvious intermingling of muscle representations.
The dense core of connectivity has an area of about 3 mm2.
Note also in Figure 3 that as the stimulus intensity is increased,
responses from more muscles may appear and that their iden-
tity is not readily predictable from the responses of nearby points

obtained at lower intensity. Such observations strongly argue
against the idea that stimulus spread explains the recruitment of
additional muscles with increasing stimulus strength. The more
sensible conclusion is that the activation thresholds are different
for the varied muscles that may be represented at a given corti-
cal point. Capaday et al. (2009) also reported that excitatory and
inhibitory neurons in the innervation territory of a cortical point
receive synaptic inputs. This is nicely consistent with White’s
(1989) first canonical cortical circuit principle, viz. that “every
neuron in the target region of a projection receives input from the
projection” and, importantly, its corollary which states that “axon
terminals from any extrinsic or intrinsic source synapse onto every
morphological or physiological neuronal type within their terminal
projection field . . . ” This feature of the cortical circuitry is consis-
tent with a balanced neural network as proposed by Van Vreeswijk
and Sompolinsky (1996). A key property of balanced networks
is that the population output is a linear function of the input,
despite non-linear unit properties. We will take up this issue
again in section “A Hypothesis on the Basic Mode of Operation
of the MCx” when discussing the neural mechanisms underly-
ing the linear summation of MCx outputs and their functional
significance. The third feature that may be inferred from the con-
nectivity pattern is its recurrent nature. Cortical points, within
the limits of axon collateral lengths, are reciprocally connected.
Recurrent networks have a property which appears relevant to
MCx function as we see it, they can function as hetero-associative
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FIGURE 3 | Example of a superposition of the bouton density map on

the microstimulation derived muscle map obtained in the same

animal. The size of each dot is proportional to the number of boutons in a
grid element of 83 × 83 mm, quantitative details may be found in Capaday
et al. (2009). Evoked muscle responses at each point at which
microstimulation was applied are represented by the color code of the
legend (left). Gray circles represent points at which no response was

obtained (NR). Note that at many cortical points more than one muscle
was recruited. (A) The microstimulation derived muscle map at
1.0× threshold. (B) The muscle map obtained at 1.5× threshold. Muscle
abbreviations: EDC, extensor digitorium communis; ECR, extensor carpi
radialis; PL, palmarus longus; FDP, flexor digitorium profundus; ClBr, clavo
brachialis; Br, brachialis; SpD, spino deltoid; LD, latissimus dorsi.
Reproduced from Capaday et al. (2009).

systems (e.g., see Dayan and Abbott, 2001; Trappenberg, 2002).
Our hypothesis on the basic mode of operation of the MCx is that
it associates the spatial location to which the limb is commanded
to move with the respective muscle synergies required to move

it there and hold it in place, as required. The details will be
presented in the final section of this article.

Why does the recurrent network pattern of the intracortical
connectivity change the picture of how the MCx may function?
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The answer, as we have already stated, is that activity at a cortical
point can spread and activate nearby cortical points where dif-
ferent muscle groups are represented. But how far does neural
activity actually spread? In the cat MCx, neural activity gen-
erated at a cortical point about 400 mm in radius spreads at
a velocity of 0.1–0.24 m/s to recruit a cortical area of some
7.22 mm2 (Capaday et al., 2011). The physiologically recruited
cortical area is smaller than the area covered by the anatomi-
cal connections, but larger than the dense core of connectivity
(Figure 4). From the aforesaid, we can infer that neural activ-
ity spreads over a radial distance of about 1.5 mm, when the
balance between synaptic excitation and inhibition is not upset.
However, cortical points up to 6–7 mm apart can be function-
ally coupled by reducing the strength of inhibition at one of the
points (Schneider et al., 2002). This observation has led to the
suggestion that motor commands may be synthesized by cou-
pling cortical points through selected excitation and release of

inhibition (Schneider et al., 2002; Capaday, 2004). It is clear there-
fore that an input to MCx will activate a cortical area whose
size will depend on the intensity of the input and the level
of inhibition at cortical points with which it is connected. We
can use the connectivity map to understand individuated move-
ments, such as index finger flexion and extension, as well as
the more common natural movements requiring coordination
between joints, such as reaching for an object. Imagine that a
small focalized input to MCx will produce motion at the index
finger. But this is only possible if nearby articulations are sta-
bilized. Clearly, the so called focalized activity is only part of
the motor command structure. As the contraction strength is
increased, it is a common observation that activity irradiates to
other muscles. This is presumably due, at least in part, to the
intracortical connectivity we have described. The irradiation of
activity is not pathological, it is sensible as was understood by
Hughlings-Jackson who wrote

FIGURE 4 | Example of how multi-unit activity (MUA) recorded by an

8 × 8 Utah array propagates from a cortical point. Bursting spike activity
in the MCx was produced by focal iontophoretic ejection at array coordinate
(6, 4) of the GABAA receptor antagonist Bicuculline. The maps of neural
activity were calculated every millisecond from near the onset (t = 0 ms) of
spontaneous bursts of ictal neural activity to the time at which the maximum

cortical area was recruited (t = 19 ms). Activity continues for several tens of
millisecond after that. Note the onset of activity at coordinate (6, 4) and the
subsequent progressive recruitment of cortical territory with time. In this
example activity was evoked at 62 out of 64 possible electrodes. The
recruited cortical area was 7.6 mm2, or 96% of the area covered by the array
[reproduced with permission from Capaday et al. (2011)].
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“Because the movements of the thumb and fingers could scarcely be
developed for any useful purpose without fixation of the wrist (and
of parts further and further in automaticity according to the force
required), we should a priori be sure that the centre discharged,
although it might represent movements in which the thumb had
the leading part, must represent also certain other movements of the
forearm, upper arm, etc., which serve subordinately.”

(In Selected writings of Hughlings-Jackson, 1931, vol. 1, p. 69).

The intracortical connectivity may thus also be viewed as
the structural basis of an anticipatory neural network, foresee-
ing what additional muscles may need to be recruited as the
movement evolves, or is perturbed. In the case of coordinated
multi-articular movements, a larger cortical territory is likely
engaged. The size of the cortical area necessary to evoke such
movements is not known, here we speculate that this may involve
the area of dense core connectivity. But, if we also consider that
the MCx is involved in commanding associated postural adjust-
ments (Massion, 1992), the area is probably much larger. This
may explain why various lines of investigation suggest that even
for simple finger movements large areas of the MCx appear to
be activated (e.g., Sanes et al., 1995; Devanne et al., 2002). In
any case, as the input to a particular cortical point is increased
and inhibition at surrounding points decreased, the intracorti-
cal connectivity insures the synergistic recruitment of muscles
required to produce the movement. We do not understand in
detailed mechanistic terms how the MCx controls movements,
but the intracortical connectivity must be taken into account
by any eventual theory. It will also be important for future
studies to determine the source and nature of the inputs that
initiate activity in the MCx. What seems clear in consider-
ing the topography of muscle representations and the intrin-
sic connectivity is that the MCx contains a large number of

potential functional links between widespread muscles. How spe-
cific muscle synergies are selected by cortico-cortical and sub-
cortical inputs during voluntary movements is a challenge for
the future.

CORTICAL CONTROL OF ANTAGONISTIC MUSCLES
Within the extensive intrinsic connectivity described in the pre-
ceding section, motor cortical points representing antagonistic
muscles are also synaptically coupled by intrinsic axon collaterals
(Capaday et al., 1998). In the example shown in Figure 5A bio-
cytin was injected in a cortical point at which the ECR muscle
(a physiological flexor) was represented. HRP was injected at
another cortical point, about 2.8 mm away, at which its antagonist
the palmaris longus muscle (a physiological extensor, or anti-
gravity muscle) was represented. One can see a biocytin stained
axon collateral studded with boutons along its course passing
through a dense core of HRP staining. The camera lucida recon-
struction of all the labeled collaterals coursing through the HRP
deposit is shown in Figure 5B. The connections are excitatory, but
they are normally held in check by local GABAergic inhibition, as
we have shown in a subsequent physiological study (Ethier et al.,
2007). Additionally, cortically mediated reciprocal inhibition
operates at the spinal level when these points are activated,
details of which will be discussed further on. Presumably, these
interconnections are involved in the flexible control of antagonis-
tic muscles, going from reciprocal activation to co-contraction.
However, no studies of the function of this intra-cortical circuit
have been done during behavior. Part of our message in this article
is that to understand the MCx, is to understand how such circuits
actually work during movement. By contrast to spinal circuitry,
we are only at the beginning of relating cortical circuitry to motor
function.

FIGURE 5 | (A) Example of a biocytin stained axon collateral from a pyramidal
neuron in a wrist extensor motor cortical point is shown coursing through a
wrist flexor point identified by a small deposit of HRP (dark spot). The arrow
points to an en-passant synaptic bouton on the axon collateral. (B) The

camera lucida drawing of all axon collaterals coming from the wrist extensor
point and coursing through the identified wrist flexor point. The dashed curve
represents an area of approximately 250 mm in radius surrounding the center
of the HRP deposit site.

Frontiers in Neural Circuits www.frontiersin.org April 2013 | Volume 7 | Article 66 | 50

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Capaday et al. Operational principles of the motor cortex

In our original study on the cortical control of antagonistic
muscles (Capaday et al., 1998), as in all studies using micros-
timulation, cortical points that evoke a response in physiological
extensor muscles (i.e., anti-gravity muscles) are few in compari-
son to those that evoke a response in physiological flexor muscles.
Why might this be? There are two main reasons, as we discovered
(Ethier et al., 2007). First, there is a strong asymmetry of corti-
cally mediated reciprocal inhibition in the spinal cord. Cortically
mediated inhibition is much stronger on physiological extensors
than flexors (Ethier et al., 2007; see also references therein). This
bias is particularly strong for wrist and elbow muscles, but less so
for shoulder muscles (Ethier et al., 2007). This may be perhaps
related to the functional role of the shoulder in providing a sta-
ble anchor for movements of the forelimb. Second, cortical points
controlling antagonistic muscles are to a significant extent close
together, or even commingled (Ethier et al., 2007). Consequently,
the evoked descending volley is mixed; corticospinal fibers going
to both flexor and extensor motoneuron pools are discharged.
This volley will preferentially evoke a response in flexor motoneu-
rons, because the cortically mediated reciprocal inhibition on the
extensor motoneurons is strong. The same principle applies in
humans (Capaday, 1997) when the MCx is activated by TMS.
The asymmetry of the cortically mediated reciprocal inhibition
strongly biases motor cortical maps derived by microstimulation,
or TMS.

One should also be cautious of the simplified interpretations
derived from such maps. As, for example, that the cat MCx excites
forelimb physiological flexors and inhibits physiological exten-
sors, or that by contrast in the baboon the converse is true (e.g.,
Preston et al., 1967). The latter account implies that for a baboon
to reach for a food morsel the MCx controls the extension of the
forelimb, but that the subsequent flexion movement to bring the
morsel to its mouth would be mediated by a different part of the
CNS. We suggest that a too literal interpretation of these oth-
erwise sound data does not represent the true nature of motor
cortical control. Preston et al. (1967) insightfully interpreted the
strong cortical inhibition of physiological extensors in cats as part
of a mechanism to arrest the tonic anti-gravity activity which
occurs during standing postures. For the baboon, the interpre-
tation was that it represented a neurophysiological sign of the
transition from quadruped to biped posture. In neither case was
it implied that motor cortical control has a unidirectional bias.
Indeed, recent studies have shown that both types of movements
can be elicited by microstimulation of the simian MCx (Graziano
et al., 2002, 2004). Yet another factor that may bias cortical maps
is the relative excitability of different motoneuron pools. Two fac-
tors are involved here; the input resistance of the motoneurons
and spontaneous depolarizing drive that may occur in different
states. Little is known about motoneuron input resistance differ-
ences between motor pools such as those of wrist and shoulder
muscles. In principle, pools constituted of motoneurons having a
higher input resistance will tend to be preferentially activated by
synaptic currents.

FEEDBACK REMAPPING OF CORTICAL OUTPUTS
Graziano et al. (2004) suggested the possibility that the output
of cortical points may be remapped by proprioceptive inputs

(see also Graziano, 2006). They demonstrated that, for exam-
ple, microstimulation at a cortical point evoked either activity
in the triceps muscle when the elbow was flexed, or activity in
the biceps when the elbow is extended. In another example they
showed that evoked activity in the triceps increased monoton-
ically as a function of the degree of elbow flexion. In these as
well as other examples, examination of the EMG recordings (e.g.,
Figure 9 in Graziano, 2006) shows that the evoked responses
are a function of the background EMG activity in the respective
muscle. When the elbow was flexed (triceps is stretched) the back-
ground activity increased in the triceps and its microstimulation
evoked response also increased. When the elbow was extended
(biceps stretched) the background EMG activity of the biceps
increased and so too its evoked response. We propose that this
can be explained by changes in spinal neural circuit excitability
produced by the stretch reflex, the associated reciprocal inhibi-
tion and the close grouping or intermingling of the corticospinal
neurons controlling the biceps and triceps, respectively. Thus, for
example, when the biceps is stretched the increased spindle affer-
ent discharges will increase the activity of the biceps motoneurons
via the stretch reflex pathway(s) and reciprocally inhibits the tri-
ceps motoneurons. Consequently, the mixed corticospinal volley
will evoke a net response in the biceps motoneurons. Graziano
(2006) suggested that such observations are evidence for proprio-
ceptive remapping of the output of cortical points by mechanisms
intrinsic to the MCx and spinal cord. We suggest that these
results depend only on spinal neural mechanisms, as explained.
Relatedly, Griffin et al. (2011) have demonstrated that during
ongoing voluntary motor activity high-frequency microstimula-
tion of the MCx in macaques has effects which depend on the
ongoing level of EMG activity, but not limb position, which can
confound interpretation.

Nonetheless, how proprioceptive information is used by the
motor cortical circuitry is an important issue that has not
received much attention beyond establishing the existence of a
trans-motor-cortical stretch reflex in primates, including humans
(Phillips, 1969, 1975; Cheney and Fetz, 1984; Capaday et al.,
1991). We will discuss the possible role of proprioception in the
operations of motor cortical circuits in the final section of this
article.

NEURAL MECHANISMS OF LINEAR SUMMATION
OF MCx OUTPUTS
We do not know whether the MCx stores motor engrams (i.e.,
memories of complete movements) or, by contrast, whether it
synthesizes a movement on a moment-to-moment basis by select-
ing multi-purpose muscle synergy modules and if so, how. One
possibility, as discussed in the section “On the Nature of the
Intrinsic Connectivity of the MCx,” is that the dense core of
connectivity contains the neural circuitry, or engram, required
to evoke a movement. However, as the horizontal connections
extend beyond the dense core, it may be possible to function-
ally link cortical points representing different muscles, or mus-
cle synergies. Such a mechanism would allow creating a rich
variety of movements, from a smaller repertoire of stored basic
engrams. We discussed in section “On the Nature of the Intrinsic
Connectivity of the MCx,” how selected excitation and release

Frontiers in Neural Circuits www.frontiersin.org April 2013 | Volume 7 | Article 66 | 51

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Capaday et al. Operational principles of the motor cortex

from inhibition can functionally link distinct cortical points and
produce a synergistic motor output pattern (Schneider et al.,
2002). Whatever the mechanisms of muscle synergy selection
turn out to be, it seems important to understand quantitatively
how cortical points interact and how the net output is thereby
modified.

In the study by Ethier et al. (2006) we asked how the outputs
of two simultaneously stimulated motor cortical points summate.
To this end experiments were done in Ketamine anesthetized
cats. Long trains (e.g., 500 ms) of intracortical microstimulation
applied to the MCx evoked coordinated movements of the con-
tralateral forelimb, as was first shown by Graziano et al. (2002)
in the monkey. Paw kinematics in three dimensions and the
EMG activity of eight muscles were simultaneously recorded.
The evoked movements were represented as displacement vectors

pointing from initial to final paw position. We showed that the
EMG outputs of two cortical points simultaneously stimulated
sum linearly (Figure 6). Additionally, the displacement vector
resulting from simultaneous stimulation pointed in nearly the
same direction as the algebraic resultant vector. This result is
true as long as the individual movement vectors point in differ-
ent directions and are not due to motion at single joint, which
rarely if ever occurs with long duration trains of microstim-
ulation. Importantly, however, the resulting movement during
simultaneous stimulation is always a blend of the movements
evoked from each cortical point on its own (Ethier et al., 2006).
Linear summation of EMG outputs was also found when inhibi-
tion at one of the cortical points was reduced by GABAA receptor
antagonists. A simple principle emerges from these results. MCx
outputs combine nearly linearly in terms of muscle activation

A

B

C

FIGURE 6 | Polar plots of evoked EMG activity and their summation.

Each axis represents the integrated EMG activity of a given muscle. Line
segments join the points plotted on each axis, thus giving a geometrical
representation of the evoked muscle-coordination pattern. Graphs in the first
two columns represent the muscle-coordination pattern evoked by separate
stimulation of two cortical points. Graphs in the third column represent the

muscle coordination pattern obtained when the two points were
simultaneously stimulated (Points 1 and 2, red line) and the linear sum
expected by addition of the two separate patterns (black dashed lines). Note
that the expected and experimentally obtained muscle-coordination patterns
are nearly the same in the three examples shown (A–C). Figure from Ethier
et al. (2006).
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patterns, despite the underlying complex neuronal circuitry and
electrophysiological properties of neurons. The summation of
muscle activation patterns leads to a blending of the movements
evoked from each point. This operational principle may sim-
plify the synthesis of motor commands, as previously discussed.
Nonetheless, the linear summation of outputs was unexpected
and puzzling. It is even more puzzling given the lack of effect of
reducing inhibition at one of the cortical points; a condition in
which it should have received the full brunt of inputs from the
other cortical point.

There are at least two explanations for the observed lin-
ear summation of MCx outputs. The simplest is that the dis-
tance between paired cortical points was on average greater than
that over which neural activity spreads, which is approximately
1.5 mm in radial distance as discussed in the section “On the
Nature of the Intrinsic Connectivity of the MCx.” The distances
between pairs of microstimulated points ranged between 0.66
and 5.7 mm, with a mean distance of 2.65 mm (SD = 1.52 mm).
Thus, the separation between cortical points studied by Ethier
et al. (2006) was on average greater than that over which activity
at a cortical point influences its surround. It is possible, there-
fore, that we were dealing with effectively functionally isolated
cortical points. However, the observation that despite reducing
the strength of inhibition at one of the cortical points the outputs
still summed linearly is more difficult to explain on these grounds.
The distances between pairs of points tested in this way was
between 2.65 and 4.62 mm, with a mean distance of 3.4 mm
(SD = 0.92 mm). Thus, these pairs of cortical points were well
within the range over which they can be functionally coupled, i.e.,
at least 5 mm (Schneider et al., 2002). Yet, despite the fact that
in this condition spiking activity initiated at the stimulated point
produces spiking activity at the disinhibited point, the outputs
still summed linearly. This raises a second and more interest-
ing possibility that the motor cortical circuitry may be wired to
produce linear interactions between loci. Balanced neural net-
works as originally proposed by Van Vreeswijk and Sompolinsky
(1996) involve a feedback dependent balance between excitation
and inhibition such that, despite non-linear unit properties, the
population output is a linear function of the input to the network.
More recently, Capaday and Van Vreeswijk (2006) proposed a
mechanism by which gain may be modulated by such a balance of
excitatory and inhibitory synaptic inputs on dendritic trees. This
may allow for the scaling of motor commands.

In a balanced neural network (Figure 7) the sum of the excita-
tory currents from external inputs, as well as from the activity
of intrinsic circuit neurons, is balanced nearly exactly by the
recurrent inhibitory currents. Spiking occurs at times when noise
fluctuations exceed threshold, thereby also explaining spike time
variability. The basic idea of the balanced neural network is not
unlike the principle used in operational amplifiers, where negative
feedback of a portion of the output results in a device with lin-
ear input/output properties. Now consider a network consisting
of multiple cortical points. The excitatory and inhibitory neu-
ron populations at each point mutually interact and can receive
external command inputs (Figure 7). The excitatory neurons at
one point also projects to excitatory and inhibitory neurons at
other cortical points through long range collaterals. If we neglect

FIGURE 7 | Schematic representation of the balanced network model

of MCx. At each point the excitatory and inhibitory populations of neurons
are interconnected and receive a command input from outside the MCx.
The excitatory neurons also project to both the excitatory and inhibitory
neurons in other cortical points. The figure shows two cortical points and
for simplicity only the connections from point 1 to point 2 are shown
(red lines). The corticospinal axons would emanate from a sub-group of the
excitatory neurons at each point. The external command input makes
synaptic contact with excitatory and inhibitory neurons simultaneously. The
coupling within the intra-motor-cortical network neurons leads to a balanced
state and linear summation of the separate outputs, as explained in
the text.

the latter for a moment, a command input into a single point
would activate the excitatory and inhibitory cells and their activ-
ity evolves to a state where, in both populations, the inhibitory
feedback roughly cancels the command input and the recurrent
excitation. It can be shown that this results in a response in both
populations of neurons which is proportional to the command
input (Van Vreeswijk and Sompolinsky, 1996, 1998). When con-
sidering interacting cortical points, the problem is more complex.
A command input into point 1 activates both neuron populations
at that point. Through the horizontal connections, however, this
produces an input in other points. This will activate the inhibitory
cells in these points, and as a result, the excitatory cells receive
excitatory inputs through the horizontal connections and local
recurrent inhibitory inputs, as shown in Figure 7. If the ratio of
the strength of synaptic inputs coming from the horizontal con-
nections to the excitatory and inhibitory populations at a given
cortical point is just right, this input to the excitatory cells is just
canceled by the local inhibitory feedback. Thus, even though cor-
tical points are connected, activation of one point may not recruit
the excitatory cells at other points.

How does this explain the twin stimulation experiments?
When point 1 is stimulated, it leaves the excitatory cells at point 2
unaffected, and vice versa (Figure 7). When both points are stim-
ulated simultaneously, each point reacts to the stimulus input and
the input from the other point. Since, in the balanced network, the
response is linear with the external input, activity of both popu-
lations of neurons at each point is just the sum of the activity due
to the stimulation and that due to input from the other point.
But, since the latter does not affect the activity of the excitatory
population, stimulation of one point does not affect the response
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of the excitatory population at the other point. As a result, the
total output from MCx to the motoneurons in the spinal cord is
the sum of the outputs to stimulation of these points separately.
This model suggests that the long range connections have been
carefully arranged to have no effect. This immediately raises the
question of why they exist? We suggest that they serve to cou-
ple cortical points as needed for movement production, an idea
proposed initially by Schneider et al. (2002). The lack of effect
of activity at point 1 on point 2 is due the local inhibitory feed-
back at that point and vice versa (Figure 7). However, if the local
inhibitory feedback is modified, for example through disinhibi-
tion, the anatomical connections between cortical points can be
made physiologically relevant, i.e., cortical points can be func-
tionally coupled. Thus, for example, proprioceptive inputs could
by inhibiting inhibitory neurons at a given cortical point, allow it
to respond when the command signal arrives.

The anatomical and physiological data are, in broad terms,
in agreement with the theory of balanced networks. As dis-
cussed in the section “On the Nature of the Intrinsic Connectivity
of the MCx,” intrinsic and extrinsic inputs to a cortical locus
contact local excitatory and inhibitory neurons and the connec-
tions between these neurons are recurrent (i.e., there is feedback
between them). This suggests that cortical neurons are driven by
simultaneous excitatory and inhibitory currents, an idea consis-
tent with recent physiological results (Haider et al., 2006; Okun
and Lampl, 2008). The spiking activity of cortical neurons is thus
not due to excitatory synaptic inputs alone, but rather the result
of simultaneous excitation and inhibition. However, whether bal-
anced network operations in the MCx explain why the output
of cortical points sum linearly will require further experimental

and theoretical investigations. In particular, the experimental data
does not allow us at this time to understand the effects of disin-
hibition quantitatively. One possibility is that, when the second
point is strongly disinhibited it enters into a limit cycle in which
the strong local excitatory feedback leads to recurrent bursting
activity. The input from point 1 via the horizontal connections
is then presumably relatively small in comparison to the local
inputs and would only serve to reset the phase of the limit cycle.
Consequently, the total input to the motor pool would be the
output due to stimulation of point 1 added linearly to the out-
put from the spontaneous activity of point 2, as experimentally
observed (Ethier et al., 2006). We are currently re-examining
this issue.

The two explanations we have proposed depend, nonetheless,
on linear corticospinal transmission. It may also be conjectured
that any non-linearity at the cortical level is compensated by
a non-linearity of opposite direction at the corticospinal level.
However, the results we have obtained from multi-unit-activity
(MUA) recordings make this unlikely (Capaday et al., 2011).
MUA recordings represent the weighted average of single spike
activity recorded within some 100 µm from the microelectrode
tip (Buchwald et al., 1965; Buchwald and Grover, 1970; Legatt
et al., 1980). Importantly, MUA recordings obtained from mul-
tiple cortical sites, when taken together, yielded more accurate
predictions of movement parameters than any other intracorti-
cal signal (Stark and Abeles, 2007). Figure 8C shows an example
of an averaged MUA burst from layer V neurons of the cat MCx.
Recurrent multi-unit bursts were induced by iontophoretic ejec-
tion of Bicuculline, a GABAA receptor antagonist, at a motor
cortical point (Capaday et al., 2011). The figure also shows the

FIGURE 8 | An example of an RMS-smoothed multi-unit (MU) burst

(C) recorded recorded from the cat MCx and simultaneously recorded

EMG activity (A,B) of the two muscles in which activity was evoked.

(D) The cross-correlation function between the MCx waveform and the
respective EMG waveforms. Bursting spike activity in the MCx was

produced by focal iontophoretic ejection at a cortical point of the GABAA

receptor antagonist Bicuculline (see Capaday et al., 2011). The EMG
recording where low-pass filtered at 100 Hz, whilst the MCx spiking
activity was filtered at 1 KHz. The waveforms are averages of eight
consecutive responses.
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averaged EMG activity of the two muscles in which activity was
evoked by the cortical burst (Figures 8B,C). Note the similarity
of all three waveforms. The cross-correlation function confirms
the high degree of linear correlation between the MCx waveform
and the respective EMG waveforms (Figure 8D). To a first order
approximation, therefore, the corticospinal stage of synaptic
transmission may be characterized as linear, or threshold-linear
to be more precise (see also Townsend et al., 2006).

A HYPOTHESIS ON THE BASIC MODE OF OPERATION
OF THE MCx
Ultimately we want to relate neural circuitry to function.
However, without an understanding of the global function of the
MCx such an undertaking will not be possible. In this final section
we develop our current working hypothesis on the basic mode of
operation of the MCx. By basic mode of operation, we mean the
most elementary purpose for which it exists, which is to willfully
move a limb from one position to another.

We hypothesize that the command inputs to the MCx are,
whatever their origin, kinematic in nature. This is a base assump-
tion, but it is consistent with a large body of evidence. Cortical
areas having direct, or indirect, inputs to MCx encode spatial
features such as, the location of visual and cutaneous stimuli
in various reference frames, or the combined position of limb
segments with respect to the body (e.g., see Rizzolatti and Kalaska,
2013). In the simplest case, we propose that the kinematic inputs
specify where, for example, the arm must be moved to. The out-
put of the MCx is related to muscle forces, those necessary to
move the limb and those required for its postural support. We
thus further hypothesize that a transformation from a kinematic
to a kinetic (muscle) frame of reference occurs within the MCx.
This is consistent with several studies (e.g., Ajemian et al., 2000;
Trainin et al., 2007). We suggest that this does not occur in stages
but automatically as a consequence of the projection of the exter-
nal inputs onto the local connectivity. Consequently, unless one
can manage to record from the axons of the input pathways,
neural activity explicitly related to kinematic variables will not
be experimentally observed. All MCx spike activities which can
be recorded with present technology will be de facto related to
muscle forces, that is coded in a muscle based reference frame,
because the output layer V is strongly interconnected with the
other cortical layers (Weiler et al., 2008). The essentially kinetic
nature of MCx output is consistent with Evart’s original finding
that MCx neuron discharges are related to the muscular effort
required to move inertial loads (Evarts, 1968), that under isomet-
ric conditions MCx neuron discharges are related to the exerted
force (e.g., Smith et al., 1975) and that when the limb is free to
move MCx neuron discharges are related to joint power (Scott
et al., 2001), the product of force/torque and velocity. The lin-
ear correlation between MUA in MCx and EMG outputs shown
in Figure 8 is fully consistent with these key studies. The penul-
timate element of our hypothesis is that the transformation of
kinematic command input to a muscle output pattern is based
on the recruitment of embedded muscle synergies, according to
the various schemes we have discussed in previous sections. The
recurrent connectivity of the MCx is such that it can function as
an attractor neural network (e.g., see Dayan and Abbott, 2001;

Trappenberg, 2002). The input command to MCx will produce
transient neural activity that, because of the recurrent connec-
tivity, will settle to a steady-state activity pattern, the attractor
state. In the process, this neural activity generates the required
components of a motor command. A transient component that
will drive the limb to the desired position and a steady-state, or
tonic, component that will hold the limb in place. The transient
component may recruit different muscles than those recruited by
the tonic component. For example one may point to a location
along the body’s midline, but the arm may be initially located
either to the left or to the right of that location. The muscle
activities required to move the arm (transient component) is dif-
ferent in each case, but those required to hold the arm (tonic
component) at that location are the same. The final element of
our hypothesis is that the trajectory taken by the neural activity
in the MCx as it settles to the steady-state depends on proprio-
ceptive inputs to the MCx. This explains how different transient
motor commands can be generated for the same kinematic input
command.

Our hypothesis implies that there should be some relation
between spatial position and muscle activation pattern. Our study
of the arm’s posture at the end of pointing movements made by
humans demonstrates such a relation. Limb posture is an indirect
but accurate reflection of the muscle activation pattern, our tonic
component, when the limb is held in place after a movement.
We therefore measured the posture of the arm at six different
locations (targets) in the workspace. The subjects were instructed
to move the hand at a comfortable speed twice from each of
seven widely spaced initial start positions to place the pad of the
index tip slightly above the center of target cylinders. These were
positioned at six different locations on a table-top in front of the
subject. The arm elevation (angle of the humeral segment relative
to its projection in the horizontal plane) and forearm yaw (angle
of the forearm projected onto the horizontal plane) angles for the
14 movements to each target were similar. That is, the upper limb
(arm and forearm) orientations were about the same for any one
target location despite the varied start positions (Figure 9). As can
be seen in Figure 9, the variability of the arm elevation and fore-
arm yaw angles at each target location are relatively small and in
fact independent of the initial start position. Put simply, regard-
less of where the arm is located before moving the fingertip to a
given spatial location, the posture of the arm at that spatial loca-
tion is relatively constant. This means that, by and large, Donder’s
law is obeyed for pointing movements of the arm. That is, a given
location of the arm endpoint (index finger tip) is achieved with
the same orientations of the upper limb joints. Our results and
conclusion differ from those of Soechting et al. (1995). In their
study, large variations of some 25–30 degrees in average angle
of the vector perpendicular to the plane of arm were observed
at four of the five target locations after movements from widely
spaced starting positions. However, in their study the subjects
were instructed to “move their arm to touch the tip of the pointer.”
This leaves considerable freedom as to how to orient the fingertip
relative to the pointer tip. In our task, there was no such ambi-
guity, as subjects were asked to place the pad of the index finger
slightly over the center of the top of a short cylinder ∼2.5 cm in
diameter.
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FIGURE 9 | Examples of arm elevation and forearm yaw angles

characterizing arm posture at the end of pointing movements made

to six different targets from seven different starting positions. Note
the low variability of these angular measures at each target locations.

This demonstrates that arm posture at the end of a pointing movement to
a given location was essentially the same, regardless of the starting
position of the arm. Each symbol represents a movement made from one
of the seven starting positions.

The observation that the posture of the human arm at a given
spatial location is essentially the same regardless of the starting
position is consistent with our hypothesis. The findings of Aflalo
and Graziano (2006) are also accordant with our hypothesis. They
showed that, in monkeys, the discharge of MCx neurons is signif-
icantly related to the posture attained by the arm at the end of
freely made spontaneous movements. Furthermore, microstimu-
lation of a cortical point evoked arm postures that matched the
postures to which the neurons at that point were best tuned.

EPILOGUE
In summary, it is the recurrent nature of the connectivity
that makes it possible for a simple command input coded

in a kinematic reference frame to set the MCx into action
and automatically generate the transient and steady-state por-
tions of the motor command. The computational scheme we
propose would be difficult to implement in non-recurrent
networks.
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During a reach, neural activity recorded from motor cortex is typically thought to linearly
encode the observed movement. However, it has also been reported that during a
double-step reaching paradigm, neural coding of the original movement is replaced by that
of the corrective movement. Here, we use neural data recorded from multi-electrode arrays
implanted in the motor and premotor cortices of rhesus macaques to directly compare
these two hypotheses. We show that while a majority of neurons display linear encoding
of movement during a double-step, a minority display a dramatic drop in firing rate that
is predicted by the replacement hypothesis. Neural activity in the subpopulation showing
replacement is more likely to lag the observed movement, and may therefore be involved
in the monitoring of the sensory consequences of a motor command.

Keywords: double-step, reaching, motor cortex, neural coding, target jump

INTRODUCTION
There is a long tradition of investigating motor control by
using a double-step reaching paradigm, where a target jumps
to a new location after a movement is initiated (Georgopou-
los et al., 1981; Soechting and Lacquaniti, 1983; Goodale et al.,
1986; Pelisson et al., 1986; Paulignan et al., 1991; Prablanc and
Martin, 1992). For example, this double-step paradigm was
used to implicate posterior parietal cortex (PPC) in monitor-
ing the error between the hand and target position, because
online corrections are not made in response to a double-step
when this area is inactivated by transcranial magnetic stimulation
(Desmurget et al., 1999; Reichenbach et al., 2011) or by a lesion
(Grea et al., 2002).

Only a few studies have used extracellular recordings in cerebral
cortex to investigate neural coding during a double-step reach-
ing paradigm (Georgopoulos et al., 1983; Archambault et al., 2009,
2011). These studies found that in primary motor (MI) and dorsal
premotor (PMd) cortices (Archambault et al., 2011), and in area
5 of the PPC (Archambault et al., 2009), neural activity during
a double-step was well-explained by replacing the original neu-
ral activity with neural activity corresponding to the correction
elicited by the target jump.

However, this idea of replacement is at odds with the tra-
ditional view in the motor cortical encoding literature, which
describes neural activity during reaching as a linear function of
hand kinematics, particularly the instantaneous direction and
speed (Georgopoulos et al., 1982; Schwartz et al., 1988; Moran
and Schwartz, 1999; Wang et al., 2007). These models would not
predict anything different during a double-step reach.

Here, we use multi-electrode arrays to record neural data
from MI, PMd, and ventral premotor (PMv) cortices from rhesus
macaques performing reaches, and directly compare the default,
linear encoding hypothesis to the replacement hypothesis previ-
ously proposed in cortical double-step studies. The replacement

hypothesis (Archambault et al., 2009, 2011) was developed in the
context of a standard center-out task, requiring reaches from a
center target to one of eight peripheral targets arranged in a cir-
cle. The double-step involved jumping from the original target to
a target located 180◦ opposite on the circle. Double-step activity
was fit by starting with the original neural activity for movement
from the center to the first target and replacing it with neural
activity for movement from the center to the second target, which
predicted the observed neural activity better than replacing it
with neural activity associated with movement from the center
to a randomly selected target (Archambault et al., 2009, 2011).
Though these studies found that a linear encoding model gener-
alized poorly from single-step to double-step trials (Archambault
et al., 2009, 2011), the prediction of the “Replacement” hypothesis
was not directly compared to the alternative of linear encoding of
observed kinematics. This is because the “Replacement” predic-
tion was derived from the directly observed, trial-averaged neural
activity, instead of the prediction of a linear model fit using single-
trials. Thus it is not clear that the replacement model predicts
double-step neural activity better than a standard linear encoding
model of observed kinematics.

Here, we use the concept of superposition to allow a direct
comparison of the two hypotheses. It has been previously shown
that the kinematics during a double-step can be expressed as the
superposition (or vector sum) of the original, unperturbed move-
ment and a corrective movement from the original target location
to the new target location (Flash and Henis, 1991). We define the
“Replaced” hypothesis to mean that, during a double-step trial,
neurons first encode the kinematics of the original movement, and
then switch to encode the kinematics of the corrective movement.
To test this prediction, the observed movement first needs to be
decomposed into a linear combination of its two constituent parts:
the original movement and the corrective movement. To allow a
direct and fair comparison to the standard linear encoding model,
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we define an alternative “Summed” hypothesis which states that
neurons encode the summed kinematics of the two constituent
movements, which should closely match the observed movement.

The difference between the “Replaced” and “Summed”
hypotheses can be best understood in the context of a double-step
movement in one dimension, where the target is simply perturbed
farther in the direction of the original movement (Figure 1). If
the target jump happens soon after movement onset, the correc-
tion will be triggered before the original movement ends. This
means that the velocity profile will be double-peaked, and it will
not return to 0 between the peaks (Figure 1A, top). This double-
peaked profile can be decomposed into the sum of two overlapping
single-peaked speed profiles. If we assume that neurons linearly
encode the velocity in the neuron’s preferred direction at a sin-
gle leading time delay, then the firing rate profile should also be
double-peaked (Figure 1A, middle). That is the “Summed” pre-
diction. In contrast, in the “Replaced” prediction, the firing rate
first follows the original, single-peaked profile and then switches
to the second, corrective single-peaked profile at some time prior
to the start of the second movement (Figure 1A, bottom). This
switch produces a sharp drop in firing rate back to the baseline
level, before rising again to match the corrective velocity profile.

If instead neuronal firing lags the velocity profile, the
“Summed” prediction simply shifts to the right but is otherwise
unchanged (Figure 1B, middle). However, if the switch time
happens at the same time point, then the “Replaced” hypothesis
predicts an extended silent period where the firing rate drops to
the baseline level, before rising again to track the corrective move-
ment (Figure 1B, bottom). The predictions of the “Summed” and
“Replaced” hypotheses are quite different, so we should be able to

resolve on a neuron by neuron basis which hypothesis better fits
single-trial neural activity.

MATERIALS AND METHODS
NEURAL RECORDINGS
Three rhesus macaques (Macaca mulatta) were implanted with a
total of five Utah 100-microelectrode arrays (Blackrock Microsys-
tems, Salt Lake City, UT, USA) in MI, PMv, or PMd cortices in
the right hemisphere (contralateral to the arm used for the task).
Subject CO had arrays in MI, PMd, and PMv, subject MK had an
array in MI, and subject BO had an array in PMd (Figure 2). The
length of the electrodes on subject CO’s MI array was 1.5 mm,
while the length on the other four arrays was 1 mm. All electrode
tips were sputter-coated with platinum, except for subject MK’s MI
electrode tips, which were coated with iridium oxide. The proce-
dure for implanting the Utah array has been described elsewhere
(Rousche and Normann, 1992; Maynard et al., 1999). During a
recording session, signals from 96 electrodes were amplified (gain
of 5,000), band-pass filtered between 0.3 Hz and 7.5 kHz, and
recorded digitally (14-bit) at 30 kHz per channel using a Cer-
berus acquisition system (Blackrock Microsystems Inc., Salt Lake
City, UT, USA). Only waveforms (duration, 1.6 ms; 48 sample
time points per waveform) that crossed a voltage threshold were
stored for off-line sorting. This voltage threshold was set just out-
side the noise band, so that all potential spike waveforms were
recorded for later off-line spike sorting. Spike waveform data
were sorted in Offline Sorter (Plexon, Dallas, TX, USA) using a
user-defined unit template, which was a single waveform shape
to which all potential spike waveforms were compared. All wave-
forms whose mean square error from this template fell below a

FIGURE 1 | Schematic of the two hypotheses for neural coding

during a double-step. (A) Top: The theoretical double-peaked velocity profile
of a double-step trial (black) can be decomposed into the sum of a primary
velocity profile (light gray) and an overlapping, secondary velocity profile (dark
gray); middle: Under the default “Summed” hypothesis, neural firing is
predicted to track the observed velocity profile, preceding it at a fixed lead;
bottom: The alternative “Replaced” hypothesis predicts that the neural firing

will track the primary velocity profile (light gray), before replacing
this with coding of the secondary profile (dark gray). (B) The predictions
under the “Summed” and “Replaced” hypotheses if neuronal firing
instead lags the observed velocity. The replacement between coding of the
primary and secondary movements is assumed to happen at a fixed delay
that we call the neural offset, prior to the start of the second movement
(dashed line).
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FIGURE 2 | Location of the five multi-electrode arrays relative to the central sulcus (CS) and the arcuate sulcus (AS). (A) Subject CO had arrays in primary
motor cortex (MI), dorsal premotor cortex (PMd), and ventral premotor cortex (PMv). (B) Subject MK had one array in MI. (C) Subject BO had one array in PMd.

user-defined threshold were classified as spikes belonging to that
unit.

BEHAVIORAL TASK
Subjects were operantly conditioned to perform a behavioral
task requiring planar reaching movements using a two-link
robotic exoskeleton (KINARM, BKIN Technologies, Kingston,
ON, Canada) that sampled X andY positions of the hand at 500 Hz.
However, for these experiments, the shoulder angle was locked, so
only one-dimensional, elbow flexion and extension movements
were possible. Control (single-step) trials of the behavioral task
involved maneuvering a cursor controlled by the hand position
to acquire a target within 1,500 ms of its appearance and then
holding on it for a random hold period (uniformly distributed
from 300 to 700 ms). There was no instructed delay, so subjects
were free to move to the target as soon as it appeared. There were
five discrete target locations (numbered 1–5), equally spaced at
1.35, 1.5, 1.65, 1.8, and 1.95 radians, respectively. Here, 0 radians
indicates a fully extended elbow and an increasing angle indicates
elbow flexion. The target width was 0.05 radians. Since the sub-
jects forearm lengths were approximately 20 cm, this corresponds
to an approximately 1 cm wide target.

In addition to these single-step control trials, up to one-third
of trials requiring movement between targets 2, 3, or 4 were per-
turbed to become double-step trials. The target shifted its position
when the cursor moved more than 0.075 radians from the original
target center.

In the three “Forward Jump” datasets, the target was perturbed
in the same direction as the initial movement by 0.15 radians (for
example, a movement starting at location 2 to a target at location
4 was perturbed by moving the target to location 5). In the four
“Reverse Jump” datasets, the target was perturbed in the opposite
direction of the initial movement by 0.15 radians. More details
of the seven datasets analyzed are given below (Table 1). Of note,
subject CO had all three arrays implanted simultaneously, and
datasets #1 and #5 were recorded simultaneously. Each dataset
represents all neurons recorded from one cortical area in a given
day’s training session. All of the surgical and behavioral procedures
were approved by the University of Chicago Institutional Animal

Care and Use Committee and conform to the principles outlined
in the Guide for the Care and Use of Laboratory Animals.

DATA PROCESSING
The raw angular position traces were first low-pass filtered for-
ward and backward using a fourth order Butterworth filter and a
10-Hz cutoff frequency. These were then differentiated to obtain
the angular velocity traces. For single-step trials, spike times were
aligned on the first crossing of a 0.3-radians/s velocity thresh-
old after target appearance. For double-step trials, spike times
were aligned on the jump time (when the change in target loca-
tion occurred). Mean trajectories and peri-event time histograms
(PETHs) were computed by averaging kinematics and spike counts
across all trials with the same starting and ending locations in a
time window from −300 ms before the velocity threshold crossing
(or jump time for the double-step trials) to 800 ms afterward.

ENCODING MODEL
Previous studies have reported that motor cortical firing is linearly
related to both the Cartesian velocity and speed of the hand at a
single time lag (Moran and Schwartz, 1999), but also that cortical

Table 1 | Details are provided for the seven datasets reported here.

# Area Subject Jump Dir. Single Double Neurons Analyzed

1 MI CO Forward 1,626 167 26 17

2 MI MK Reverse 1,276 228 70 41

3 MI CO Reverse 1,428 242 36 17

4 PMd BO Reverse 1,645 280 115 67

5 PMd CO Forward 1,626 167 88 30

6 PMd CO Reverse 1,407 299 128 56

7 PMv CO Forward 1,943 275 90 54

From left to right, the columns list the dataset number (#), the cortical area
recorded from (Area), the subject ID (Subject), whether the dataset had a “For-
ward” or “Reverse” double-step (Jump Dir.), the number of single-step trials
(Single), double-step trials (Double), sorted neurons (Neurons), and neurons
analyzed in the Section “Results” (Analyzed).
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discharge is better explained by joint angular velocity than Carte-
sian velocity (Reina et al., 2001). For our 1-D behavioral task, we
combine these two results and assume that during single-step tri-
als motor cortical firing rate FR(t) is a linear function of the elbow
joint angular velocity V (t) and speed |V (t)| at a single time delay
δ. The baseline firing rate is b0, and b1 and b2 are the coefficients
for velocity and speed tuning, respectively.

FR(t − δ) = b0 + b1V (t) + b2|V (t)|. (1)

Although in 1-D angular velocity and speed can differ only in sign,
they are uncorrelated and the linear prediction is better when using
both. Spike times for each neuron from all successful single-step
trials were binned every 10 ms, and the resulting spike counts
were smoothed by convolving them with a Gaussian kernel with
a standard deviation of 30 ms, similar to the Archambault et al.’s
(2009; 2011) studies. These smoothed spike counts were fit as a
linear function of the elbow angular velocity and speed, sampled
every 10 ms and delayed by the parameter δ. We tested all pos-
sible delays from −300 to +300 ms in 10 ms increments, and
kept the delay with the highest correlation coefficient between the
predicted and actual binned spike counts. We also fit a logistic ver-
sion of Eq. 1, using standard generalized linear model techniques,
relating kinematics to binary spike counts in 10 ms bins (the 0.2%
bins containing more than one spike were treated as having one
spike).

Of the 553 neuron samples which were originally recorded
across the seven datasets, we excluded from analysis the 190 neu-
rons which had an encoding delay of greater than +175 ms. This
is due to the fact that these neurons tended to respond precisely
to the visual appearance of the target, usually 100 ms following
target appearance (Reimer and Hatsopoulos, 2010), rather than in
anticipation of future velocity or response to past velocity. For the
remaining neurons, we compared the prediction of the encoding
model (Eq. 1) to the mean PETHs computed for each combination
of starting and end point by computing a correlation coefficient
between the observed and predicted PETHs. We rejected an addi-
tional 81 neurons whose correlation coefficient was less than 0.5.
This left 282 neurons for further analysis. The number of neurons
analyzed in each dataset is given in Table 1. These are neurons for
which the linear encoding model (Eq. 1) provides an adequate pre-
diction of the firing rate on control, single-step motions between
pairs of targets.

DECOMPOSING DOUBLE-STEP KINEMATICS
It has been previously shown that kinematics during a target jump
can be decomposed into the sum of two minimum jerk move-
ments (Flash and Henis, 1991; Henis and Flash, 1995). If the
inter-stimulus interval between the original target presentation
and the target jump is greater than 100 ms, then the original move-
ment is directed from the start point to the original target location,
and the secondary movement is directed from the original target
to the new target location (Henis and Flash, 1995).

We first fit the control, single-step movements to a single
minimum jerk trajectory. The minimum jerk velocity profile is
mathematically described below (Eq. 2) for a movement starting
at time t0 with duration d and with an amplitude a, which is the

change in position from the beginning to the end of the move-
ment (Hogan, 1984; Flash and Hogan, 1985). Note that velocity
is defined to be 0 before the start point t0 or after the endpoint
t0 + d.

V (t ; t0, a, d) =⎧⎨
⎩

30
a

d

(
τ4 − 2τ3 + τ2

)
, τ = (t−t0)

d for t0 ≤ t ≤ t0 + d

0 otherwise

⎫⎬
⎭ .

(2)

The angular velocity during a double-step trial V J UMP (t) was
fit as a sum of a primary (V 1) and secondary (V 2) minimum
jerk velocity profile (Eq. 3). Thus the double-step velocity can be
described with six parameters.

VJUMP(t) ≈ VSUM(t ; t1, a1, d1, t2, a2, d2)

= V1(t ; t1, a1, d1) + V2(t ; t2, a2, d2). (3)

We found the optimal set of six parameters to fit a given double-
step velocity profile V JUMP(t) by minimizing the cost function
expressed below (Eq. 4).

C(t1, a1, d1, t2, a2, d2) =
(1 − α)

(σERR)2

[∑
t

(
VJUMP(t) − VSUM(t ; t1, a1, d1, t2, a2, d2)

)2

]

+ α

[
2∑

i=1

(
ai − a∗

i

)2
/(σa)

2 +
2∑

i=1

(
di − d∗

i

)2
/

(σd)2 + (
t2 − t∗)2

/(σt )
2

]
. (4)

We make the assumption that the parameters of two compo-
nent movements will be similar to the corresponding single-step
motions. Thus, for a double-step which starts at location 2 where
the target jumps from location 4 to 5, we assume the primary
motion V 1 is similar to the single-step movement from 2 to 4, and
the secondary motion V 2 is similar to the single-step movement
from 4 to 5. The values of the coefficients were constrained by
including a squared error term relative to a reference value, multi-
plied by a scaling factor. These reference values and scaling factors
were derived from single-step trials. We fit the velocity profiles
from single-step trials to a minimum jerk velocity profile (Eq. 2)
by minimizing the sum of squared errors. The reference ampli-
tudes (a∗

1 , a∗
2) and durations (d∗

1 , d∗
2 ) were set to the median

of the amplitudes and durations fit to the corresponding single-
step trials, and so these values varied from dataset to dataset. The
remaining parameters (t*,σa, σb, σt , σERR) were set constant for
all datasets, and were derived from the “well-fit” single-step tri-
als from one dataset (#7) whose correlation between actual and
fit velocity was above 0.9 for 1,694 of 1,943 trials (87%). The
start time of the first movement was unconstrained, but the ref-
erence start time of the second movement (relative to the jump
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time) was set as the mean of the reaction time of these well-
fit single-step trials (t* = 220 ms), with scaling factor given by
their standard deviation (σt = 50 ms). Similarly, the scale factor
for the amplitude and duration was again set to the pooled esti-
mate of their standard deviations for the well-fit single-step trials
(σa = 0.3 radians, σd = 90 ms). The sum squared error between the
actual and fit velocity was normalized by the mean squared error
of the well-fit single-step trials (σERR = 0.08 radians/s). There
was also an arbitrary weight constant (α = 0.95) added to pre-
vent the velocity error term from dominating the coefficient error
terms.

“SUMMED” vs. “REPLACED” HYPOTHESIS
Under the default “Summed” hypothesis, the same encoding
model (Eq. 1) that was fit to single-step trials was applied to
double-step trials. However, rather than applying this encoding
model to the observed velocity profile V JUMP, the firing rate was
predicted using the fit velocity profile V SUM:

FRSUM(t − δ) = b0 + b1VSUM(t) + b2 |VSUM(t)| . (5)

The “Summed” prediction is based on the fit velocity V SUM to
allow a direct comparison to the alternative“Replaced”hypothesis,
where neurons instead encode the constituent movements V 1 and
V 2 which comprise V SUM. The “Replaced” hypothesis states that
neurons will first encode the primary movement, and then switch
to encoding the secondary movement at some time after the target
jump (Eq. 6). We assume that this switch time is fixed to the start of
the second movement t2 minus some constant neural offset tN . To
prevent over-fitting, we fixed the neural offset to a constant for each
cortical area before comparing the prediction to the “Summed”
hypothesis.

FRREPLACE(t) =⎧⎨
⎩

b0 + b1V1(t + δ) + b2 |V1(t + δ)| for t < t2 − tN

b0 + b1V2(t + δ) + b2 |V2(t + δ)| for t ≥ t2 − tN

⎫⎬
⎭ . (6)

We compared the “Summed” (Eq. 5) and the “Replaced” (Eq. 6)
predictions in terms of their fit to observed neural activity during
a double-step trial. We predicted the spike count in 10 ms bins
for each trial, and assessed the goodness of fit of these predictions
by computing the root-mean-square error (RMSE) between the
prediction and the smoothed spike train (after convolution with
a Gaussian kernel with a 30-ms standard deviation). The calcu-
lation of the RMSE metric was limited to a time interval from
the jump time to 500 ms after the jump, as the predictions of
the two hypotheses were very similar outside of this window. The
RMSE metric includes data, from double-step trials from all the
movement conditions. Predicted firing rates less than 1 spike/s
were replaced with replaced with 1 spike/s. This thresholding was
performed to prevent the linear model from predicting a nega-
tive or zero firing rate. A paired t-test was then used to determine
if the mean RMSE was significantly different between the two
predictions.

We also compared the predictions for the “Summed” and
“Replaced” hypotheses using the logistic version of Eq. 1. For

the logistic prediction of firing rate, FR*(t), we computed a
log-likelihood of observed binary spike counts in 10 ms bins,
given the “Summed” or “Replaced” predictions. We assume spike
counts are conditionally independent Bernoulli random vari-
ables. If the binary spike count for a given neuron at time t
is denoted x(t), then the log-likelihood of a spike train given
the “Summed” hypothesis (LSUM) is given in Eq. 7. A similar
expression holds for log-likelihood of the “Replaced” hypothesis
(LREPLACED).

LSUM =
∑

t

x (t) log
(
FR∗

SUM (t)
)

+ (1 − x (t)) log
(
1 − FR∗

SUM (t)
)

. (7)

RESULTS
A decomposition algorithm was used (see Decomposing Double-
step Kinematics) to fit the double-step velocity profiles to the sum
of two minimum jerk velocity profiles (Figure 3). For a single trial
(Figure 3A), the fit velocity profile does a good job matching the
bulk of the observed double-peak profile, though it does not fit
the reversal in velocity, which comes after the second movement.
The fraction of variance (R2) of the actual velocity explained by
the fit velocity was 0.986. The decomposition performed simi-
larly well for all 52 double-step trials for this movement condition
from dataset #7 (Figure 3B), where the starting point was location
2, and the target jumped from location 4 to 5. The main differ-
ence is that the fit velocity is constant at 0 before and after the
double-peaked velocity profile. The median R2 for these trials was
also 0.986, and the mean was 0.983 (standard deviation 0.015).
For the 1,658 successful double-step trials from all datasets, the
median R2 was 0.982, with a mean of 0.970 (standard deviation
0.0357).

We can use the parameters of the fit velocity profile as an esti-
mate of the reaction time, either from the target appearance or
the target jump (Table 2, left). The average reaction time of all
single-step trials (with amplitude 0.15 radians) of a given dataset
varied from 203 to 230 ms. However, when looking across the
seven datasets, the mean of these single-step reaction times was
not significantly different from the mean of the first or sec-
ond double-step reaction times (paired t-test, p > 0.05). The
average movement duration for single-step trials (with ampli-
tude 0.15 radians) varied from 405 to 457 ms (Table 2, right).
Similarly, when looking across the seven datasets, the mean of
these single-step durations was not significantly different from the
mean of the first or second double-step durations (paired t-test,
p > 0.05).

Given the decomposition, we still need one extra parameter
to predict the neural firing under the “Replaced” hypothesis: the
neural offset tN . This is a constant which represents how soon
before the start of the secondary movement (t2) the neurons show
the replacement effect. We first assumed that the neural offset
for each neuron was constant for all movement conditions, but
different across neurons. We then tested a range of offsets for each
neuron, from 0 to 250 ms in 10 ms increments, and picked the
offset which minimized the RMSE of the data given the“Replaced”
prediction. Within this range, we are trying to find a change in
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FIGURE 3 | Decomposition of actual kinematics observed during

a double-step. (A) The actual kinematics of a double-step trail (black line)
are well-approximated by the sum (gray line) of a primary (light gray)
and secondary (dark gray) single-peaked profiles. (B) The single-trial
velocity profiles are displayed as heat maps, with the vertical axis

representing different trials, and the horizontal axis representing
time elapsed within a given trial. The actual kinematics (top left)
can be compared to the fit kinematics (top right), which is the sum
of the single-trial primary (bottom left) and secondary (bottom right)
motions.

Table 2 |The mean and standard deviation of the reaction times (RT) and movement durations of the single-step (SS), the first double-step

(DS 1), and the second double-step (DS 2) movements for all seven datasets.

# RT mean (±SD) in ms # Duration mean (±SD) in ms

SS DS 1 DS 2 SS DS 1 DS 2

1 228 (47) 207 (40) 222 (34) 1 416 (66) 418 (68) 366 (51)

2 203 (71) 202 (57) 201 (50) 2 457 (102) 469 (83) 446 (82)

3 231 (53) 224 (42) 181 (48) 3 405 (71) 399 (61) 416 (85)

4 221 (84) 253 (46) 248 (44) 4 406 (105) 404 (100) 409 (119)

5 228 (47) 207 (40) 222 (34) 5 416 (67) 418 (68) 366 (51)

6 230 (55) 221 (40) 174 (43) 6 413 (71) 396 (51) 413 (77)

7 223 (50) 208 (43) 217 (39) 7 430 (76) 420 (55) 389 (84)

Data are reported for all single-step trials with an amplitude of 0.15 radians, and all double-step trials where each component has an amplitude of 0.15 radians. Outlying
reaction times >400 ms (6% of original data) and durations >700 ms (7%) were removed before the mean and standard deviation were computed.
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neural activity in the reaction time period, between the change
in target position but before the onset of movement. We then
compared the distributions of neural offsets across cortical regions,
from neurons which were better fit by the “Replaced” prediction
(lower mean RMSE, p < 0.05, t-test) and whose neural offset was
greater than 0 ms and less than 250 ms.

The distribution of neural offsets was markedly different
between MI and premotor cortices, i.e., PMd and PMv cortices
(Figure 4). The mean neural offset of the 26 eligible MI cortical
neurons (53 ms) was significantly less (p < 0.01, t-test) than the
mean of neural offset of the 91 eligible premotor neurons (84 ms).
This indicates that premotor cortex shows an earlier response to
the double-step target jump than MI cortex, consistent with pre-
vious results (Archambault et al., 2011). There was no significant
difference in mean neural offsets between neurons in PMd and
PMv (p > 0.05, t-test). To compare the “Replaced” prediction to
the “Summed” prediction, we did not want the neural offset to
be a free parameter, because this could lead to over-fitting of the
“Replaced” neural prediction and would represent an unfair com-
parison between the two hypotheses. Thus, we rounded the mean
neural offsets up to the nearest 10 ms, so that all MI neurons had
a neural offset of 60 ms, and all premotor neurons had a neural
offset of 90 ms. Recall that the neural offset specifies when the
neural replacement happens relative to start of movement. It is
different that the encoding delay, which specifies whether neural
firing lags or leads observed movement.

We observed that the response profiles of some neurons were
consistent with the “Summed” hypothesis while others were more
consistent with the “Replaced” hypothesis during the double-step

FIGURE 4 |The distribution of neural offsets is compared between

neurons from the primary motor cortex (A) and the premotor cortex

(B), including both dorsal and ventral premotor cortices. The neural
offset describes the time at which the “Replaced” hypothesis predicts a
shift from coding the primary movement to coding the secondary
movement (see Figure 1).

trials, even among neurons that were recorded simultaneously.
For an example PMv neuron (from dataset #7), the prediction
of a linear encoding model (fit on all single-step trials) closely
matched the PETH for single-step movements from location 2 to
4 (Figure 5A). The R2 between the actual PETH (Figure 5A, solid
black) and predicted PETH (Figure 5A, gray dot dash) was 0.96
for this movement condition. Fitting a linear encoding model to
all single-step trials gave an optimal encoding delay δ of +30 ms,
meaning this neuron’s firing led the observed velocity.

The corresponding double-step condition also involved starting
at location 2 and moving to location 4, but the visual target was
switched to location 5 after the original movement was initiated.
This resulted in a double-peaked velocity (see Figure 3) where
the constituent velocity profiles overlapped. For a neuron which
leads velocity, the “Summed” hypothesis predicts the firing rate
should follow the shape of the double-peaked profile, while the
“Replaced” hypothesis predicts a temporary reset to baseline after
the target jump (see Figure 1A). For this neuron, the “Summed”
prediction much better fit to the observed double-step PETH than
did the “Replaced” prediction (Figure 5B).

This neuron’s spike times from individual trials of the single-
step (Figure 5C) and double-step (Figure 5D) conditions show a
similar smooth rise and fall in firing rate. The raw double-step
rasters (Figure 5D) can be visually compared to the single-
trial predictions of the “Summed” (Figure 5E) and “Replaced”
(Figure 5F) predictions. These are displayed as heat maps, where
black indicates a high firing rate and white indicates a low fir-
ing rate. There is a sharp drop in firing rate (seen as a black to
white transition) in the “Replaced” prediction (Figure 5F) around
100 ms after the target jump. However, this predicted drop in fir-
ing rate is not seen in the raw double-step rasters (Figure 5D) or
the observed PETH (Figure 5B). Instead, the neuron reaches a
similar peak firing rate as the single-step condition (23 spikes/s) at
the jump time (0 s), before gradually decreasing its firing rate over
the next 500 ms. Note that the double-step rasters and predictions
(Figures 5D–F) are sorted by the start of the second constituent
motion (as defined by the decomposition algorithm). This is why
the reset to baseline is predicted to occur later for trials near the
bottom for the“Replaced”hypothesis (Figure 5F). The R2 between
the actual double-step PETH and the“Summed”prediction is 0.94,
compared to 0.62 for the “Replaced” prediction. For this neuron,
across all trials of all double-step conditions, the average RMSE
for the “Summed” prediction (7.6 spikes/s) was significantly less
(p < 0.001, paired-test) than the average RMSE of the “Replaced”
prediction (8.2 spikes/s).

In contrast, the firing of a different but simultaneously recorded
PMv neuron was clearly better fit by the “Replaced” hypothe-
sis (Figure 6). The single-step PETH (Figure 6A, black) from
target 2 to 4 showed a smooth increase and decrease in firing
rate. The firing rate profile was wider than that predicted by the
linear encoding model (gray dot dash), but the R2 between the
actual and fit PETH was still 0.80. This neuron’s optimal delay
δ was −70 ms, indicating that neural firing lagged hand veloc-
ity. During the corresponding double-step profile, the “Summed”
hypothesis failed to predict the neuron’s response (Figure 6B,
gray dotted). It predicted that the neural firing rate should reach
a peak of 20 spikes/s 200 ms after the target jump. Instead,
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FIGURE 5 | A neuron from ventral premotor cortex is better fit by the

“Summed” hypothesis. (A) During single-step (SS) trials, the observed
peri-event time histogram (PETH, black) is well fit by a model assuming linear
encoding of velocity and speed (gray dot dash). Zero time refers to the time
of target appearance. (B) During double-step (DS) trials, the observed PETH
(black) is well fit by the “Summed” prediction (gray dotted) but not the

“Replaced” prediction (gray dashed). Zero time refers to the time of the
target jump. (C) The single-trial spike time rasters for the SS trials. (D) The
single-trial spike time rasters for the DS trials, arranged by the predicted
replacement time (gray). (E) The DS single-trial prediction of the “Summed”
hypothesis, displayed as a heat map. (F) The DS single-trial prediction of the
“Replaced” hypothesis.

FIGURE 6 | A neuron from ventral premotor cortex is better fit by the “Replaced” hypothesis. Format follows Figure 5.

the actual neural firing dropped below 2 spikes/s from 150 to
250 ms after the target jump. Unlike the “Summed” prediction,
the “Replaced” prediction (gray dashed) successfully predicted
this transient drop in firing rate for the double-step condition.
The R2 between the actual and predicted double-step PETH was
0.80 for the “Replaced” hypothesis, but 0.05 for the “Summed”
hypothesis.

While the single-trial spike times for the control, single-step
trials (Figure 6C) showed a smooth increase and decrease in
firing rate, each individual trial in the double-step condition
showed an abrupt cessation of spiking activity (Figure 6D). This
drop is not seen in the single-trial predictions of the “Summed”
hypothesis (Figure 6E), but it is seen in the predictions of
the “Replaced” hypothesis (Figure 6F). Across all trials of all
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double-step conditions, the mean RMSE for the “Replaced”
prediction (7.5 spikes/s) was significantly less (p < 0.001,
paired-test) than the mean RMSE of the “Summed” prediction
(8.8 spikes/s).

Similar examples of “Replaced” neurons can be found in MI
(Figure 7) and PMd (Figure 8). The MI neuron (from dataset #2)
had an optimal encoding delay δ of −90 ms, and the R2 between
the actual and predicted single-step PETH for movement from
location 2 to 4 was 0.86 (Figure 7B). The R2 between double-step

PETH and the “Replaced” prediction was 0.68, and between the
PETH and “Summed” prediction was 0.08. The RMSE was signifi-
cantly less for the “Replaced” than the “Summed” prediction (14.2
vs. 15.7 spikes/s, p < 0.001, paired-test). In this dataset, the jump
involved a reversal in the direction of movement (see Materials and
Methods), but this neuron increased its firing rate for movements
in both directions, so the “Replaced” prediction was similar to the
previous example. The PMd neuron (from dataset #5) had an opti-
mal encoding delay δ of −100 ms, and the R2 between the actual

FIGURE 7 | A neuron from primary motor cortex is better fit by the “Replaced” hypothesis. Format follows Figure 5.

FIGURE 8 | A neuron from dorsal premotor cortex is better fit by the “Replaced” hypothesis. Format follows Figure 5.
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and predicted single-step PETH for movement from location 2 to
3 was 0.89 (Figure 8B). The R2 between double-step PETH and
the “Replaced” prediction was 0.81, and between the PETH and
“Summed” prediction was 0.40 (Figure 8F). The RMSE was sig-
nificantly less for the “Replaced” than the “Summed” prediction
(5.5 vs. 6.2 spikes/s, p < 0.001, paired-test).

Across all neurons, two-thirds were better fit with the
“Summed” prediction, and one-third were better fit with the
“Replaced” prediction (Table 3). For the linear version of Eq. 1,
we defined the better prediction as having a lower average RMSE,
while for the logistic version, the better prediction had a higher
log-likelihood (see Materials and Methods). The percentage of
cells which were better fit with the “Replaced” prediction (using
RMSE) did not differ significantly between MI cortex (29/75, 39%)
and premotor cortex (82/207, 40%).

Interestingly, we found that “Replaced” neurons were more
likely to lag movement velocity while “Summed” neurons tended
to lead movement velocity. Specifically, the percentage of neurons
with an encoding delay δ less than 0 was significantly different
for “Summed” and “Replaced” neurons, as were the mean and
median lags (Table 3). Recall that the encoding lag is fit only
to single-step trials, while the determination of “Replaced” vs.
“Summed” is made on the double-step trials. This difference in
the distribution of encoding delays was most dramatic when we
looked at the 128 neurons that exhibited a significant difference
(p < 0.01, t-test) in the mean RMSE between the “Summed” and
“Replaced” predictions (Figure 9). Of these cells, 46 (36%) were
better “Replaced” and 82 (64%) were better “Summed.” Again, the
“Replaced”neuronal firing was significantly more likely (p < 0.001,
chi-square test) to lag observed velocity (35/46 or 76% with
δ < 0) than was “Summed” neuronal firing (42/82 or 51% with
δ < 0).

Table 3 | Neurons which were better “Replaced” were more likely to

lag the kinematics (encoding delay <0) than neurons better

“Summed.”

Replaced Summed p-Value

Linear

Percentage of cells 39% (111) 61% (171)

Percentage lagging 58% (64) 30% (66) 0.01

Mean delay −49 ms 13 ms <0.001

Median delay −70 ms 30 ms <0.001

Logistic

Percentage of cells 36% (108) 64% (194)

Percentage lagging 56% (61) 43% (83) 0.02

Mean delay −116 ms −11 ms 0.01

Median delay −140 ms −10 ms 0.03

The top rows list the percentage (and number) of cells better “Replaced” or
better “Summed,” while the subsequent rows show the percentage of those
cells with a lagging delay, the mean delay, and median delay. The percent-
ages were compared using a chi-square test, the mean delays were compared
with a t-test, and the median delays were compared with a Wilcoxon rank-sum
test.

FIGURE 9 |The distribution of the encoding time delay δ is compared

between neurons which were better fit with the “Replaced”

hypothesis (A), versus neurons better fit with the “Summed”

hypothesis (B). Only neurons which showed a significant difference in
single-trial root-mean-square error between the two hypotheses are shown
(see Results for details).

DISCUSSION
We found that for a third of the neurons analyzed from MI and
premotor cortices, single-trial neural activity during a double-step
was better explained with the “Replaced” rather than “Summed”
encoding hypothesis. In some cases, the drop in firing rate pre-
dicted by the “Replaced” hypothesis was dramatic and readily
visible in the single-trial raster plots (see Figure 6). Thus we were
able to replicate the replacement phenomenon described previ-
ously (Georgopoulos et al., 1983; Archambault et al., 2009, 2011),
though we saw it in only a minority of cells. The majority of neu-
rons was consistent with the“Summed”hypothesis and conformed
to the model of linear encoding of velocity (Schwartz et al., 1988;
Moran and Schwartz, 1999).

Why did we only observe the “Replaced” phenomenon in a
minority of cells? One potential difference from the studies by
Archambault et al. (2009, 2011) is that we used a 1-D reaching
paradigm rather than 3-D unconstrained reaching. We chose the
1-D paradigm to make the decomposition algorithm as simple
as possible (see Decomposing Double-step Kinematics). However,
we do not expect the change in the degrees of freedom to affect
the results – the “Replaced” hypothesis was described for both
2-D planar reaching (Georgopoulos et al., 1983) and 3-D uncon-
strained reaching (Archambault et al., 2009, 2011). Likewise, linear
encoding models have been used to describe motor cortical firing
both for 2-D planar reaching (Moran and Schwartz, 1999) and
3-D unconstrained reaching (Wang et al., 2007).

We feel the difference from the Archambault et al.’s (2009; 2011)
studies is simply one of methodology. The previous studies were
documenting the existence of a phenomenon, so the “Replaced”
hypothesis was compared to a null condition. This null condi-
tion replaced neural firing with a randomly selected firing pattern,
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while the alternative condition replaced with a firing pattern corre-
sponding to the direction of the correction. That is an appropriate
technique, but it does not address the question of whether the
“Replaced” hypothesis is better than the existing linear encoding
models (the“Summed”hypothesis). We wanted to know the preva-
lence of “Replaced” phenomenon, not just whether it existed. That
is a higher threshold of evidence to cross, and only one-third of
neurons crossed it.

That said, we tested a fairly restrictive form of the “Replaced”
hypothesis, where the prediction of neuronal firing at one time
point was instantaneously replaced with another firing rate, usu-
ally leading to a sharp drop in predicted firing rate back to
baseline. This was done deliberately, because it helped ensure
that the neurons found to be better “Replaced” were not simply
being over-fit. However, it did mean that other neurons might be
well-described with the “Replaced” hypothesis using a more gen-
tle transition. Thus the number of “Replaced” neurons might be
underestimated.

We also found that the firing of neurons better fit by the
“Replaced” hypothesis was more likely to lag velocity than lead
it (see Figure 9). This suggests that this population is mon-
itoring on-going movement as opposed to causally driving it.
However, it is unclear why these lagging neurons would shut-
off during the target jump. The simplest interpretation is that
the firing of these lagging neurons is related to incoming sen-
sory information, but that this neuronal firing is inhibited after
the target jump. This might be analogous to saccadic suppres-
sion, where sensory responses are dampened in primary visual
cortex during a saccade (Vallines and Greenlee, 2006) to avoid the
trouble of processing a blurry image. Perturbation experiments
during voluntary movement have suggested that the propriocep-
tive effects on MI neurons are highly attenuated during large
ballistic movements as compared to finer movement adjust-
ments (Evarts and Fromm, 1977). Therefore, modulation in this
“sensory” population of MI neurons might be expected to tem-
porarily shut-off during the early ballistic portion of the corrective
movement.

Another possibility is these “Replaced” neurons are partic-
ipating in a larger cortical network which monitors of the
consequences of motor actions, particularly whether or not the
action is successful. For example, the anterior cingulate cortex
(ACC) is known to have projections to MI cortex (Dum and Strick,
1991), and the ACC has been implicated in the monitoring of
the consequences of one’s actions. One proposal is that the ACC
encodes the “surprise related to the non-occurrence of a predicted
event” (Alexander and Brown, 2011). Neurons in the ACC have
been found that show an error-related phasic increase in firing
rate peaking around 200 ms after the initiation of an inappropri-
ate saccade (Ito et al., 2003). If these neurons (or similar neurons)
directly inhibited the pool of “Replaced” neurons described here,
it would explain the sudden drop in firing rate following a target
jump.

We focused on kinematics for this study, because our single-
trial “Replaced” prediction relied on a kinematic decomposition
assuming summation of the original movement and a second cor-
rective movement. One drawback of this focus is that we did
not record forces, torques, or muscle activity. The lack of force

data means we were unable to investigate alternatives to kinematic
summation, such as the proposal that a target jump elicits a stereo-
typed force pulse made in the direction of the new target (Massey
et al., 1986).

Another limitation is that we excluded a fair number of neurons
from analysis. We excluded 190 of 553 neurons (34%) for having
a predictive encoding lag greater than +175 ms. This was done
purposely to exclude neurons firing in relation to the previous
target appearance (Reimer and Hatsopoulos, 2010), rather than
anticipation of future velocity. We did not want to consider tar-
get encoding effects here. We also excluded an additional 81 of 553
neurons (15%) because they were not well fit by the linear encoding
model. However, such neurons might still encode relevant infor-
mation, particularly if they use a temporal rather than a rate code.
By focusing on the two main classes of neurons, “Summed” and
“Replaced,” we are underestimating the heterogeneity of neural
coding.

We used the double-step reaching paradigm in these exper-
iments to reliably induce corrections, so that we could average
across trials with similar corrections. However, we view this as
a model system for corrections and motor variability in general.
Corrective submovements are often observed when reaches require
accuracy (Crossman and Goodeve, 1983; Milner and Ijaz, 1990;
Novak et al., 2000) or when infants are first learning to reach
(Berthier, 1997). We predict that these “Replaced” neurons would
also show a sharp change in firing rate for these naturally occur-
ring corrections as well as those resulting from a target jump.
Decomposing submovements in naturalistic movement is a diffi-
cult problem if the exact nature of the submovement is uncertain
(Krebs et al., 1999). However, unpredictable gain or rotation per-
turbations could be applied on a single-trial basis to reliably induce
corrections without the need for a sudden shift in visual target
location.

The existence of a subpopulation of “Replaced” neurons is
relevant for the design of brain machine interfaces. Standard
techniques, such as the linear filter (Serruya et al., 2002) or the
Kalman filter (Wu et al., 2002), tend to only look at the neuronal
firing with leading encoding delays. This means such techniques
may ignore the lagging “Replaced” neurons entirely. However,
this subpopulation might be used to identify the presence of
a correction, which would indicate the need for a dramatic
adjustment to the estimate of hand position. Additionally, the
“Replaced” subpopulation could be used to identify trials where
a correction was necessary, which could be used as a teaching
signal in an adaptive decoding algorithm. If the “Replacement”
phenomenon is replicated in situations involving more natural
corrections, then we should be able to leverage the informa-
tion they contain to make brain machine interface algorithms
more accurate and easier to control during real-time, closed loop
control.

ACKNOWLEDGMENTS
We would like to thank Aaron Suminski for help in creat-
ing images and Josh Coles for help in training subjects. This
work was supported by National Institute of Neurological Dis-
orders and Stroke at the National Institutes of Health (R01
NS045853).

Frontiers in Neural Circuits www.frontiersin.org April 2013 | Volume 7 | Article 51 | 69

http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive


“fncir-07-00051” — 2013/4/4 — 9:36 — page 12 — #12

Dickey et al. Heterogeneous coding of corrections

REFERENCES
Alexander, W. H., and Brown, J. W.

(2011). Medial prefrontal cortex as
an action-outcome predictor. Nat.
Neurosci. 14, 1338–1344.

Archambault, P. S., Caminiti, R., and
Battaglia-Mayer, A. (2009). Corti-
cal mechanisms for online control of
hand movement trajectory: the role
of the posterior parietal cortex. Cereb.
Cortex 19, 2848–2864.

Archambault, P. S., Ferrari-Toniolo,
S., and Battaglia-Mayer, A. (2011).
Online control of hand trajectory and
evolution of motor intention in the
parietofrontal system. J. Neurosci. 31,
742–752.

Berthier, N. E. (1997). “Analysis of
reaching for stationary and mov-
ing objects in the human infant,” in
Neural Network Models of Cognition:
Biobehavioral Foundations, eds J. W.
Donohoe and V. P. Dorsel (Amster-
dam: Elsevier), 283–301.

Crossman, E. R., and Goodeve, P. J.
(1983). Feedback control of hand-
movement and Fitts’ law. Q. J. Exp.
Psychol. A 35, 251–278.

Desmurget, M., Epstein, C. M., Turner,
R. S., Prablanc, C., Alexander, G.
E., and Grafton, S. T. (1999). Role
of the posterior parietal cortex in
updating reaching movements to
a visual target. Nat. Neurosci. 2,
563–567.

Dum, R. P., and Strick, P. L. (1991).
The origin of corticospinal projec-
tions from the premotor areas in the
frontal lobe. J. Neurosci. 11, 667–689.

Evarts, E. V., and Fromm, C. (1977).
Sensory responses in motor cortex
neurons during precise motor con-
trol. Neurosci. Lett. 5, 267–272.

Flash, T., and Henis, E. (1991). Arm tra-
jectory modifications during reach-
ing towards visual targets. J. Cogn.
Neurosci. 3, 220–230.

Flash, T., and Hogan, N. (1985).
The coordination of arm movements:
an experimentally confirmed mathe-
matical model. J. Neurosci. 5, 1688–
1703.

Georgopoulos, A. P., Kalaska, J. F.,
Caminiti, R., and Massey, J. T. (1982).
On the relations between the direc-
tion of two-dimensional arm move-
ments and cell discharge in primate
motor cortex. J. Neurosci. 2, 1527–
1537.

Georgopoulos, A. P., Kalaska, J. F.,
Caminiti, R., and Massey, J. T. (1983).
Interruption of motor cortical dis-
charge subserving aimed arm move-
ments. Exp. Brain Res. 49, 327–340.

Georgopoulos, A. P., Kalaska, J. F.,
and Massey, J. T. (1981). Spatial
trajectories and reaction times of
aimed movements: effects of prac-
tice, uncertainty, and change in target
location. J. Neurophysiol. 46, 725–
743.

Goodale, M. A., Pelisson, D., and
Prablanc, C. (1986). Large adjust-
ments in visually guided reaching do
not depend on vision of the hand
or perception of target displacement.
Nature 320, 748–750.

Grea, H., Pisella, L., Rossetti, Y.,
Desmurget, M., Tilikete, C., Grafton,
S., et al. (2002). A lesion of the poste-
rior parietal cortex disrupts on-line
adjustments during aiming move-
ments. Neuropsychologia 40, 2471–
2480.

Henis, E., and Flash, T. (1995). Mech-
anisms underlying the generation of
averaged modified trajectories. Biol.
Cybern. 72, 407–419.

Hogan, N. (1984). An organizing prin-
ciple for a class of voluntary move-
ments. J. Neurosci. 4, 2745–2754.

Ito, S., Stuphorn, V., Brown, J. W., and
Scall, J. D. (2003). Performance mon-
itoring by the anterior cingulate cor-
tex during saccade countermanding.
Science 302, 120–122.

Krebs, H. I., Aisen, M. L., Volpe, B.
T., and Hogan, N. (1999). Quantiza-
tion of continuous arm movements
in humans with brain injury. Proc.
Natl. Acad. Sci. U.S.A. 96, 4645–4649.

Massey, J. T., Schwartz, A. B., and
Georgopoulos, A. P. (1986). On infor-
mation processing and performing a
movement sequence. Exp. Brain Res.
15, 242–251.

Maynard, E. M., Hatsopoulos, N. G.,
Ojakangas, C. L., Acuna, B. D., Sanes,
J. N., Normann, R. A., et al. (1999).
Neuronal interactions improve corti-
cal population coding of movement
direction. J. Neurosci. 19, 8083–
8093.

Milner, T. E., and Ijaz, M. M.
(1990). The effect of accuracy con-
straints on three-dimensional move-
ment kinematics. Neuroscience 35,
365–374.

Moran, D. W., and Schwartz, A. B.
(1999). Motor cortical representation
of speed and direction during reach-
ing. J. Neurophysiol. 82, 2676–2692.

Novak, K. E., Miller, L. E., and Houk,
J. C. (2000). Kinematic properties
of rapid hand movements in a knob
turning task. Exp. Brain Res. 132,
419–433.

Paulignan, Y., MacKenzie, C., Marte-
niuk, R., and Jeannerod, M. (1991).
Selective perturbation of visual input
during prehension movements. 1.
The effects of changing object
position. Exp. Brain Res. 83,
502–512.

Pelisson, D., Prablanc, C., Goodale, M.
A., and Jeannerod, M. (1986). Visual
control of reaching movements with-
out vision of the limb. II. Evidence of
fast unconscious processes correcting
the trajectory of the hand to the final
position of a double-step stimulus.
Exp. Brain Res. 62, 303–311.

Prablanc, C., and Martin, O. (1992).
Automatic control during hand
reaching at undetected two-
dimensional target displacements. J.
Neurophysiol. 67, 455–469.

Reichenbach, A., Bresciani, J. P., Peer,
A., Bulthoff, H. H., and Thielscher,
A. (2011). Contributions of the PPC
to online control of visually guided
reaching movements assessed with
fMRI-guided TMS. Cereb. Cortex 21,
1602–1612.

Reimer, J., and Hatsopoulos, N.
G. (2010). Periodicity and evoked
responses in motor cortex. J. Neu-
rosci. 30, 11506–11515.

Reina, G. A., Moran, D. W., and
Schwartz, A. B. (2001). On the rela-
tionship between joint angular veloc-
ity and motor cortical discharge dur-
ing reaching. J. Neurophysiol. 85,
2576–2589.

Rousche, P. J., and Normann, R. A.
(1992). A method for pneumati-
cally inserting an array of penetrating
electrodes into cortical tissue. Ann.
Biomed. Eng. 20, 413–422.

Schwartz, A. B., Kettner, R. E., and
Georgopoulos, A. P. (1988). Pri-
mate motor cortex and free arm
movements to visual targets in
three-dimensional space. I. Relations
between single cell discharge and
direction of movement. J. Neurosci.
8, 2913–2927.

Serruya, M. D., Hatsopoulos, N. G.,
Paninski, L., Fellows, M. R., and
Donoghue, J. P. (2002). Instant neural
control of a movement signal. Nature
416, 141–142.

Soechting, J. F., and Lacquaniti,
F. (1983). Modification of tra-
jectory of a pointing movement
in response to a change in tar-
get location. J. Neurophysiol. 49,
548–564.

Vallines, I., and Greenlee, M. W. (2006).
Saccadic suppression of retinotopi-
cally localized blood oxygen level-
dependent responses in human pri-
mary visual area V1. J. Neurosci. 26,
5965–5969.

Wang, W., Chan, S. S., Held-
man, D. A., and Moran, D. W.
(2007). Motor cortical representa-
tion of position and velocity during
reaching. J. Neurophysiol. 97, 4258–
4270.

Wu, W., Black, M. J., Gao, Y., Bienen-
stock, E., Serruya, M., and Donoghue,
J. P. (2002). “Inferring hand motion
from multi-cell recordings in motor
cortex using a Kalman filter,” in
SAB’02-Workshop on Motor Control
in Humans and Robots: On the Inter-
play of Real Brains and Artificial
Devices, August 10, 2002, Edinburgh,
66–73.

Conflict of Interest Statement: The
authors declare that the research was
conducted in the absence of any com-
mercial or financial relationships that
could be construed as a potential con-
flict of interest.

Received: 30 November 2012; paper
pending published: 17 January 2013;
accepted: 08 March 2013; published
online: 04 April 2013.
Citation: Dickey AS, Amit Y and Hat-
sopoulos NG (2013) Heterogeneous neu-
ral coding of corrective movements in
motor cortex. Front. Neural Circuits 7:51.
doi: 10.3389/fncir.2013.00051
Copyright © 2013 Dickey, Amit and
Hatsopoulos. This is an open-access arti-
cle distributed under the terms of the
Creative Commons Attribution License,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are cred-
ited and subject to any copyright notices
concerning any third-party graphics etc.

Frontiers in Neural Circuits www.frontiersin.org April 2013 | Volume 7 | Article 51 | 70

http://dx.doi.org/10.3389/fncir.2013.00051
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive


ORIGINAL RESEARCH ARTICLE
published: 01 April 2013

doi: 10.3389/fncir.2013.00055

In vivo optogenetic tracing of functional corticocortical
connections between motor forelimb areas
Riichiro Hira 1,2,3†, Fuki Ohkubo1,2,3,4†, Yasuhiro R. Tanaka1,2, Yoshito Masamizu1,2,
George J. Augustine5,6, Haruo Kasai3 and Masanori Matsuzaki1,2,3,4*
1 Division of Brain Circuits, National Institute for Basic Biology, Okazaki, Japan
2 CREST, Japan Science and Technology Agency, Saitama, Japan
3 Laboratory of Structural Physiology, Center for Disease Biology and Integrative Medicine, Graduate School of Medicine, University of Tokyo, Tokyo, Japan
4 Department of Basic Biology, School of Life Science, The Graduate University for Advanced Studies (SOKENDAI), Myodaiji, Okazaki, Japan
5 Center for Functional Connectomics, Korea Institute of Science and Technology, Seoul, Republic of Korea
6 Program in Neuroscience and Behavioral Disorder, Duke-NUS Graduate Medical School, Singapore

Edited by:
Gordon M. Shepherd, Northwestern
University, USA

Reviewed by:
Johannes J. Letzkus, Friedrich
Miescher Institute for Biomedical
Research, Switzerland
John Martin, The City College of the
City University of New York, USA

*Correspondence:
Masanori Matsuzaki, Division of
Brain Circuits, National Institute for
Basic Biology, Myodaiji, Okazaki,
444-8585, Japan.
e-mail: mzakim@nibb.ac.jp
†These authors have contributed
equally to this work.

Interactions between distinct motor cortical areas are essential for coordinated motor
behaviors. In rodents, the motor cortical forelimb areas are divided into at least two
distinct areas: the rostral forelimb area (RFA) and the caudal forelimb area (CFA). The
RFA is thought to be an equivalent of the premotor cortex (PM) in primates, whereas
the CFA is believed to be an equivalent of the primary motor cortex. Although reciprocal
connections between the RFA and the CFA have been anatomically identified in rats,
it is unknown whether there are functional connections between these areas that can
induce postsynaptic spikes. In this study, we used an in vivo Channelrhodopsin-2 (ChR2)
photostimulation method to trace the functional connections between the mouse RFA and
CFA. Simultaneous electrical recordings were utilized to detect spiking activities induced
by synaptic inputs originating from photostimulated areas. This method, in combination
with anatomical tracing, demonstrated that the RFA receives strong functional projections
from layer 2/3 and/or layer 5a, but not from layer 5b (L5b), of the CFA. Further, the
CFA receives strong projections from L5b neurons of the RFA. The onset latency of
electrical responses evoked in remote areas upon photostimulation of the other areas
was approximately 10 ms, which is consistent with the synaptic connectivity between
these areas. Our results suggest that neuronal activities in the RFA and the CFA during
movements are formed through asymmetric reciprocal connections.

Keywords: motor cortex, Channelrhodopsin-2, optogenetics, corticocortical connections, photostimulation

mapping

INTRODUCTION
The coordinated activities of motor cortex network are thought
to be essential for elaborate movements. There are two spatially
segregated motor forelimb areas in rodents: the rostral fore-
limb area (RFA) and the caudal forelimb area (CFA), which can
be identified by intracortical microstimulation (ICMS) (Neafsey
et al., 1986; Rouiller et al., 1993; Tennant et al., 2011) or
Channelrhodopsin-2 (ChR2) photostimulation mapping (Hira
et al., 2013). When rodents participate in reaching, grasping,
and lever-pulling tasks, the RFA and the CFA show similar neu-
ronal activities (Hyland, 1998; Hira et al., 2013). Nevertheless,
the largest peaks of neuronal activities in the RFA and the CFA
occurred before reach onset and around the time of reach end,
respectively (Hyland, 1998). To understand how such activities in
the RFA and the CFA are coordinated during movement, it needs
to clarify synaptic connections between the RFA and the CFA.

By using anterograde and retrograde tracers, Rouiller et al.
(1993) found that neurons in layers above the cluster of the cor-
ticospinal neurons of the CFA have dense projections to layers 5
(L5) and 6 (L6) of the RFA, while neurons in L5 and L6 of the RFA
project to all layers of the CFA. Projections from lower to higher

sensory areas originate from neurons predominantly located in
layer 4 (L4) and layer 2/3 (L2/3), while projections from higher
to lower sensory areas originate from neurons located in L5 (Van
Essen and Maunsell, 1983; Coogan and Burkhalter, 1990; Shipp,
2005). Thus, it is thought that the RFA is a higher motor area
than the CFA, although both areas lack L4 (Neafsey et al., 1986;
Rouiller et al., 1993; Smith et al., 2010; Tennant et al., 2011).
However, whether activation of the RFA induces the CFA activ-
ity, or vice versa, has not yet been examined. Recently, both we
and another group reported that scanning of light beams across
the surface of the cortex can induce cortical activity around the
photostimulated points in transgenic mice that express ChR2
mainly in layer 5b (L5b) pyramidal neurons (Ayling et al., 2009;
Hira et al., 2009). With this optogenetic approach, the motor
areas where photostimulation induces limb movements can be
rapidly and reproducibly mapped. Furthermore, another study
used this ChR2-photostimulation mapping method, combined
with whole-cortical voltage-sensitive dye imaging, to reveal the
output regions of each stimulated cortical area (Lim et al., 2012).
However, the functional connections between the RFA and the
CFA have not yet been examined by any method. In addition,
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in mice that express ChR2 in L5b the projections originating
from upper layers [L2/3 and layer 5a (L5a); Hooks et al., 2013]
cannot be examined. In this study, we circumvented this issue
by combining in vivo ChR2-based photostimulation mapping
with in vivo electrical recording of neurons. This was done in
either ChR2 transgenic mice, where the L5b neurons express
ChR2 (Wang et al., 2007), or in mice where both the upper
layers and L5b were transfected with an adeno-associated virus
(AAV) that encoded ChR2-EYFP (Yizhar et al., 2011). We found
that L5 neurons in the RFA receive functional projections from
L2/3 and/or L5a, but not L5b, of the CFA. Conversely, L5 neu-
rons in the CFA receive functional projections from L5b of
the RFA.

MATERIALS AND METHODS
ANIMAL PREPARATIONS
C57BL/6 and C57BL/6 (Thy1-ChR2-EYFP) mice [line 9;
(Arenkiel et al., 2007; Wang et al., 2007)] aged 4–6 months were
used in this study. For photostimulation, mice were anesthetized
by intraperitoneal injection of ketamine (74 mg/kg) and xylazine
(10 mg/kg) and then an incision was made in the skin that cov-
ered the neocortex. Once the exposed skull was cleaned, a head
plate was attached to the skull with dental cement (Fujiryu-to;
GC, Tokyo, Japan). Mice were then either subjected to exper-
imentation immediately after the surgery or were allowed to
recover for several days. In cases where the animals were given
time to recover, the surface of the intact skull was coated with
clear acrylic dental resin (Super bond; Sun Medical, Shiga, Japan)
to prevent drying (Hira et al., 2009). The animal experimental
committee of the School of Medicine, University of Tokyo and
the Okazaki animal committee approved all experiments in this
study.

INTRACORTICAL MICROSTIMULATION (ICMS)
ICMS was performed as described (Hira et al., 2009, 2013).
Briefly, wild-type mice were anesthetized by intraperitoneal injec-
tion of ketamine (74 mg/kg) and xylazine (10 mg/kg). The area of
the skulls that covered either the left or the right cortical hemi-
sphere was then removed. Tungsten or elgiloy microelectrodes
(WPI, Sarasota, FL) were inserted to a depth of more than 0.6 mm
beneath the cortical surface. The cortex was then stimulated with
a 45 ms train of 0.4 ms cathodal pulses of 30–200 µA at 333 Hz.

VIRUS INJECTIONS
ChR2 was introduced into neurons in wild-type mouse brains by
intracortical injections of rAAV2/9-Syn-hChR2 (H134R)-EYFP
(AAV-ChR2-EYFP; 8.58 × 1012 vector genomes/ml; provided by
the University of Pennsylvania Gene Therapy Program Vector
core), as previously described (Masamizu et al., 2011). Mice were
anesthetized with either isoflurane (0.8–1.1% for induction and
maintenance) or ketamine (74 mg/kg) and xylazine (10 mg/kg),
and then 0.5–2.0 µl of virus solution was injected into one,
two, or three sites at depths of 300–500 µm below the pia in
either the RFA (2.5 mm rostral; 0.8 mm lateral from bregma, left
hemisphere) or the CFA (0.2 mm rostral; 1.2 mm lateral from
bregma, left hemisphere) through a glass pipette (20–30 µm
open tip diameter) at 8–10 psi pressure (T25-15-900; Toohey

Spritzer, Fairfield, NJ). The mice were then returned to their
homecages and were allowed to recover for more than 2 weeks.
This recovery period allowed for sufficient levels of ChR2 to
express.

OPTOGENETIC TRACINGS
ChR2 transgenic and AAV-ChR2-EYFP transfected mice with
headplates were anesthetized with isoflurane (0.7–1.1%). The
skull that covered either the left or right cortical hemisphere
(including both the stimulation and recording sites) was then
removed. Photostimulation was performed with a blue laser at
473 nm using an upright microscope (BX61WI; Olympus, Tokyo,
Japan) and a FV1000-MPE laser-scanning microscope system
(Olympus). Either the entire, or just a portion, of the field of
view (6.4 × 6.4 mm when using a 2× objective, numerical aper-
ture [NA] of 0.08, PlanApo, Olympus; or 2.6 × 2.6 mm when
using a 5× objective, NA of 0.10, MPLan, Olympus) of the cor-
tical surface was divided into two-dimensional pixel arrays. Each
pixel was then individually illuminated. The order of illumination
was pseudo-randomly programmed (Hira et al., 2009). Assuming
that the refractive index of the brain tissue was 1.38 (Binding
et al., 2011), and that the laser beam entered the brain with a
half-angle of arcsin[0.10/1.38], then the diameter of the laser spot
was 29 µm {= 2 × 200 µm tan[arcsin(0.10/1.38)]} at a depth
of 200 µm, and 87 µm {= 2 × 600 µm tan[arcsin(0.10/1.38)]}
at a depth of 600 µm, from the vasculature. These are lower
estimates that do not account for the effects of light scatter-
ing. The distance between the center of the mapping area and
the recording site in Figure 4 was 2.46 ± 0.27 mm (n = 5 sites
from which a photostimulation-induced response was detected),
which was not significantly different from the distance between
the center of the RFA and the center of the CFA determined
by ChR2 photostimulation mapping (Hira et al., 2013; 2.39 ±
0.19 mm, n = 4, P = 0.67; Student’s t-test). For electrical record-
ings, tungsten microelectrodes with impedances of 1.5–2 M�

(TM33B20KT; WPI) were inserted to the RFA or the CFA. As the
electrode was inserted, the rate of spontaneous activity suddenly
changed from 3.3 ± 2.4 Hz to 12.0 ± 7.3 Hz (8 penetrations) at
depths of ∼400–500 µm, which presumably corresponded to
the border between L2/3 and L5. When the recording was per-
formed in L5, the recording sites were approximately 50–150 µm
deeper than the border (524–662 µm from the cortical surface).
When the recording was performed in L2/3, the recording sites
were searched at a depth of less than 350 µm from the cor-
tical surface, where the rate of spontaneous activity was low.
The signals from the electrodes were amplified (DAM-80 ampli-
fier; WPI), filtered at 300–1000 Hz (SIM900; Stanford Research
Systems, Sunnyvale, CA), and sampled at 5 kHz (FV1000 system;
Olympus). For pharmacological experiments, 1 mM 6-cyano-7-
nitroquinoxaline-2,3-dione (CNQX; a competitive AMPA/kainite
receptor antagonist; Tocris, Bristol, UK) or 3 µM tetrodotoxin
(TTX; a selective blocker of sodium channels that prevents
action potentials; Nacalai Tesque, Kyoto, Japan) was dissolved
in a solution that contained 125 mM NaCl, 4 mM KCl, and
5 mM HEPES, and was applied directly to the cortical surface.
Recodings were made 30 min after the applications of the CNQX
or the TTX.
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IMMUNOHISTOCHEMISTRY OF AAV-ChR2-EYFP-POSITIVE NEURONS
More than 2 weeks after injection of 0.5 µl AAV-ChR2-EYFP
into one site, the mice were deeply anesthetized with ketamine
(74 mg/kg) and xylazine (10 mg/kg) and were then transcardially
perfused with 40 ml of phosphate buffered saline (PBS) and
40 ml of 4% paraformaldehyde in PBS (Wako, Osaka, Japan).
The brains were removed and then post-fixed with the same fixa-
tive for at least 12 h at 4◦C. The brains were then embedded in
3% agar in PBS and cut into sagittal sections with a thickness
of 50 µm. Sections were incubated with a rabbit anti-GFP anti-
body (Invitrogen, A6455, 1:500) in PBS containing 0.3% Triton
X-100 and 1% normal donkey serum (Millipore, S30-100ML)
(PBS-XD) for 9–12 h at room temperature. After washed twice
(>10 min each) with PBS containing 0.3% Triton X-100 (PBS-X),
sections were incubated with a secondary antibody (Invitrogen,
A11034, goat anti-rabbit IgG, Alexa Fluor 488 conjugate, 1:200)
in PBS-X for 1 h at room temperature. After washing two times
with PBS-X, sections were counterstained with red fluorescent
Nissl (propidium iodide 536/617, Invitrogen), mounted on glass
slides, and coverslipped. Fluorescence was visualized through a
fluorescence microscope (BX53F; Olympus) or by confocal laser
scanning microscopy (LSM510; Carl Zeiss, Gottingen, Germany).
Layer boundaries were determined as the sites where cell body
size or density suddenly changed after performing Nissl stain-
ing of the same slices. GFP-positive and GFP-negative neurons
were determined according to the averaged fluorescent inten-
sity within the Nissl-stained neuronal somata with clearly visible
nucleoli.

FLUORESCENT TRACING USING CHOLERA TOXIN B SUBUNIT
Alexa Fluor 594-conjugated cholera toxin B subunit (CTB; CTB-
Alexa 594; Invitrogen) was used as a retrograde tracer. The
injection of CTB-Alexa 594 was performed, as described before
with slight modifications (Tanaka et al., 2011). Briefly, a glass
pipette with CTB-Alexa 594 in PBS was inserted into either the
RFA or the CFA. Approximately 0.5 µl of the solution was injected
through a pipette tip with a diameter at approximately 40 µm
and at a pressure of 5–10 psi. One to seven days after injec-
tion of the CTB conjugate, mice were deeply anesthetized and
transcardially perfused, and the brains were cut into sections,
as described above. Sections were incubated with a goat anti-
CTB antiserum (List Biological Laboratories, #703, 1:60,000) in
PBS-XD overnight at room temperature. After washing twice
(>10 min each) with PBS-X, sections were incubated with a
secondary antibody (Invitrogen, A11058, donkey anti-goat IgG,
Alexa Fluor 594 conjugate, 1:1000) in PBS-XD for 1 h at room
temperature. Sections were counterstained with green fluores-
cent Nissl (NeuroTrace 500/525, Invitrogen), mounted on glass
slides, and coverslipped. For ChR2 transgenic mice, the sections
were incubated overnight with a mixture of 1/500-diluted rabbit
anti-GFP antibody and 1/60,000-diluted goat anti-CTB antibody
in PBS-XD. After washing twice (>10 min each) with PBS-X,
sections were incubated for 1 h with 1/200-diluted Alexa Fluor
488 conjugated donkey anti-rabbit IgG (Invitrogen, A21206) and
1/1000-diluted Alexa Fluor 594 conjugated donkey anti-goat IgG
(Invitrogen, A11058) in PBS-XD at room temperature. Sections
were counterstained with deep red fluorescent Nissl (TO-PRO-3

iodide 642/661, Invitrogen), mounted on glass slides, and cov-
erslipped. Fluorescence was visualized through a fluorescence
microscope or confocal laser scanning microscopy. The labeled
neurons were counted stereologically in confocal stacks (Howard
and Reed, 1998) from the most densely labeled part of each of
L2/3, L5a, and L5b of the RFA or the CFA.

DATA ANALYSES
All analyses were conducted using Matlab (version 7; MathWorks,
MA). Spiking activity was determined to have occurred when at
least two successive signals from 0 to 20 ms after the stimula-
tion were less than −4 SD plus the baseline value. Latency was
defined as the time from the start of the photostimulation until
the start of the spiking activity. In cases where a series of spon-
taneous activities occurred prior to the photostimulation, these
data were removed from the latency analyses.

STATISTICS
Data are presented as mean ± SD. Student’s t-tests were used for
statistical comparisons.

RESULTS
DETERMINATION OF RFA AND CFA LOCATIONS BY ICMS
We began by using ICMS to locate the RFA and the CFA. They
were determined to be the areas where ICMS induced contralat-
eral forelimb movements. The rostral area was approximately
2.5 mm rostral and 0.8 mm lateral from the bregma (RFA), and
the caudal area was approximately 0.2 mm rostral and 1.2 mm
lateral from the bregma (CFA) (Figures 1A,B). This is consistent
with our previous study, which used photostimulation mapping
in ChR2 transgenic mice expressing a high level of ChR2 in pyra-
midal neurons in L5b (ChR2 Tg mice; Figure 2A; Wang et al.,
2007; Hira et al., 2013). In that study, the center of the RFA
and the center of the CFA were approximately 2.5 mm rostral
and 1 mm lateral, and 0.5 mm rostral and 1.2 mm lateral, respec-
tively. Throughout the study, we performed electrical recording
and injected AAV-ChR2-EYFP based on these coordinate.

OPTOGENETIC STIMULATION OF CORTICAL NEURONS
To reveal the functional projections originating from the upper
layers (L2/3 and L5a) and L5b, we used two distinct approaches
to express ChR2. The first approach was to use ChR2 Tg mice
(Figure 2A). The second approach was to use AAV-ChR2-EYFP
to express ChR2 in both the upper layers and L5b in the injected
region (AAV-ChR2 mice; Figure 2B).

First, we determined whether blue laser illumination of the
cortical surfaces evoked spiking activity in L5 nearest to the illu-
mination points (horizontal distance of less than 300 µm) in both
ChR2 Tg mice and AAV-ChR2 mice (Figure 3A). Photostimuli
that lasted 2–10 ms induced spiking activities near the photo-
stimulation points in both the ChR2 Tg mice and the AAV-ChR2
mice. Light intensities of ≥1.5 mW induced spiking activities in
every trial in both the ChR2 Tg mice and the AAV-ChR2 mice
(Figure 3B). The mean onset latencies of spiking activities evoked
near the photostimulation points were 1.4 ± 1.6 ms (n = 9 sites
in 4 mice) for the ChR2 Tg mice and 2.2 ± 0.8 ms (n = 5 sites
in 3 mice) for the AAV-ChR2 mice (Figures 3C,D). This activity
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FIGURE 1 | Locations of the RFA and the CFA. (A) A schematic dorsal
view of the left hemisphere of the mouse neocortex and olfactory bulb.
A square was used to denote the location of the bregma. The approximate
locations of the RFA and the CFA are labeled and indicated in gray. The
boxed region indicates the expanded area shown in (B). (B) Circles denote
the sites where ICMS induced contralateral forelimb movements, and the
crosses denote the sites where the maximum ICMS current injections
(200 µA) failed to induce contralateral forelimb movements. Different colors
indicate the different animals that were used in these experiments
(n = 6 mice).

FIGURE 2 | ChR2 expression in ChR2 Tg and AAV-ChR2 mice. (A)

Anti-GFP immunofluorescence (left), Nissl staining (middle), and the overlay
(right) in the CFA in a sagittal section from a ChR2 Tg mouse. Scale bar,
200 µm. (B) Overlay of EYFP fluorescence (green) and Nissl staining (gray)
in a sagittal section of a mouse in which AAV-ChR2-EYFP was injected into
the RFA. Arrowhead indicates 0 mm anterior and 0.8 mm lateral from the
bregma. Scale bar, 500 µm.

reflected action potentials, rather than some sort of photoelectric
artifact, because it was completely inhibited by application of
TTX in both lines of mice (Figures 3C,E). Furthermore, spiking
activity with short latency was still apparent upon application of
CNQX to both the ChR2 Tg and AAV-ChR2 mice (Figures 3C,E).
Thus, spiking activity was rapidly induced near the photostimu-
lation points due to direct photostimulation of nearby neurons.

OPTOGENETIC TRACING OF FUNCTIONAL CONNECTIONS BETWEEN
THE RFA AND THE CFA
If the activated neurons near the photostimulation points sent
sufficient synaptic projections to a remote area, then the postsy-
naptic neurons in that remote area should also fire (Figure 3F).

Thus, we next assessed whether photostimulation of either the
RFA or the CFA induced spiking activity in the other area. We
assessed multiple illumination points within and around the RFA
and the CFA by simultaneously measuring spiking activity in
the other area (Figures 4A,B). Interestingly, photostimulation of
the RFA in ChR2 Tg mice reproducibly induced spiking activ-
ity in L5 in the CFA (Figures 4A–D). The mean onset latency of
responses in the CFA following photostimulation of the RFA was
12.6 ± 1.9 ms (n = 8 sites in 4 mice; Figures 3D,F). In contrast,
stimulation of the CFA did not induce any detectable spiking in
L5 in the RFA of four ChR2 Tg mice (Figure 4B). Thus, there
seems to be asymmetry in the functional connections between
neurons in the RFA and the CFA. Spiking activity was not detected
in L2/3 in either the RFA (two mice) or the CFA (three mice) after
photostimulation of the other area.

However, photostimulation of either the RFA or the CFA in
the AAV-ChR2 mice induced spiking in L5 in the other area
(Figure 4B). The mean onset latencies of spiking activities were
11.0 ± 2.4 ms (n = 3 sites in 2 mice) in the CFA in response to
photostimulation of the RFA and 9.6 ± 3.1 ms (n = 4 sites in
2 mice) in the RFA in response to photostimulation of the CFA
(Figure 3D). These latencies of spiking activities (in response to
photostimulation of the other area) were significantly greater than
the latencies of spiking activities evoked near the photostimu-
lation points (ChR2 Tg mice: P = 1.1 × 10−9; Student’s t-test;
n = 9 sites from four mice for stimulation and recording of the
same areas; n = 8 sites from four mice for stimulation and record-
ing from different areas; AAV-ChR2 mice: P = 8.6 × 10−5; n = 5
sites from three mice for stimulation and recording from the
same areas; and n = 7 sites from four mice for stimulation and
recording from different areas). By contrast, spiking activity was
not detected in L2/3 in either the RFA or the CFA when the
other area was photostimulated in AAV-ChR2 mice (two mice
for the RFA and two mice for the CFA), although activity was
detected in L2/3 near the photosimulation sites (four sites in
two mice).

In contrast to the activity evoked near the photostimula-
tion sites, spiking activity in the remote areas did not originate
from the neurons that had been directly photostimulated (the
antidromically stimulated neurons) because the activities were
completely abolished upon application of CNQX (Figures 3E,F).
Substantial delays in firing activities (approximately 10 ms) due to
synaptically transmitted signals were observed when the CFA was
photostimulated and responses were compared in the RFA and
the CFA. In addition, similar substantial delays were also appar-
ent when comparing responses in the CFA and the RFA following
photostimulation of the RFA. Taken together, these results indi-
cate that neurons in the upper layers, but not L5b, of the CFA
induce strong postsynaptic responses in L5 of the RFA, and that
RFA neurons in L5b induce strong postsynaptic responses in L5
of the CFA.

ANATOMICAL TRACING OF CONNECTIONS BETWEEN THE RFA AND
THE CFA
We next examined whether this asymmetric functional con-
nectivity between the RFA and the CFA was consistent with
the anatomical projections between these two areas. For this
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FIGURE 3 | Firing activities evoked by ChR2 photostimulation of the RFA

and CFA. (A) Representative spiking activities induced by photostimulation of
the CFA in the ChR2 Tg and AAV-ChR2 mice. Both traces were recorded in L5
of the CFA. The horizontal distances between the photostimulation points
and the recording sites were approximately 200 µm. The blue bars represent
the photostimuli (10 ms durations at a frequency of 20 Hz). The laser intensity
was 2.5 mW. (B) Relationship between the laser power and the percentage
of trials in which firing activities were evoked near the photostimulation
points (gray, six sites in four ChR2 Tg mice; black, four sites in three
AAV-ChR2 mice). The duration of photostimulation was 10 ms. (C) Left, A
schematic of the experimental arrangement for photostimulation (blue) of
the CFA (gray) with simultaneous electrical recording in the CFA. CFA
photostimulation directly evoked firing of neurons in the CFA. Right,
Representative data showing spike activities recorded in the CFA when the
CFA was photostimulated in control conditions, upon CNQX application, and
upon TTX application. The data were obtained from the same recording site
and the same photostimulation site in a ChR2 Tg mouse. The duration of
photostimulation was 2 ms. (D) Latencies of evoked spiking activities.
Black circles indicate the electrical recordings that were made near the

photostimulation points (horizontal distance of approximately 200 µm) in the
RFA and the CFA. Red diamonds indicate the electrical recordings in the CFA
that were responses to RFA photostimulation. Green squares indicate the
electrical recordings in the RFA that were responses to CFA photostimulation.
Each colored bar indicates the mean latency for the condition presented in
the corresponding color. ∗P < 10−4 by Student’s t-tests. (E) The percentage
of trials that evoked spiking activities in control, CNQX application, and TTX
application conditions in ChR2 Tg mice (near: control, n = 6; CNQX, n = 2;
and TTX, n = 2; remote: control, n = 4; and CNQX, n = 2) and AAV-ChR2
mice (near: control, n = 4; and CNQX, n = 2; and TTX, n = 2; remote: control,
n = 4; and CNQX, n = 2). Error bars indicate SEM. (F) Left, A schematic of
the experimental arrangement for photostimulation (blue) of the RFA (gray)
with simultaneous electrical recording in the CFA. RFA photostimulation
evoked postsynaptic firing activities in the CFA via the synaptic projection
(red). Right, Representative data showing evoked activities in the CFA when
the RFA was photostimulated. Control conditions and application of CNQX to
the CFA are shown. The data were obtained from the same recording site
and the same photostimulation site in a ChR2 Tg mouse. The duration of
photostimulation was 2 ms.
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FIGURE 4 | Photostimulation mapping of functional connections

between the RFA and the CFA. (A) The four rectangles represent the
regions mapped by photostimulation. In each region, 32 × 32 points were
pseudo-randomly stimulated with a blue laser. The laser intensity was
2.5 mW and the illumination duration was 10 ms. The crosses represent
the recording sites. Each color represents one set of recording and
photostimulation. The small black square denotes the bregma. The black
line represents the midline. (B) The laser was used to stimulate 32 × 32
points that are indicated as pixels throughout the RFA and the CFA. White
pixels indicate points where photostimulation induced spiking activities and
black pixels reflect areas that did not induce spiking activities. The gray
dotted lines represent the midline. The mapping was performed in four
different mice. The top panels indicate photostimuli that were presented to

the RFA while simultaneous recordings were made in the CFA. The
bottom panels indicate photostimuli that were presented to the CFA while
simultaneous recordings were made in the RFA. The experiments in the
left panels were conducted in ChR2 Tg mice, while the experiments in the
right panels were conducted in AAV-ChR2 mice. The four areas mapped
are indicated by the colored rectangles in (A). (C) A gray rectangle
indicates the region mapped in (D). The crosses labeled as a and b
represent the corresponding recording sites in (D). The recordings were
made from the same ChR2 Tg mouse. The black line represents the
midline. (D) Photostimulation maps of the RFA showed similar patterns of
evoked activities even if the recording sites were changed within the CFA.
The horizontal distance between the two recording sites shown here was
600 µm.

purpose, we performed anterograde tracing of the AAV-ChR2-
EYFP transfected neurons, using an anti-GFP antibody to detect
the EYFP-tagged ChR2. After AAV-ChR2-EYFP injection into the
RFA (Figure 2B), axonal fibers were densely labeled in layer 1, L5b
and upper L6 of the CFA (Figures 5A–C), consistent with a pre-
vious report (Smith et al., 2010). AAV-ChR2-EYFP injection into
the CFA yielded labeling of axonal fibers densely in L5a of the RFA
(Figures 5D–G). The results obtained with the anterograde tracer
were consistent with spiking activity occurring in L5, but not in
L2/3, when the other area was photostimulated.

To anatomically determine the layer of the projection neurons
in the RFA and the CFA, we used CTB subunit as a retrograde
tracer. CTB injection into the RFA yielded denser CTB-positive
neurons in the upper layers of the CFA than in L5b (the ratio
of CTB-positive neurons to Nissl-stained neurons: 24.1 ± 6.2%
in L2/3, 13.5 ± 2.9% in L5a, 3.1 ± 1.1% in L5b, n = 3 mice;
Figures 6A–D). In addition, when CTB was injected into the RFA
in ChR2 Tg mice, CTB labeling was detected in 4.3% (3/70) of

ChR2-EYFP-positive neurons and 5.1% (3/59) of ChR2-EYFP-
negative neurons in L5b of the CFA (Figure 6E). Thus, it was
unlikely that a subset of ChR2-EYFP-negative neurons, instead
of ChR2-EYFP-positive neurons, in L5b of the CFA strongly pro-
jected to the RFA. Thus, the major origin of the projection from
the CFA to the RFA was the upper layers. By contrast, after CTB
injection into the CFA, the ratio of CTB-positive neurons to Nissl-
stained neurons was higher in L5b of the RFA than in the upper
layers (6.5 ± 1.0% in L2/3, 4.4 ± 1.4% in L5a, 15.8 ± 1.4% in
L5b, n = 3 mice; Figures 6F–H). Thus, the dominant direct pro-
jection to the CFA originates from L5b of the RFA. All anatomical
tracings indicate that the RFA and the CFA communicate with
each other through distinct, asymmetric connections (Figure 7).

DISCUSSION
OPTOGENETIC TRACINGS OF FUNCTIONAL CONNECTIONS
In this study, we used an optogenetic mapping method to inves-
tigate the connectivity between the RFA and the CFA in mice.
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FIGURE 5 | Anatomical tracings of axonal fibers between the RFA and

the CFA. (A) Anti-GFP immunofluorescence (left), Nissl staining (middle), and
the overlay (right) in the CFA in a sagittal section after AAV-ChR2-EYFP
injection into the RFA in Figure 2B. Scale bar, 200 µm. (B) Profiles of
anti-GFP immunofluorescence (green) and Nissl staining (red) in (A) as a
function of laminar depth. Fluorescence was background subtracted and
normalized. (C) Higher magnification of GFP-immunofluorescence in (A). Left,
L1. Middle, L2/3. Right, L5b. Scale bar, 50 µm. (D) Overlay of EYFP
fluorescence (green), Nissl staining (red) in a sagittal section of a mouse in
which AAV-ChR2-EYFP was injected into the CFA. Arrowhead indicates 0 mm

anterior and 1.2 mm lateral from the bregma. Scale bar, 500 µm. (E) Anti-GFP
immunofluorescence (left), Nissl staining (middle), and the overlay (right) in
the RFA in a sagittal section after AAV-ChR2-EYFP injection into the CFA in
(D). (F) Normalized profiles of anti-GFP immunofluorescence (green) and
Nissl staining (red) in (E) as a function of laminar depth. (G) Higher
magnification of the images in (D). Top row, L2/3 at the injection site. Second
row, L5a at the injection site. Third row, L2/3 1.2 mm anterior from the
injection site. Bottom row, L5a 1.2 mm anterior from the injection site. Closed
arrowheads indicate ChR2-EYFP-positive neurons. Open arrowheads indicate
ChR2-EYFP-negative neurons. Scale bars, 10 µm.

Pharmacological experiments and analyses of response latencies
demonstrated that spikes evoked in these cortical areas by photo-
stimulation of the other cortical area were postsynaptic responses,
rather than directly activated or antidromic action potentials. The
transgenic mice that were used in the present study expressed
ChR2 in the L5b pyramidal neurons, while AAV transfection
introduced ChR2 into neurons in both the upper layers (L2/3
and L5a) and L5b throughout the injected regions. This com-
bination of experiments allowed us to compare projections that
originate from L5b to projections that originate from the upper
layers and L5b between these cortical areas. In future studies, it
will be necessary to limit ChR2 expression to only L2/3 or L5a by
using other promoters, such as Wolfram syndrome 1 (Wfs1) or
ETS-domain transcription factor (Etv1) (O’Connor et al., 2009).

In addition, the number of photostimulated neurons could be
further restricted by expressing ChR2 only in a very small subset
of neurons (Ako et al., 2011) or by using two-photon ChR2
stimulation methods (Rickgauer and Tank, 2009; Andrasfalvy
et al., 2010; Papagiakoumou et al., 2010). Retrograde and antero-
grade trans-synaptic virus tracers may also be promising ways to
yield more specific photostimulation (Miyamichi et al., 2010; Lo
and Anderson, 2011). In the in vivo electrical recording, it was dif-
ficult to determine whether the recorded activity came from L5a
or L5b neurons. Synaptic inputs to L5a and L5b neurons could be
identified by combining whole-cell recording of target neurons in
neocortical brain slices and photostimulation of ChR2-expressing
axons from the other area (Petreanu et al., 2009; Hooks et al.,
2013).
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FIGURE 6 | Anatomical tracings of projection neurons between the RFA

and the CFA. (A) Anti-CTB immunofluorescence (left), Nissl staining (middle),
and the overlay (right) in the CFA after CTB-Alexa 594 injection into the RFA
in (D). Scale bar, 200 µm. (B) Ratios of CTB-positive neurons to Nissl-stained
neurons in L2/3, L5a, and L5b of the CFA after CTB-Alexa 594 injection
into the RFA. Each line indicates one mouse. (C) Higher magnification of the
images in L5a in (A). Open arrows indicate a CTB-positive neuron. Open
arrowheads indicate CTB-negative neurons. Scale bar, 20 µm. (D) Anti-CTB
immunofluorescence and Nissl staining of the RFA injected with CTB-Alexa
594 are overlaid. Arrowhead indicates 0 mm anterior and 0.9 mm lateral from
the bregma. Scale bar, 500 µm. (E) High magnification of the images of
anti-GFP immunofluorescence (green), Anti-CTB immunofluorescence (red),

Nissl staining (blue), and the overlay in the L5b CFA after CTB-Alexa 594
injection into the RFA of a ChR2 Tg mouse. Closed arrows indicate a
ChR2-EYFP-positive and CTB-positive neurons. Closed arrowheads
indicate ChR2-EYFP-positive and CTB-negative neurons. Open arrowheads
indicate ChR2-EYFP-negative and CTB-negative neurons. Scale bar, 20 µm.
(F) Anti-CTB immunofluorescence (left), Nissl staining (middle), and the
overlay (right) in the RFA after CTB-Alexa 594 injection into the CFA in (H).
Scale bar, 200 µm. (G) Ratios of CTB-positive neurons to Nissl-stained
neurons in L2/3, L5a, and L5b of the RFA after CTB-Alexa 594 injection into
the CFA. Each line indicates one mouse. (H) Anti-CTB immunofluorescence
and Nissl staining of the CFA are overlaid. Arrowhead indicates 0 mm anterior
and 1.0 mm lateral from the bregma. Scale bar, 500 µm.

LAMINAR CONNECTIVITY PATTERNS BETWEEN THE RFA AND THE CFA
We detected responses in the CFA when the neurons in L5b of the
RFA were photostimulated in the ChR2 Tg mice. Although these
results did not allow us to determine whether the upper layers of
the RFA also projects to the CFA, our retrograde tracer experi-
ments showed that axons originating from neurons in L5b of the
RFA provided the dominant projections to the CFA.

By contrast, responses were absent in the RFA when the CFA
was photostimulated in the ChR2 Tg mice, but were clearly
present when the AAV-ChR2 mice were used. This difference
demonstrated that while L5b of the CFA does not strongly
project to the RFA, L2/3 and/or L5a of the CFA strongly does.
These results are also consistent with our anatomical tracing
experiments.

Synaptic projections that originate from L2/3 predominantly
innervate the deeper parts of L5 and there is differentiation
between corticostriatal and corticospinal outputs (Morishima
and Kawaguchi, 2006; Brown and Hestrin, 2009; Anderson et al.,
2010). Corticospinal neurons in L5b, which are the final outputs
of motor cortical networks, receive excitatory inputs from corti-
costriatal neurons, but the corticostriatal neurons do not receive
inputs from the corticospinal neurons (Kiritani et al., 2012).
Therefore, information is unidirectionally transmitted from L2/3
neurons and L5a corticostriatal neurons to L5b corticospinal
neurons within the RFA and the CFA. Our results indicate that
L5b of the CFA does not strongly project to L5 of the RFA, but
L5b of the RFA has strong projections to L5 of the CFA. Therefore,
information that is processed in the upper layers of the CFA is
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FIGURE 7 | Asymmetric synaptic connectivity between the RFA and

the CFA. The RFA receives stronger functional projections from L2/3 and/or
L5a of the CFA than from L5b of the CFA (green). The CFA receives
stronger functional projections from L5b of the RFA than from L2/3 and L5a
of the RFA.

transmitted to the RFA and the final outputs of L5b of the CFA
are likely determined by integration of signals from the upper lay-
ers of the CFA and L5b of the RFA. Considering the asymmetric
information flow between the RFA and the CFA (Figure 7), our
results support the idea that the RFA is a higher motor area than
the CFA (Neafsey et al., 1986; Rouiller et al., 1993; Smith et al.,
2010; Tennant et al., 2011).

However, the laminar connection patterns among the supple-
mentary motor cortex (SMA), the premotor cortex (PM), and
the primary motor cortex (M1) in the primate are not hier-
archical (Dum and Strick, 2005). The PM and M1 project to
the spinal cord (Dum and Strick, 1991). Similarly, the corti-
cospinal axons originate from both the RFA and CFA in the
rat (Rouiller et al., 1993). Thus, it remains unclear whether the
motor cortex network is comparable between rodents and pri-
mates. Nevertheless, the next step will be to find what signals
are transmitted between the RFA and the CFA. Individual neu-
rons that project to the other area can be retrogradely labeled
(Sato and Svoboda, 2010). Furthermore, individual neurons that
are activated in the remote area by ChR2 photostimulation
could potentially be identified by expressing calcium-sensitive
fluorescent molecules in these neurons. Therefore, two-photon
calcium imaging of these neurons during a motor task like
the lever-pull movement task (Hira et al., 2013) should reveal
the characteristics of their activities during movement and
allow us to understand how multiple motor output channels
are organized by corticocortical interactions during elaborate
movements.

CONDUCTION DELAY BETWEEN THE RFA AND THE CFA
We found that it took approximately 10 ms to transmit cortic-
ocortical information from the RFA to the CFA or from the
CFA to the RFA. Given the dense anatomical projections between
the RFA and the CFA, we were not surprised to observe direct
synaptic connections between these cortical areas. However, the
latency may be longer than expected for a direct monosynaptic
connection. For example, neurons in the motor cortex respond
to whisker stimuli approximately 8 ms later than neurons in the

somatosensory barrel cortex in the mouse and this motor cortex
response is thought to be mediated by direct synaptic projections
from the somatosensory cortex (Ferezou et al., 2007). The dis-
tance between these areas is approximately 4 mm, which is longer
than the approximately 2 mm between the RFA and the CFA.
Therefore, it remains possible that indirect connections, such as
cortico-thalamo-cortical connections, are responsible for signal-
ing between the RFA and the CFA. It remains unknown whether
the 10 ms delay that we observed between the RFA and the CFA is
mediated by monosynaptic or polysynaptic connections.

Whatever its origins, this delay cannot be ignored because the
temporal order of action potentials is important for information
processing (Izhikevich, 2006) and spike timing-dependent plas-
ticity (Froemke and Dan, 2002; Wolters et al., 2003). Thus, how
the activity of the RFA and the CFA are temporally coordinated
with these substantial conduction delays during movements
could potentially be determined by simultaneous multi-electrode
recording in both areas (Isomura et al., 2009).

SUMMARY
In this study, we combined in vivo ChR2 photostimulation map-
ping with in vivo electrical recording. This approach allowed
us to demonstrate functional connections between the RFA and
the CFA with conduction delay of approximately 10 ms in the
mouse motor cortex. We found that the RFA receives strong func-
tional projections from L2/3 and/or L5a, but not L5b, of the
CFA, while the CFA receives strong functional projections from
L5b of the RFA. Our results suggest that the neuronal activity
that occurs in the RFA and the CFA during movement is gen-
erated through asymmetric reciprocal connections. The in vivo
optogenetic mapping method will be useful to further clarify
corticocortical functional connections.

ACKNOWLEDGMENTS
We thank M. Himeno, J. Saito, and T. Sugiyama for technical
assistance. We thank Y. H. Tanaka for technical advice. We are
grateful to the Spectrography and Bioimaging Facility at NIBB
for allowing the equipment use. We thank Dr. K. Deisseroth,
Stanford University for providing pAAV-Syn-hChR2 (H134R)-
EYFP-WPRE, and Dr. J. M. Wilson, University of Pennsylvania
for providing helper plasmid pAAV2-9. This work was sup-
ported by Grants-in-Aids for Scientific Research on Innovative
Areas “Mesoscopic Neurocircuitry” (no. 22115005 to Masanori
Matsuzaki), for Scientific Research (B) (no. 23300148 to Masanori
Matsuzaki), for JSPS Fellows (Riichiro Hira), for Research
Activity Start-up (no. 23800071 to Yoshito Masamizu), and for
Specially Promoted Areas (no. 2000009 to Haruo Kasai), and the
Strategic Research Program for Brain Sciences (“Bioinformatics
for Brain Sciences” to Haruo Kasai) from the Ministry of
Education, Culture, Sports, Science, and Technology (MEXT),
Japan; by Takeda foundation and Toyoaki foundation grants to
Masanori Matsuzaki; by CREST of JST to Haruo Kasai; and by a
CRP grant from the National Research Foundation of Singapore
and by the World Class Institute (WCI) Program of the National
Research Foundation of Korea (NRF) funded by the Ministry of
Education, Science and Technology of Korea (MEST) (NRF Grant
Number: WCI 2009-003).

Frontiers in Neural Circuits www.frontiersin.org April 2013 | Volume 7 | Article 55 | 79

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Hira et al. Optogenetic tracing of corticocortical connections

REFERENCES
Ako, R., Wakimoto, M., Ebisu, H.,

Tanno, K., Hira, R., Kasai, H.,
et al. (2011). Simultaneous visu-
alization of multiple neuronal
properties with single-cell res-
olution in the living rodent
brain. Mol. Cell. Neurosci. 48,
246–257.

Anderson, C. T., Sheets, P. L., Kiritani,
T., and Shepherd, G. M. G. (2010).
Sublayer-specific microcircuits of
corticospinal and corticostriatal
neurons in motor cortex. Nat.
Neurosci. 13, 739–744.

Andrasfalvy, B. K., Zemelman, B. V.,
Tang, J., and Vaziri, A. (2010). Two-
photon single-cell optogenetic con-
trol of neuronal activity by sculpted
light. Proc. Natl. Acad. Sci. U.S.A.
107, 11981–11986.

Arenkiel, B. R., Peca, J., Davison, I.
G., Feliciano, C., Deisseroth, K.,
Augustine, G. J., et al. (2007). In vivo
light-induced activation of neural
circuitry in transgenic mice express-
ing channelrhodopsin-2. Neuron 54,
205–218.

Ayling, O. G. S., Harrison, T. C., Boyd,
J. D., Goroshkov, A., and Murphy,
T. H. (2009). Automated light-based
mapping of motor cortex by pho-
toactivation of channelrhodopsin-
2 transgenic mice. Nat. Methods 6,
219–224.

Binding, J., Ben Arous, J., Léger, J.
F., Gigan, S., Boccara, C., and
Bourdieu, L. (2011). Brain refrac-
tive index measured in vivo with
high-NA defocus-corrected full-
field OCT and consequences for
two-photon microscopy. Opt.
Express 19, 4833–4847.

Brown, S. P., and Hestrin, S. (2009).
Intracortical circuits of pyra-
midal neurons reflect their
long-range axonal targets. Nature
457, 1133–1136.

Coogan, T. A., and Burkhalter, A.
(1990). Conserved patterns of
cortico-cortical connections define
areal hierarchy in rat visual cortex.
Exp. Brain Res. 80, 49–53.

Dum, R. P., and Strick, P. L. (1991).
The origin of corticospinal projec-
tions from the premotor areas in
the frontal lobe. J. Neurosci. 11,
667–689.

Dum, R. P., and Strick, P. L. (2005).
Frontal lobe inputs to the digit
representations of the motor areas
on the lateral surface of the hemi-
sphere. J. Neurosci. 25, 1375–1386.

Ferezou, I., Haiss, F., Gentet, L. J.,
Aronoff, R., Weber, B., and Petersen,
C. C. H. (2007). Spatiotemporal
dynamics of cortical sensorimo-
tor integration in behaving mice.
Neuron 56, 907–923.

Froemke, R. C., and Dan, Y. (2002).
Spike-timing-dependent synaptic
modification induced by natural
spike trains. Nature 416, 433–438.

Hira, R., Honkura, N., Noguchi, J.,
Maruyama, Y., Augustine, G. J.,
Kasai, H., et al. (2009). Transcranial
optogenetic stimulation for func-
tional mapping of the motor cortex.
J. Neurosci. Methods 179, 258–263.

Hira, R., Ohkubo, F., Ozawa, K.,
Isomura, Y., Kitamura, K., Kano,
M., et al. (2013). Spatiotemporal
dynamics of functional clusters of
neurons in the mouse motor cor-
tex during a voluntary movement.
J. Neurosci. 33, 1377–1390.

Hooks, B. M., Mao, T., Gutnisky, D.
A., Yamawaki, N., Svoboda, K.,
and Shepherd, G. M. G. (2013).
Organization of cortical and thala-
mic input to pyramidal neurons in
mouse motor cortex. J. Neurosci. 33,
748–760.

Howard, C. V., and Reed, M. G.
(1998). Unbiased Stereology: Three-
Dimensional Measurement in
Microscopy. Oxford: Bios Scientific
Publishers.

Hyland, B. (1998). Neural activity
related to reaching and grasping in
rostral and caudal regions of rat
motor cortex. Behav. Brain Res. 94,
255–269.

Isomura, Y., Harukuni, R., Takekawa,
T., Aizawa, H., and Fukai, T. (2009).
Microcircuitry coordination of cor-
tical motor information in self-
initiation of voluntary movements.
Nat. Neurosci. 12, 1586–1593.

Izhikevich, E. M. (2006).
Polychronization: computation
with spikes. Neural Comput. 18,
245–282.

Kiritani, T., Wickersham, I. R., Seung,
H. S., and Shepherd, G. M. G.
(2012). Hierarchical connectivity
and connection-specific dynamics
in the corticospinal–corticostriatal
microcircuit in mouse motor cor-
tex. J. Neurosci. 32, 4992–5001.

Lim, D. H., Mohajerani, M. H.,
Ledue, J., Boyd, J., Chen, S., and
Murphy, T. H. (2012). In vivo
large-scale cortical mapping using
channelrhodopsin-2 stimula-
tion in transgenic mice reveals
asymmetric and reciprocal rela-
tionships between cortical areas.
Front. Neural Circuits 6:11. doi:
10.3389/fncir.2012.00011

Lo, L., and Anderson, D. J. (2011).
A cre-dependent, anterograde
transsynaptic viral tracer for map-
ping output pathways of genetically
marked neurons. Neuron 72,
938–950.

Masamizu, Y., Okada, T., Kawasaki, K.,
Ishibashi, H., Yuasa, S., Takeda, S.,

et al. (2011). Local and retrograde
gene transfer into primate neuronal
pathways via adeno-associated virus
serotype 8 and 9. Neuroscience 193,
249–258.

Miyamichi, K., Amat, F., Moussavi, F.,
Wang, C., Wickersham, I., Wall,
N. R., et al. (2010). Cortical rep-
resentations of olfactory input by
trans-synaptic tracing. Nature 472,
191–196.

Morishima, M., and Kawaguchi, Y.
(2006). Recurrent connection pat-
terns of corticostriatal pyramidal
cells in frontal cortex. J. Neurosci.
26, 4394–4405.

Neafsey, E., Bold, E., Haas, G., Hurley-
Gius, K., Quirk, G., Sievert, C.,
et al. (1986). The organization of the
rat motor cortex: a microstimula-
tion mapping study. Brain Res. 11,
77–96.

O’Connor, D. H., Huber, D., and
Svoboda, K. (2009). Reverse engi-
neering the mouse brain. Nature
461, 923–929.

Papagiakoumou, E., Anselmi, F.,
Bègue, A., de Sars, V., Glückstad,
J., Isacoff, E. Y., et al. (2010).
Scanless two-photon excitation of
channelrhodopsin-2. Nat. Methods
7, 848–854.

Petreanu, L., Mao, T. Y., Sternson, S. M.,
and Svoboda, K. (2009). The sub-
cellular organization of neocortical
excitatory connections. Nature 457,
1142–1145.

Rickgauer, J. P., and Tank, D. W.
(2009). Two-photon excitation of
channelrhodopsin-2 at saturation.
Proc. Natl. Acad. Sci. U.S.A. 106,
15025–15030.

Rouiller, E. M., Moret, V., and Liang, F.
(1993). Comparison of the connec-
tional properties of the two forelimb
areas of the rat sensorimotor cor-
tex: support for the presence of a
premotor or supplementary motor
cortical area. Somatosens. Mot. Res.
10, 269–289.

Sato, T. R., and Svoboda, K. (2010).
The functional properties of barrel
cortex neurons projecting to the pri-
mary motor cortex. J. Neurosci. 30,
4256–4260.

Shipp, S. (2005). The importance of
being agranular: a comparative
account of visual and motor cor-
tex. Philos. Trans. R. Soc. B 360,
797–814.

Smith, N. J., Horst, N. K., Liu, B.,
Caetano, M. S., and Laubach, M.
(2010). Reversible inactivation
of rat premotor cortex impairs
temporal preparation, but not
inhibitory control, during sim-
ple reaction-time performance.
Front. Integr. Neurosci. 4:124. doi:
10.3389/fnint.2010.00124

Tanaka, Y. R., Tanaka, Y. H., Konno,
M., Fujiyama, F., Sonomura, T.,
Okamoto-Furuta, K., et al. (2011).
Local connections of excitatory neu-
rons to corticothalamic neurons in
the rat barrel cortex. J. Neurosci. 31,
18223–18236.

Tennant, K. A., Adkins, D. L., Donlan,
N. A., Asay, A. L., Thomas, N.,
Kleim, J. A., et al. (2011). The
organization of the forelimb rep-
resentation of the C57BL/6 mouse
motor cortex as defined by intra-
cortical microstimulation and
cytoarchitecture. Cereb. Cortex 21,
865–876.

Van Essen, D. C., and Maunsell, J.
H. R. (1983). Hierarchical organi-
zation and functional streams in
the visual cortex. Trends Neurosci. 6,
370–375.

Wang, H., Peca, J., Matsuzaki, M.,
Matsuzaki, K., Noguchi, J., Qiu,
L., et al. (2007). High-speed
mapping of synaptic connectiv-
ity using photostimulation in
Channelrhodopsin-2 transgenic
mice. Proc. Natl. Acad. Sci. U.S.A.
104, 8143–8148.

Wolters, A., Sandbrink, F.,
Schlottmann, A., Kunesch, E.,
Stefan, K., Cohen, L. G., et al.
(2003). A temporally asymmetric
Hebbian rule governing plastic-
ity in the human motor cortex.
J. Neurophysiol. 89, 2339–2345.

Yizhar, O., Fenno, L. E., Davidson,
T. J., Mogri, M., and Deisseroth,
K. (2011). Optogenetics in neural
systems. Neuron 71, 9–34.

Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 28 November 2012; accepted:
11 March 2013; published online: 01
April 2013.
Citation: Hira R, Ohkubo F, Tanaka YR,
Masamizu Y, Augustine GJ, Kasai H and
Matsuzaki M (2013) In vivo optogenetic
tracing of functional corticocortical con-
nections between motor forelimb areas.
Front. Neural Circuits 7:55. doi: 10.3389/
fncir.2013.00055
Copyright © 2013 Hira, Ohkubo,
Tanaka, Masamizu, Augustine, Kasai
and Matsuzaki. This is an open-access
article distributed under the terms of the
Creative Commons Attribution License,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are cred-
ited and subject to any copyright notices
concerning any third-party graphics etc.

Frontiers in Neural Circuits www.frontiersin.org April 2013 | Volume 7 | Article 55 | 80

http://dx.doi.org/10.3389/fncir.2013.00055
http://dx.doi.org/10.3389/fncir.2013.00055
http://dx.doi.org/10.3389/fncir.2013.00055
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


“fncir-07-00048” — 2013/3/25 — 20:51 — page 1 — #1

ORIGINAL RESEARCH ARTICLE
published: 27 March 2013

doi: 10.3389/fncir.2013.00048

Mapping the spatio-temporal structure of motor cortical
LFP and spiking activities during reach-to-grasp movements
Alexa Riehle1,2*, Sarah Wirtssohn1†, Sonja Grün 2,3,4,5 and Thomas Brochier1

1 Institut de Neurosciences de la Timone, UMR 7289, Centre National de la Recherche Scientifique - Aix-Marseille Université, Marseille, France
2 Riken Brain Science Institute, Wako-Shi, Japan
3 Institute of Neuroscience and Medicine (INM-6), Computational and Systems Neuroscience, Research Center Jülich, Jülich, Germany
4 Institute for Advanced Simulation (IAS-6), Theoretical Neuroscience, Research Center Jülich, Jülich, Germany
5 Theoretical Systems Neurobiology, RWTH Aachen University, Aachen, Germany

Edited by:
Nicholas Hatsopoulos, University of
Chicago, USA

Reviewed by:
Nicholas Hatsopoulos, University of
Chicago, USA
Marc Schieber, University of
Rochester, USA

*Correspondence:
Alexa Riehle, Institut de
Neurosciences de la Timone, UMR
7289, Centre National de la
Recherche Scientifique - Aix-Marseille
Université, Campus Santé Timone, 27,
Boulevard Jean Moulin, 13885
Marseille Cedex 05, France.
e-mail: alexa.riehle@univ-amu.fr
†Present address:
Sarah Wirtssohn, Institute of Biology,
Behavioural Physiology,
Humboldt-Universität zu Berlin, Berlin,
Germany.

Grasping an object involves shaping the hand and fingers in relation to the object’s physical
properties. Following object contact, it also requires a fine adjustment of grasp forces for
secure manipulation. Earlier studies suggest that the control of hand shaping and grasp
force involve partially segregated motor cortical networks. However, it is still unclear how
information originating from these networks is processed and integrated. We addressed
this issue by analyzing massively parallel signals from population measures (local field
potentials, LFPs) and single neuron spiking activities recorded simultaneously during a
delayed reach-to-grasp task, by using a 100-electrode array chronically implanted in monkey
motor cortex. Motor cortical LFPs exhibit a large multi-component movement-related
potential (MRP) around movement onset. Here, we show that the peak amplitude of
each MRP component and its latency with respect to movement onset vary along the
cortical surface covered by the array. Using a comparative mapping approach, we suggest
that the spatio-temporal structure of the MRP reflects the complex physical properties of
the reach-to-grasp movement. In addition, we explored how the spatio-temporal structure
of the MRP relates to two other measures of neuronal activity: the temporal profile of
single neuron spiking activity at each electrode site and the somatosensory receptive
field properties of single neuron activities. We observe that the spatial representations
of LFP and spiking activities overlap extensively and relate to the spatial distribution of
proximal and distal representations of the upper limb. Altogether, these data show that, in
motor cortex, a precise spatio-temporal pattern of activation is involved for the control of
reach-to-grasp movements and provide some new insight about the functional organization
of motor cortex during reaching and object manipulation.

Keywords: cortical map, high-density recordings, monkey motor cortex, spiking activity, LFP

INTRODUCTION
The motor cortex is undoubtedly the first cortical area to be func-
tionally examined in the history of neuroscience. In 1870, Fritsch
and Hitzig did the first electrical stimulation experiments describ-
ing the topographical structure of motor cortex related to body
segments (Fritsch and Hitzig, 1870). Almost 100 years later, Evarts
(1964, 1966) started the first electrophysiological experiments in
the awake behaving monkey to relate cortical activity to upper
limb movements. Electrophysiological and anatomical studies
have demonstrated the complex organization of body representa-
tion in the motor cortex of human and non-human primates. The
motor effects evoked by intra-cortical micro-stimulation (ICMS)
show systematic variations along the medio-lateral axis of the pri-
mary motor cortex (M1): ICMS at medial cortical sites in the
precentral gyrus evokes lower limb movements, whereas ICMS
at more lateral sites generate upper limb and head movements
(Woolsey et al., 1952; Asanuma and Rosén, 1972; Kwan et al.,
1978; Humphrey, 1986). Complementary studies revealed some
additional variations in M1 and dorsal premotor (PMd) cortical
organization along the antero-posterior axis. These observations

suggest a clearly delineated somatotopic parcellation of motor
cortical areas (Raos et al., 2003; Boudrias et al., 2010). However,
converging evidence shows that body representation is not so
strictly organized but characterized by a great degree of overlap
between the cortical zones within M1 controlling nearby body
parts (Park et al., 2001, 2004). This is particularly true within the
distal upper limb representation in which there is little evidence of
independent representation of the fingers (Schieber and Hibbert,
1993; Schieber, 2001).

On the functional side, it remains unclear how motor cortical
organization as revealed by ICMS mapping relates to the activity
of this cortical area during complex movements involving mul-
tiple body segments. Reach-to-grasp movements are particularly
well suited to address this issue. These movements require the
coordinated activation of arm and hand muscles to move the
proximal and distal segments of the upper limb in a coherent
way (Jeannerod, 1984; Jeannerod et al., 1995). Reaching requires
activation of the arm muscles to transport the hand toward tar-
get objects, whereas grasping involves the activation of extrinsic
and intrinsic hand muscles for hand preshaping and force control
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(Brochier et al., 2004; Stark et al., 2007). Following object con-
tact, grasping also requires a fine adjustment of grasp forces for
secure manipulation. Earlier studies suggest that the control of
hand shaping and grasp force involves partially segregated motor
cortical networks both during preparation and execution (Tokuno
and Tanji, 1993; Rubino et al., 2006; Umilta et al., 2007; Vargas-
Irwin et al., 2010; Bansal et al., 2012). However, it is still unclear
how information originating from these networks is processed and
integrated over motor cortical areas to give rise to a unified motor
command.

One way to study the spatio-temporal modulations of neu-
ral activity during reach-to-grasp movements is to record
simultaneously from an extended cortical territory through
implanted microelectrode arrays. Vargas-Irwin et al. (2010) used
4 mm × 4 mm 100-electrode Utah arrays implanted in the upper
limb representation just anterior to the central sulcus to analyze
the spiking activity of single neurons during reach-to-grasp move-
ments. They did not observe any systematic spatial dependence of
neuronal firing with arm and hand movements, nor any related
spatial partitioning of neuronal populations. However, Hatsopou-
los and colleagues (Rubino et al., 2006; Hatsopoulos et al., 2011;
Takahashi et al., 2011) used the same type of arrays to analyze the
properties of local field potential (LFP) oscillatory activity in the
beta frequency range (15–30 Hz) along the cortical surface close to
the central sulcus. They described propagating waves of beta oscil-
lations along the dominant axes of the motor cortex with respect to
the proximal and distal motor representations in both humans and
monkeys. These partially conflicting observations may be related
to the observation that spiking activity and LFPs are not tightly cor-
related neuronal signals (Poulet and Petersen, 2008; Okun et al.,
2010) and thus likely carry different information. LFPs can be
recorded from the same electrode as single neurons and reflect
mainly the spatially averaged synaptic input to neurons within
a small volume around the electrode tip (Mitzdorf, 1985). It is
plausible that the global LFP signal is more appropriate to cap-
ture gradual transitions within motor cortical maps than highly
localized spiking activity.

Besides their oscillatory properties, LFPs are known to mod-
ulate in the time domain in relation to specific behaviorally
relevant events. In motor cortical areas, LFPs exhibit a large
multi-component movement-related potential (MRP) around
movement onset (Donchin et al., 2001; Roux et al., 2006; Kilavik
et al., 2010). However, little is known about the spatio-temporal
distribution of MRPs across motor cortex in relation to task
requirements. It is assumed that negative deflections of the LFP
reflect excitatory inputs to the neurons in the local vicinity of
the electrode tip and as such may promote an increase in spik-
ing activity (Arieli et al., 1995; Destexhe et al., 1999). Following
this assumption, one can hypothesize that the modulation of the
amplitudes of the different MRP components may be character-
ized by specific spatio-temporal structures related to the motor
cortical internal map.

In this paper, we use high-density intra-cortical recordings to
study the temporal and spatial modulations of LFP and spiking
activity during a delayed reach-to-grasp task. Neuronal activity
was recorded by using a 100-electrode “Utah” array, chronically
implanted in the precentral gyrus convexity. We first used the LFP

signal to analyze the distinct MRP components and to explore
how their peak amplitudes and latencies are spatially distributed
over the cortical surface covered by the electrode array. Using
this mapping approach, we showed for the first time that during
movement execution, the spatio-temporal structure of the MRP
reflects the complex physical properties of reach-to-grasp move-
ment. In addition, we explored how the MRP structure relates
to two other measures of neuronal activity: (i) the temporal pro-
file of single neuron spiking activity at each electrode site and
(ii) the somatosensory receptive field (RF) properties of single
neuron activities. We observed that the spatial representations of
LFP and spiking activities overlap extensively and relate to the
spatial distribution of proximal and distal representations of the
upper limb in motor cortex. Altogether, these data show that, in
motor cortex, a precise spatio-temporal pattern of activation is
involved for the control of reach-to-grasp movements and pro-
vide some new insight about the functional organization of motor
cortex during reaching and object manipulation. Preliminary
data were presented in Brochier and Riehle (2011) and Riehle and
Brochier (2012).

MATERIALS AND METHODS
BEHAVIORAL TASK
One adult female macaque monkey (Macaca mulatta), weighing
4.5 kg, was used in the experiment. All animal procedures were
approved by the local ethical committee (authorization A1/10/12)
and conformed to the European and French government regula-
tions.

The monkey was trained to perform an instructed delay reach-
to-grasp task to obtain a food reward (apple sauce), using the
left hand, and sat in a custom-made primate chair in front of
the experimental apparatus with the non-working arm loosely
restrained in a semi-flexed position. The unrestrained working
hand rested on a switch positioned at waist-level, 5 cm lateral to
the midline. The target object was a stainless steel parallelepiped
(40 mm × 16 mm × 10 mm) attached to the anterior end of a
low-friction horizontal shuttle and rotated at a 45◦ angle from the
vertical axis (see Figure 1A). It was located 13 cm away from the
switch at 14 cm height. The object had to be grasped and pulled
with the working hand using one of two different grips: a preci-
sion grip (PG) by placing the tips of the index and the thumb in
a groove on the upper and lower sides of the object, respectively,
or a side grip (SG), by placing the tip of the thumb and the lat-
eral surface of the index on the right and left sides, respectively
(Figure 1A). The object weight could be set to one of two different
values (100 or 200 g) by means of an electromagnet inside the
apparatus. Thus, the force required to pull the object was either
low force (LF) or high force (HF) when the magnet was turned
off or on, respectively. Changes in object weight occurred between
trials and were undetectable by the monkey. The apparatus pro-
vided a continuous measure of the grip and pulling load forces by
means of force sensitive resistances (FSR). In addition, a hall-effect
sensor measured the horizontal displacement of the object over a
maximal distance of 15 mm.

A square of four red light-emitting diodes (LEDs) with one
yellow LED in its center was used to display the instruction cues
(Figure 1B). The LEDs were inserted in the apparatus just above
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FIGURE 1 | (A,B) Experimental design (see text for details). (C) Implanted
Utah array in the motor cortex of our monkey. The picture is rotated such
that the array is oriented in the same way as the maps shown in Figures 4,

8, and 9. la, lateral; me, medial; ro, rostral; ca, caudal.

the target object. Illumination of the two left or right red LEDs
instructed the monkey to perform a SG or a PG, respectively. Illu-
mination of the two bottom or top LEDs instructed the monkey
that pulling the object required a LF or HF, respectively.

The task was programed and controlled using LabVIEW
(National Instruments Corporation, Austin, TX, USA). The trial
sequence was as follows (see Figure 1B). The monkey had to close
the switch with the hand to initiate a trial. After 400 ms, the cen-
tral yellow LED was illuminated for another 400 ms, followed by
the preparatory cue, illuminated for 300 ms, which instructed the
monkey about the grip (PG or SG) required to perform the trial.
Cue extinction was followed by a 1-s preparatory delay. At the end
of this delay, the GO signal provided the remaining information
about the force and also served as imperative signal instructing
the monkey to release the switch to reach and grasp the object.
Following object grasp, the monkey had to pull the object into
a narrow position window (4–14 mm) and to hold it there for
500 ms to obtain the reward. In case of grip error, the trial was

aborted and all four LEDs were flashed as a negative feed-back.
The reaction time (RT) was defined as the time between the GO
signal and switch release and the movement time (MT) the time
between switch release and grip force onset as detected by the FSR
by using a fixed threshold. The monkey was required to keep RT
and MT below 700 ms to be rewarded. Five to 10 recording sub-
sessions of about 10–15 min each were recorded per recording
session, one session per day, up to five sessions per week. During
each subsession, the four trial types, i.e., a combination of SG–
LF, SG–HF, PG–LF, and PG–HF, were presented at random with
equal probability. The monkey usually achieved a total of 100–200
successful trials/subsession.

SURGERY
When the monkey was fully trained in the task and obtained 85%
of correct trials, a 100-electrode Utah array (Blackrock Microsys-
tems, Salt Lake City, UT, USA) was surgically implanted in the
motor cortex contralateral to the working hand. The array had an
arrangement of 10 × 10 iridium oxide electrodes, each of them
1.5 mm long, with an inter-electrode distance of 400 μm. The
surgery was performed under deep general anesthesia using full
aseptic procedures. Anesthesia was induced with 10 mg/kg i.m.
ketamine and maintained with 2–2.5% isoflurane in 40:60 O2–air.
To prevent cortical swelling, 2 ml/kg of mannitol i.v. was slowly
injected over a period of 10 min. A 20 mm × 20 mm craniotomy
was performed over the motor cortex and the dura was incised
and reflected. The array was positioned on the cortical surface
3 mm anterior to the central sulcus at the level of the spur of
the arcuate sulcus (Figure 1C). The array was inserted using a
pneumatic inserter (Array Inserter, Blackrock Microsystems) and
covered with a sheet of an artificial non-absorbable dura (Gore-
tex). The real dura was sutured back and covered with a piece of
an artificial absorbable dura (Seamdura, Codman). The bone flap
was put back at its original position and attached to the skull by
means of a 4 mm × 40 mm strip of titanium (Bioplate, Codman).
The array connector was fixed to the skull on the opposite side with
titanium bone screws (Bioplate, Codman). The skin was sutured
back over the bone flap and around the connector. The monkey
received a full course of antibiotics and analgesic before returning
to the home cage.

RECORDINGS
Data were recorded using the 128-channel Cerebus acquisition
system (Blackrock Microsystems, Salt Lake City, UT, USA). The
signal from each active electrode (96 out of the 100 electrodes
were connected) was pre-processed by a head stage with unity
gain and then amplified with a gain of 5000. The signal was filtered
in two different frequency bands to split into LFPs (0.3–250 Hz)
and spiking activity (0.5–7.5 kHz). The LFPs were sampled at
1 kHz and saved on disk. On every channel, the experimenter
set a threshold online for spike selection. All waveforms cross-
ing the threshold were sampled at 30 kHz and snippets of 1.6 ms
duration were saved for offline spike sorting. All behavioral data
such as stimuli, switch release, force traces for thumb and index
fingers, and object displacement were fed into the Cerebus, sam-
pled at 1 kHz and stored for offline analysis. During the offline
spike sorting (Offline Spike Sorter, version 3, Plexon Inc., Dallas,
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TX, USA), spike clusters which were separated significantly from
each other and with less than 1% of inter-spike intervals (ISIs) of
2 ms and less were considered as single units (single-unit activity,
SUA), whereas less well separated clusters and/or more than 1% of
2 ms ISIs were considered as multi-unit (multi-unit activity, MUA)
recordings.

DATA SELECTION
Data were obtained from 57 recording sessions over a period of
more than 7 months. For LFP analysis, we selected 18 recording
subsessions from different sessions. Three criteria guided the selec-
tion. Each selected subsession had to contain a sufficient number
of trials (at least 100), it should show as few artifacts as possi-
ble and the selected subsessions should homogeneously span the
entire 7 months of recording. For spike data, 11 recording subses-
sions were selected using the same criteria. These subsessions were
different from the LFP subsessions since they were also selected to
get as many (at least 80) recorded single neurons as possible per
subsession.

DATA ANALYSIS
All data were analyzed using Matlab (The MatWorks Inc., Natick,
MA, USA).

The timing of the behavioral events in the different tasks was
calculated offline. The object touch was calculated from the first
derivative of the grip force measured at the thumb (i.e., the grip
force rate, GFR). In each trial, it corresponded to the time after
switch release at which the GFR passed a threshold arbitrarily set
to maxGFR/25 (where maxGFR corresponds to the peak of GFR in
the current trial). The object pull was computed from the object
displacement measure and corresponded to the time at which the
object entered the position window. The time difference between
switch release, object touch, object pull, and reward corresponded
to the RT, MT, and hold time (Hold), respectively.

Local field potential signals from each electrode and from each
recording subsession were processed independently. For some sub-
sessions, visual inspection of the data showed that in very few
electrodes, the signal was corrupted by recurrent artifacts in almost
all trials. These electrodes were excluded from the analysis. For
each remaining electrode, the raw LFP signal was band-pass fil-
tered in the range of 3–15 Hz (fourth order Butterworth filter).
This frequency range corresponds to the main frequency band of
the MRPs (Kilavik et al., 2010) excluding both the prominent beta
oscillations (20–30 Hz; Kilavik et al., 2012a) and slow frequency
modulations (<2 Hz) such as the contingent negative variation
(CNV) occurring during an instructed delay (Walter et al., 1964;
Zaepffel and Brochier, 2012). In each trial, the LFP was aligned
to switch release and cut in a time window starting 500 ms before
and ending 1000 ms after switch release, and then z-scored across
all trials. At every time point in this window, the mean and stan-
dard deviation of the LFP signal was computed across all trials of
each trial type. We discarded each individual trial in which the
signal exceeded the mean LFP ± 2 standard deviations at any time
point. This procedure was used to reject outlier trials that may
be corrupted by non-physiological artifacts. Mean LFPs on each
electrode exhibited a large MRP with three positive components
alternating with two negative components (Figure 2, only −250 to

FIGURE 2 | Movement-related potentials (MRPs) of the LFP for each of

the four trial types averaged across all electrodes recorded in one

selected subsession. Time in millisecond around switch release (t0). SG,
side grip; PG, precision grip; LF, low force; HF, high force; RT, reaction time;
MT, movement time; PT, pulling time; GO, GO signal occurrence; touch,
touching the object; pull, arriving in the hold window. The red and blue
arrows correspond to the timing of the trial averaged events during PG and
SG trials, respectively.

550 ms with respect to switch release are shown here). We labeled
these components P1, N1, P2, N2, and P3. In some sessions, the
P2 component for PG trials was divided in two distinct subcom-
ponents. We labeled these two subcomponents P2-1 and P2-2.
Each component of each trial type was analyzed separately. We
first determined its absolute peak amplitude and its peak latency
in relation to switch release for each electrode in each subses-
sion in appropriate time windows covering the component. We
then analyzed how the peak amplitude and latency across all sub-
sessions varied spatially between electrodes. To do so, we used a
10 × 10 matrix to represent the cortical surface covered by the 100-
electrode array. In all figures, we oriented this matrix so that the
top row is parallel to the central sulcus (see Figure 1C), and the left
upper corner represents the lateral electrodes, the left lower corner
of the matrix being closer to the arcuate sulcus (toward PM), rep-
resenting the rostral electrodes. The right upper and lower corners
of the matrix represent the caudal and medial electrodes, respec-
tively. We used a color code to represent the peak amplitudes of the
component at each electrode location on the matrix. In Figure 3A,
an example of peak amplitude maps can be seen, computed from
SG–HF trials, in which the largest and smallest amplitudes were
represented in red and blue, respectively. To represent the spatial
modulation of the peak latencies (see Figure 3B) we used another
matrix for display. On the peak latency map, earliest and latest
peaks with respect to switch release were represented in red and
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FIGURE 3 | Bootstrap procedure to assess whether the similarity

between a given pair of maps could have occurred by chance

(for more details, see Materials and Methods). As an example, we
used the maps of the P1 peak amplitudes (A) and their latencies (B). First, in
order to homogenize the data to be compared between maps, we z -scored
the data on each map individually. We then calculated a similarity index (SI)
between the two maps of observations. At each electrode, we computed the
absolute difference between the P1 amplitude and the P1 latency, and
averaged these values across all electrodes to obtain the similarity index,

SIobs (E), where AP1e is the peak amplitude of the P1 component at
electrode e, LP1e the peak latency of the P1 at the same electrode, and
N the number of electrodes. For the bootstrap, the P1 latency values of the
original map were randomly shuffled in space to create a “random P1 latency
map” (C). We calculated the SI between this “random latency map” and the
original P1 amplitude map, SIrand (F). This procedure was repeated 1000
times to build a distribution of SIrand (D). SIobs was compared to the
distribution of SIrand to assess if the similarity between the two observed
maps was significant.

blue, respectively. We repeated the same procedure to create an
amplitude and latency map for each of the five MRP components
and for each of the four trial types across all subsessions.

In each recording subsession, these maps showed that the five
MRP components varied in amplitude and latency across the array.
In a first analysis, we tested for each MRP component if the lay-
out of these maps was consistent across recording subsessions. For
this purpose, we compared the MRP map in each subsession to
the map in all the other subsessions, one by one. For each pair
of subsessions, we computed the pairwise correlation coefficient
between the amplitudes of the component on each electrode in
the two subsessions. We then counted the number of significant
correlations (p < 0.05) across all possible pairs of subsessions.
The same method was applied to quantify the consistency of the
peak latency maps of each MRP component. The consistency
across subsessions of the amplitude/latency map of a given com-
ponent was considered to be significant if more than 95% of the

subsession pairs showed a significant correlation (see black fields in
Figure 5).

Since the maps were highly consistent across subsessions (see
Consistency of Maps Across Sessions and Figure 5), the following
analyses were done on peak amplitude and latency maps averaged
across all 18 subsessions. We raised three different issues: Were the
peak amplitude maps different for the four trial types? Did the
spatial modulation of MRP peak amplitude relate to the spatial
modulation of its latency? Was there any similarity between the
amplitude maps of the five MRP components? To address these
issues, we used a bootstrap procedure to assess whether the similar-
ity between a given pair of maps could have occurred by chance.
This procedure is described below by using, as an example, the
comparison between the P1 amplitude and the P1 latency maps
(see Figure 3). First, in order to compare two maps, we had to
normalize the two data sets to obtain a similar scale. To do so, we
z-scored the P1 peak amplitude at each electrode by the mean and
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FIGURE 4 | Maps of peak amplitudes (A,C) and latencies (B,D) of the

different components of the MRP averaged across all selected

subsessions; n = 18 in (A,B); n = 12 in (C,D). Color code is in absolute
values and adapted to each component separately. Above each map, the MRP
component and the min–max values are indicated in z -score for the

amplitudes (A,C) and in millisecond with respect to switch release for the
latencies (B,D). (A,B) Side grip–high force; (C,D) precision grip–high force.
White squares are either the four inactive electrodes (see their position in A)
or eliminated electrodes because of outliers. la, lateral; me, medial; ro, rostral;
ca, caudal; see Figure 1C.

standard deviation of the P1 peak amplitudes computed across all
electrodes. The same normalization was applied to the P1 peak
latency map. We then calculated a similarity index (SI) between
the two maps of observations. At each electrode, we computed the
absolute difference between the P1 amplitude and the P1 latency,
both normalized and in arbitrary units. These values were then
averaged across all electrodes to obtain the SI (SIobs).

SIobs = 1

N

N∑
e=1

|Aple − Lple|.

Where AP1e is the peak amplitude of the P1 component at elec-
trode e, LP 1e the peak latency of the P1 at the same electrode, and
N the number of electrodes. For the bootstrap, the normalized
P1 latency values of the original map were randomly shuffled in
space to create a “random P1 latency map” (see Figure 3C for an
example map). We calculated the SI between this “random latency
map” and the original P1 amplitude map (SIrand). This proce-
dure was repeated 1000 times to build a distribution of SIrand (see
Figure 3D). The 25th and 975th SIrand defined the upper and
lower limits of the confidence interval. SIobs was compared to the
distribution of SIrand to assess if the similarity between the two

observed maps was significant. If SIobs is at the lower tail of the
distribution, as in Figure 3D, the two maps match positively, that
is they significantly cover the same/similar space on the matri-
ces. If SIobs is at the upper tail of the distribution, the two maps
match inversely, that is when a value is high on one map, it is
rather low on the other map. The same bootstrap procedure was
used to compare the peak amplitude and latency maps for the five
MRP components, the peak amplitude and latency maps of each
component to the peak amplitude and latency maps of the other
components and the peak amplitude maps of the different trial
types.

RESULTS
LOCAL FIELD POTENTIALS
Maps of peak amplitudes and latencies on the cortical surface
covered by the array
In relation to our complex reach-to-grasp task, the MRP of the LFP
contains five distinct components around movement onset (switch
release). Figure 2 shows an example of MRPs averaged across all
electrodes of the array recorded during one recording subsession
for each of the four trial types. The five components occur at spe-
cific time points during reaching and grasping: P1 occurs between
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FIGURE 5 | Consistency of peak amplitude (A) and peak latency (B) maps

across all selected subsessions. The gray color code corresponds to the
percentage of significant data pairs for each component and behavioral

condition. The black fields indicate that more than 95% (p < 0.05) of the pairs
were statistically significant. Note, for PG the P2 component is split in two
subcomponents, P2-1 and P2-2.

the GO onset and switch release, N1 around switch release, P2
between switch release and object touch, N2 during object pulling,
and finally P3 during the object hold. Although this temporal
sequence could suggest that each component is linked to a specific
task event, we observed that the average MRPs of all five compo-
nents are the largest when single trial LFPs are aligned to switch
release. Therefore, all our analyses included here were done using
LFPs aligned to switch release. Figure 4 shows the peak amplitude
(Figure 4A) and peak latency (Figure 4B) maps for each of the five
components during SG–HF trials, averaged across the 18 selected
subsessions of recording (see Materials and Methods for details).
Figures 4C,D show the amplitude and latency maps, respectively,
for the two P2 subcomponents in PG–HF trials. The spatial layout
of these maps shows clear differences between the individual com-
ponents. The highest amplitudes and the earliest peak latencies
of P1 and N1 are localized mainly in the lower part of the maps,
representing the rostral electrode positions closer to the precen-
tral dimple (see Figure 1C). In contrast, the later components, P2
and N2, are largest in the upper part of the map, representing the
electrode positions closer to the central sulcus. P3 has no clear
localization. The two P2 subcomponents could clearly be sepa-
rated in 12 out of the 18 subsessions and were analyzed separately
as shown in Figures 4C,D. Interestingly, striking differences are
observed between the map layouts of the two subcomponents. The
amplitude of the first subcomponent is largest at the bottom of the
map whereas the amplitude of the second subcomponent is largest
at the top. The latency maps also show that for these two subcom-
ponents, the peak occurs earlier on specific electrodes at the center
and on the left border of the map for P2-1 and P2-2, respectively.
In the following section, we questioned if the spatial organization
of these average maps results from a systematic spatial distribution
of the five LFP components in individual recording subsessions.

Consistency of maps across sessions
In order to test the consistency of the peak amplitude and latency
maps from subsession to subsession, we calculated the correlation
between the maps for each possible pair taken from the 18 subses-
sions (n = 153). The correlation between maps of the P2-1 and
P2-2 subcomponents in PG trials could be calculated only in 12
subsessions (n = 66; see Maps of Peak Amplitudes and Latencies

on the Cortical Surface Covered by the Array). Figure 5A shows
that for all components but P3, the between subsession correlation
of the amplitude maps is significant in more than 95% of the pairs
(black fields). Also, for all components but the N1 and P3 dur-
ing SG (see Figure 5B) the between subsession correlation of the
latency maps was significant in more than 95% of the pairs. The
lowest amount of significant pairs was found for the P3 latencies
in SG, being nevertheless higher than 75%. In other words, the
maps of both peak amplitudes and latencies were highly consis-
tent over the 7 months of recording and, thus, we performed the
following analyses on the data sets averaged across all recording
subsessions.

Spatial representation of behavioral conditions
In order to test if the different behavioral parameters such as grip
and force are differently represented on the motor cortical surface
covered by the array, we used a bootstrap procedure with 1000
iterations (see Materials and Methods, Figure 3). This procedure
quantifies the likelihood that the similarity between maps could
have occurred by chance. Here we compared the peak amplitude
maps of each component between trial types. For the P2 compo-
nent in PG we chose the larger subcomponent, i.e., the P2-2. This
comparison reveals that the maps for both the two grip types and
the two force types are almost identical (p < 0.001). For that rea-
son, we selected only HF trial types for further analyses. However,
since the shapes of the MRPs related to SG and PG strongly varied
(see Figure 2), we analyzed SG and PG separately.

Spatial relation between peak amplitude and latency
In order to determine if there is any spatial relationship between
the peak amplitude and its latency for individual MRP compo-
nents, we used the same bootstrap procedure as described in
Section “Spatial Representation of Behavioral Conditions” with
1000 iterations (see Materials and Methods). The main result is
that there is a significant (p < 0.05) match between amplitude
and latency for the P1 component obtained for the two grip types
(black squares in Figure 6A), meaning that the higher the P1
amplitude, the earlier it occurs. Less systematic effects are observed
for the other components. The N1 component shows a signif-
icant inversed match between the amplitude and latency maps,
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FIGURE 6 | Significance levels of comparisons between

maps of MRP components for high force trial types only.

Black: statistically significant (p < 0.05) positive match; gray:
statistically significant negative match; white: not significant.

The numbers correspond to the p-value for each combination.
(A) Peak amplitude vs peak latency maps. (B) Comparison between
peak amplitude maps of different components. The results for SG and
PG are identical.

but only for SG trials (gray square in Figure 6A). This inversed
match indicates that the higher the amplitude of the N1 peak,
the later it occurs. The two subcomponents of the P2 in PG tri-
als show opposite effects. The P2-2 amplitude map matches the
latency map, whereas P2-1 amplitude and latency maps show a
inversed match. The spatial organization of the P3 component is
very poor (see Figure 4) and thus it is not further considered for
comparison.

Different spatial representations of the individual components
We again used the same bootstrap procedure as described above
to test the similarity between the amplitude maps of the different
MRP components (see Figure 6B). A black square indicates that
the maps are significantly more similar than predicted by chance,
i.e., that the maps significantly match. A gray square indicates
the reverse, i.e., that the maps show a significant reversed layout.
This comparison shows that all combinations were statistically
significant, where the two early components (P1–N1) and the two
late components (P2–N2) share the same spatial representations.
On the other hand, the maps of P1–P2, P1–N2, N1–N2, and N1–
P2 have an opposite representation on the cortical surface. The
same result was obtained for both SG and PG. As in the previous
comparison, the poor spatial organization of the P3 component
precludes it from further comparison.

MAPPING THE SINGLE NEURON SPIKING ACTIVITY ACROSS THE
CORTICAL SURFACE
In the 11 subsessions of data selected for the analysis of the
spike data (see Materials and Methods), single neuron activi-
ties were recorded from almost all electrodes, leading to 83–119
well-sorted single neurons (SUA) and 27–90 MUAs. Across these
11 recording subsessions, a total of 1058 SUAs and 809 MUAs
were discriminated. The similarity of the SUAs across sessions
was not systematically assessed. However, visual inspection of
the spike waveforms, inter-spike-interval histograms and post-
stimulus time histograms (PSTHs) in the task suggested that most

of the SUAs isolated in different recording subsessions actually
corresponded to different neurons. Therefore for the purpose of
this study, all neurons in all subsessions were considered as inde-
pendent neurons and included in the analysis. Figure 7 shows five
examples of the activity of single neurons recorded during some
of the selected subsessions. Spiking data were aligned to switch
release, as were the MRPs of the LFP. It can clearly be seen, that
each neuron exhibits only one peak of activity, but peaks at a differ-
ent moment in time around switch release. Figure 8A shows the
numbers of neurons (SUAs and MUAs) discriminated on each
electrode across the 11 subsessions which had a peak in their
firing rate during a window of ±500 ms around switch release
(n = 1677 out of the 1867 recorded neurons). These numbers
appear evenly distributed across the array. Here we investigated
the relationship between spiking activity and MRP modulations
(Figure 4). More specifically, we questioned if the peak activ-
ity of single neurons could be related in space and time to the
peaks of the different MRP components. We restricted this com-
parative analysis to the first three MRP components, P1, N1,
and P2, which temporally best related to the peak occurrences
of the spiking activity (Figure 8B). After aligning spike data in
each trial to switch release (t0), we computed the mean firing
rate across all trials (PSTH) with a temporal resolution of 1 ms,
which was smoothed with a Gaussian filter (length 50 ms) and
converted to spikes per second. We then determined for each
neuron the latency of the peak firing rate with respect to switch
release. Figure 8B presents the distribution of the peak latencies
for the 1673 neurons (SUA and MUA). This distribution shows
that although the peak activity of most neurons occurs after t0,
an important proportion of neurons do actually peak before t0.
We analyzed if the proportion of neurons peaking before and after
t0 is equally distributed in space across the array. In relation to
the MRPs, we selected three discrete time windows around the
peak latency of the three MRP components, win1 from −200 to
−10 ms (P1), win2 from −10 to 40 ms (N1), and win3 from 40
to 140 ms (P2). We then calculated the percentage of neurons
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FIGURE 7 | Examples of the activity of neurons recorded during a few of

the selected subsessions. Spiking data were aligned to switch release (t0)
as the MRPs of the LFP. In the raster displays, each horizontal line
corresponds to a trial, and each small dot to the occurrence of a spike. Trials
were aligned according to increasing reaction times. In each example, the
data recorded during 59–82 trials during SG–HF are shown. The first raw of

large dots corresponds to the occurrence of the GO signal in each trial, and
the large dots in the second raw correspond to object touch. Spiking data
were averaged across all trials and represented as post-stimulus time
histogram (PSTH, thick line). It can clearly be seen, that each neuron exhibits
only one peak of activity, but peaks at a different moment in time around
switch release.

FIGURE 8 | (A) Total number of neurons recorded on each electrode during
the 11 selected subsessions, peaking during ±500 ms around switch release.
la, lateral; me, medial; ro, rostral; ca, caudal; see Figure 1C. (B) Peak
latencies of all neurons with respect to switch release (t0). (C) Amount of
neurons peaking during one of the three time windows corresponding to the

first three components of the MRP of the LFP, expressed as percentage of
neurons from all neurons peaking around switch release (± 500 ms,
n = 1677) on each electrode. For the color code, the min (blue)–max (red)
values of the percentages are indicated below each map, as well as the total
number of neurons peaking during the respective window.
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recorded at a given electrode peaking during a given time win-
dows with respect to the total number of all recorded neurons
peaking in relation to switch release (n = 1677). The result of
this analysis is presented in Figure 8C for the three time win-
dows. The data were smoothed over the array by averaging the
values obtained on each electrode with those obtained on all
directly adjacent electrodes and color coded. It can be seen that
the neurons peaking during the first time window (win1) are
mostly located in the center right part of the array. A reverse pat-
tern is observed in the third time window (win3) during which
most of the neurons that are peaking were recorded on the array
borders.

SOMATOSENSORY PROPERTIES OF SPIKING ACTIVITY
To better characterize the functional properties of the cortical
zone covered by the array, we explored the somatosensory RFs
of all the recorded neurons in three sessions over three consec-
utive days. To do so, we applied passive movements or tactile
stimulations on different parts of the left upper limb (i.e., the
limb used during the task) while recording the spiking activ-
ity on all electrodes simultaneously. Each particular stimulation
was tested separately. It was applied about 30 times at 0.3 Hz
and synchronized with a trigger signal generated by the experi-
menter for offline analysis of the evoked responses. The trigger
consisted of a switch operated by the experimenter’s foot when
applying the stimulus. We grouped the stimulations into three
categories with respect to their location on the upper limb (see
inset in Figure 9A). Distal stimulations were applied on differ-
ent parts of the hand and fingers and included light touch of
the thumb tip, of the inner side of thumb, of the index tip;
of digits 2–5 tips, of the hand palm; passive thumb adduction,
abduction, or flexion; passive index abduction or extension, pas-
sive digits 2–5 flexion or extension; simultaneous flexion of the
thumb and index in a passive PG. Proximo-distal stimulations
were applied to the wrist and included passive wrist flexion, prona-
tion or ulnar deviation. Proximal stimulations were applied to the
elbow or shoulder and included passive elbow flexion or extension
and passive shoulder elevation or lowering. In each of the three
recording sessions, we tested up to nine different stimulations
using at least one stimulation of each category (distal, proximo-
distal, and proximal). In the three sessions in which we tested
the RFs, we recorded 90, 91, and 103 SUAs and 78, 79, and 69
MUAs, respectively. For each neuron (SUA and MUA), we com-
puted a PSTH for each stimulation type separately. Figure 9A
illustrates the responses of three simultaneously recorded neu-
rons to the nine stimulation types used in the first recording
session. The spiking activity evoked by each stimulus was ana-
lyzed in a ±400 ms window around the experimenter’s trigger
(dashed lines). The mean spike count was computed with a tem-
poral resolution of 1 ms across all trials (N ∼ 30), smoothed with
a Gaussian filter (length 50 ms) and converted to spikes per sec-
ond. Each PSTH was then z-scored by the mean and standard
deviation of the firing rate across all stimulation types. By doing
so, the relative amplitude of the responses could be directly com-
pared between neurons. Neuron 1 responds strongly to the elbow
flexion, moderately to the wrist stimulation and very weakly to
the distal stimulation. In contrast, the response of the second

neuron is specific to wrist stimulation and the response of the
third neuron to the tactile stimulation of the thumb or index fin-
ger. To quantify the response evoked by each stimulation type,
we computed the difference between the minimum and the max-
imum value of the PSTH in the ±400 ms window. The maps in
Figures 9B–D illustrate the spatial distribution of the response
amplitudes for proximal (elbow, shoulder, Figure 9B), proximo-
distal (wrist, Figure 9C), and distal (hand, fingers, Figure 9D)
stimulations, respectively. The response amplitude at each elec-
trode is averaged across all SUAs and MUAs discriminated at this
electrode location. Red and blue squares indicate strong and weak
evoked responses, respectively. As in Section “Mapping the Single
Neuron Spiking Activity Across the Cortical Surface,” the three
maps were spatially smoothed by averaging the amplitude at each
electrode with the amplitudes at all directly adjacent electrodes.
Figure 9 shows a clear distinction between proximal and distal
upper limb representations over the cortical surface covered by the
electrode array. The neurons at the bottom of the array (medial
on the cortical surface) respond much more vigorously to prox-
imal stimulation whereas those in the top left corner (lateral on
the cortical surface) are more responsive to distal stimulation. The
responses to proximo-distal stimulation are more distributed over
the array.

COMPARISON OF MAPS OBTAINED WITH DIFFERENT SIGNAL TYPES
In a final analysis we looked for a relationship between the MRP
maps, the RF maps and the maps of peak spiking activity. We
used our bootstrap procedure to compare these different maps. In
summary (Figure 10), a significant match was observed between
all combinations of (i) the representation of proximal somatosen-
sory RFs and passive movements around elbow and shoulder
(Figure 9B), (ii) the amplitude maps of the P1 component of
the MRP (Figure 4A), and (iii) the map of the percentages of
neurons peaking during the corresponding time window (win1
in Figure 8C). Furthermore, there is a close match between (i)
the maps of the distal somatosensory RFs on hand and fingers
(Figure 9D), (ii) the representation of the late component (P2)
of the MRP (Figure 4A), and (iii) the distribution of the percent-
ages of neurons peaking during the same time window (win3 in
Figure 8C).

DISCUSSION
We showed that, in motor cortex, the MRPs of the LFP are
characterized by complex spatio-temporal properties during the
execution of reach-to-grasp movements. Although our data are
only from one monkey, our results obtained over more than
7 months of recording (see Data Selection) were highly repro-
ducible, suggesting a general finding. For each individual MRP
component, the peak amplitude and its latency with respect
to movement onset vary along the cortical surface following
a precise structure. We observed that these spatial modula-
tions are related to the firing properties of the single neurons
recorded in the same cortical area. In addition, we also showed
that the spatio-temporal properties of both the LFP and the
spiking activity may be linked to the spatial organization of
the somatosensory inputs to motor cortex, as estimated by RF
testing.
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FIGURE 9 | Somatosensory properties of spiking activity.

(A) Responses of three simultaneously recorded neurons to nine stimulus
conditions, as indicated by the drawings above. Mean firing rates are
indicated in z -score, averaged across ∼30 trials. For each stimulation
condition, the mean firing rate is presented ±400 ms around the trigger

signal (dashed lines). (B–D) Maps of somatosensory properties. Color code
indicates min (blue) to max (red) activation, averaged across all neurons
recorded during 3 days on each electrode of the array. White squares
correspond to the inactive electrodes of the array. la, lateral; me, medial; ro,
rostral; ca, caudal; see Figure 1C.

COMPLEX SPATIO-TEMPORAL PROPERTIES OF THE MRPS DURING
REACH-TO-GRASP MOVEMENTS
It has previously been shown that during reaching movements,
LFPs exhibit a large MRP around movement onset containing
three to four clearly distinguishable components (Donchin et al.,

2001; Roux et al., 2006; Kilavik et al., 2010). In the present study, we
show that even five distinct components can be identified during
reach-to-grasp movements. We suggest that the striking difference
in the MRP structure between reaching and reach-to-grasp move-
ments relates to their difference in complexity. When compared
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FIGURE 10 | Significance levels of comparisons between maps of

different signal types of neuronal activity. Black: statistically significant
(p < 0.05) positive map; gray: statistically significant negative map; white: not

significant. The numbers correspond to the p-value for each combination. (A)

MRP maps (Figure 4) vs RF property maps (Figure 9). (B) MRP maps vs
spiking activity maps (Figure 8). (C) Spiking activity maps vs RF property maps.

to a reaching movement, reach-to-grasp movements additionally
involve a tight coordination between arm and hand movements
so that the hand is already preshaped when contacting the object
(Jeannerod, 1984). Grasping movements also require a fine con-
trol of the contact forces for object manipulation and this control
is closely dependent upon the cortical processing of somatosen-
sory inputs from the hand and fingers (Picard and Smith, 1992;
Brochier et al., 1999; Salimi et al., 1999). These additional processes
activate dedicated cortical circuits projecting onto the hand area
of motor cortex (Tokuno and Tanji, 1993; Dum and Strick, 2005)
where they directly modulate the activity of layer V neurons dur-
ing grasp (Tokuno and Nambu, 2000; Kraskov et al., 2011). In the
present study, two additional observations support the assump-
tion that the complexity of the MRP reflects the movement-related
modulations of motor cortical activity. First, we showed that the
spatial distribution of the peak amplitude and its latency differs
between the early (P1/N1) and late components (P2/N2/P3) of
the MRP (Figures 4A,B). This difference suggests that the pro-
cesses giving rise to the early and late components are, at least in
part, spatially segregated. Since the early components are system-
atically observed in both reaching and reach-to-grasp tasks, they
are probably related to unspecific preparatory motor processes
(Roux et al., 2006) or the motor control of the reaching part of
upper limb movements (Gemba et al., 1981). The later compo-
nents (P2/N2/P3) are more specific of reach-to-grasp movements
and would reflect the activation of grasp-related local networks
in M1. Second, we observed that the structure of the MRP was
consistently more complex during execution of PG rather than
SG trials. In particular, the P2 component could be subdivided in
two subcomponents with distinct topographies (Figures 4C,D).
Previous work in human and non-human primates indicate that
PG is characterized by a greater level of complexity and is more
demanding in terms of neural control (Ehrsson et al., 2000; Beglio-
mini et al., 2007). Grasping an object between the tip of the thumb
and the index finger leads to more instability than grasping an
object with a whole hand grip and requires additional sensori-
motor control mechanisms (Johansson, 1996). In line with this

idea, the subdivision of the P2 component occurs right before the
object touch (Figure 2) and may indicate the activation of specific
processes for the control of a PG.

SPATIO-TEMPORAL RELATIONSHIP BETWEEN SPIKING ACTIVITY AND
MRP COMPONENTS
Previous works suggest that during LFP oscillations, spiking activ-
ity increases during the negative peaks of the LFP, indicating that
LFP reflects the synchronization of excitatory inputs to the neu-
rons around the electrode tip (Baker et al., 1997; Destexhe et al.,
1999; Denker et al., 2011). Following this hypothesis, the motor
command originating from layer V in the motor cortex should
produce a sustained negativity in the recordings. However, to our
knowledge, there is no evidence that the relationship between spike
rate and LFP negativity holds for the MRPs (see Discussion in
Roux et al., 2006). We observe that the MRP presents a robust
alternation of positive and negative peaks throughout movement
execution. Figure 8B shows that a majority of the recorded neu-
rons are maximally active between 40 and 140 ms after switch
release, in close temporal relationship with the P2 component of
the MRP (Figure 4). Many fewer neurons are showing a peak of
activity later than 140 ms after switch release, when the large N2
component of the MRP is observed. Although we did not assess
the direct temporal coupling between spike and LFP, our obser-
vations suggest a non-systematic relationship between LFPs and
firing rate during movement execution. In particular, the compar-
ison of LFP and spiking data shows that the MRP expresses at least
five distinct components (see Figure 2), whereas neurons tend to
present a single peak of spiking activity around movement onset
(see Figure 7).

RELATION TO PROXIMAL–DISTAL REPRESENTATIONS
In agreement with earlier studies (Rosén and Asanuma, 1972;
Lemon, 1981), we observed that a large proportion of motor cor-
tical neurons were responsive to passive stimulation of the upper
limb. RF testing with the 100-electrode Utah array presented two
additional advantages. First, the RFs were tested simultaneously on
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all electrodes, making thus sure that the same mechanical stimuli
were used for all neurons. Second, we could directly reconstruct
the spatial distribution of the RFs at all electrode locations and
compare the RF maps for distal and proximal stimuli. Using this
approach, we demonstrated that the proximal and distal parts of
the upper limb were preferentially represented toward the medial
and lateral sides of the array, respectively. This spatial organization
is reminiscent of motor cortical maps obtained by ICMS in which
a representation of the hand and fingers close to the central sulcus
is surrounded by a representation of the arm toward the arcu-
ate sulcus (Kwan et al., 1978; Park et al., 2001). Although ICMS
effects were not tested in the current experiment, the comparison
between our RF maps and ICMS maps in earlier studies confirm
a close match between the afferent input and motor maps in the
motor cortex (Rosén and Asanuma, 1972; Lemon, 1981).

Furthermore, we analyzed how this spatial organization of the
motor cortex is modulated during complex reach-to-grasp move-
ments. Our results show a clear shift of neural activity from medial
to lateral motor cortex during the course of the movement that is
revealed both in the MRP and in single neuron firing rates. This
shift of activity occurs between the N1 and P2 components of the
MRP and between the corresponding temporal windows for the
peak spiking activity. In terms of behavior, these temporal win-
dows correspond to the MT between movement onset and object
touch (Jeannerod, 1984). Importantly, the spatio-temporal struc-
ture of the MRPs and spiking activities closely match the spatial
distribution of the RFs. During the early part of the movement
(corresponding to the P1 and N1 components of the MRP), the
neural activity predominates in the areas receiving somatosensory
input from the arm, whereas during the later parts (correspond-
ing the P2, N2, and P3 components), the activity shifts to the
hand-related areas. These observations suggest that the underly-
ing organization of motor cortex in terms of body representation
strongly influences the modulation of neuronal activity during
movement execution. It is, however, important to stress that
these spatial modulations are only relative, so that the lateral
motor cortex is not entirely silent when the medial part is active
and vice-versa. For instance in the MRP, we observed a clear P1
component on all the electrodes, but this component was substan-
tially larger toward the medial electrodes. This indicates that the
whole motor cortex covered by the array is activated during the
task and that the global pattern of activity is locally modulated
in relation to the functional requirements of the different parts
of the task. Such organization would be adapted to enable the
tight coupling between proximal and distal upper limb segments

during reach-to-grasp movements (Wing et al., 1986; Jakobson
and Goodale, 1991; Chieffi and Gentilucci, 1993).

It has been proposed that proximo-distal coupling for upper
limb movements may be mediated by traveling waves of LFP beta
oscillations across the surface of the motor cortex (data filtered at
10–45 Hz in Rubino et al., 2006; Hatsopoulos et al., 2011; Taka-
hashi et al., 2011). In these studies, oscillations were analyzed both
in the delay period preceding the movement and during movement
execution itself, a period in which beta oscillations are known to be
almost suppressed (Kilavik et al., 2012a,b). An attractive hypoth-
esis would be that the transfer of information during movement
execution is also mediated by traveling waves in the low frequency
range of the MRP (3–15 Hz). This hypothesis would predict that
the latency of each MRP component should vary along a given
trajectory across the array, but that the amplitude of the peak
at these different latencies should remain constant. We observed
instead that the MRP peaks varied in amplitude in direct relation-
ship with the peak latency, i.e., the smaller the peak, the later the
latency. This correlation rather suggests that each MRP compo-
nent derives from a local source and that the peak at a remote
electrode from the source occurs later and is of smaller amplitude.
However, more detailed analyses will be required to confirm this
hypothesis.

Altogether, our results show a clear spatio-temporal structure
of the MRP and spiking activities over the motor cortex that relates
to the proximo-distal organization of this cortical area. This orga-
nization would provide the essential substrate for the control of
complex reach-to-grasp movements involving the coordination of
multiple segments of the upper limb. However, it is likely that
other properties of the recorded area are also contributing to the
spatio-temporal representation of the neuronal activity. In partic-
ular, since our electrode array was implanted over M1 and PMd
(see Figure 1C), area-specific activity modulations may also come
into play. But this issue cannot be directly addressed, since our
data do not allow a clear distinction between these two areas.
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The cortical control of fast and slow muscles of the ankle has been the subject of
numerous reports yielding conflicting results. Although it is generally agreed that cortical
stimulation yields short latency facilitation of fast muscles, the effects on the slow muscle,
soleus, remain controversial. Some studies have shown predominant facilitation of soleus
from the cortex while others have provided evidence of differential control in which
soleus is predominantly inhibited from the cortex. The objective of this study was to
investigate the cortical control of fast and slow muscles of the ankle using stimulus
triggered averaging (StTA) of EMG activity, which is a sensitive method of detecting output
effects on muscle activity. This method also has relatively high spatial resolution and can
be applied in awake, behaving subjects. Two rhesus macaques were trained to perform a
hindlimb push-pull task. Stimulus triggered averages (StTAs) of EMG activity (15, 30, and
60 µA at 15 Hz) were computed for four muscles of the ankle [tibialis anterior (TA), medial
gastrocnemius (MG), lateral gastrocnemius (LG), and soleus] as the monkeys performed
the task. Poststimulus facilitation (PStF) was observed in both the fast muscles (TA, MG,
and LG) as well as the slow muscle (soleus) and was as common and as strong in soleus as
in the fast muscles. However, while poststimulus suppression (PStS) was observed in all
muscles, it was more common in the slow muscle compared to the fast muscles and was
as common as facilitation at low stimulus intensities. Overall, our results demonstrate that
cortical facilitation of soleus has an organization that is very similar to that of the fast ankle
muscles. However, cortical inhibition is organized differently allowing for more prominent
suppression of soleus motoneurons.

Keywords: soleus, tibialis anterior, cortical facilitation, EMG, stimulus triggered averaging

INTRODUCTION
The existence of fast and slow motor units is well known (Eccles
et al., 1958; Andersen and Sears, 1964; Kugelberg and Edstrom,
1968; Ranvier, 1874; Kronecker and Stirling, 1878). The ankle
muscles have been a particular focus of many studies investigat-
ing the distribution, metabolism, and physiology of fast and slow
motor units. This work has established that the soleus muscle con-
sists exclusively of slow motor units while tibialis anterior (TA), an
ankle flexor, consists largely of fast motor units. MG and LG are
mixed but with a predominance of fast motor units (Burke, 1967;
Burke et al., 1970, 1971; Burke and Tsairis, 1974). The hypothesis
of differential cortical control of these exclusively or predomi-
nantly fast and slow muscles has been the subject of numerous
studies in cats, primates and humans yielding conflicting results.

Monosynaptic linkages have been established between cor-
ticospinal neurons and hindlimb motoneurons in primates
(Preston and Whitlock, 1963; Muir and Porter, 1973; Shapovalov
and Kurchavyi, 1974; Jankowska et al., 1975; Asanuma et al., 1979;
Edgley et al., 1997). Preston and Whitlock (1963) and Uemura
and Preston (1965), studying monosynaptic reflex conditioning
in the “pyramidal” monkey preparation, in which the brainstem
is destroyed leaving only the pyramidal tract intact, reported
corticospinal output to soleus motoneurons was predominantly

inhibitory while output to motoneurons of fast muscles (gastroc-
nemius and TA) was excitatory. Jankowska et al. (1975) reported
EPSPs in soleus, but found the EPSPs in soleus and gastrocnemius
were half the size of EPSPs in TA in the monkey. Kawai (1982),
in the “pyramidal” cat preparation, demonstrated largely exci-
tatory postsynaptic potentials (EPSPs) to fast motoneurons and
inhibitory postsynaptic potentials (IPSPs) to slow motoneurons.
Also in the cat, Binder et al. (1998) measured effective synaptic
currents in fast and slow motoneurons of triceps surae associated
with stimulating the contralateral pyramidal tract. They reported
that more than 60% of putative slow motoneurons received a
net hyperpolarizing effective synaptic current from pyramidal
tract stimulation compared to only 33% of fast motoneurons.
Consistent with this result, they also found that pyramidal tract
stimulation increased the discharge rate of motoneurons receiv-
ing depolarizing effective currents while decreasing the rate of
those receiving hyperpolarizing currents.

Transcranial magnetic stimulation (TMS) and transcranial
electrical stimulation (TES) have been used in numerous human
subject studies yielding varied results. TMS of motor cortex in
humans consistently reveals a clear, short latency facilitation of
the ankle flexor, TA (Brouwer and Ashby, 1990, 1992; Valls-Solé
et al., 1994; Brouwer and Qiao, 1995; Ertekin et al., 1995; Goulart
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and Valls-Solé, 2001; Bawa et al., 2002; Geertsen et al., 2010).
However, the results for the slow ankle extensor, soleus, have been
more varied. Several studies have reported either non-existent or
weak facilitation of soleus from TMS or electrical stimulation of
the cortex (Cowan et al., 1986; Ashby and Advani, 1990; Brouwer
and Ashby, 1990, 1992; Brouwer and Qiao, 1995), while other
studies have shown that TMS does yield short latency facilita-
tion of soleus (Valls-Solé et al., 1994; Goulart and Valls-Solé, 2001;
Bawa et al., 2002; Geertsen et al., 2010).

Despite numerous studies in animals and humans, the cortical
control of fast and slow muscles of the ankle remains controver-
sial. The goal of this study was to investigate the cortical control
of fast and slow muscles of the ankle in the rhesus macaque using
stimulus triggered averaging (StTA) of EMG activity recorded
from TA, MG, LG, and soleus (SOL) muscles during a hindlimb
push-pull task. StTAing of EMG activity is a potentially more
sensitive and higher resolution approach to delineating cortical
motor output effects on muscle activity than the methods applied
in previous studies. Also, unlike intracellular recording, it can be
applied in awake, behaviorally active subjects thus avoiding the
complicating effects of anesthesia or central lesions used with
intracellular recording studies.

MATERIALS AND METHODS
BEHAVIORAL TASK
Data were collected from the left primary motor cortex (M1) of
two male rhesus macaques (Macaca mulatta, ∼10 kg, 6–7 years
old). The monkeys were trained to perform a hindlimb push-
pull task (Figure 1A) engaging both proximal and distal mus-
cles in reliable and stereotyped patterns of activation (Hudson
et al., 2010). Seated in a custom primate chair within a sound-
attenuating chamber, both arms and the left leg were restrained.
With the right foot, the monkey gripped the manipulandum
(horizontal post) and extended the leg until the target zone was
achieved. After a hold period of 500 ms in the target zone, the
monkey flexed the leg pulling the manipulandum to a second tar-
get zone. Following a second hold period of 500 ms, the monkey
was given an applesauce reward. The behavioral task was guided
by visual and auditory cues.

MRI
The monkey’s head was placed in an MRI-compatible stereo-
taxic apparatus and structural MRIs in the sagittal, coronal and
horizontal planes were obtained using a Siemens Allegra 3T sys-
tem. A 3-dimensional reconstruction of each monkey’s brain
was produced using CARET software (Computerized Anatomical
Reconstruction and Editing Tool Kit). This enabled highly accu-
rate targeting of the hindlimb representation of M1 for the
cortical chamber implant.

SURGICAL PROCEDURES
Upon completion of training, each monkey was implanted with
a titanium cortical recording chamber (30 mm inside diameter)
centered at anterior 13.5 mm, lateral 0 mm and 0◦ angle to the
midsagittal plane (Paxinos et al., 2000), targeting the hindlimb
representation of M1. In a second surgery, pairs of insulated,
multi-stranded stainless steel wire (Cooner Wire, AS632) were

FIGURE 1 | (A) Hindlimb push-pull task. The monkey is seated in a
custom-built primate chair with both arms and the left leg restrained. The
monkey gripped the push-pull device’s manipulandum (horizontal post) with
the right foot and pushed it to a target zone. After a hold period of 500 ms
in the target zone, the monkey pulled the manipulandum to a second target
zone and held for 500 ms. Upon successful completion of each push-pull
trial, the monkey was given an applesauce reward. The behavioral task was
guided by visual and auditory cues. (B) EMG records of ankle muscles
during two cycles of the hindlimb push-pull task. TA, tibialis anterior; MG,
medial gastrocnemius; LG, lateral gastrocnemius; SOL, soleus. Figure
adapted from Hudson et al. (2010).

implanted in 19 muscles of the right hindlimb (Hudson et al.,
2010). Briefly, pairs of wires were tunneled subcutaneously to
their target muscles from either an external circular connector
(Amphenol) affixed to the skull using dental acrylic and titanium
screws (cranial-mounted subcutaneous implant, monkey C) or
four external connector modules (ITT Canon) affixed to the
upper arm with elastic medical adhesive tape (arm-mounted sub-
cutaneous implant, monkey F). Proper placement of electrode
pairs in each muscle was tested by stimulating through the elec-
trodes with brief stimulus trains (biphasic pulse, 0.2 ms/phase,
∼50 Hz) while observing appropriate evoked movements. Wires
were removed and reinserted if proper placement was not con-
firmed. Similar stimulation tests were performed at various times
after implantation to confirm electrode location. Within weeks
of implantation, loops of extra wire length tucked into a sub-
cutaneous pocket in the back became embedded in connective
tissue rigidly anchoring the electrodes in place. While 19 hindlimb
muscles were implanted in each monkey, this paper focuses on
the results of EMGs recorded from four ankle muscles: TA,
medial gastrocnemius (MG), lateral gastrocnemius (LG) and
soleus (SOL) (Figure 1B).

All procedures were in accordance with the standards outlined
by the Guide for the Care and Use of Laboratory Animals pub-
lished by the US Department of Health and Human Services and
the National Institutes of Health. All surgeries were performed in
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an Association for Assessment and Accreditation of Laboratory
Animal Care (AAALAC) accredited facility using full aseptic pro-
cedures. Postoperative analgesics (buprenorphine, 0.01 mg/kg)
were administered for 5 days. Wound edges were inspected daily
and treated with Betadine (10% povidone-iodine) and topical
antibiotic when necessary.

DATA COLLECTION
EMG activity, cortical activity and task-related signals were
simultaneously monitored. Glass and mylar-insulated platinum-
iridium electrodes (0.5–1.5 M� impedances, Frederick Haer)
were used to record cortical unit activity and for stimulation.
The electrode was positioned in the recording chamber using
a custom-made x–y positioner and advanced using a manual
hydraulic microdrive (Frederick Haer). Electrode penetrations
were systematically made at 1 mm intervals in the precentral cor-
tex of the left hemisphere encompassing the entire hindlimb M1
representation. Data were collected from putative sites in layer V
of the cortex, as determined by depth from first cortical activity
and size and nature of neuronal spikes. Data were collected from
putative layer V sites in the bank of the medial wall and central
sulcus at 0.5 mm intervals over the extent of the electrode track.

DATA ANALYSIS
At each putative layer V site, stimulus triggered averages (StTAs)
(15, 30, and 60 µA at 15 Hz) of EMG activity were computed for
19 muscles of the hindlimb as the monkey performed the push-
pull task. Individual stimuli were symmetrical biphasic pulses,
0.2 ms negative pulse followed by a 0.2 ms positive pulse, applied
throughout all phases of the task. EMGs were generally filtered
at 30 Hz to 1 kHz, digitized at 4 kHz and full-wave rectified.
StTAs were compiled over an 80 ms epoch, 20 ms pre-trigger and

60 ms post-trigger, and consisted of at least 500 trigger events.
To prevent averaging periods where EMG activity was minimal
or non-existent, segments of EMG activity associated with each
stimulus were evaluated and accepted for averaging only when
the average of all EMG data points over the entire 80 ms epoch
was ≥5% of full-scale input (McKiernan et al., 1998).

For this study, we analyzed StTAs from the four ankle muscles
at each cortical site. Poststimulus facilitation (PStF) and sup-
pression (PStS) effects were computer measured as described by
Mewes and Cheney (1991). Each average consisted of an 80 ms
epoch, 20 ms pre-trigger and 60 ms post-trigger. A poststimulus
effect (PStE) was defined as a peak or trough of EMG activity
that rose or fell from baseline and maintained a level exceed-
ing two standard deviations of baseline for a period equal to
or greater than 0.75 ms. Baseline EMG activity was measured as
the 12 ms period preceding the onset of the effect initially deter-
mined by visual inspection. Baseline statistics were then used to
determine the onset of the effect as the point where the enve-
lope of the record exceeded two standard deviations of baseline.
The magnitude of PStEs was expressed as the peak percentage
increase (+ppi) or peak percentage decrease (−ppi) in EMG
activity above (PStF) or below (PStS) baseline. To avoid skew-
ing of the data from very weak effects, only PStF effects with a
ppi ≥15 and PStS effects with a ppi ≤−15 were included in the
analysis (Figure 2).

Cross-talk between muscles was evaluated by computing
EMG-triggered averages (Cheney and Fetz, 1980). Averages of
EMG activity were compiled for each muscle using one mus-
cle’s EMG activity as a trigger and repeated using all 19 muscles as
triggers. If the ratio of the cross-talk peak in the test versus trig-
ger muscle exceeded the ratio of their PStEs by a factor of two
or more, a muscle was considered to have an unacceptable level

FIGURE 2 | Types of effects observed in stimulus triggered averages

of ankle muscle EMG activity. Column on left: magnitude of the
primary poststimulus facilitation (PStF) or poststimulus suppression

(PStS) measured as peak percent change from baseline EMG value
just before the onset of the effect. Stimulation at 60 µA and 15 Hz
repetition rate.
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of cross-talk (Buys et al., 1986). No muscle in this study showed
significant cross-talk using this criterion.

UNFOLDING THE CORTEX
A two-dimensional representation of cortical layer V of the cor-
tex in the medial wall of the hemisphere, the anterior bank
of the central sulcus and the surface cortex required flatten-
ing and unfolding the curvature of the cortex. This process has
been described in detail by Park et al. (2001). Briefly, the cortex
was unfolded and 2-dimensional maps were generated based on
known architectural landmarks, observations during the cortical
chamber implant surgery, MRI images, electrode track x-y coor-
dinates, electrode penetration depth and properties of recorded
neurons.

RESULTS
EMG ACTIVITY DURING BEHAVIORAL TASK
Figure 1B shows the EMG activity of TA, MG, LG, and SOL
throughout different phases of the hindlimb task. The extensors
(MG, LG, and SOL) all showed a similar pattern of modulation
with the strongest activity during the extension (push) phase of
the task but continuing at a lower level through the hold phase
of extension and also at a lower level yet during leg flexion (pull).
The flexor muscle (TA) showed a more focused pattern with activ-
ity confined primarily to the flexion (pull and hold) phase of
the task.

DATASET
StTA of EMG activity from four ankle muscles was performed
systematically from sites in the left M1 cortex of two rhesus
macaques. Figure 2 illustrates the types of PStEs obtained (facili-
tation, suppression, no effect). A total of 312 electrode tracks were
made (monkey F, 170; monkey C, 142). Data collection is summa-
rized in Table 1. StTA was performed at 259 putative layer V sites
at 15 µA, 292 sites at 30 µA and 317 sites at 60 µA. Twenty-seven
putative layer V sites yielded PStEs at 15 µA, 73 at 30 µA and 134
at 60 µA. Both PStF and PStS were observed in each of the four
ankle muscles. Data from all sites were used to analyze the dis-
tribution of effects (Table 2A). Data from sites with PStEs in the

same muscle at all three stimulus intensities are shown separately
(Table 2B). Although the number of effects is somewhat limited,
these data provide a purer measure of changes in magnitude with
stimulus intensity.

LATENCY AND MAGNITUDE
At 15 µA, the average PStF onset latency across all ankle muscles
was 18.5 ± 3.0 ms compared with an average PStS onset latency
of 19.9 ± 3.8 ms (Table 2A). The latency difference between PStF
and PStS increased to 2.2 ms at 30 µA and 3.7 ms at 60 µA. There
were no significant differences in PStF onset latency between
muscles at any stimulus intensity (Kruskal–Wallis test, n.s.). As
expected, the PStF onset latency decreased with stimulus inten-
sity and this difference became statistically significant in some
cases (TA at 15 µA compared to 30 and 60 µA; SOL at 15 µA
compared to 60 µA; Wilcoxon signed ranks test, p < 0.05). For
a given muscle, PStS onset latency was not different at any stim-
ulus intensity although the numbers of effects for MG and LG
at 15 µA were too small for comparison (Table 2A, Friedman’s
test, n.s.) At 60 µA, TA PStS onset latency was greater than MG,
LG, and SOL (Mann–Whitney’s U test, TA-MG p = 0.001, TA-LG
p < 0.05, TA-SOL p < 0.001).

Figure 3 shows the distribution of PStF onset latencies for
the ankle muscles at 15, 30, and 60 µA (all effects included).
There was a similar distribution of latencies among all muscles,
although TA had a clear suggestion of bimodality that was not
present in the distributions for other muscles. The minimum
onset latency of PStF decreased by 1.9 ms from 15 to 30 µA and
by 0.3 ms from 30 to 60 µA (Table 2A). Regardless of muscle, the
minimum latency was approximately 12–13 ms (30 and 60 µA).
The only exceptions were two effects in MG at 60 µA that were
8 and 10 ms.

At 15 µA, the overall mean PStF magnitude, expressed as
peak percent increase (ppi) above baseline, was 24.4 ± 8.7 com-
pared with a peak percent decrease of −19.0 ± 3.6 for PStS
(Table 2A). When comparing mean PStF magnitude across mus-
cles, there were no significant differences between muscles at 15
and 30 µA (Kruskal–Wallis test, n.s.). However, at 60 µA MG had
a significantly weaker PStF magnitude than LG, TA, and SOL

Table 1 | Summary of data collected from ankle muscles.

Monkey F Monkey C Total

Electrode tracks 170 142 312

15 µA 30 µA 60 µA 15 µA 30 µA 60 µA 15 µA 30 µA 60 µA

Layer V* sites stimulated 117 150 167 142 142 150 259 292 317

Sites yielding PStEs 4 17 55 23 56 79 27 73 134

Sites yielding PStF 4 15 47 14 35 66 18 50 113

Sites yielding PStS 0 2 11 11 22 29 11 24 40

PStEs obtained 4 20 99 29 89 179 33 109 278

PStF effects 4 18 84 17 61 136 21 79 220

PStS effects 0 2 15 12 28 43 12 30 58

PStE, poststimulus effect; PStF, poststimulus facilitation; PStS, poststimulus suppression.
*Putative layer V sites identified based on criteria given in the text.
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Table 2 | Latency and magnitude of PStEs.

A. All effects

Onset latency, ms Magnitude, %

15 µA 30 µA 60 µA 15 µA 30 µA 60 µA

Muscle n Mean n Mean n Mean n Mean n Mean n Mean

PStF

TA 6 20.3 ± 3.3 18 16.3± 3.2 54 17.3 ± 3.9 6 23.7 ± 4.3 18 26.2 ± 10.0 54 29.9 ± 10.5

SOL 7 19.3 ± 3.1 21 16.9± 1.9 68 16.6 ± 2.0 7 24.6 ± 10.9 21 25.6 ± 8.2 68 30.9 ± 14.7

LG 3 16.3 ± 0.9 29 16.2± 1.1 65 15.6 ± 1.3 3 19.0± 0.7 29 21.8 ± 4.8 65 33.4 ± 16.3

MG 5 16.5 ± 1.4 11 17.6± 3.4 33 15.8 ± 2.4 5 28.2 ± 11.6 11 28.9 ± 18.8 33 24.2 ± 8.6

Total 21 18.5 ± 3.0 79 16.6± 2.3 220 16.3 ± 2.6 21 24.4 ± 8.7 79 24.8 ± 9.9 220 30.4 ± 13.8

PStS

TA 3 24.9 ± 1.1 7 21.9± 3.3 17 23.2 ± 2.8 3 −19.9± 3.6 7 −17.8± 2.2 17 −22.2± 5.5

SOL 7 18.6 ± 3.1 15 17.6± 2.1 22 18.3 ± 1.4 7 −19.4± 3.8 15 −24.3 ± 7.6 22 −24.2± 7.8

LG 1 17.8 4 18.6± 0.8 8 19.0 ± 0.8 1 −15.7 4 −19.3 ± 3.5 8 −22.2± 5.2

MG 1 16.8 4 18.3± 2.1 11 19.0 ± 2.4 1 −16.6 4 −18.3 ± 2.4 11 −20.3± 5.1

Total 12 19.9 ± 3.8 30 18.8± 2.8 58 20.0 ± 2.9 12 −19.0± 3.6 30 −21.3 ± 6.3 58 −22.6± 6.4

B. Effects present in the same muscle at 15, 30, and 60 µA

PStF

TA 5 19.5 ± 2.9 5 18.8± 3.0 5 19.2 ± 3.0 5 24.5 ± 4.3 5 34.8 ± 15.8 5 41.9 ± 5.6

SOL 3 17.9 ± 2.0 3 17.8± 2.0 3 18.2 ± 2.3 3 24.2 ± 10.9 3 31.9 ± 11.7 3 57.3 ± 30.1

LG 3 16.3 ± 0.9 3 16.9± 0.1 3 15.9 ± 1.0 3 19.0± 0.7 3 29.5 ± 4.3 3 51.0 ± 14.4

MG 1 17.5 1 17.8 1 17.0 1 20.8 1 31.8 1 27.8

Total 12 18.1 ± 2.4 12 18.0± 2.2 12 17.9 ± 2.5 12 22.8 ± 5.9 12 32.5 ± 11.1 12 46.8 ± 17.1

PStS

TA 0 – 0 – 0 – 0 – 0 – 0 –

SOL 5 17.2 ± 1.4 5 17.5± 1.4 5 17.5 ± 1.2 5 −18.0± 1.6 5 −25.9 ± 7.4 5 −33.5± 9.9

LG 1 17.8 1 17.8 1 17.8 1 −15.7 1 −16.3 1 −26.0

MG 0 – 0 – 0 – 0 – 0 – 0 –

Total 6 17.3 ± 1.3 6 17.5± 1.3 6 17.5 ± 1.1 6 −17.6± 1.7 6 −24.3 ± 7.7 6 −32.3± 9.4

Values are mean ± SD. %, peak percent change from baseline; PStE, poststimulus effect; PStF, poststimulus facilitation; PStS, poststimulus suppression.

(Mann–Whitney’s U test, p < 0.01). There were no significant
differences between muscles for PStS magnitude at any stimu-
lus intensity (Kruskal–Wallis test, n.s.). Changes in magnitude of
effects with stimulus intensity are best appreciated from a sub-
set of cortical sites in which effects were present at each of the
three stimulus intensities (Table 2B). Although the number of
sites is somewhat limited, the data show increases in PStF mag-
nitude ranging from 7.7–11.0% in going from 15 to 30 µA and
7.1–25.4% in going from 30 to 60 µA. Corresponding increases
for PStS were 0.6–7.9% for 15–30 µA and 7.6–9.7% for 30–60 µA.
Magnitudes based on all effects (Table 2A) are not appropri-
ate for examining relationships between magnitude and intensity
because higher intensity stimulation recruits new muscles with
weak effects that dilute the mean magnitude.

There was a similar distribution of magnitudes of PStF among
all muscles with a consistent trend toward skewing in the direc-
tion of the weakest magnitudes (Figure 4), a trend also observed
in the primate forelimb (Park et al., 2004). The strongest effects
observed for each muscle were in the range of 60–70 ppi (60 µA).

Effects in soleus were equally as strong as those in TA, MG, and
LG. In fact, the two strongest effects observed were in soleus.

DISTRIBUTION OF PStEs
Figure 5 shows the distribution of PStF and PStS effects observed
in each of the ankle muscles sampled at 15, 30, and 60 µA. Both
PStF and PStS effects were observed in each muscle at each stim-
ulus intensity. Overall, PStF was more common than PStS in all
four muscles. PStS was most common in SOL, especially at 15 µA
where the incidence of PStS was equal to the incidence of PStF.
At higher intensities the incidence of PStF compared to PStS
in SOL shifted in favor of PStF. Both monkeys exhibited these
trends. However, it should be noted that the increased incidence
of facilitation with increasing stimulus intensity is likely to be a
consequence of the fact that, for clarity, we based the sign of an
effect (facilitation or suppression) on the earliest latency compo-
nent. Because output zones in cortex are mixed and PStF has a
shorter latency than PStS, as stimulus intensity increases, changes
in the incidence of facilitation and suppression will be biased
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FIGURE 3 | Distribution of PStF onset latencies for ankle muscles at 15, 30, and 60 µA stimuli. The values given in parentheses for each graph represent
the mean ± SD of the onset latency of the PStF. Muscle abbreviations are the same as in Figure 1.

toward facilitation. Accordingly, results at the 15 µA intensity
are likely to be most meaningful relative to questions about the
prevalence of facilitation versus suppression in different muscles.

Suggestions in previous studies of differential control of fast
and slow muscles from motor cortex (Preston and Whitlock,
1963) prompted us to examine this issue with our data. It was
proposed that cortically initiated movements could be enhanced
through cortical inhibition of soleus as a slow, tonically contract-
ing postural muscle, coupled with excitation of its agonists—MG
and LG. We examined this issue by determining the relative preva-
lence of PStS and PStF in the gastrocnemius muscles and TA when
(1) PStS was present in soleus, and (2) PStF was present in soleus.

The results show that in all cases and at all intensities, the effect
in soleus tends to be matched by a similar effect in MG and LG.
For instance, at 60 µA, there were 22 PStS effects in soleus. In
these cases, there was one PStF effect in the gastrocnemius mus-
cles and 15 PStS effects. The opposite pattern was evident for TA
which followed a reciprocal innervation plan with 8 PStF effects
and 2 PStS effects.

MUSCLE REPRESENTATION
Figure 6 shows the representation of each muscle in M1 of both
monkeys based on PStF effects. All muscles were represented in
both monkeys. There was massive overlap in the territories for
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FIGURE 4 | Distribution of PStF magnitudes for ankle muscles at

15, 30, and 60 µA stimuli. The magnitudes are expressed as
peak percent increase (ppi) above baseline. The values given in

parentheses for each graph represent the mean ± SD of the
magnitude of the PStF. Muscle abbreviations are the same as in
Figure 1.

each muscle, not only of the extensors (MG, LG, and SOL) but
also of the flexor muscle, TA. While monkey F had considerably
fewer effects than monkey C, the same trends were apparent in
both monkeys.

DISCUSSION
Early studies in the primate and more recent studies in human
subjects have yielded conflicting results regarding the role of
motor cortex in the control of slow muscles such as soleus. While
it is well established that the motor cortex has a dominant excita-
tory effect on fast muscles, the cortical control of the slow muscle,

soleus, has remained contentious. In this study, we investigated
the cortical control of fast (TA, MG, and LG) and slow (SOL)
muscles of the ankle using StTA of EMG activity (Cheney and
Fetz, 1985; Park et al., 2001). With this method, microstimuli
are superimposed on a background of EMG activity associated
with task performance. The effects of single stimuli are subthresh-
old for overt EMG responses but the evoked EPSPs and IPSPs
in motoneurons influence the firing probability of motoneurons
and this can be revealed with signal averaging of EMG over thou-
sands of stimuli. This provides a highly sensitive method capable
of revealing both excitatory and inhibitory effects.
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FIGURE 5 | Distribution of PStF (right) and PStS (left) effects obtained from four ankle muscles of the hindlimb at 15, 30, and 60 µA stimuli. Gray bars:
fast muscles. Black bars: slow muscle. Muscle abbreviations are the same as in Figure 1.

PStF was observed in all muscles and was as common in
the slow muscle, soleus, as in the fast muscles. The mean onset
latencies of PStF effects were similar among the fast and slow
muscles. The mean magnitudes of PStF effects were also simi-
lar among the fast and slow muscles. The distributions of PStF
magnitudes were similar among all muscles, demonstrating a
consistent trend toward the weakest magnitudes being the most
common. Poststimulus suppression (PStS) was observed in all
muscles; however, it was more common in soleus than in the fast
muscles, especially at lower stimulus intensities where it was as
common as facilitation. This was not true of fast muscles at any
stimulus intensity.

The question arises as to why previous studies in the pri-
mate and some studies in human subjects have reported weak to
absent excitatory effects on soleus or predominantly inhibitory
effects from motor cortex in contrast to our own results. The
early studies of Preston and Whitlock (1963) and Uemura and
Preston (1965) used the monkey “pyramidal” preparation, which

involves lesioning the brainstem sparing only the pyramidal tract,
while the monkeys in our study were awake, with an intact ner-
vous system, and performing a trained motor behavioral task. It
should be noted that while Preston and Whitlock (1963) empha-
sized the predominant, almost pure inhibitory, nature of the effect
of cortical stimulation on motoneurons of soleus determined
with monosynaptic reflex conditioning, early weak facilitation
peaks were evident but considered equivocal (their Figure 3).
They characterized their results as showing “quantitatively greater
cortical inhibition impinging on soleus motoneurons when com-
pared with the synergistic motoneurons of the medial head of the
gastrocnemius muscle” and this statement is consistent with our
results.

In human subjects, Bawa et al. (2002) found that a higher stim-
ulus intensity was needed to elicit a short latency facilitation in
soleus compared to TA. Moreover, Valls-Solé et al. (1994) found
that TMS effects in soleus were difficult to elicit unless the sub-
jects were standing on their toes which would produce a large
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FIGURE 6 | Maps of individual ankle muscle representations in hindlimb

primary motor cortex in two monkeys (F and C), represented in two

dimensions after unfolding the medial wall and central sulcus. Maps of
hindlimb muscles were based on PStF effects at 15, 30, and 60 µA. Heavy

horizontal black line: midline, above the heavy black line represents the bank
of the medial wall of the hemisphere. Solid black curved line: central sulcus.
Dotted black curved line: fundus of the central sulcus. A, anterior; P, posterior;
M, medial; and L, lateral. Muscle abbreviations are the same as in Figure 1.

excitability increase in soleus motoneurons. Consistent with this
finding, Goulart and Valls-Solé (2001) reported that facilitation
of soleus was stronger when subjects were in standing position
rather than seated. Geertsen et al. (2010) found that facilitation
of soleus occurred during voluntary ankle extension and flex-
ion. Reports of weak or non-existent soleus excitation may have

been due to low stimulus intensities (Brouwer and Qiao, 1995)
or inadequate background excitability of soleus motoneurons. In
this study, we used three stimulus intensities and found the rela-
tive number of suppression and facilitation effects in soleus to be
similar at low intensities (15 µA). At higher intensities, facilitation
of soleus was more common than suppression.
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The results obtained in this study for hindlimb muscles are of
interest in comparison with results obtained with similar meth-
ods for forelimb muscles. Park et al. (2004) examined M1 output
effects in 24 muscles of the macaque forelimb using 15 µA StTA.
Although there are no pure slow muscles acting at the wrist for
comparison with our data on soleus, it is possible to compare
effects on ankle muscles obtained in this study with those for
wrist muscles from Park et al., 2004. In general, wrist PStF effects
were considerably greater in magnitude compared to ankle PStF
effects. At 15 µA, the average wrist PStF magnitude (ppi) was
73.7 ± 81.1 compared to an ankle muscle average PStF magni-
tude of 24.4 ± 8.7. PStS showed a similar pattern, although the
disparity was not as great. At 15 µA, the average wrist PStS mag-
nitude was −30.8 ± 15.2 compared to an ankle muscle average
PStS magnitude of −19.0 ± 3.6. The magnitude of ankle mus-
cle PStS was 78% of that for PStF, whereas for wrist muscles it
was only 42%. As for the distribution of excitatory and inhibitory
effects, PStF was more common than PStS in all wrist muscles at
15 µA (77 vs. 33%). Other intensities were not tested. The same
was true of ankle muscles at 15 µA except soleus, where PStF and

PStS were equally common. At higher stimulus intensities, facil-
itation in soleus was more common than suppression. However,
this would be expected from the mixed cortical representations of
facilitation and suppression coupled with the fact that facilitation
effects are shorter latency and we used the shortest latency effect
to define the sign (facilitation or suppression) of the effect.

Based on our results, there can be no doubt that motor cor-
tex in primates is capable of powerful excitatory effects on soleus
motoneurons equal to that of fast muscles. However, it should
be emphasized that motor cortex is also capable of significant
inhibitory effects on soleus and the inhibitory effects are more
prominent in the slow muscle, soleus, than the fast muscles. In
fact, at low stimulus intensities, inhibitory effects in soleus were
as common as excitatory effects. Overall, our results support the
findings of recent TMS studies in human subjects demonstrat-
ing short latency facilitation of both fast and slow muscles of the
ankle (Valls-Solé et al., 1994; Goulart and Valls-Solé, 2001; Bawa
et al., 2002; Geertsen et al., 2010), but also leave open the possibil-
ity for a unique role of cortical inhibition of soleus in the control
of movement.
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Cell and neuron densities vary across the cortical sheet in a predictable manner
across different primate species (Collins et al., 2010b). Primary motor cortex, M1, is
characterized by lower neuron densities relative to other cortical areas. M1 contains
a motor representation map of contralateral body parts from tail to tongue in a
mediolateral sequence. Different functional movement representations within M1 likely
require specialized microcircuitry for control of different body parts, and these differences
in circuitry may be reflected by variation in cell and neuron densities. Here we determined
cell and neuron densities for multiple sub-regions of M1 in six primate species, using the
semi-automated flow fractionator method. The results verify previous reports of lower
overall neuron densities in M1 compared to other parts of cortex in the six primate
species examined. The most lateral regions of M1 that correspond to face and hand
movement representations, are more neuron dense relative to medial locations in M1,
which suggests differences in cortical circuitry within movement zones.

Keywords: M1, flow fractionator, isotropic fractionator, movement

INTRODUCTION
The cerebral cortex is a heterogeneous structure that contains
multiple sensory and motor information-processing systems
(e.g., Van Essen et al., 2011). A hallmark of the mammalian
cerebral cortex is the regular arrangement of sensory and motor
areas across its surface. Primary sensory areas are topographi-
cally organized to represent sensory receptor arrays and primary
motor cortex has a general somatotopic organization of motor
movement representations. It is reasonable to presume that num-
bers of cells and neurons in functionally distinct cortical areas
vary according to information-processing demands. However, the
majority of studies on this issue have only reported the total
number of cells and neurons for the cerebral cortex as a whole
(e.g. Pakkenberg and Gundersen, 1997; Christensen et al., 2007;
Herculano-Houzel et al., 2008).

To date, only one study has detailed the total numbers of cells
and neurons across the entire cortical expanse after dissection of
the cortex into small tissue pieces (Collins et al., 2010b). This
study not only demonstrated a clear, non-uniform distribution
of cells and neurons across the cortex of all four primate species
examined, it also illustrated a pattern of distribution of cells and
neurons that was consistent across all of the primate species that
were studied. The features of the typical primate pattern of cell
and neuron distribution and number are (1) the highest cell
and neuron densities are found in primary visual cortex, V1;
(2) extrastriate cortical areas have relatively high cell and neu-
ron densities; (3) primary auditory and somatosensory areas have
relatively high cell and neuron densities compared to surround-
ing areas; and (4) motor cortex, M1, appears to have low neuron
densities compared to other areas of cortex. These results are con-
sistent with the earlier findings of Beaulieu and Colonnier (1989)
who determined neuron number in the cortex below 1 mm2 of

cortical surface in four visual areas, somatosensory area 3b, and
two motor areas (4 gamma, 6a alpha) of the cortex of cats, and
found that motor areas have the smallest number of neurons
per column, while sensory areas contain more neurons, with the
greatest number found in the binocular region of visual area 17.
Skoglund et al. (1996) later investigated the number of neurons
in primary motor, primary somatosensory and the second visual
area in rats, and found significant differences in the number of
neurons under a fixed amount of cortical surface area. They found
that neuron density was highest in the second visual area (not
V1), followed by primary somatosensory cortex. Primary motor
cortex was the least neuron-dense cortical area. Despite the com-
prehensive evaluation of cortical cell and neuron number and
distribution in the study by Collins and colleagues, the num-
ber of species examined in detail was limited and the dissection
techniques used in that study had not been refined to allow eval-
uation of variation in cell and neuron density in different parts of
topographically organized cortical areas, and in cases where func-
tional areas were dissected from the cortex, areal boundaries were
estimated from surface landmarks and sulcal patterns.

The present study was designed to examine the neuron den-
sities in additional species of primates, to determine whether
different representational zones within M1 have variable cell and
neuron densities, and to compare estimated areal border locations
with those determined electrophysiologically. We use the semi-
automated flow fractionator method (Collins et al., 2010a; Young
et al., 2012) to contrast M1 cell and neuron densities with the
overall average densities across the cortex, and also to another
specific primary cortical area, V1, to determine if M1 is con-
tains relatively fewer neurons, as previously reported using other
counting techniques. Here we also report estimates of neuron and
total cell densities for different movement representation zones in
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M1 for three primate species. Variation in neuron and total cell
densities within a sub-region of M1 may correspond to the type
of movement produced in the sub-region.

MATERIALS AND METHODS
TISSUE
Prosimian galago (Otolemur garnetti, n = 3), New World owl
monkey (Aotus nancymae, n = 1), and squirrel monkey (Saimiri
sciuresis, n = 1) brains were obtained from ongoing experi-
ments of other investigators at Vanderbilt University. Galago
and New World monkey brains were perfused with 0.1 MPBS.
Old World macaque (Macaca nemenstrina, n = 2) and baboon
(Papio cynocephalus anubis, n = 1) brains were purchased from
the Washington National Primate Research Center. An additional
baboon (Papio hamadryas anubis, n = 1) brain and a Hominid
chimpanzee (Pan troglodytes, n = 1) brain were purchased from
the Texas Biomedical Research Institute. These brains were per-
fused with 0.1 MPBS, and shipped to us overnight in the same
solution. All brains were bisected and one cortical hemisphere was
separated from the subcortical structures, the pia was removed
and the sulci were opened to flatten the cortical sheet. The
flat hemispheres were fixed within 4% paraformaldehyde (PFA).
Macaque 2, however, remained intact and was post-fixed in 4%
PFA. M1 was dissected from the flattened hemispheres and sep-
arated from the remaining cortex after viewing the flattened
hemispheres on a light box to identify myelin-dense sensory areas
that appear darker relative to surrounding cortical areas, which
is an effective means to quickly visualize cortical areas for this
method of dissection (see Collins et al., 2010b; Campi et al.,
2011). Boundaries of M1 were identified relative to the estimated
boundaries of these areas, sulcal landmarks, and in reference to
previously published studies that identify boundaries of M1 and
its internal organization (Gould et al., 1986; Huang et al., 1988;
Waters et al., 1990; Huntley and Jones, 1991; Donoghue et al.,
1992; Gaspar et al., 1992; Nudo et al., 1992; Stepniewska et al.,
1993, 2005; Preuss et al., 1997; Jain et al., 2000; Qi et al., 2000,
2010; Wu et al., 2000; Fang et al., 2008; Wong and Kaas, 2010;
Gharbawie et al., 2011; Kaas, 2012). M1 boundaries in the intact
brain of baboon case 09–04 were identified according to intact
sulcal landmarks and data from a previous report (Waters et al.,
1990). In the galago, owl monkey, squirrel monkey, and baboon
cases, the boundary of primary visual cortex (V1) is visible on
the fixed brain surface, whether the cortex is flattened or not.
Dissection cuts were placed along the visible, readily identifi-
able boundary. Remaining cortex in all species was dissected into
approximately 5 × 5 mm cortical pieces. All cortical pieces were
weighed, and surface areas were measured when possible using
freely available NIH Image J software (NIH, Bethesda, MD, USA).

MOTOR AND SOMATOSENSORY MAPPING OF A GALAGO
The primary motor map was derived for one galago (galago 3)
using short-train intracortical microstimulation (ICMS). This
mapping was undertaken to verify our estimation of M1 bound-
aries and its internal organization in comparison to estimates in
other cases. Some sensory mapping was completed to further con-
firm the location of the caudal boundary of M1. Detailed methods
for surgical preparation, and motor and sensory mapping, are

described in previously published reports (see Wu et al., 2000; Wu
and Kaas, 2003; Stepniewska et al., 2009; Qi et al., 2011). All sur-
gical procedures were conducted in accordance with the National
Institutes of Health Guide for the Care and Use of Laboratory
Animals and with the approval and guidance of the Vanderbilt
University Animal Care and Use Committee.

In brief, surgical mapping procedures were performed under
isoflurane anesthesia. After the skull was opened, the dura was
retracted and the cortex digitally photographed. Isoflurane anes-
thesia was replaced with ketamine hydrochloride diluted with
physiological saline (1:4) delivered intravenously with an infusion
pump to maintain a stable level of anesthesia (30–50 mg/kg/h).
Ketamine did not profoundly suppress cortical responsiveness.
The blood vessel pattern on the cortical surface was used to guide
electrode penetrations, which were marked on a printed copy
of the digital photograph. The frontal cortex was explored with
ICMS to identify the locations of the representations of body
movements in area M1. In the ICMS procedure a stimulating elec-
trode is lowered into the cortex to cortical layer 5 and the minimal
electrical current necessary to elicit body movements is delivered
to identify the motor representations for the cortical motor area.
The microstimulation currents were delivered in 60-ms trains,
with a pulse duration of 0.2 ms, and a pulse frequency of 300 Hz,
which are the optimal parameters for eliciting movement in pri-
mates and other mammals (see Gould et al., 1986; Preuss et al.,
1992; Wu et al., 2000; Young et al., 2011), without tissue dam-
age. Stimulation was delivered with a low-impedance tungsten
microelectrode inserted perpendicular to the cortical surface to
a depth of 1.5–1.8 mm. This depth was found to be optimal
for eliciting responses in prosimian galagos (Wu et al., 2000).
Stimulating currents were generated with a Master 8 stimulator
(AMPI) with a biphasic stimulus isolator (Bak Electronics Inc.).
The entire body of the animal was monitored for ICMS-evoked
movements by two observers during the mapping session. The
face representation area of M1 was defined by eliciting any move-
ments involving the mouth, tongue, jaw, nose, ears, and eyelids.
The forelimb representation area of M1 was defined by eliciting
movements involving the shoulder, arm, elbow, wrist, and digits.
The trunk representation included movements of the upper and
middle torso. Movements were classified as hindlimb when move-
ments of the tail, legs, foot, and toes were made. Somatosensory
mapping was undertaken to better identify the caudal boundary
of M1. Microelectrode penetrations were made in somatosen-
sory cortex and the magnitudes of neuronal responses to tapping
and manipulation of the body surface (face, forelimb, trunk, and
hindlimb regions), as indicated by the acoustic strength of neuron
firing audio output, were constantly evaluated as the microelec-
trode passed through the superficial to the middle layers of cortex
(up to 1000 µm depth). For each penetration, the receptive field
location, size, and stimulus preference to light touch, tapping, and
joint movement stimuli at the site where the strongest evoked
response occurred were recorded on the photograph of the corti-
cal surface. Boundaries of M1 and S1, and identifiable movement
representations areas within M1, were marked with fluororuby
tracer (FR) immediately before sacrifice to estimate their loca-
tion on the cortical surface. Following euthanasia, the brain
was removed and the right cortical hemisphere was manually
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flattened. The FR landmarks were used to conservatively dis-
sect ICMS-derived M1 representations from remaining cortex for
processing with the flow fractionator (Young et al., 2012).

CELL AND NEURON DENSITY ESTIMATES
The isotropic fractionator and flow fractionator cell and neu-
ron counting methods were used to obtain cell and neuron
estimates in cortical samples. Detailed processing steps for the
isotropic fractionator and flow fractionator are described in pre-
vious reports (Herculano-Houzel and Lent, 2005; Collins et al.,
2010a; Young et al., 2012). Cell and neuron estimates obtained by
the isotropic fractionator and the flow fractionator are in excel-
lent concordance (Collins et al., 2010a; Young et al., 2012), and
therefore the two methods can be used interchangeably.

In brief, each cortical piece was homogenized using a glass
Tenbroeck tissue grinder (Fisher Scientific) and a dissociation
solution of sodium citrate and triton X-100 in distilled water.
The resulting homogenized suspensions contained free-floating
nuclei. The total suspension volumes were determined based
on the sample density, resulting in suspension volumes between
2 and 6 ml. The total number of cells in a nuclear suspen-
sion was estimated using DNA staining with 4′,6-diamidino-2-
phenylindole (DAPI) that fluoresces bright blue with ultraviolet
excitation (460 nm emission). DAPI binds strongly to DNA and
labels all nuclei in the suspension, regardless of cell type, thereby
providing a means for determining cell number in the homoge-
nized samples. The total cell number estimate includes all DAPI-
positive cell types contained within the sample, including glia and
endothelial cells, as well as neurons. Free-floating, DAPI-stained
nuclei in samples from the main suspension were counted to esti-
mate total cells using either fluorescence microscopy and a glass
Neubauer counting chamber and matched coverslip (isotropic
fractionator), or a fixed volume of 50 µl of Countbright abso-
lute counting beads (Invitrogen) was added to the sample prior
to evaluation using a Becton Dickson (BD) 5-laser LSR II
flow cytometer equipped with a 355 nm laser and using BD™
FACSDiva v. 6.1.3 software (flow fractionator). The total number
of neurons in a nuclear suspension was estimated by immuno-
labeling a sample of the main sample suspension for neuronal
nuclei with the anti-NeuN antibody (anti-neuronal nuclear anti-
gen) (Millipore, Inc.) to determine the percentage of the total
nuclei (DAPI+) that are also NeuN-immunoreactive (NeuN-IR).
All samples went through epitope retrieval, which consisted of
30 min in 0.2 M boric acid solution in an oven set at 70◦C. After
epitope retrieval, samples were washed once with PBS then re-
suspended in PBS with primary antibody against NeuN added.
Alexa Fluor 594 (AF594) goat anti-mouse IgG secondary anti-
body (Invitrogen, Inc.) was used to fluorescently tag NeuN-IR
nuclei for counting on the fluorescence microscope (isotropic
fractionator), and Alexa Fluor 647 (AF647) goat anti-mouse IgG
secondary antibody (Invitrogen, Inc.) was used to estimate the
proportion of NeuN-IR nuclei to the total population of DAPI+
nuclei on the flow cytometer. Detailed procedures for gating the
flow cytometry data have been discussed elsewhere (see Collins
et al., 2010a; Young et al., 2012). All flow cytometry experiments
were conducted in the Vanderbilt University Medical Center Flow
Cytometry Shared Resource.

RESULTS
Figure 1 illustrates the locations of M1 on the lateral aspect of the
left cerebral hemisphere of the primate species examined in the
present study, including prosimian galagos, New World owl mon-
keys and squirrel monkeys, Old World macaque monkeys and
baboons and a Hominid chimpanzee. The location and organi-
zation of M1, and the rest of the cortical motor areas, are similar
across these species despite differences in the size of the cortex.

PROSIMIAN GALAGOS
In the three galagos analyzed here, the total surface area of the
flat cortex was 1782 mm2 (galago 1), 1850 mm2 (galago 2), and
1817 mm2 (galago 3). The total cortex weight for these individ-
uals is also very consistent at 2.86, 2.87, and 2.37 g for galagos 1,
2, and 3, respectively. M1 was identified and dissected in galagos
1 and 2 by visual identification on a lightbox using myelination
patterns as reference. Galago 3 (case 10–41) had motor map dis-
sections borders determined by ICMS mapping of M1 (Figure 2).
Our methods for M1 identification and dissection (lightbox vs.
mapping) was shown to produce consistent M1 cell and neuron
estimates across individuals, and therefore we believe both dissec-
tion methods can be used to accurately identify cortical areas. For
example, while the total surface areas for galago 3 (55 mm2) and
galago 2 (78 mm2) slightly varied, the mapped galago 3 had a total
number of 12.7 million cells and 4.9 million neurons within the
defined M1 area, while the lightbox-dissected galago 2 had a total
number of 11.0 million cells and 4.5 million neurons within M1.

Table 1 shows the results averaged for all three galagos. In gala-
gos, M1 comprised approximately 3.1% of the total cortical mass,
and almost 3% of the total cortical surface area. The average cell
density in M1 was 118 million cells/g or 181,000 cells per mm2

of cortical surface area. We found that the average proportion of
DAPI-labeled nuclei that were also NeuN-IR was 32.2%, mean-
ing that 32.2% of nuclei in M1 were identified as neuronal. This
resulted in the average neuron density in M1 of 29 million neu-
rons/g or 68,742 neurons under 1 mm2 of cortical surface. To
determine the magnitude of the cell and neuron density difference
between M1 and V1 within each case, we calculated the average
difference within a species for comparison with other species. The
overall cortical cell density, averaged across all cortical areas and
regions, including M1 and V1, in all three galagos, was 149 million
cells/g or 205,398 cells per mm2 of cortical surface. In contrast
with another primary cortical area, the average cell density in V1
was 241 million cells/g or 297,479 cells per mm2, the highest cell
density in the cortex. The overall cortical neuron density across
all areas was 64 million neurons/g or 86,231 neurons per mm2

of surface area. The average neuron density in V1 in galagos was
146 million neurons/g or 182,208 neurons per mm2 of surface
area, approximately five times higher than the neuron density in
M1 (29 million neurons/g and 68,742 neurons/mm2 of cortical
surface).

The M1 map derived by ICMS in galago 3 clearly illustrated
a mediolateral pattern of the movement map from hindlimb
to trunk, forelimb, and face and the boundaries between those
movement representations (Figure 2A). Each representational
zone in M1 was dissected in an effort to evaluate the medio-
lateral organization of the movement map. The dashed lines in
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FIGURE 1 | The location of the primary motor cortex (M1) on the lateral

view of the left cerebral hemisphere in several of the primate species

discussed in this paper. The location and internal organization of M1 in New
world and Old World monkeys (Gould et al., 1986; Huang et al., 1988; Waters
et al., 1990; Huntley and Jones, 1991; Donoghue et al., 1992; Nudo et al.,

1992; Kaas, 2012) and prosimian galagos (Wu et al., 2000) consists of a
fractured mosaic of smaller areas devoted to particular movements that are
dispersed within a larger somatotopic framework of functional movement
domains (see Kaas, 2012; Kaas et al., 2012 for review). Figure 1 shows the

(Continued)
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FIGURE 1 | Continued

locations of M1 in prosimian galagos (Wu et al., 2000; Wong and Kaas, 2010),
New World owl monkeys (Gould et al., 1986) and squirrel monkeys
(Donoghue et al., 1992; Nudo et al., 1992), Old World macaques (Huntley and
Jones, 1991; Preuss et al., 1997) and baboons (Waters et al., 1990), and
Great Ape chimpanzees (Bailey et al., 1950). Hindlimb movement
representations (foot) are located at the most dorsal-medial aspect of M1,

and transitions to movements of the trunk of the body (trunk), forelimb and
hand (hand), and finally face at the most ventral-lateral aspect of M1. Cortical
areas located rostral to M1 include the dorsal (PMd) and ventral (PMv)
premotor areas, the supplementary motor area (SMA), and frontal eye fields
(FEF). Somatosensory areas of the anterior parietal cortex (3a, 3b, 1, 2) are
caudal to M1. The location of the central sulcus (CS) is indicated in macaque,
baboon, and chimpanzee.

Figures 2B,C show where the dissection cuts were placed relative
to the physiological motor map. Figure 2D illustrates the cell and
neuron estimates for each sample according to its location and
corresponding movement representation in M1. The data illus-
trated in the figure show that the more lateral regions of M1,
which correspond to the face area, contain a higher density of
neurons per mm2 of surface area than medial M1.

OLD WORLD PRIMATES
One macaque cortical hemisphere used in this study was man-
ually flattened (macaque 1), while the cortical hemisphere of
the other macaque brain (macaque 2) remained intact, thus
surface area measurements were unavailable for macaque 2.
The total surface area of the flattened cortical hemisphere was
15,200 mm2 (macaque 1) and weighed 116.1 g. M1 was visual-
ized and dissected using the lightbox method for the flat cortical
hemisphere in addition to the proximity to sulcal landmarks,
while M1 in the intact cortical hemisphere (macaque 2) was
estimated using sulcal patterns as landmarks based on previous
reports (McGuinness et al., 1980; Wise and Tanji, 1981; Sessle
and Wiesendanger, 1982; Huntley and Jones, 1991; Qi et al.,
2000, 2010). Table 1 shows that the average M1 cell density in
macaques is 75 million cells/g. The M1 cell density for macaque
1 alone was 84.1 million cells/g and the total cell density aver-
aged across the entire cortex in case macaque 1 was 100 million
cells/g. We found that the average proportion of DAPI-labeled
nuclei that were also NeuN-IR was 30.9% in macaque monkeys.
The average neuron density in M1 was 23.5 million neurons/g
for macaques. The M1 neuron density for macaque 1 alone was
22.3 million neurons/g. When averaged across all areas of cor-
tex in macaque 1, the overall neuron density was 48.0 million
neurons/g.

For the baboons analyzed in this study, the total surface area
of the flat cortex was 18,577 mm2 (baboon 1), and 23,400 mm2

(baboon 2). The total cortex weight for these individuals was
fairly consistent at 50.0 g in baboon 1 and 56.4 g in baboon 2. M1
was identified and dissected in both baboon cases by visual iden-
tification on a lightbox using myelination patterns using sulcal
landmarks as reference. Table 1 shows the summary of M1 data
in both individuals. M1 comprised 3.55% (baboon 2) and 4.20%
(baboon 1) of the total cortical mass, and 2.72% (baboon 2) and
3.52% (baboon 1) of the total cortical area. The average cell den-
sity in M1 was 80 million cells/g or 26,000 cells per mm2 of cor-
tical surface for baboon 1, and 72.6 million cells/g or 22,800 cells
per mm2 for baboon 2. The average proportion of DAPI-labeled
nuclei that we found to also be NeuN-IR was 34.8% in baboon
1 and 38.6% in baboon 2, therefore the M1 neuron densities in
these cases were 28.11 million neurons/g (90,000 neurons/mm2)

and 28.10 million/g (88,000 neurons/mm2), respectively. These
results were highly consistent across the two individuals.

We compared the M1 density averages to the overall cortical
density average, and also compared them to the density averages
for a readily identifiable primary sensory cortical area, V1 (pri-
mary visual cortex). The overall cortical cell density, averaged
across all cortical areas and regions was 95.9 million cells/g or
251,603 cells per mm2 (baboon 1) and 78.3 million cells/g or
183,441 cells per mm2 (baboon 2). The neuron fraction across
the cortex was 51% (baboon 1) and 54% (baboon 2), therefore
the overall neuron density across the cortex was 51.1 million neu-
rons/g or 128,950 neurons per mm2 and 42.9 million neurons/g
or 97,005 million neurons per mm2, respectively. To contrast the
M1 cell and neuron density data with a primary sensory corti-
cal area, the average cell density in V1 was 144 million cells/g
or 283,307 cells per mm2 (baboon 1) and 139 million cells/g or
223,456 cells per mm2 (baboon 2). In V1, the fraction of DAPI-
labeled nuclei that were also NeuN-IR was 75% (baboon 1) and
72% (baboon 2), therefore the V1 neuron densities in each case
were 109 million neurons/g or 210,479 neurons per mm2 and 101
million neurons/g or 163,100 neurons per mm2, respectively. Cell
and neuron densities in M1 were lower than the overall cortical
average, and they were also much lower than cell and neuron
density estimates in V1. In this data set, we report the baboon
data separately as each case was a hybrid species of baboon, how-
ever, there was remarkable consistency in the overall, M1 and V1
data between the two cases in cell and neuron densities, show-
ing a roughly 3-fold decrease in the cell density in M1 compared
to V1, and an approximately 5-fold difference in neuron density
between M1 and V1.

In each baboon and macaque case, we estimated the locations
of M1 movement representations and dissected areas according
to those estimates. Without electrophysiological data to support
our boundary estimates, we assigned dissected M1 cortical pieces
to the likely lower limb, trunk, upper limb, hand, and face repre-
sentations in a mediolateral sequence. The data in Figure 3 shows
the distribution of cells and neurons within these representations
for each individual, in a lateral-to-medial sequence from left to
right. The neuron densities was found be higher in lateral parts of
M1, corresponding to the face and hand representations, than in
medial M1 (Figure 3D).

OWL MONKEY, SQUIRREL MONKEY, AND CHIMPANZEE
The total surface area of the flattened owl monkey cortex was
2000 mm2 with a total weight of 5.21 g. The boundaries of M1
were estimated according to myelination patterns and cortical
landmarks and was dissected and processed as a single sample.
M1 comprised 5.12% of the total mass of the cortex and 8.6%
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FIGURE 2 | The right cortical hemisphere of a galago (galago 3) was

exposed, and movements were evoked at cortical sites in M1 with 60-ms

microstimulation trains delivered to layer 5 (A). The locations of stimulation
sites where movements were elicited are indicated by color-coded dots on the
cortical surface. Somatosensory mapping of receptive fields (layer 4)
responsive to tactile stimulation are indicated by color-coded squares on the
cortical surface. Somatosensory mapping was undertaken to better identify the
caudal boundary of M1. Boundaries of M1 and S1, and identifiable movement
representations areas within M1, were marked with a fluororuby tracer (FR)
immediately before sacrifice to estimate their location on the cortical surface
(green stars). Following sacrifice, the brain was removed and the right cortical

hemisphere was manually flattened (B). The FR-indicated areas were used
as guidelines to conservatively dissect microstimulation-derived
M1representations from remaining cortex. Dashed lines indicate dissections
lines that resulted in 84 pieces for the entire cortical hemisphere. The
dissection resulted in four pieces identified as M1 by microstimulation mapping
(C). Areas dedicated to movements of the trunk, forelimb, and face were readily
identified and efforts were made to dissect along these movement
representations boundaries within M1. Each M1 piece, as well as cortical
pieces medial and lateral to M1, had cell and neuron densities estimated using
the flow fractionator method (D). The most lateral aspect of M1, which includes
facial movement representations, is the most neuron dense area.
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FIGURE 3 | Histograms of cell and neuron density in M1 of Old World

monkeys. Movement representation boundaries within M1 were
estimated, the motor cortex was dissected along those boundaries, and
cell and neuron densities were obtained using the flow fractionator. The
results show that distribution of cells by mass (A) and by surface area
(B) does not vary substantially within M1 in either the macaque

(macaque 1; macaque 2) or baboon (baboon 1; baboon 2). Neuron density
by mass (C) and surface area (D) shows a trend toward the most lateral
aspect within M1, which includes face and hand movement
representations, as being the most neuron dense area in both species.
Please note that macaque 2 was an intact dissection and, as a result,
cortical surface area could not be accurately estimated.

of the total cortical surface area. The M1 cell and neuron density
by weight are approximately 115 million cells/g and 41 million
neurons/gram of cortical tissue. The M1 cell and neuron densities
per mm2 of cortical surface are 138,000 cells/mm2 and 50,000
neurons/mm2. The overall cell density averaged across the entire
cortex was 139 million cells/g or 276,595 cells per mm2. The
overall proportion of neurons was 39%, compared to the M1
neuron proportion of 36%, resulting in an overall neuron density
of 55.6 million neurons/g or 106,227 neurons per mm2. The V1
cell density in this case was 165 million cells/g or 270,703 cells per
mm2. The proportion of cells in V1 that were NeuN-IR was 58%,
resulting in a neuron density of 96.7 million neurons/g or 158,554
neurons per mm2 of primary visual cortex. V1 has approximately
a two-fold higher neuron density than M1.

The flattened squirrel monkey cortex had a total surface area of
4900 mm2 and weighted 11.1 g. M1 comprised 3.11% of the total
mass of the cortex and 2.57% of the total cortical surface area.

Cell and neuron densities by weight are 91 million cells/g and 30
million neurons/g. Cell and neuron densities by surface area are
251,000 cells/mm2 and 82,000 neurons/mm2 of cortical surface
area (Table 1). The overall cell density averaged across the entire
cortex was 134 million cells/g or 279,862 cells per mm2. With an
overall neuron fraction of 55%, the overall cortical neuron density
was 79.5 million neurons/g or 159,457 neurons per mm2. V1 cell
density was 202 million cells/g or 345,197 cells per mm2. With a
V1 neuron fraction of 75%, this resulted in a neuron density of
152 million neurons/g or 255,897 neurons per mm2 of primary
visual cortex. M1 neuron density is approximately five times lower
than the neuron density in V1, and over two times lower than
average cortical density.

In the chimpanzee, M1 weighted 7.25 g and had a sur-
face area of 2700 mm2. The cell and neuron densities for
M1 are 73 million cells/g and 19 million neurons/g. The
cell and neuron densities for M1 by surface area are 203,000
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cells/mm2 and 55,000 neurons/mm2 (Table 1). M1 contains
about 27% neurons overall. V1 data are not yet available for this
species.

DISCUSSION
Here we demonstrate that tissue boundaries for cortical areal dis-
sections are readily determined by electrophysiological mapping,
and that estimates of areal boundaries based on cortical land-
marks also result in reasonably accurate dissections. The average
percentage of NeuN-immunoreactive cells in M1 was fairly con-
sistent across all six species of primates reported here, ranging
from approximately 27% neurons in the chimpanzee to 36% neu-
rons in the baboon. From the present dataset, it appears that
primary motor cortex is approximately 2–5 times less neuron-
dense than primary visual cortex and 1.4–2.7 times less dense
than cortex overall in the species examined here. Four of the five
species examined here showed a 5-fold difference in M1:V1 neu-
ron density, with the exception being the nocturnal owl monkey
that had a two-fold difference. The owl monkey, however, is the
only species examined here to have an overall neuron density in
V1 that is less than 100 million neurons/g of cortical tissue, mak-
ing it unusual in comparison to the other primates. In species
where it was possible to dissect M1 according to motor repre-
sentations, there appears to be a trend toward a higher density
of neurons in more lateral regions of M1, representing hand
and face, compared to more medial areas representing trunk and
hindlimb. These data, however, are based on one case where rep-
resentational boundaries were defined electrophsyiologically and
four other cases in which the boundaries were approximated
using cortical landmarks.

CELLS AND NEURON DENSITIES IN M1 IN PRIMATES
The locations and organizations of M1 are similar across the six
species of primates we have examined, and between individuals
within a species, which suggests that the primate pattern of pri-
mary motor cortex emerged early in primate evolution, and has
been conserved in the prosimian and simian branches within the
primate order. We have shown that the proportion of mass and
surface area dedicated to M1 remains relatively constant across
species, despite the roughly 15-fold variation in total cortical
surface area across the species examined.

ARCHITECTURE AND NEURON DENSITY
In a previous study, we demonstrated that primate M1 has a dis-
tinctively lower neuron density relative to other areas and regions
of cortex and that the primate cortex is not uniform in its distri-
bution of neurons across areas and regions (Collins et al., 2010b).
These results are consistent with those of other reports in which
the lowest neuron densities in the cortex reported for cats and rats
were also in the primary motor area (Beaulieu and Colonnier,
1989; Skoglund et al., 1996). Our data extend these findings to
primates. In addition, our findings illustrating variations in neu-
ron density by representational zone in M1 are analogous to the
previous finding of the highest neuron density in V1 of cats,
occurring in the binocular representational zone (Beaulieu and
Colonnier, 1989). In contrast to these consistent findings for
M1 across rats, cats and a range of primates, a recent report
including several species reported similar neuron densities for all

cortical areas, including M1, except for V1 of primates (Carlo and
Stevens, 2013). This study basically repeated the earlier observa-
tions of Rockel et al. (1980). We do not know the reasons for such
contradictory findings, except to note that both of the studies
used extremely sparse sampling, and the methods for identifying
cortical areas were unclear.

One reason for a real differences in neuron density appears to
be layer 4. The neuron dense layer of tightly packed, small neu-
rons is remarkably thin and nearly indistinguishable in primary
motor cortex, M1. Beaulieu and Colonnier (1989) concluded that
areas in cats with the highest neuron densities tended to be sen-
sory areas with a wide, neuron-dense layer IV, whereas motor
areas had lower neuron densities and a significantly reduced layer
4. Variations in neuron densities across areas and regions of
the cortex have been attributed to differences in developmen-
tal programs, with primary sensory areas having higher neu-
ron densities (Dehay and Kennedy, 2007) and rostral portions
of the cerebral cortex generally having a lower overall neuron
density relative to more caudal cortical areas (Cahalane et al.,
2012).

In addition to having a thin or missing layer of small gran-
ule cells, M1 is characterized by some of the largest of pyramidal
cells (e.g., Stepniewska et al., 1993; Preuss et al., 1996, 1997). The
sizes of pyramidal cells also differ across cortical areas (e.g., see
Elston and Rosa, 1997; Elston and Rockland, 2002; Elston et al.,
2005a,b; Bianchi et al., 2012) in ways that likely account for dif-
ferent functional capabilities. For example, spine densities on the
basal dendritic arbors of pyramidal neurons in layer III of granu-
lar prefrontal cortex (gPFC) are as much as 16 times greater than
spine densities on layer III pyramidal cells in V1 (Elston et al.,
2006). These large neurons are more densely interconnected and
potentially sum more sources of inputs within their more com-
plex dendritic arbors (Elston, 2007). In general, small cells are
activated by few inputs and thereby preserve information, while
large pyramidal neurons sum many inputs and have integrated
functions (Kaas, 2000).

The agranular and dysgranular cortex of M1 is comprised
mostly of large pyramidal neurons in prominent layers 3 and 5,
with some pyramidal cells in layer 5 being Betz cells, the largest
neurons in the cortex, with diameters as large as 100 microns.
Given the relatively lower density of neurons in primary motor
cortex in the primates examined here, particularly in relation to
the extremely high neuron densities in V1 where the neurons
are extremely small, it seems reasonable to surmise that neuron
density and neuron size may co-vary. However, previous research
has examined the relationship between soma size and dendritic
arbor size, concluding that the largest cells do not necessarily
have the largest dendritic arbors (Elston and Rockland, 2002).
Moreover, the spine density of neurons in M1 is significantly
higher than that in V1 layer III pyramidal cells, but is lower than
in pyramidal cells in layer III of premotor area 6 (Elston and
Rockland, 2002; Elston, 2007).

HETEROGENEITY WITHIN M1 IN PRIMATES
We have previously demonstrated that M1 in primates is a region
that, as a whole, is neuron sparse relative to the rest of cortex
(Collins et al., 2010b). Here we demonstrate that it is also a het-
erogeneous structure that varies in neuron density across different
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representational zones, with lower neuron densities in medial M1
and higher neuron densities in lateral M1.

More medial M1 representing movements of the lower body is
also more myelinated, possibly because corticospinal projections
of the lower body movement representations in medial M1 are
more heavily myelinated because they traverse longer distances
to reach their more distant spinal cord targets (Glasser and Van
Essen, 2011). Heavier myelination, in combination with a larger
axon, would speed conductance to long-range targets. Hand and
face body movement representations of lateral M1 would be less
heavily myelinated due to closer proximity of their targets. In gen-
eral, neurons with longer, thicker axons have larger cell bodies
that reduce overall neuron densities.

Another possibility is that the higher neuron densities in lateral
M1 reflect higher numbers of modulatory GABAergic interneu-
rons. During the execution of voluntary movements, fast-spiking
parvalbumin (PV)-expressing GABAergic interneurons are active
in motor cortex, which suggests that they play a role in shap-
ing ongoing movements (Isomura et al., 2009). The distribution
and pattern of GABAergic immunoreacitve neurons in the visual
areas processing areas (DeFelipe et al., 1999), and prefrontal
cortex (Elston and Gonzalez-Albo, 2003) has been thought to
vary with regional specializations related to information pro-
cessing demands. The M1 face representation in hominids has
a greater number of PV-immunoreactive neurons relative to

Old World species, and this modification in face representa-
tion microcircuitry may be involved in supporting sophisticated
coordination of facial muscles (Sherwood et al., 2004). A higher
number of modulatory interneurons in face and hand represen-
tations may reflect an increased capacity for fine motor control,
allowing the social advantage of better and increased skill in
manipulating the external environment with the hands. The dis-
tribution of GABAergic subtypes have been characterized within
specific movement representations and compared across species
(Sherwood et al., 2003, 2004) or across other cortical areas outside
M1 (Sherwood et al., 2010), but no study has yet examined the
GABAergic neuron distribution within the mediolateral sequence
of M1 movement representations.
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The neocortex or six layer cortex consists of at least 52 cytoarchitectonically distinct areas
in humans, and similar areas can be distinguished in rodents. Each of these areas has
a defining set of extrinsic connections, identifiable functional roles, a distinct laminar
arrangement, etc. Thus, neocortex is extensively subdivided into areas of anatomical and
functional specialization, but less is known about the specialization of cellular and network
physiology across areas.The motor cortex appears to have a distinct propensity to oscillate
in the 7–14 Hz frequency range. Augmenting responses, normal mu and beta oscillations,
and abnormal oscillations or after discharges caused by enhancing excitation or suppressing
inhibition are all expressed around this frequency range. The substrate for this activity
may be an excitatory network that is unique to the motor cortex or that is more strongly
suppressed in other areas, such as somatosensory cortex. Interestingly, augmenting
responses are dependent on behavioral state.They are abolished during behavioral arousal.
Here, I briefly review this evidence.

Keywords: oscillatory activity, motor cortex, behavioral state, potassium channels, voltage-gated, excitatory

synapses

MOTOR CORTEX IS MORPHOLOGICALLY DISTINCT
The location, general organization, and cytoarchitectural corre-
lates of the principal fields of the rat somatosensory and motor
cortex have been established with anatomical and electrophys-
iological techniques. The primary motor cortex, identified as
the region of cortex where intracortical stimulation produces
movements at the lowest thresholds, occupies two cytoarchi-
tectonic fields. The majority of motor cortex coincides with a
distinct frontal agranular area called the lateral agranular field
that represents the head including the whiskers, the trunk, and
part of the forelimb (Hall and Lindholm, 1974; Donoghue and
Wise, 1982). The remainder of motor cortex is contained in
the rostral part of the granular parietal cortex. This part of the
primary motor cortex overlaps with the somatosensory cortex
and contains the representation of the hindlimb and part of
the forelimb. The primary somatosensory cortex lies within the
parietal cortex and has two subdivisions. One subdivision con-
tains the representation of cutaneous receptors and coincides
with cytoarchitectonically distinct areas that are marked by their
densely granular layer IV. Each of these granule cell aggregates
contains the representation of cutaneous inputs from a partic-
ular region of the body such as the forelimb, hindlimb, and
whiskers (barrel cortex). Surrounding the granular fields is a sec-
ond subdivision termed the dysgranular field, which has a thin
layer IV and cells respond poorly to light tactile stimuli (Welker,
1971, 1976).

Despite the efforts to conceive a canonical cortical circuit (Dou-
glas et al., 1995), the reality is that neocortical areas are morpho-
logically, physiologically, and consequently functionally distinct
(Brodmann, 1905; Zilles, 1985; Creutzfeldt and Creutzfeldt, 1993;
Mountcastle, 1998). At the laminar, cellular, and synaptic level the
motor (mostly agranular) and somatosensory (mostly granular)
areas are quite different. In particular, the motor cortex contains

a very large layer V and an almost inexistent layer IV, while the
opposite is the case for the somatosensory cortex. Most if not all the
excitatory cells in motor cortex are pyramidal cells, and the largest
of these are encountered in layer V with apical dendrites that reach
into layer I (DeFelipe and Farinas, 1992). The cortex also contains
a variety of GABAergic non-pyramidal cells (Kawaguchi and Kub-
ota, 1997; Somogyi et al., 1998). The large extension of layer V in
motor cortex suggests that it may contain cell populations absent in
somatosensory cortex. Indeed, the motor cortex contains a unique
layer V cell population, called Betz cells or giant pyramidal cells
(Betz, 1874). Interestingly, these cells become increasingly larger
in more evolved species (Sherwood et al., 2003). They are generally
encountered in layer Vb and can be up to 20 times larger than other
pyramidal cells in the same layer. These obvious morphological
differences, and many others in more subtle connectivity, are likely
to contribute to the distinct specialization of cellular physiology
across areas. Here I focus on one such physiological specializa-
tion of the motor cortex, its distinct tuning to the 7–14 Hz fre-
quency band.

7–14 Hz AUGMENTING RESPONSES IN MOTOR CORTEX
Afferent activity between 7 and 14 Hz triggers augmenting
responses in the motor cortex. Thus, progressively augment-
ing excitatory responses are generated in the motor cortex when
the ventrolateral (VL) nucleus of the thalamus is stimulated
electrically at 7–14 Hz, but only decrementing responses are
observed in the primary sensory cortex when the ventropos-
terior medial (VPM) nucleus of the thalamus is stimulated
(Castro-Alamancos and Connors, 1996b,c,d). The spatiotempo-
ral response patterns can be revealed by measuring extracellular
voltage at regular intervals through the cortical depth, and
calculating a map of current source density (CSD). Electrical
stimulation delivered in VL produces a response in motor cortex
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consisting of a relatively small current sink in layer V and a cor-
responding current source in upper layers (Castro-Alamancos
and Connors, 1996d), which is consistent with the anatomical
projections of this thalamic nucleus (Herkenham, 1980; Castro-
Alamancos and Connors, 1997). Repetitive electrical stimulation
between 7 and 14 Hz generates a strong enhancement of the
layer V current sink, and related excitatory postsynaptic poten-
tials recorded intracellularly. These augmenting responses can be
generated only within a narrow time interval following a con-
ditioning stimulus; the second stimulus must occur between
50 and 200 ms. The intracellular correlate of the narrow time
interval for generating the augmenting response is a prominent
hyperpolarization of layer V cells generated by inhibitory post-
synaptic potentials recruited through VL thalamocortical fibers
stimulation of inhibitory interneurons (Figure 1A). The termi-
nation of the augmenting interval is marked by a long-latency
event that peaks at around 200 ms, and is evident as a slow,
negative field potential rebound component that corresponds
to a current sink in layer V and a broad depolarizing event
intracellularly; akin to a short Up state. Although several cel-
lular mechanisms have been proposed to explain augmenting

responses, the underlying mechanisms are not completely
established.

Interestingly, the strength of augmenting is dependent on
behavioral state (Figure 1B). During anesthesia, slow-wave sleep,
and quiet periods of awake immobility augmenting is maximal,
but as soon as the subject switches to a more activated state, such as
exploration or skilled motor behavior (reaching and grasping), the
augmenting response is abolished (Castro-Alamancos and Con-
nors, 1996c). During the generation of augmenting responses,
activity becomes synchronized over large regions of neocortex
(Castro-Alamancos and Connors, 1996b,d). We found that a sin-
gle VL stimulus, which does not elicit augmenting, activates a very
limited region of motor cortex, but a second VL stimulus arriv-
ing within 50–200 ms, which elicits augmenting, synchronized the
activity across an area several times larger in motor cortex. Thus,
augmenting reflects a powerful mechanism that can dynamically
change, depending on behavioral state, the level of synchroniza-
tion of activity in large regions of neocortex. Highly synchronous
activity throughout neocortex may impede normal information
processing because cortical neurons will all respond in the same
fashion at the same time, degrading spatial resolution.

FIGURE 1 | Augmenting responses in motor cortex driven by

ventrolateral (VL) thalamus activity at 7–14 Hz. (A) Intracellular (layer V)
and field potential (FP) recordings showing an augmenting response evoked
in motor cortex by electrical stimulation in VL at 10 Hz in a ketamine
anesthetized rat (Castro-Alamancos and Connors, 1996b). (B) Behavioral
state dependency of augmenting responses in a freely behaving rat

(Castro-Alamancos and Connors, 1996c). The animal was allowed to freely
explore the cage and locomotor activity was monitored with photobeam
detectors. The amplitude of the responses to the first and second stimulus
delivered at 10 Hz is plotted. The augmenting response is induced during
periods of resting and awake immobility but is inactivated during periods of
active exploration.
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7–14 Hz NETWORK OSCILLATIONS IN MOTOR CORTEX
Enhancing excitation or dampening inhibition leads to 7–14 Hz
network oscillations in motor cortex both in slices and in vivo
(Figures 2A–C). Disinhibition (block of GABAA and GABAB

receptors) in motor cortex, but not in somatosensory cortex,

produces highly synchronous oscillations or afterdischarges at 7–
14 Hz (Castro-Alamancos, 2000; Castro-Alamancos and Rigas,
2002). Low [Mg2+]o buffers (∼0.1 mM) that enhance network
excitability, also produce 7–14 Hz oscillations in slices (Silva et al.,
1991; Flint and Connors, 1996; Castro-Alamancos et al., 2007),

FIGURE 2 | 7–14 Hz oscillations are caused by low [Mg2+]o buffer or

disinhibition in the motor cortex but not in the somatosensory cortex.

(A–C) Field potential (FP) recordings in neocortical slices showing typical
spontaneous events recorded in motor (agranular) cortex (left panels) and in
somatosensory (granular) cortex (right panels) during block of GABAA
receptors with bicuculline (BMI) (A), subsequent lowering of [Mg2+]o (B), or
subsequent block of GABAB receptors (C). Note the occurrence of 7–14 Hz
oscillations only in agranular cortex. In each panel, the upper trace has a long
time scale and the lower trace shows a close-up of a spontaneous discharge
(Castro-Alamancos and Tawara-Hirata, 2007). (D) Recording from a
fluorescent slice of an Thy1-eYFP mouse using a 16-channel silicon probe. The
left panel shows a light/fluorescent image of the probe position in the motor
cortex during the experiment. The middle left panel show a fluorescent image
taken at the probe location revealing the layer V fluorescent cells. The current
source density (CSD) and FP plots show a 7–14 Hz oscillation event. The CSD

and fluorescent image are scaled to
match the cortical layers location with the location of the current flow
(Castro-Alamancos and Tawara-Hirata, 2007). (E) Close-up of the 7–14 Hz
event shown in (D). (F) 7–14 Hz oscillations caused by disinhibition in the
whisker motor cortex (vMI) of a freely behaving rat. Bilateral field potential
(FP) and multi-unit (MUA) activity recorded from the vMI during disinhibition
caused by application of BMI + CGP (0.1 + 2 mM, 0.2 μl volume) into the
right vMI. The corresponding raw electromyography (EMG) activity measured
from the contralateral whisker pad is also displayed below the FP and MUA. 1
refers to the infused hemisphere and the related (contralateral) whisker pad,
2 refers to the non-infused hemisphere and the related whisker pad
(Castro-Alamancos, 2006). (G) 7–14 Hz oscillations of vMI caused by
disinhibition produce cycles of vibrissa retractions. Frame by frame tracking of
a vibrissa movement caused by vMI disinhibition. Units in the y -axis are
relative pixels (see Castro-Alamancos, 2006).
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which occur more readily in motor cortex than in somatosensory
cortex (Castro-Alamancos and Tawara-Hirata, 2007). However,
7–14 Hz oscillations can be unmasked in somatosensory cor-
tex by suppressing specific outward currents, as described below
(Castro-Alamancos and Tawara-Hirata, 2007). These results sug-
gest that specific outward currents, such as the slowly inactivating
K+ current (ID), may inhibit the ability of somatosensory cortex
to generate 7–14 Hz oscillations.

WHAT IS THE SUBSTRATE OF 7–14 Hz RESONANCE IN
MOTOR CORTEX?
When thinking about the mechanisms responsible for 7–14 Hz
resonance in motor cortex it is important to consider the follow-
ing. First, a pure excitatory network of interconnected pyramidal
cells generates 7–14 Hz oscillations in motor cortex because these
oscillations are present in the absence of GABAergic transmis-
sion (Castro-Alamancos and Borrell, 1995; Flint and Connors,
1996; Castro-Alamancos, 2000; Castro-Alamancos and Rigas,
2002). In fact, GABAB receptors normally suppress the genera-
tion of 7–14 Hz oscillations because when GABAB receptors are
blocked these oscillations are readily expressed, as long as there
is a robust excitatory drive caused by GABAA receptor block
(Castro-Alamancos, 2000; Castro-Alamancos and Rigas, 2002).
This implies that blocking GABAB receptors may unmask the
mechanism(s) responsible for generating 7–14 Hz oscillations in
the motor cortex.

Second, selective alpha-amino-3-hydroxy-5-methyl-4-isoxazo-
lepropionic acid (AMPA) receptor antagonists completely abolish
7–14 Hz oscillations with little effects on the discharges that trig-
ger them (Castro-Alamancos and Rigas, 2002; Castro-Alamancos
et al., 2007). This indicates that fast synaptic excitation is criti-
cal for generating and/or synchronizing 7–14 Hz oscillations. In
fact, slower N-methyl-D-aspartic acid (NMDA)-mediated synap-
tic currents cannot sustain 7–14 Hz oscillations without AMPA
currents. NMDA receptor antagonists reduce the power and
enhance the frequency of the oscillations but do not abolish
them (Castro-Alamancos and Rigas, 2002; Castro-Alamancos
et al., 2007). Therefore, slow NMDA-mediated synaptic currents
modulate but are not required for generating 7–14 Hz oscillations.

Third, drugs that suppress the low-threshold calcium cur-
rent (IT) and the hyperpolarization-activated cation current (IH)
do not suppress 7–14 Hz oscillations in motor cortex (Castro-
Alamancos et al., 2007). Thus, IT and IH are not required for
7–14 Hz oscillations.

Fourth, it has been known for some time that in addition to
the transient Na+ current, cortical pyramidal neurons express
a persistent Na+ current, INap, which appears as a subthresh-
old inward rectification (Hotson et al., 1979; Connors et al., 1982;
Stafstrom et al., 1982, 1984, 1985). Several drugs have been shown
to somewhat selectively suppress the persistent component of the
Na+ current with less effect on the transient component, such as
phenytoin (Quandt, 1988; Segal and Douglas, 1997) and riluzole
(Urbani and Belluzzi, 2000; Kononenko et al., 2004; Niespodziany
et al., 2004). These drugs, known to suppress INap, abolish 7–14 Hz
oscillations at doses that have little effects on synaptic transmission
(Castro-Alamancos et al., 2007). Thus, INap appears to be critical
for 7–14 Hz oscillations.

Fifth, blockers of voltage-dependent K+ channels have signif-
icant effects on 7–14 Hz oscillations of motor cortex. Pyramidal
cells express a voltage-dependent K+ current, the M-current (IM),
which activates positive to −60 mV and does not inactivate (Hal-
liwell and Adams, 1982; Storm, 1990). IM is blocked by XE991 and
linopirdine in pyramidal cells (Aiken et al., 1995; Hu et al., 2002;
Yue and Yaari, 2004). IM blockers abolish 7–14 Hz oscillations in
motor cortex (Castro-Alamancos et al., 2007). Thus, IM appears
to be critical for 7–14 Hz oscillations.

Sixth, CSD analysis shows that current flow in motor cortex
during 7–14 Hz oscillations is strongest in layers V and II–III,
and appears to propagate between the soma and apical den-
drites of layer V cells (Castro-Alamancos and Rigas, 2002; see
Figures 2D,E). This suggests a critical role for layer V cells in the
generation of 7–14 Hz oscillations in motor cortex.

These results indicate that a network of pyramidal cells (inter-
connected by fast AMPA-mediated glutamatergic synapses) that
intrinsically express INap and IM are involved in the generation of
7–14 Hz oscillations. Possibly, 7–14 Hz oscillations of motor cor-
tex involve the interplay between synaptic (AMPA) and intrinsic
inward (INap) and outward currents (IM and perhaps other non-
inactivating voltage-dependent K+ currents) in layer V pyramidal
cells. Interestingly, such a scheme is supported by computational
modeling (Golomb et al., 2006).

MOTOR CORTEX vs. SOMATOSENSORY CORTEX
An important question is, why are 7–14 Hz oscillations generated
in motor but not in somatosensory cortex (i.e., during disinhibi-
tion or low [Mg2+]o)? There are at least two main possibilities to
explain this result. The somatosensory cortex may be incapable
of generating 7–14 Hz oscillations because it lacks the necessary
intrinsic or synaptic mechanisms. Alternatively, some current(s)
inhibits the ability of somatosensory cortex to generate 7–14 Hz
oscillations. If the later is the case, blocking the “inhibiting cur-
rent” should unmask 7–14 Hz oscillations. But what current may
be responsible for keeping a pure excitatory network in somatosen-
sory cortex from generating 7–14 Hz oscillations? In the absence
of GABAergic inhibition, intrinsic K+ currents are the counter-
balance of excitation. Hence, it is possible that K+ currents in
somatosensory cortex impede the generation of 7–14 Hz oscilla-
tions (just like GABAB receptors suppress 7–14 Hz oscillations in
motor cortex). CA1 and layerV pyramidal cells express three major
types of voltage-dependent K+ currents in the soma and dendrites
(Storm, 1988, 1990; Hoffman et al., 1997; Bekkers, 2000a,b; Korn-
green and Sakmann, 2000; Bekkers and Delaney, 2001); a transient
current that rapidly activates and inactivates (IA), a more slowly
inactivating current (ID), and a sustained delayed rectifier (IK).
Importantly, these three voltage-dependent K+ current compo-
nents have well-known sensitivities to K+ channel blockers; low
doses of 4-aminopyridine (4-AP; μM range) block the slowly inac-
tivating K+ current ID, with little effect on IK and IA. Whereas,
tetraethylammonium (TEA) at high doses (10–30 mM) blocks the
sustained delayed rectifier IK plus other K+ currents (Storm, 1988,
1990; Hoffman et al., 1997; Bekkers and Delaney, 2001). Interest-
ingly, 7–14 Hz oscillations are unmasked in somatosensory cortex
by low doses of 4-AP, which blocks ID (Castro-Alamancos and
Tawara-Hirata, 2007). These results indicate that specific outward
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currents, such as the slowly inactivating K+ current (ID), inhibit
the ability of somatosensory cortex to generate 7–14 Hz oscilla-
tions because when this current is suppressed 7–14 Hz oscillations
are expressed in somatosensory cortex. It is worth noting that the
substrate unmasked in somatosensory cortex to produce 7–14 Hz
oscillations may be different than the one normally engaged in
motor cortex.

There are other known physiological differences between motor
and somatosensory cortex that may contribute to their different
susceptibility to 7–14 Hz oscillations. Pyramidal cells of the neo-
cortex come in two major types: regular spiking and bursting
(Connors and Gutnick, 1990). Regular spiking cells can be fur-
ther differentiated according to the amount of spike-frequency
adaptation. Bursting cells present different degrees; from single
bursts to repetitive bursting. Studies in vivo have shown that the
main electrophysiological types described in somatosensory cor-
tex are also found in cat (Baranyi et al., 1993a,b) and rat motor
cortex (Pockberger, 1991). Intriguingly, a unique “accelerating”
firing type mediated by a Kv1 subunit is found in layer V pyrami-
dal cells of rodent motor cortex but not in somatosensory cortex
(Miller et al., 2008).

Few studies have directly compared the synaptic response
properties of somatosensory and motor cortex. For example,
theta-burst stimulation applied to layer V–IV produces long-term
potentiation (LTP) in layer III of somatosensory (granular) cor-
tex, while the same procedure in the adjacent motor (agranular)
neocortex is less effective unless inhibition is suppressed (Castro-
Alamancos et al., 1995). These differences appear to be related to
the different response properties of synaptic pathways in these neo-
cortical areas (Castro-Alamancos and Connors, 1996a). During
tetanic stimuli the granular cortex, but not the agranular cortex,
generated a strong short-term enhancement that correlated well
with the subsequent expression of LTP (Castro-Alamancos and
Connors, 1996a). The variation in short-term enhancement was
due to pathway-specific differences in the short-term regulation of
NMDA receptor-dependent responses, which in turn determine
the differences in long-term NMDA receptor-dependent potenti-
ation. Specifically, NMDA receptor-mediated responses are more
strongly depressed in agranular than in granular cortex during
high-frequency stimulation.

7–14 Hz MOTOR CORTEX OSCILLATIONS ARE FUNCTIONALLY
RELEVANT
In humans and non-human primates, oscillatory activity in
the beta frequency range (14–30 Hz) is commonly observed in

sensorimotor cortex in relation to motor behavior (Donoghue
et al., 1998; Saleh et al., 2010). Mu waves (12–18 Hz) occur in
the sensorimotor cortex of awake cats during behavioral immo-
bility and are blocked by active movement (Bouyer et al., 1983).
In rodents, the intact motor cortex produces 7–14 Hz synchro-
nized oscillations during specific types of whisker movements,
such as twitching (Semba and Komisaruk, 1984), which may
actually be an abnormal behavioral state that occurs in certain
rodent strains (Shaw, 2004). Oscillations occur also during or
in anticipation of active whisking (Ahrens and Kleinfeld, 2004;
Friedman et al., 2006). These oscillations are usually much less
widespread and less synchronous than those occurring during
abnormal conditions, such as when inhibition is suppressed. Thus,
7–14 Hz oscillations induced in behaving rats by motor cortex
disinhibition produce rhythmical jerks and tremor-like phase-
locked movements of the contralateral body (Castro-Alamancos,
2006; Figure 2F). Whiskers produce abnormal retractions that
contrast with the normal protractions during exploratory whisk-
ing (Castro-Alamancos, 2006; Figure 2G). This abnormal motor
behavior resembles a cortical myoclonus in humans with Epilepsia
Partialis Continua, which is also associated with large amplitude
discharges at 7–14 Hz in the frontal lobes (Obeso et al., 1985;
Chauvel et al., 1992).

CONCLUSION
Several lines of evidence presented here support the notion that
the motor cortex contains a unique excitatory network that is
tuned to the 7–14 Hz frequency band, and this network may
be present but more strongly suppressed in somatosensory cor-
tex. Under normal conditions, afferent activity from the VL
thalamus at 7–14 Hz drives augmenting responses in the motor
cortex. Augmenting responses are very dependent on behavioral
state. They are abolished during sensorimotor processing, such
as skilled movement or active exploration, but are fully expressed
during sow-wave sleep, anesthesia, and awake quiescence. This
activity may be linked to the ability of motor cortex to oscil-
late at mu and beta frequencies during certain states. Finally, the
7–14 Hz activity in motor cortex is fully expressed when inhi-
bition is suppressed or excitation is enhanced, and it can drive
abnormal movements that resemble those expressed during partial
epilepsies.
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An expansion of glutamine repeats in the N-terminal domain of the huntingtin protein
leads to Huntington’s disease (HD), a neurodegenerative condition characterized by the
presence of involuntary movements, dementia, and psychiatric disturbances. Evaluation
of postmortem HD tissue indicates that the most prominent cell loss occurs in cerebral
cortex and striatum, forebrain regions in which cortical pyramidal neurons (CPNs) and
striatal medium spiny neurons (MSNs) are the most affected. Subsequent evidence
obtained from HD patients and especially from transgenic mouse models of HD indicates
that long before neuronal death, patterns of communication between CPNs and MSNs
become dysfunctional. In fact, electrophysiological signaling in transgenic HD mice is
altered even before the appearance of the HD behavioral phenotype, suggesting that
dysfunctional cortical input to the striatum sets the stage for the emergence of HD
neurological signs. Striatal MSNs, moreover, project back to cortex via multi-synaptic
connections, allowing for even further disruptions in cortical processing. An effective
therapeutic strategy for HD, therefore, may lie in understanding the synaptic mechanisms
by which it dysregulates the corticostriatal system. Here, we review literature evaluating
the molecular, morphological, and physiological alterations in the cerebral cortex, a key
component of brain circuitry controlling motor behavior, as they occur in both patients and
transgenic HD models.

Keywords: basal ganglia, glutamate transmission, huntingtin, neuronal processing

INTRODUCTION
In 1872, George Huntington described a disease that affects
certain families and is characterized by the presence of chor-
eic movements that gradually increase in severity and vari-
ety; his description led to the name Huntington’s disease (HD;
Huntington, 1872, 2003). Although Huntington described the
inherited feature of HD, it was not until 1983 that a DNA marker
linked to HD was identified at the tip of chromosome 4 (Gusella
et al., 1983). A decade later, in 1993, the same research group
reported that the HD mutation consists of an unstable CAG
repeat in exon 1 of the gene that codes for the protein called
“huntingtin” (HTT; HD Collaborative Research Group, 1993).
Normally, this exon contains between 3 and 30 CAGs, but if the
number of CAGs exceeds 35, HD becomes increasingly likely with
full penetrance occurring at ≥39 repeat (Harper, 2001). A rough
inverse correlation between the number of CAGs and the age of
HD onset occur (For review see, Langbehn et al., 2010). While
individuals carrying 40 CAG repeats are likely to show the first
signs of HD at 35–40 years of age; CAG repeats ranging from
50 to 200 (the highest number reported) may precipitate HD
onset in childhood or teenage years. The last is characterized with
psychiatric disturbances, accelerated mental and physical deteri-
oration that culminates in death as soon as 5–10 years after onset
(Rasmussen et al., 2000; Quarrell et al., 2012).

In adult-onset HD, patients show a progressive deteriora-
tion of motor and cognitive function that follows three well-
defined stages spread over 15–20 years (Harper, 1991). At the

initial stage and before the appearance of prominent motor alter-
ations, HD patients are likely to show psychiatric symptoms that
include apathy, irritability, depression, and other mood alter-
ations (Harper, 1991; Reedeker et al., 2012; Thompson et al.,
2012). Slight motor abnormalities, such as motor tics and jerky
voluntary movements, also are likely (Beste et al., 2009). The
second stage is characterized by a dramatic increase in involun-
tary movements, which become generalized, abrupt, and uncon-
trolled. As these choreic movements become more prominent,
daily activities such as walking, eating, speaking, and swallow-
ing deteriorate. In some cases, bradykinesia may coexist with
the choreic movements that become prominent in the third
stage (Thompson et al., 1988). Cognitive capacities progressively
decline and finally culminate in dementia. Another hallmark of
the second stage is the loss of body weight despite efforts to
maintain a high caloric diet (Marder et al., 2009). Overall health
progressively deteriorates and by the third stage, which typically
occurs 10–15 years after diagnosis. In this stage, choreic move-
ments are replaced by bradykinesia and rigidity. Death becomes
imminent, and the most common causes are pneumonia and
heart disease.

Soon after the HD gene was identified, different transgenic
animal models were developed. The models, together with stud-
ies performed on HD patients and on postmortem HD brains,
revealed that although mutant HTT is ubiquitously expressed,
the most prominent pathology occurs in cerebral cortex and
striatum. Cortical pyramidal neurons (CPNs) send massive and
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widespread projections to the striatum, forming the corticostri-
atal pathway that among other functions shapes motor behav-
ior. Because the development of involuntary movements is a
prominent feature of the HD phenotype, dysfunctional corti-
cal input to striatum is likely to constitute a key component
of HD neuropathology. In fact, emerging evidence from trans-
genic HD models suggests that the expression of mutant HTT
alters the pattern of communication between CPNs and medium
spiny neurons (MSNs) in the striatum. Striatal MSNs, more-
over, send information to downstream structures that project to
thalamus, which in turn projects back to cortex, allowing for
even further disruptions in cortical processing. Here, our aim
is to review the functional alterations in cerebral cortex in both
patients and transgenic models of HD and to assess how these
alterations disrupt the corticostriatal system to drive the HD
phenotype.

OVERVIEW OF CEREBRAL CORTEX ORGANIZATION
The cerebral cortex is the external sheet of neuronal tissue
that covers the entire brain. In mammals, cerebral cortex folds
together forming the “sulci” which compress a large portion
of cortical tissue in a small area. In humans the thickness of
the cerebral cortex is subject to regular local variations, but the
average values range from 1.5 to 4.5 mm (Brodmann, 2010).
The cortical mantle is divided into specialized regions that con-
trol language, decision-making, and motor activity, among other
functions. Cortical neurons are organized into six main layers;
the most superficial lamina (Layer I) contains apical dendritic
tufts of CPNs and horizontal axons; it might also include the
so-called Cajal-Retzius and spiny stellate cells (von Economo,
1927). Layer II is composed of numerous small granule cells.
Layer III, contains large and robust CPNs, along with interneu-
rons (von Economo, 1927; Ichinohe, 2012). Layer IV, consists
of densely packed small polymorphous granule cells. Layer V,
contains large CPNs. Layer VI, contains large CPNs and small
spindle-like pyramidal and multiform neurons (von Economo,
1927). In addition to the different neuronal populations, astro-
cytes are homogeneously distributed throughout the six-layered
cortical organization (von Economo, 1927).

Cortical neurons make local connections between cells of dif-
ferent layers, also send and receive projections from other brain
regions (Szentágothai, 1975). For example, layer I in visual cortex
receives axonal ramifications from apical dendrites of pyramidal
neurons located in layers III and IV (Shipp, 2005, 2007). Layer
I also receives input from thalamic (matrix) M-type neurons
(Rubio-Garrido et al., 2009). Lateral connections occur between
neurons in layers II and III, but these neurons also send projec-
tions to layer V (Shipp, 2007). Neurons located in layer IV project
to layers II and III (Miller, 2003). In somatosensory cortex, pyra-
midal neurons in layer IV are the main target of thalamocortical
afferents from type (core) C-neurons (Jones and Pons, 1998).
CPNs from layer V are the principal source of input to the basal
ganglia, brain stem, and spinal cord. CPNs in layer VI send pro-
jections to thalamus (Shipp, 2007). Although similar intrinsic and
extrinsic connections are thought to occur along the length of the
cortical mantle, significant deviations occur among some func-
tionally distinct cortical areas. Detailed descriptions of cortical

connections are available elsewhere (Sherman and Guillery, 2011;
Espinosa and Stryker, 2012; Nieuwenhuys, 2012; Ray and Zald,
2012). In the next section, we focus on cortical motor areas and
their projections to basal ganglia.

MOTOR CORTEX AND ITS PROJECTIONS TO BASAL
GANGLIA
Motor cortex refers to the cortical areas associated with the plan-
ning, execution and control of voluntary movements. Motor
cortex is subdivided into multiple motor areas: primary motor
cortex (M1), premotor cortex dorsal caudal (PMdc), premo-
tor cortex dorsal rostral (PMdr), cingulate motor area caudal
(CGc), cingulate motor area rostral (CGr), premotor cortex ven-
tral caudal (PMvc), premotor cortex ventral rostral (PMvr), pre-
supplementary motor area (Pre-SMA), and supplementary motor
area (SMA; Schieber and Baker, 2003). These areas were identified
by evaluating motor responses elicited by electrical stimulation in
different species, including humans (Foerster, 1936; Penfield and
Boldrey, 1937; Bures and Bracha, 1990). Thus, motor areas are
localized to Brodmann’s cortical areas 4 (the giant pyramidal area)
and 6 (agranular frontal area) (Brodmann, 2010). Brodmann’s
areas 23 and 24 are now known to contain at least two addi-
tional motor areas (Schieber and Baker, 2003). Motor cortical
neurons follow the laminar organization, but motor cortex lacks
granular layer IV and layer III is relatively thinner (Brodmann,
2010). Motor cortex also is characterized by the presence of giant
pyramidal neurons known as Betz cells located in layer V; these
cells are the largest neurons in the brain, reaching dimensions
of 60–120/30–80 µm: height/width (von Economo, 1927; Rivara
et al., 2003).

Motor cortical projections to the striatum, the first informa-
tion processing stage of the basal ganglia (Jinnai and Matsuda,
1979; McGeorge and Faull, 1989), arise mainly from layer V,
although retrograde labeling studies also identify pyramidal pro-
jections from layer III. Cortical projections are bilateral with
an ipsilateral predominance and release glutamate, an excita-
tory amino acid transmitter (McGeorge and Faull, 1989). Besides
motor cortical areas, the striatum receives projections form sen-
sory and associative cortical areas (Kemp and Powell, 1970).
Two types of striatal-projecting CPNs have been identified. They
can be distinguished by the morphology of their projection:
pyramidal tract (PT)-type neurons project to the striatum via col-
laterals arising from the main axon that extends to the PT and
intra-telencephalically projecting (IT)-type neurons that project
to striatum and cortex but not to areas outside telencephalon
(Lévesque et al., 1996; Reiner et al., 2003). Anatomical and func-
tional differences have been described between PT- and IT- type
neurons (For review see, Reiner et al., 2010). While the PT type
is mainly found in lower cortical layer V, the IT type is located
in layer III and upper layer V (Reiner et al., 2003; Parent and
Parent, 2006). Likewise, PT- and IT-type neurons differentially
target striatal MSNs such that IT-type neurons preferentially
target MSNs of the direct pathway and PT-type neurons prefer-
entially innervate MSNs of the indirect pathway (Lei et al., 2004;
Reiner et al., 2010). MSNs are GABAergic neurons that consti-
tute 95% of the neuronal population of the striatum and comprise
its main output system. Two MSN subtypes have been identified
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according to the proteins they express and their synaptic targets.
MSNs that preferentially express substance P, dynorphin, and the
D1-like dopamine receptor make up the direct pathway, which
projects to the internal segment of the globus pallidus (GPi)
and substantia nigra pars reticulata (SNr). The indirect pathway
is composed of MSNs that contain enkephalin and express the
D2-like dopamine receptor; these neurons project to the exter-
nal segment of the globus pallidus (GPe) and the subthalamic
nucleus, while also sending collaterals to GPi and SNr (Smith
et al., 1998).

Understanding the motor neuronal pathways involved in con-
trol, planning and execution of motor behavior is primary for
understanding neurophatologic conditions such as HD, in which
one of the main phenotypic alterations is the development of
involuntary movements.

CEREBRAL CORTEX IN HD: POSTMORTEM STUDIES
Postmortem evaluation of the human HD brain indicates a
30% reduction of total brain weight (De la Monte et al., 1988).
The most striking feature is neuronal loss in striatum (caudate-
putamen) along with enlarged lateral ventricles (De la Monte
et al., 1988). A scale of neuropathology based on the extent
of striatal atrophy has been developed (Vonsattel et al., 1985).
According to this scale, Grade 0 indicates that clinical symp-
toms are noticeable but with no observable neuropathological
alterations. Grade 1 is characterized by no macroscopic evidence
of damage but some neuronal loss and the presence of glio-
sis. Progressive striatal atrophy is observed in Grades 2 and 3,
which includes substantial reductions in the neuronal population
(>50%) and increased gliosis. Marked striatal atrophy (95% neu-
ronal loss) and widespread gliosis define Grade 4. In addition to
striatal damage, cortical changes also have been observed in post-
mortem studies of HD patients. Reduced cross-sectional area of
gray and white matter has been reported for frontal, temporal,
insular, and parietal cortical areas in HD Grades 2–4 (Mann et al.,
1993; Halliday et al., 1998). Likewise, De la Monte et al. (1988)
described a progressive reduction in overall cortical area and in
cortical white matter during mild (Grades 1 and 2) and severe HD
(Grades 3 and 4). There also is evidence of reduced thickness of
the cortical ribbon (De la Monte et al., 1988; Heinsen et al., 1994).
These findings are consistent with a 30% reduction in the num-
ber of CPNs in cortical layer III, V and VI (Cudkowicz and Kowall,
1990; Hedreen et al., 1991; Sotrel et al., 1991; Heinsen et al., 1994).
Moreover, primary motor cortex (Brodmann’s area 4) and the
premotor area (Brodmann’s area 6) of HD brains show a simi-
lar reduction in CPN numbers (Macdonald and Halliday, 2002;
Thu et al., 2010). Interestingly, the extent of cortical atrophy in
motor areas roughly correlates with the extent of the HD motor
phenotype (Halliday et al., 1998; Thu et al., 2010). It is equally
striking that in HD patients for whom mood alterations are the
primary symptom, the loss of CPNs is most prominent in cingu-
late cortex, which processes emotion (Thu et al., 2010). On the
other hand, despite progressive loss of CPNs, postmortem stud-
ies indicate that parvalbumin-, calretinin- and calbindin- positive
interneurons appear to be normally distributed without evident
morphological changes in motor cortical areas (Macdonald and
Halliday, 2002).

Together, these postmortem assessments indicate that corti-
cal atrophy and loss of CPNs is a neuropathological hallmark of
HD. Most of these studies, however, were performed on tissue
from neuropathological grades 2–4; little is known about cortical
atrophy at early HD stages and even before symptoms develop.
More importantly, a growing body of evidence from both HD
patients and transgenic models suggests that alterations in neu-
ronal communication precede neuronal loss and play a critical
role in the development of HD symptoms. Early support for this
view emerged from evaluation of proteins associated with synap-
tic transmission, including receptors, transporters, intra-cellular
signaling pathways, and vesicular neurotransmitter release (Cross
et al., 1986; Dunlop et al., 1992; Arzberger et al., 1997; Smith et al.,
2007; Hassel et al., 2008; Faideau et al., 2010). Subsequent support
has come from neuroimaging studies and recording of neuronal
activity (Miller and Bezprozvanny, 2010; Estrada-Sánchez and
Rebec, 2012; Hong et al., 2012c; Unschuld et al., 2012). The fol-
lowing sections focus on the cellular dysfunctions that are the
likely drivers of the HD behavioral phenotype.

FUNCTIONAL ALTERATIONS IN CEREBRAL CORTEX: HD
IMAGING STUDIES
Neuroimaging studies permit visualization of pathological
changes in vivo, before clinical symptoms develop. Techniques
such as magnetic resonance imaging (MRI), positron emis-
sion tomography (PET), and single-photon-emission computed
tomography (SPECT) have been used to detect brain atrophy
and functional changes in pre-symptomatic HD patients. These
approaches have not only confirmed the thinning of cerebral
cortex, but also showed that this effect occurs early, develops
progressively, and extends through the cortical mantle, although
distinct grades of cortical thinning may occur (Rosas et al., 2002,
2008, 2011). Interestingly, patterns of cortical thinning are associ-
ated with both the cognitive and motor phenotypes. For example,
patients with more prominent bradykinesia and dystonia show
more significant thinning in premotor and supplementary motor
areas (Rosas et al., 2008). Moreover, longitudinal MRI evalua-
tions indicate that the progression and topological distribution
of cortical thinning is influenced by age of onset, suggesting an
important role of cerebral cortex in HD neuropathology (Rosas
et al., 2011).

Besides morphological changes, cerebral cortex also undergoes
several changes that might compromise neuronal communica-
tion. SPECT, a technique based on alterations in blood flow,
indicates reduced cerebral blood perfusion in presymptomatic
HD patients (Hasselbalch et al., 1992; Sax et al., 1996). Reduced
blood flow is widely observed along the cortical mantle and
precedes the presence of cortical atrophy as evaluated by MRI
(Jernigan et al., 1991; Hasselbalch et al., 1992; Sax et al., 1996).
Given that blood provides oxygen and glucose essential for brain
function, reduced blood perfusion in HD is likely to compromise
neuronal signaling mechanisms. Accordingly, reduced glucose
uptake and glucose metabolism have been identified in striatum
and cerebral cortex of pre-symptomatic HD patients, as studied
by 18F-fluorodeoxyglucose and PET (Kuhl et al., 1982; Kuwert
et al., 1989, 1990; Jenkins et al., 1998). The rate of glucose uptake
and its metabolism is an indicator of altered neuronal activity.
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Thus, these studies suggest altered cortical function before HD
symptoms become prominent, an effect that could alter com-
munication between CPNs and deep brain structures. In fact,
prodromal-HD patients show reduced corticostriatal functional
connectivity (Unschuld et al., 2012). Consistent with this view,
neuroimaging studies indicate white matter atrophy before the
onset of clinical symptoms (Fennema-Notestine et al., 2004;
Rosas et al., 2006, 2010). It appears, therefore, that compromised
cortical circuitry occurs early in the course of HD (Rosas et al.,
2006).

Collectively, these studies indicate that in HD the cerebral cor-
tex undergoes morphological and functional changes that occur
early in disease progression. Combined with evidence that the
cortical changes parallel the manifestation of both cognitive and
motor symptoms, these studies underscore the key role of cortical
neuropathology in HD. Neuroimaging studies, moreover, suggest
that cortical dysfunction rather than neuronal loss is a key factor
in HD onset. This hypothesis gained considerable support from
research on transgenic HD mice, which is reviewed in the next
sections.

TRANSGENIC HD MODELS
Transgenic mouse models of HD are often separated into three
broad categories based on the genetic manipulation: truncated,
full-length, and knock-in models. The truncated model expresses
only the first exon of the human mutant htt gene, while the full-
length model expresses the entire human mutant htt gene. Thus,
these two models express two normal alleles of the endogenous
Hdh gene (the murine analog of htt) along with all or part of the
exogenous human htt gene. In the knock-in model, CAG repeats
are “knocked in” or directly inserted into the first exon of the
endogenous Hdh gene.

Truncated models were developed first, and are represented
by the R6 line of mice. Two variants are available: the R6/1 line,
which contains ∼110 CAG repeats, and the R6/2 line, which con-
tains ∼150 CAG repeats (Mangiarini et al., 1996). More recently,
other truncated models have been created, including the N171-
82Q mouse that expresses cDNA encoding 171 amino acids in
the first exon of the htt gene with 82 CAG repeats (Schilling
et al., 1999). A truncated transgenic HD rat model with 51 CAG
repeats also has been created (von Hörsten et al., 2003). Like
the truncated R6 line, the full-length HD model has two vari-
ants: the yeast artificial chromosome (YAC) and the bacterial
artificial chromosome (BAC) models, the names of which refer
to the genetic tool (yeast or bacteria) used to insert the human
mutant htt gene. Three different YAC models are available based
on CAG-repeat length, YAC46, YAC72, and YAC128; the latter
is the most widely studied of this group (Hodgson et al., 1999).
The BAC model expresses 97 CAG repeats (Gray et al., 2008).
Finally, several knock-in variants have been developed, includ-
ing: Hdh/Q72-80, Hdh Q111, CAG140, and CAG150 models,
again with the numbers indicating CAG-repeat length (Menalled,
2005).

Despite the genetic difference that exists among HD trans-
genic models, they all develop a form of the behavioral phenotype
and neuropathology seen in patients. HD transgenic models how-
ever, show varying degrees of behavior and neuropathological

alterations. Truncated R6 models, for example, develop accel-
erated progressive motor alterations, reduced body weight, and
shortened lifespan (∼10–14 and 3–5 months for R6/1 and R6/2,
respectively) (Mangiarini et al., 1996). At the neuropathological
level, these models show intracellular and intranuclear aggregates
containing the mutant HTT fragment and other proteins; reduced
striatal volume and neuronal atrophy also occur (Mangiarini
et al., 1996; Davies et al., 1997; Stack et al., 2005). The N171-82Q
model also has decreased body weight and motor alterations, but
these are less severe than in the R6/2 model (Kim et al., 2011).
The neuropathological changes, however, are similar to those
described in the R6 models (Yu et al., 2003; McBride et al., 2006;
Kim et al., 2011). In the case of the truncated HD transgenic rat,
there are intracellular aggregates, but unlike the truncated mouse
model, neurological deficits emerge in adulthood along with pro-
gressive motor alterations (von Hörsten et al., 2003). Full length
models, on the other hand, show important differences relative to
truncated models. For example, a notable increase in body weight
occurs in the BACHD and YAC128 models (Van Raamsdonk et al.,
2006; Pouladi et al., 2010, 2012). Both also show reduced stri-
atal volume, although the presence of intracellular aggregates is
more prominent in the striatum of YAC128 models (Gray et al.,
2008; Spampanato et al., 2008; Miller et al., 2011b; Pouladi et al.,
2012). Although full length models show impaired performance
in motor tests, the motor changes are relatively mild compared
with truncated models (Ferrante, 2009; Kim et al., 2011). Similar
to full length models, knockin HD mice show slowly emerging
motor changes along with intracellular aggregates and striatal
atrophy (For review see, Menalled, 2005). Interestingly, the neu-
ropathology in aged knockin mice (21 months of age) resembles
that described for R6/2 mice, including widespread expression
of aggregates and transcriptional alterations (Woodman et al.,
2007).

These findings indicate important differences in the neural
and behavioral phenotypes among the HD models. However, it
is important to note that despite these differences, behavioral
alterations appear prior to neuronal loss, suggesting that HD
neurological signs are likely to be caused by impaired neuronal
communication, particularly in the corticostriatal pathway.

DYSFUNCTIONAL CORTICOSTRIATAL NETWORK IN HD;
EVIDENCE FROM TRANSGENIC MODELS
Electrophysiological recordings of CPNs in truncated and full
length HD models indicate a change in electrical properties
such as resting membrane potential, input resistance, and cell
capacitance (Cummings et al., 2006, 2009). Similar membrane
changes were observed in vivo during intracellular recordings
of R6/2 CPNs (Stern, 2011). Likewise, there is consistent evi-
dence of an imbalance between excitatory and inhibitory inputs
to CPNs in HD, which may underlie hyperexcitable cortical neu-
rons reported for HD models (Gu et al., 2005; Spampanato et al.,
2008; Cummings et al., 2009).

Impaired CPN activity in HD also is likely to interfere
with synaptic plasticity. Progressive alterations in long-term
depression (LTD) occur in the perirhinal cortex of R6/1 mice
(Cummings et al., 2006, 2007). Similarly, CPNs in medial
prefrontal cortex show impaired long-term potentiation (LTP)
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(Dallérac et al., 2011). Interestingly, in both cases, the loss of
synaptic plasticity can be reversed by the activation of dopamine
receptors (Cummings et al., 2006, 2007; Dallérac et al., 2011),
suggesting an HD-induced change in dopamine modulation
of cortical processing. This change may underlie the defi-
cient cortical plasticity observed in R6/1 model performance
in a somatosensory-discrimination learning task (Cybulska-
Klosowicz et al., 2004; Mazarakis et al., 2005).

Dysfunctional interneurons also may contribute to impaired
CPN activity in HD. For example, reduced GABAergic inhibitory
input from interneurons occurs in HD models (Gu et al., 2005;
Cummings et al., 2009). In BACHD mice at 3 months of age—
when the motor phenotype is relatively mild—parvalbumin-
containing interneurons in layers II and III show alterations in
the kinetics of decay of spontaneously occurring inhibitory and
excitatory postsynaptic currents (sIPSC and sEPSC, respectively;
Spampanato et al., 2008). At 6 months, when motor alterations
are more prominent, parvalbumin-containing interneurons show
decreased excitation, while CPNs show decreased inhibition, indi-
cating increased cortical excitability (Spampanato et al., 2008).
Thus, cortical interneurons and CPNs show alterations that par-
allel the progressive motor phenotype seen in the BACHD model.
Moreover, these results also suggest that interneurons might have
an important role in the HD phenotype, given that their alter-
ations may precede CPN dysfunction. In line with this view, it
has been suggested that inhibitory interneurons are involved in
shaping motor commands (For review see, Merchant et al., 2012).

Neurons communicate through the modulation of firing rate
and by the generation of spike bursts, which are epochs of high fir-
ing frequency. Burst firing is relevant for the efficiency of neuronal
transmission and also plays a role in neuronal plasticity (Lisman,
1997; Izhikevich et al., 2003). Cortical activity recorded in freely
behaving R6/2 mice is characterized by decreased bursting activ-
ity and a decrease in the number of spikes that participate in
a burst (Walker et al., 2008). Similarly, reduced bursting occurs
in cultured cortical neurons expressing a fragment of mutant
HTT (Gambazzi et al., 2010). Cortical neurons in both R6/2
and Hdh CAG140 mice are more likely to show a decrease in
correlated activity between simultaneously recorded pairs of neu-
rons than corresponding wild-type controls (Walker et al., 2008).
Consistent with this evidence, in vivo intracellular recordings in
HD mice indicate a decreased correlation between cortical spik-
ing and simultaneously recorded electrocorticograms relative to
wild-type (Stern, 2011). Importantly, correlated neuronal activity
is a key factor in the operation of the neuronal circuits that shape
behavior (Berke et al., 2004; Buzsáki and Chrobak, 2005; Burns
et al., 2010), suggesting that deficient synchronous activity in cor-
tical HD neurons is associated with the behavioral alterations in
HD transgenic models (Walker et al., 2011). Interestingly, local
field potentials (LFPs), which represent the activity of large pop-
ulations of neurons in the vicinity of the recording electrode, also
are altered in cortex of HD mice (Hong et al., 2012c). In this case,
however, LFPs show the greatest deviation from wild-type dur-
ing quiet rest and less so as behavior switches to grooming and
exploring. It may be that the high frequency oscillations (∼32 Hz)
in resting HD mice prompt motor activation. In fact, HD mice
spend less time resting than wild-type (Hong et al., 2012c).

Along with alterations in CPNs activity, striatal MSNs also
show altered electrophysiological properties (reviewed by Cepeda
et al., 2007). When studied in vitro, MSNs show increased
excitability as indicated by a depolarized resting membrane
potential and enhanced sensitivity to ionotropic glutamate recep-
tor activation (Hodgson et al., 1999; Levine et al., 1999; Cepeda
et al., 2001; Klapstein et al., 2001; Laforet et al., 2001; Milnerwood
and Raymond, 2007). This evidence is consistent with increased
firing in striatal MSNs recorded from behaving, symptomatic
R6/2 mice (Rebec et al., 2006). As in cortex, decreased MSN
bursting activity is the most common electrophysiological fea-
ture reported for HD models (Miller et al., 2008b, 2010, 2011a;
Cayzac et al., 2011). As in CPNs, reductions in correlated fir-
ing and coincident bursting between simultaneously recorded
pairs of MSNs occur in HD striatum (Miller et al., 2008b, 2010,
2011a; Höhn et al., 2011). In addition, striatal LFPs in behav-
ing R6/2s parallel cortical LFPs in that high frequency gamma
activity (focused around 32 Hz) predominates during quiet rest
(Hong et al., 2012a,b). Interestingly, LFP oscillations recorded in
the globus pallidus of HD patients show alterations in theta/alpha
(4–12 Hz) and low gamma (35–45) activity (Groiss et al., 2011).

Collectively, these studies indicate that altered neuronal pro-
cessing occurs in cerebral cortex of HD transgenic models, indi-
cating that CPNs send aberrant information to MSNs. In fact,
analysis of simultaneous recordings of LFPs from primary motor
cortex and dorsal striatum, which receives major motor cortical
input, indicates an overall reduction in the level of coherence or
synchrony between these brain regions in R6/2 relative to wild-
type mice across a range of behavioral episodes (Hong et al.,
2012c). Given that dysfunctional corticostriatal processing occurs
before HD signs are noticeable, these results provide further sup-
port for the hypothesis that altered neuronal communication is a
prerequisite for the HD behavioral phenotype.

MECHANISM INVOLVED IN DISRUPTED CORTICOSTRIATAL
COMMUNICATION IN HD
A critical question is how mutant HTT alters corticostriatal
neuronal activity. Two mechanisms have been suggested: cell-
autonomous toxicity and cell–cell interaction toxicity (Gu et al.,
2005, 2007). The first proposes that the expression of mutant
HTT itself is enough to alter the key neuronal mechanisms
that lead to neuronal dysfunction. In support of this mecha-
nism, in vitro and in vivo studies indicate that mutant HTT
disrupts gene expression, calcium buffering, and mitochondrial
function (Choo et al., 2004; Milakovic and Johnson, 2005; Tang
et al., 2005; Thomas et al., 2011). The second mechanism pro-
poses that the interaction between different cell populations is
critical for the development of HD. Support for this hypothe-
sis includes altered release of brain derived neurotrophic factor
(BDNF) from corticostriatal synapses (reviewed by Zuccato and
Cattaneo, 2009), impaired glutamate release from cortical pro-
jections (Cepeda et al., 2001; Klapstein et al., 2001; Laforet
et al., 2001; Milnerwood and Raymond, 2007), and disrupted
glutamate uptake by the astrocytes (Nicniocaill et al., 2001;
Hassel et al., 2008). Collectively, these studies indicate that both
cell-autonomous and cell–cell interaction toxicity are likely to
occur in HD. Thus, a combination of both mechanisms may
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disrupt neuronal communication and promote development of
the HD phenotype.

Impaired energy production appears to be a key alteration
in HD, as both HD transgenic models and HD patients show
alteration in glycolytic and mitochondrial activity (Browne and
Beal, 2004; Powers et al., 2007; Verwaest et al., 2011; Cepeda-
Prado et al., 2012). Because neurons are highly dependent on ATP
production, decreased glucose metabolism may compromise the
activity of Na+/K+ ATPase, a key protein that helps to maintain
the ionic gradient across the neuronal membrane (Bonvento et al.,
2002). If the gradient is not maintained by this protein, neurons
become depolarized and more excitable, which may explain evi-
dence for increased neuronal excitability in transgenic HD models
(see above). Deficient energy production and a loss of the ionic
gradient, moreover, may compromise the function of glutamate
transporters, transmembrane proteins located in neurons and
astrocytes. These transporter proteins depend on the Na+ gra-
dient generated by the Na+/K+ ATPase to ensure glutamate clear-
ance from the synapse and extracellular space. It is noteworthy
that decreased glutamate uptake, a well-described feature of HD
(Nicniocaill et al., 2001; Hassel et al., 2008; Miller et al., 2008a;
for review see Estrada-Sánchez and Rebec, 2012), may result, at
least in part, from decreased energy production. In this sense,
glycolytic inhibition reduced glutamate transporters levels in the
striatum of R6/2 model (Estrada-Sánchez et al., 2010). Moreover,
compromised glutamate uptake coupled with impaired cellular
metabolism may render neurons vulnerable to excitotoxic dam-
age, a mechanism involved with neurodegeneration of MSNs in
HD (Estrada-Sánchez et al., 2008, 2009, 2010). Besides, impaired
function of glutamate transporters at corticostriatal synapses
might compromise the dynamic of synaptic transmission, leading

to aberrant neuronal processing (Beurrier et al., 2009). These
mechanisms, of course, are likely to occur in conjunction with
many other contributing factors, including altered expression and
function of synaptic receptors, increased production of reactive
oxidative species, diminished neuronal antioxidant capabilities
(For reviews of these and other likely factors see: Browne et al.,
1997; André et al., 2006; Chen, 2011; Kaplan and Stockwell,
2012).

CONCLUSION
An emerging picture of HD neuropathology includes aberrant
cortical signaling that impacts striatal output systems and that
then affects thalamic input back to cortex. In short, HD is char-
acterized by dysregulated information flow through the cortico-
striato-cortical pathway. This problem, moreover, emerges early
in the course of HD, even before some neurological signs are
present, suggesting a key role in the development and subsequent
progression of the HD behavioral phenotype. Further research on
alterations in cortical processing in HD, including the contribu-
tion of thalamic inputs and cortical interneurons, is emerging as
fertile ground for further insight into the neuronal mechanisms
underlying HD and for the development of effective therapeutic
strategies.
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