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Editorial on the Research Topic
 Bioprospecting and Biotechnology of Extremophiles



Extreme environments are defined as those environments that contains conditions that are difficult to survive for most life forms. They include natural environments (hyper-arid deserts and rocks, oceanic deeps, salt lakes, volcanoes, high mountains, and upper atmosphere, etc.), as well as artificial ones (operating rooms, aircrafts, spaceships, etc.). Because most of the earth's surface (>80%) is covered by extreme environments, it is not surprising that a wide diversity of organisms (e.g., animals, plants, insects, fungi, and bacteria) are able to colonize, survive, and proliferate in these extreme environments. Those organisms living in extreme environments, also known as extremophiles, have evolved and developed a wide variety of strategies and mechanisms to live under harsh conditions, such as exceptionally high or low values of temperature, pressure, oxygen, carbon dioxide, acidity, radiation, nutrient content, water content, salt content, sugars, etc. Thus, extremophiles have opened a new window into bioprospecting for the discovery and application of novel bioactive products.

In this sense, the classic example of extremophiles and their bioactive compounds is the DNA polymerase from thermophilic bacteria (e.g., Thermus aquaticus) from hydrothermal environments (Chien et al., 1976). Without a doubt, the advances in molecular biology and life sciences during the last three decades would not have been possible without these extremozymes. Another example is the cold-active enzymes from Artic or Antarctic extremophiles (animals, plants, and microorganisms), which are highly attractive for biotechnologists since they can be used in food processing to improve milk fermentation, to store frozen yogurt, and to improve ice-cream production (Cid et al., 2016). Therefore, extremozymes and bioactive compounds produced by extremophiles, and their potential application in biotechnology, have been recognized in various fields, such as medicine (e.g., antibiotics and antitumors), food technology (e.g., phytases and phosphatases), biofuel production (e.g., proteases and lipases), cosmetic industry (carotenoids), biomining and contaminated soil remediation (xenobiotic-degrading enzymes), agriculture (plant-growth inducers), and organic residue cycling (cellulose and lignocellulose) (Rampelotto, 2016; Dumorné et al., 2017).

This Research Topic highlights microbial communities inhabiting extreme environments or in extremophile microbiomes as an unexplored source of novel biological resources, with a huge potential for biotechnology and its industry. In this sense, ureolytic bacteria from desert salt lakes could be used as a new technology for bio-precipitation of ion crystals (e.g., calcium and magnesium), improving water use in mining. Similarly, the core microbiome of Arctic fish is a possible tool in aquatic biotechnology to assist in improving fish health and waste management practices in aquaculture. The bioprospecting of airborne microbial communities can give clues to their application in the degradation of toxic compounds and increased tolerance of heavy metal stress in plants. In a similar context, epoxide hydrolases found in the metagenomes from hot springs have also been proposed for use in the detoxication of xenobiotics, and as a defense against pathogen attack and stress response in plants.

In addition, climate change is affecting the distribution and abundance of flora and fauna in diverse regions around the globe, including extreme environments. The characterization of nitrous oxide (a recognized greenhouse gas) reducing bacteria in deep-sea hydrothermal vents is also noted in this Topic Research, emphasizing their capability to reduce gas emissions in the environment. With respect to climate change, microbial communities and plants from extreme environments are also being evaluated as biotechnological tools to improve the tolerance of cereal crops and trees from adverse climate events (such as droughts, flooding, frosts, hot, and cold waves, etc.), and can therefore prevent economical losses in agriculture. Plant-growth microorganisms from cold and hot deserts are possible alternatives to improve the salt tolerance of agriculturally relevant plants. Similarly, cold-stress related dehydrin genes can be a suitable tool in genetic engineering to improve cold tolerance in plants.

As noted in this Research Topic, advances in omics technologies have allowed for the investigation of extremophile properties and their bioactive compounds as has never been seen before, revealing their relevance in multiple disciplines in science, and in many aspects of bioprospecting and biotechnology, including medicine, bioenergy and biofuels, bioinformatics, biomaterials, biosafety and biosecurity, aquatic biotechnology, agriculture, environmental science, nanobiotechnology, industrial process, synthetic biology, DNA/protein engineering, and even more.

Lastly, we list here several international initiatives that could be useful for readers interested in extremophiles bioprospecting, such as: The Network for Extreme Environment Research (NEXER; http://www.nexerchile.cl/), The International Society for Extremophiles (https://www.extremophiles2018.org/), Swissaustral Chile Ltda. (http://www.swissaustral.ch/), Latin American Network of Extremophiles (https://redlae.science/), Spanish Network of Extremophiles Microorganisms (https://web.ua.es/en/rnme/spanish-network-of-extremophile-microorganisms.html), and the following related Research Topics in Frontiers:

(1) Microbial Life Under Stress: Biochemical, Genomic, Transcriptomic, Proteomic, Bioinformatics, Evolutionary Aspects and Biotechnological Applications of Poly-Extremophilic Bacteria (https://www.frontiersin.org/research-topics/7007/microbial-life-under-stress-biochemical-genomic-transcriptomic-proteomic-bioinformatics-evolutionary).

(2) Enzymes from Extreme Environments (https://www.frontiersin.org/research-topics/3054/enzymes-from-extreme-environments).

(3) Extremophilic Industrially Important Enzymes and Molecular Mechanisms (https://www.frontiersin.org/research-topics/3700/extremophilic-industrially-important-enzymes-and-molecular-mechanisms).

(4) Recent Advances in Acidophile Microbiology: Fundamentals and Applications (https://www.frontiersin.org/research-topics/5002/recent-advances-in-acidophile-microbiology-fundamentals-and-applications).

(5) Actinobacteria, a Source of Biocatalytic Tools (https://www.frontiersin.org/research-topics/5513/actinobacteria-a-source-of-biocatalytic-tools).
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Two novel epoxide hydrolases (EHs), Sibe-EH and CH65-EH, were identified in the metagenomes of samples collected in hot springs in Russia and China, respectively. The two α/β hydrolase superfamily fold enzymes were cloned, over-expressed in Escherichia coli, purified and characterized. The new EHs were active toward a broad range of substrates, and in particular, Sibe-EH was excellent in the desymmetrization of cis-2,3-epoxybutane producing the (2R,3R)-diol product with ee exceeding 99%. Interestingly these enzymes also hydrolyse (4R)-limonene-1,2-epoxide with Sibe-EH being specific for the trans isomer. The Sibe-EH is a monomer in solution whereas the CH65-EH is a dimer. Both enzymes showed high melting temperatures with the CH65-EH being the highest at 85°C retaining 80% of its initial activity after 3 h thermal treatment at 70°C making it the most thermal tolerant wild type epoxide hydrolase described. The Sibe-EH and CH65-EH have been crystallized and their structures determined to high resolution, 1.6 and 1.4 Å, respectively. The CH65-EH enzyme forms a dimer via its cap domains with different relative orientation of the monomers compared to previously described EHs. The entrance to the active site cavity is located in a different position in CH65-EH and Sibe-EH in relation to other known bacterial and mammalian EHs.

Keywords: epoxide hydrolase, metagenomics, industrial biocatalysis, stereoselectivity, protein structure

INTRODUCTION

Epoxide hydrolases (EHs, EC 3.3.2.9) are enzymes that catalyze the in vivo hydrolysis of an epoxide ring to the corresponding vicinal diols. This activity was originally reported in mammalian cells more than 40 years ago (Jerina et al., 1968; Brooks et al., 1970). Since then, EHs have been found in a wide range of different organisms including bacteria and fungi (Arand et al., 1999; Kotik et al., 2007; Liu et al., 2007), plants and insects (Kiyosue et al., 1994; Stapleton et al., 1994; Guo et al., 1998; Linderman et al., 2000; Morisseau et al., 2000). The physiological roles of EHs have been widely studied. These enzymes have been shown to be involved in the detoxification of xenobiotics in mammals (Oesch, 1973; Morisseau and Hammock, 2005) and fungi (Sutherland, 1992), in the general defense system against pathogens and stress response in plants (Kiyosue et al., 1994; Guo et al., 1998) and in hormone biosynthesis in insects (Linderman et al., 2000).

The majority of EHs described to date belong to the α/β hydrolase superfamily, where the core domain with a particular direction and connectivity of β-strands is covered by a mainly α-helical cap domain, with the active site located on the interface of the two domains (Widersten et al., 2010). An Asp-His-Asp/Glu catalytic triad located in the core domain is essential for the epoxide hydrolytic activity. The reaction proceeds via a two-steps catalytic mechanism involving the formation of a covalently bound enzyme-substrate intermediate. The first step of the reaction is the nucleophilic attack by the catalytic aspartate carboxylate group on one of the epoxide carbons of the substrate, resulting in the formation of an ester intermediate. The subsequent nucleophilic attack on the ester intermediate by an activated water molecule results in the formation of a diol product. Two conserved tyrosine residues in the cap domain point toward the catalytic triad and participate in the catalytic mechanism by binding the substrate and activating its protonation for catalysis (Nardini et al., 1999).

In recent years EHs have found industrial applications where they are used for the synthesis of optically pure chiral epoxides and 1,2-diols, both by the kinetic resolution of racemic epoxide mixtures, as well as through enantioconvergent processes or by the de-symmetrisation of meso-epoxides. The products are valuable building blocks for the synthesis of different pharmaceutical and agrochemical bioactive molecules (Bala and Chimni, 2010; Kotik et al., 2012; Wohlgemuth, 2015; Archelas et al., 2016). For example, EHs have been employed for the preparation of optically active phenylpropylene oxides which are useful building blocks for the synthesis of antibiotics and C-glycosides (Capriati et al., 2004), (R)-para-nitrostyrene oxide, which is a precursor of the β-blocker Nifenalol (Pedragosa-Moreau et al., 1997), and (S)-para-chloro styrene oxide, a precursor of a N-methyl-D-aspartate receptors (NMDA) receptor antagonist (Karboune et al., 2005).

The biocatalytic application of EHs in the synthesis of enantiopure epoxides and 1,2-diols represents a green and efficient alternative to traditional chemical methods which usually involve the use of potentially toxic heavy metal-based catalysts with only low to moderate turnover frequencies (Katsuki and Sharpless, 1980; Kolb and Sharpless, 1992; Kolb et al., 1994; Jacobsen, 2000). The EHs offer some inherent advantages, such as a usually high regio- and stereoselectivity on different substrates and the lack of expensive cofactor requirements (Bala and Chimni, 2010).

However, the need of integrating a biocatalytic synthetic step into existing industrial processes frequently requires the exploitation of thermostable enzymes that do not demand the reaction mixture to be cooled and reheated between the synthetic chemistry and biocatalytic steps, thereby making the whole process cheaper and less time and energy consuming. In addition, thermostable biocatalysts are usually more stable under the process conditions such as the presence of organic solvents which are used to solubilize the substrates. The thermostable biocatalyst can also be used at ambient temperatures with a lower specific activity but for extended reaction times. It can be reused for further reaction cycles and easily recovered if it is immobilized (Vieille et al., 2001; Littlechild, 2015; Zarafeta et al., 2016).

New innovative approaches such as the use of metagenomics for the discovery of new enzymes with improved process performance and broader substrate specificity are being used. This will help to meet the growing demand for more efficient and stable biocatalysts that are more suitable for industrial applications (Singh et al., 2009; Wilson and Piel, 2013; Ferrer et al., 2016).

The metagenomics approach has recently been used to identify some novel enzymes with industrially interesting features (Zhao et al., 2004; Kotik et al., 2009, 2010; Ferrandi et al., 2015b; Berini et al., 2017). For example, BD-EHs, isolated from environmental samples by Zhao and co-workers (Diversa Corporation), that are able to catalyze the desymmetrization of bulky internal epoxides such as cis-stilbene oxide and its derivatives (Zhao et al., 2004). Another enzyme, Kau2-EH has been isolated from a bacterial biomass, which was extracted from a bio-filter installed in a sewage disposal plant. This enzyme has shown broad substrate specificity and has been successfully used for the kinetic resolution of racemic α,β-di-substituted aromatic epoxides and for the desymmetrization of cis-stilbene oxide resulting in nearly enantiomerically pure diol and epoxide products (Kotik et al., 2010; Zhao et al., 2015). New genes coding for putative EHs have been recently identified in metagenomes collected in the Andean forest soil and mangrove forest soil (Montaña et al., 2012; Jiménez et al., 2015). In our previous work, we have identified two new epoxide hydrolases belonging to the small subfamily of the limonene epoxide hydrolases (LEH, E.C. 3.3.2.8) in the metagenomes of samples collected in hot terrestrial environments (Ferrandi et al., 2015b). These novel LEHs, which differ from the α/β hydrolase fold EHs, have a smaller size, different fold and different catalytic mechanism (Barbirato et al., 1998). They show high thermostability with a melting temperature in excess of 70°C (Ferrandi et al., 2015b) and have been successfully used for the resolution of (+)- and (–)-cis/trans-limonene oxides at the gram scale (Ferrandi et al., 2015a).

Soluble α/β EHs from a number of mammalian (Argiriadi et al., 1999; Pilger et al., 2015), plant (Mowbray et al., 2006), fungal (Reetz et al., 2009), insect (Zhou et al., 2014) and bacterial (Nardini et al., 1999; Biswal et al., 2008; Kong et al., 2014) sources have been structurally characterized and were found to bear strong resemblance to another family of the Asp nucleophile containing α/β hydrolase enzymes, the haloalkane dehalogenases (Franken et al., 1991; Novak et al., 2014). Many α/β EHs are monomers, however dimers (Reetz et al., 2009; Zhou et al., 2014; cyanobacterium Nostoc sp. EH, PDB 3QYJ) and tetramers (Nardini et al., 1999) were also observed. Structural features extending the classical α/β fold are present in fungal and insect EHs (Reetz et al., 2009; Zhou et al., 2014) and soluble dimeric mammalian EHs contain additional domains (Argiriadi et al., 1999; Pilger et al., 2015).

This paper presents the results obtained in the search of EHs of the α/β hydrolase fold class within the metagenomes of samples collected in hot terrestrial environments, which was part of the EU FP7 collaborative project HotZyme (www.hotzyme.com). A bio-informatics search has been carried out from metagenomic samples from a variety of hot springs. Two open reading frames (ORFs) showing good similarity with known EHs have been found in samples collected in Russia and China at 46° and 65°C respectively. The two proteins have been successfully over-expressed in Escherichia coli and have been characterized both biochemically and structurally. It has been possible to rationalize the differences observed in their substrate specificity using information obtained from the high resolution X-ray structures.

MATERIALS AND METHODS

Chemicals

Diols, racemic and enantiopure epoxides and rhamnose were purchased from Sigma-Aldrich (USA) or Alfa Aesar (Germany). Tryptone and yeast extract were from Sigma-Aldrich (USA). All other reagents were of analytical grade and commercially available.

Analytical Methods

Gas-chromatographic (GC) analyses to determine enantiomeric excesses of epoxides, diols and conversions were performed on a AGILENT 6850 (Network GC System) gas chromatograph equipped with a chiral capillary column (MEGA DEX DAC-BETA, Italy), having 0.25 mm-diameter, 25 m length and 0.25 μm-thickness, and with a Flame Ionization Detector (FID). The stereochemical outcome of the transformations was expressed as enantiomeric excess (e.e.) of the major enantiomer or as enantiomeric ratio (E) (Chen et al., 1982).

Analytical conditions, derivatization procedures and retention times of compounds (1, 2), and (4)-(6) were previously reported (Ferrandi et al., 2015b). For details, see also Figure S5 (Supplementary Materials).

For GC analysis of compound (3), the column temperature was raised from 40° to 100°C at 5°C/min, then from 100° to 110°C at 1°C/min and finally from 110° to 200°C at 10°C/min at a 2 ml/min flow rate. Under these conditions retention times were: (3), 5.26′; (2S,3S)-diol, 16.0′; (2R,3R)-diol, 16.5′. The stereochemical configuration was determined using the commercially available standard (2R,3R)-diol.

The CD spectra were recorded on a Jasco J-1100 spectropolarimeter interfaced to a personal computer for data collection and manipulation and equipped with a thermostatically controlled cell holder. The spectropolarimeter was calibrated with a D-10-camphorsulfonic acid solution.

The far-UV CD analysis was carried out with purified protein samples dissolved in degassed water (0.15 mg/ml final concentration) in quartz cuvettes with 0.1 cm path length. Spectra were recorded in the range between 180 and 250 nm at 20° or 95°C.

For the determination of apparent melting temperature (TM), unfolding transitions as a function of temperature were monitored by the CD signal at 193 nm or 220 nm varying the temperature as follows:

Sibe-EH Sample

20°C up to 40°C at 5°C/min_ data pitch each 2°C, hold 30″

40°C up to 70°C at 2.5°C/min_data pitch each 0.5°C, hold 30″

70°C up to 95°C at 5°C/min pitch data each 2°C, hold 30″

CH65-EH Sample

20°C up to 70°C at 5°C/min_ data pitch each 2°C, hold 30″

70°C up to 90°C at 2.5°C/min_data pitch each 0.5°C, hold 30″

90°C up to 95°C at 5°C/min pitch data each 2°C, hold 30″

In silico Screening of Metagenomes Assemblies

The HotZyme assemblies available on the Galaxy based platform ANASTASIA (Automated Nucleotide Aminoacid Sequences Translational platform for Systemic Interpretation and Analysis) (Menzel et al., 2015) were analyzed by using the ORF finder “getorf” program (http://emboss.bioinformatics.nl/cgi-bin/emboss/getorf) and the resulting ORFs were aligned with the query sequences [GenBank CAA73331.1 (Agrobacterium radiobacter-EH), CAB59813.1 (Aspergillus niger-EH), ACO95125.1 (kau2-EH), 2CJP_A (Solanum tuberosum-EH)] using the program LAST (http://last.cbrc.jp/).

Enzyme Cloning Into the pJet Vector

The genes coding for Sibe-EH and CH65-EH were amplified using the primers F1/R1 and F2/R2, respectively (see Table S1), and the DNA extracted from the corresponding environmental samples as a. template (Ferrandi et al., 2015b; Menzel et al., 2015). The PCR amplification was carried out on 50 μL reaction mixtures containing 100 ng of metagenomic DNA, primers (1 μM each), dNTPs (0.2 mM each), 4 U of XtraTaq Pol and 5 μL of the XtraTaq buffer (both from Genespin, Italy). The PCR conditions were as follows: 95°C for 3 min, followed by 40 cycles at 94°C for 30 s, 50–55°C (according to the primer annealing temperatures) for 30 s, 72°C for 1 min, and then 72°C for 10 min. The genes were cloned in the pJet vector using the CloneJET PCR Cloning Kit (Thermo Scientific, United States) and the resulting plasmids pJetSibe-EH and pJetCH65-EH were transformed into E. coli TOP 10 (Invitrogen, United States) using standard techniques (Sambrook and Russell, 2001). The two plasmids were purified by using the HiSpeed Plasmid Midi Kit from Qiagen (Germany) and the cloned PCR amplicons were sequenced on both strands by Bio-Fab Research (Italy) using the primers F8/R8 (Table S1).

Enzyme Expression and Purification

Sibe-eh and CH65-eh genes were amplified using pJetSibe-EH and pJetCH65-EH as template, respectively. Primers F3/R3 and F4/R4 (Table S1) suitable for the cloning of EH genes in the pRham expression vector (Expresso Rhamnose Cloning and Protein Expression kit, Lucigen), were used for PCR gene amplifications under the PCR conditions described above. The PCR products were cloned in the pRham vector giving pRhamSibe-EH and pRhamCH65-EH plasmids respectively, and transformed in E. coli 10G. pRhamSibe-EH and pRhamCH65-EH were purified using the HiSpeed Plasmid Midi Kit from Qiagen (Germany) and subsequently transformed in E. coli BL21 codon plus RIPL competent cells (Agilent Technologies, United States) according to manufacturer instructions.

The transformants obtained were grown in LB supplemented with 30 μg mL−1 kanamycin (LBkan30) medium (50 mL) overnight and then inoculated in 0.5 L LB kan30 at 37°C and 220 rpm. When the OD600 reached 0.3–0.6, gene expression was induced by the addition of 5 mL 20% rhamnose solution (w/v in water) and the culture was maintained at 30°C for 24 h. Then cells were harvested by centrifugation (5,000 rpm for 30 min), resuspended in 20 mL of wash buffer (20 mM potassium phosphate (KP) buffer, pH 7.0, 500 mM NaCl, 20 mM imidazole) and disrupted by sonication. In the case of CH65-EH, another expression trial was carried out lowering the culture incubation temperature to 17°C after induction of protein expression and the cells were harvested after 72 h.

Recombinant EHs were subsequently purified using a Nickel Sepharose 6 Fast Flow agarose resin (Ni-NTA) (GE-Healthcare, Italy) as follows. The cell extract, recovered by centrifugation (10,000 rpm for 30 min) after cell lysis, was incubated with the Ni-NTA resin for 1 h at 4°C with mild shaking and loaded onto a glass column (10 × 110 mm). The resin was then washed with 10 mL of wash buffer and His-tagged EHs were eluted using a 3 step gradient (10 mL washing buffer containing 100, 200, and 300 mM imidazole, respectively) and dialyzed against 20 mM KP buffer, pH 7.2, at 4°C. The protein content was measured using the Bio-Rad Protein Assay according to the Bradford method and the protein purity was verified by SDS-PAGE analysis (10% T, 2.6% C).

Due to unsatisfactory results obtained using the metagenome-derived CH65-eh gene, the codon-optimized CH65-eh gene was synthesized and cloned into the pUC57 vector obtaining pUC-CH65-EHopt by BaseClear (Leiden, The Netherlands). The CH65-eh codon optimized gene was then amplified using the primers F5/R5 (Table S1) and pUC-CH65-EHopt as a template for the suitable cloning into the pETite vector. Gene amplification was carried out under the PCR conditions described above and PCR products were cloned into the pETite vector and transformed into the E. coli Hi control 10 G using the Expresso T7 Cloning and Expression kit from Lucigen. The resulting plasmid pETiteCH65-EHopt was purified and transformed into E. coli BL21(DE3) containing the plasmid pG-Tf2 (Takara Bio Inc., Kyoto, Japan) that allows co-expression of the target protein with the chaperone proteins GroES and GroEL.

Transformants were grown overnight in 50 mL of LB medium supplemented with 30 μg mL−1 kanamycin and 20 μg mL−1 chloramphenicol (LBkan30cam20) and then inoculated in 0.5 L LBkan30cam20 medium containing 5 ng μL−1 tetracycline for induction of chaperon proteins at 37°C. Subsequently, when the cell density reached OD600 0.4–0.6, the gene expression was induced by the addition of 1 mL solution of IPTG (1 M in water) and the culture was incubated at 30°C. The cells were harvested by centrifugation (5,000 rpm for 30 min) 24 h after induction, resuspended in 20 mL of wash buffer (see above), and lysed by sonication. The CH65-EH was purified as described above.

Enzyme Characterization

Hydrolysis of epoxides (1)-(6) was performed with the purified Sibe-EH [0.25 mg for the hydrolysis of (1), (2), (4), 0.5 mg for the hydrolysis of (3), 0.05 mg for the hydrolysis of (5), 0.125 mg for the hydrolysis of (6)] or with the purified CH65-EH [0.5 mg for the hydrolysis of (1-4) and (6), 0.01 mg for the hydrolysis of (5)] in 1 mL 25 mM KP buffer, pH 8.0, 10% (v/v) CH3CN, containing 10 mM substrate, at 20°C (SibeEH) or 45°C (CH65-EH). At scheduled times, samples (50 μL) were extracted with an equal volume of a 0.025 mg/mL benzophenone solution in AcOEt in the presence of saturating NaCl and analyzed by chiral GC analyses. The substrates and products peak area were normalized to the internal standard benzophenone and concentrations were calculated using calibration curves obtained with authentic substrate/product standards (2.5–20 mM). One unit of activity (U) is defined as the enzyme activity that hydrolyzes 1 μmol of substrate per min under the assay conditions described above.

The evaluation of the influence of temperature on Sibe-EH activity and CH65-EH were determined by assaying the hydrolysis of (2) at a temperature ranging from 20° to 90°C.

The thermal stability was evaluated by incubating purified Sibe-EH or CH65-EH samples at different temperatures (20–70°C) for 3 h, then assaying the residual activity using (2) as a substrate under the above described conditions.

Crystallization and Structure Solution

Prior to crystallization both the purified Sibe-EH and CH65-EH were applied to a calibrated Superdex 200 HiLoad 16/60 size exclusion column (GE Healthcare) and were eluted with one column volume of a buffer of 25 mM Tris-HCl, pH 7.5, 0.1 M NaCl at 1.0 ml/min.

The Sibe-EH and CH65-EH were then concentrated to ~15 mg/ml and ~30 mg/ml respectively using a 10 kDa membrane Vivaspin (Vivaproducts) and microbatch crystallization trials were set up using an Oryx6 crystallization robot (Douglas Instruments) using the JCSG Screen+™, SG1™ Morpheus™ (Molecular Dimensions) protein crystallization screens. The droplet contained a 50:50 ratio of protein solution to screen and was covered with Al's oil (50:50 mix of silicon and paraffin oils) before being stored at 20°C.

Sibe-EH native crystals appeared within 1 week in the majority of the conditions of the Morpheus screen. The crystals were harvested straight from the crystallization droplet and plunged into liquid nitrogen. Preliminary data were collected to 2.4 Å resolution at 100 K on the Diamond beamline I03. Further crystals grown from 0.1 M Sodium HEPES, MOPS buffer pH 7.5, 12.5% v/v methyl pentanediol (MPD), 12.5% w/v PEG 1,000, 12.5 % w/v PEG 3350 diffracted to a higher resolution of 1.7 Å in the same space group on the Diamond beamline I04 and these data were used for final refinement.

The CH65-EH native crystals appeared within 1 week. The best crystals grew in 0.2 M magnesium formate dehydrate, 100 mM sodium HEPES pH 7.5 20% w/v PEG 3350 and were cryocooled in liquid nitrogen using a cryoprotectant consisting of 0.2 M magnesium formate dehydrate, 0.1 M sodium chloride, 0.1 M sodium HEPES pH 7.5, 16% w/v PEG 3350, 30% v/v PEG 400.

The Sibe-EH and CH65-EH crystals diffracted to 1.6 Å and 1.4 Å, respectively on the beamlines I03 and I04 at the Diamond Synchrotron light source (Didcot, United Kingdom) at 100 K in a stream of gaseous nitrogen using a Pilatus detector (Dectris). Data were processed and scaled using XDS (Kabsch, 2010) and AIMLESS (Evans and Murshudov, 2013) in the Xia2 pipeline (Winter et al., 2013). All further data and model manipulations were carried out using the CCP4 suite of programs (Winn et al., 2011). The Sibe-EH crystals belonged to the spacegroup C2221 with unit cell parameters a = 41.2, b = 84.2, c = 157.5Å, α = β = γ = 90° and the CH65-EH crystal belonged to the spacegroup C2 with unit cell parameters a = 163.9, b = 46.2, c = 73.9 Å, α = γ = 90° β = 106.9°.

The Sibe-EH structure was solved using the epoxide hydrolase from Bacillus megaterium (31% sequence identity; PDB: 4INZ; Kong et al., 2014) using Molrep (Vagin and Teplyakov, 2010) with its sequence-based model modification option (Lebedev et al., 2008). The rotation function gave a clear peak of 8.7 σ with a background of 4.9 σ or lower and a translation peak of 8.2 σ with a background of 3.5 σ. The resulting structure was subjected to refinement in REFMAC5 (Murshudov et al., 2011) and rebuilding in COOT (Emsley et al., 2010; Table 2). The structure of CH65-EH was solved by the molecular replacement pipeline MORDA (Lebedev and Vagin, 2015) with PDB 4INZ (35% sequence identity) being the best model.

Molecular Modeling

For both Sibe-EH and CH65-EH structures, the chain A of each structure was used in the ligand docking experiments. The protein structures were initially prepared using the Protein Preparation Wizard (Sastry et al., 2013) in the Schrödinger Maestro release 2017-1 (Schrödinger). All rigid (rigid protein, flexible ligand) and flexible (flexible protein side chains, flexible ligand) dockings were carried out using AutoDock Vina version 1.1.2 (Trott and Olson, 2010). The receptors and ligands PDBQT files, required by the docking program, were generated using AutoDockTools (Morris et al., 2009). In rigid docking experiments, the two cavities around the Asp101, Tyr148, and Tyr209 for CH56-EH and Asp102, Tyr150, and Tyr209 for Sibe-EH were chosen as the binding sites of the ligands. In all rigid docking experiments, exhaustiveness of the global search was set to 100, maximum number of binding modes was set to 20, and the energy range was set to 10.

In flexible docking experiments, side chains of residues surrounding the potential substrate binding site of the two enzymes were set to be flexible. These include the residues Phe34, Asp101, Trp102, Tyr148, Tyr209, Ala243, Ile244, His270 for CH65-EH, and Asp102, Trp103, Tyr150, Tyr209, Asp249, Ala251, Leu252, His277 for Sibe-EH. The ligand binding sites for the AutoDock Vina docking experiments were chosen to be large enough to include all of the flexible residues and the two binding site cavities. In all rigid docking experiments, exhaustiveness of the global search was set to 8, maximum number of binding modes was set to 20, and the energy range was set to 10.

Docking results were visualized and analyzed using the ViewDock tool in UCSF Chimera (Pettersen et al., 2004) and in COOT (Emsley et al., 2010). The best ligand docking poses were chosen according to their binding affinities as reported by AutoDock Vina, and also according to their configurations in relation to the binding site residues.

The programs CAVER (Chovancova et al., 2012; Kozlikova et al., 2014; Pavelka et al., 2015) and UCSF Chimera were used for the analysis and visualization of the active sites tunnels and surfaces. For the calculation and visualization of tunnels and surfaces using CAVER and UCSF Chimera programs, probes with a radii of 1.1 and 1.4 Å were used. Additional ligand and transient state models were generated by JLIGAND (Lebedev et al., 2012).

RESULTS AND DISCUSSION

Discovery of New EH Homologs

When the metagenomic ORFs identified in the HotZyme project were aligned with the amino acid sequences of the well characterized α/β EHs from Agr. radiobacter, B. megaterium, Asp. niger, and S. tuberosum, as well as the metagenome derived enzyme Kau2-EH, two ORFs showed good similarity. These were found in the metagenomes of samples collected at 46° and 65°C in the West Siberian Plain of Russia (Tomsk sample) and in the Yunnan region of China (Ch2-EY65S sample), respectively, at around neutral pH. It is worth noting that the new EH α/β class homologs were identified in the same two environments, where we had previously isolated the LEHs which belong to a different structural family (Ferrandi et al., 2015b). These environments were characterized by moderate temperature and neutral pH. As in the case of the LEH search, no EH homologs were found in samples collected at higher temperatures, suggesting that under extreme conditions EHs are not required in hyper-thermophilic organisms since the epoxides used as substrates for these enzymes would spontaneously hydrolyse. A detailed description of the Tomsk and Ch2-EY65S sampling sites has been previously reported (Ferrandi et al., 2015b; Menzel et al., 2015).

The ORF found in the Chinese metagenomic DNA sample (CH65-eh) consists of 879 nucleotides and encodes for a protein (CH65-EH) of 293 amino acids. According to the BLAST analysis, this protein shows the highest similarity to a α/β hydrolase from Nitrosomonas marina (GenBank WP_090634503.1) (50% identity and 99% query cover sequence at the deduced amino acid level) and presents 35% identity with the EH from B. megaterium (Zhao et al., 2011).

The ORF found in the Russian metagenome (Sibe-eh) is 891 nt long and encodes for a protein (Sibe-EH) of 297 amino acids that has 30% identity with the CH65-EH protein sequence. The closest relative of Sibe-EH is an α/β hydrolase from Porphyrobacter sp. LM 6 (GenBank WP_083234595.1) showing 92% identity and 100% query cover sequence at the deduced amino acid level. Such a high identity suggests that the organism that expresses Sibe-EH may be a bacterium that belongs to the genus Porphyrobacter. When compared to other functionally characterized bacterial EHs, the highest similarity shown by Sibe-EH was again with B. megaterium-EH (32% identity) (Zhao et al., 2011). A Pfam-A database analysis confirmed that the two new EH homologs belong to the α/β hydrolase superfamily. A sequence alignment with related EH homologs shows the expected conservation of the amino acids of the catalytic triad (Asp-His-Asp), as well as of the two tyrosine residues involved in the epoxide ring opening, and of the EH conserved motif HGXP (the oxyanion hole) (Figure 1; Van Loo et al., 2006). In contrast the previously reported conserved motif GXSmXS/T (where X is usually an aromatic amino acid and Sm is a small amino acid such as Gly, Ala or Cys) was only partially conserved since the basic amino acid, arginine, R64, was present in Sibe-EH and an asparagine residue, N63, in CH65-EH at the Sm position. It is worth noting that an asparagine residue is also present at this position in B. megaterium-EH (Zhao et al., 2011). Figure S1 shows a phylogenetic analysis for Sibe-EH and CH65-EH in relation to selected known EHs.
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FIGURE 1. Multiple sequence alignment of Sibe-EH and CH65-EH with Agr. radiobacter EH (Ar-EH) and B. megaterium EH (Bm-EH). Arrows indicate β-strands, and helical curves denote α-helices of the structure of CH65-EH above and Sibe-EH below. The three putative active site residues (D/H/D) are marked in red. Ring opening tyrosines are shown in purple. The conserved HGXP and GXSmXS/T motifs are highlighted in green. The figure was prepared with ESPript3 (Robert and Gouet, 2014).



Expression Trials and Purification of EHs

The genes CH65-eh and Sibe-eh were successfully cloned in the pRham expression vector in frame with the C-terminal His6x-tag sequence under the control of the L-rhamnose inducible promoter. A rare Codon Calculator (RaCC, http://people.mbi.ucla.edu/sumchan/caltor.html) analysis of CH65-eh and Sibe-eh (see Doc S1) revealed that both genes contained codons that are rarely recognized by tRNAs in E. coli which is a potential problem for good expression yields of heterologous proteins in this host. For this reason, E. coli BL21 codon plus RIPL, a strain containing two plasmids that encode for rare tRNAs that recognize the rare codons for Arg, Ile, Pro, and Leu, was chosen as host for the expression of CH65-eh and Sibe-eh.

The His-tagged Sibe-EH fusion protein was successfully over-expressed in soluble form in E. coli BL21 codon plus RIPL and purified from the cell extracts by Ni2+-NTA affinity chromatography with an excellent recovery yield (288 mg L−1) (see Figure S2).

On the contrary, very low levels of expression were observed for the His-tagged CH65-EH fusion protein using the same host. Moreover, this recombinant protein formed insoluble aggregates within the E. coli cells and almost no soluble protein was observed in the cell free extracts as shown by SDS-PAGE analysis. Lowering of the culture incubation temperature to 17°C after induction of protein expression did not prevent the formation of the inclusion bodies and little soluble protein was detected (data not shown).

To improve the recombinant production of CH65-EH in E. coli, a codon optimized CH65-eh synthetic gene (BaseClear) was cloned into the pETite (Lucigen) vector under the control of the strong IPTG inducible T7 promoter. Moreover, to tackle the previously observed solubility issues, the gene was expressed in E. coli BL21(DE3) containing the plasmid pG-Tf2 (Takara Bio Inc.) which allows the co-expression of the target protein with the chaperon proteins GroES and GroEL. This improved the expression and the solubility of the His-tagged CH65-EH (see Figure S3) resulting in a yield of 50 mg L−1 of pure enzyme after purification by Ni2+-NTA chromatography.

Characterization of EHs

The substrate specificity of the novel EHs was carried out by evaluating the conversion of a set of structurally different epoxide substrates (Figure 2) after 24 h under standard reaction conditions (0.5 mg mL−1 of purified EHs, 20°C). The Sibe-EH was active on all tested substrates resulting in conversions > 99% for substrates (2), (5), and (6), around 90% for substrates (3) and (4), and around 40% for substrate (1) (Figure 3). The CH65-EH showed a preference for substrates (4) and (6) (conversions >60%) and in particular for substrate (5) (conversion > 99%), while negligible activity was shown on substrates (1) and (3).
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FIGURE 2. Schematic representations of the substrates used in this study.
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FIGURE 3. Preliminary investigation of EHs substrate specificity. Reactions were carried out in 25 mM KP buffer, pH 8.0, 10% (v/v) CH3CN containing 0.5 mg of purified EH, 10 mM substrate (1–6) in 1 ml total volume, at 20°C. Substrate conversion was evaluated by GC analysis after 24 h.



The overall thermostability of the two novel EH enzymes was investigated by far UV Circular Dichroism (CD) spectra at temperatures of 20° and 95°C to monitor any conformational changes of the enzyme secondary structures. This showed that at 95°C the far UV CD spectrum of Sibe-EH (see Figure S4) is significantly different from the spectrum recorded at 20°C. In contrast, the comparison of the far UV CD spectrum of CH65-EH at 95°C and at 20°C suggests only partial unfolding at 95°C. The higher thermostability of CH65-EH in relation to Sibe-EH was subsequently confirmed by determining the apparent TM of the two enzymes by the thermal shift CD analysis. The Sibe-EH showed the behavior of a moderately thermophilic enzyme with an apparent TM of 55°C, while CH65-EH showed higher thermal stability with an apparent TM of 85°C, which is, to our knowledge, the highest TM recorded for a wild-type EH to date.

When the thermostability of Sibe-EH and CH65-EH was further investigated by incubating the enzymes for 3 h at temperatures ranging from 20° to 90°C and then assaying the hydrolysis of compound (2) by the two heat-treated enzymes (Figure 4A) the results were in agreement with those obtained from CD and thermal shift analysis. The CH65-EH was significantly more thermostable than Sibe-EH, with no decrease of activity after incubation at temperatures of 60°C and retaining about 80% of the initial activity after thermal treatment at 70°C, while Sibe-EH was relatively stable at temperatures below 40°C and was able to retain 10% of initial activity after incubation at 60°C.
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FIGURE 4. (A) The effects of temperature on stability of the Sibe-EH (blue triangles) and CH65-EH (orange circles) (B) The effects of temperature on enzymatic activity of the Sibe-EH (blue triangles) and CH65-EH (orange circles).



The temperature dependence of EH activity of both enzymes was evaluated by carrying out the hydrolysis of compound (2) at temperatures ranging from 20 to 90°C, pH 8.0. As shown in Figure 4B, Sibe-EH displayed an optimum temperature at 30°C and retained more than 40% of activity at 40°C, while CH65-EH showed the highest activity at temperatures around 50°C and retained more than 60% of activity at 70°C.

Subsequently, considering the different optimal temperatures, the specific activity and selectivity of the recombinant EHs was assessed at 30° and 45°C for Sibe-EH and CH65-EH, respectively, using chiral GC analyses of the hydrolysis reactions of the epoxide substrates (1)-(6) (Figure 2, Table 1).


Table 1. Substrate scope and selectivity of Sibe-EH and CH65-EH.

[image: image]



When investigating the stereoselective hydrolysis of the meso-epoxides (1)-(3), both Sibe-EH and CH65-EH hydrolysed compound (2) with comparable velocity and stereoselectivity (Table 1). However, compounds (1) and (3) were hydrolysed only by Sibe-EH, which additionally showed an excellent stereo-selectivity [>99% enantiomeric excess (eep)] for the synthesis of the (2R,3R)-diol from the achiral starting compound (3). Although highly enantioselective variants have been recently obtained by protein engineering (van Loo et al., 2009; Zheng and Reetz, 2010), to our knowledge this is the best result that has been obtained with a wild-type EH for the enantioselective hydrolysis of compound (3) to give the corresponding (2R,3R)-diol. The best results that had been obtained previously were with whole cells of Rhodotorula glutinis CIMW 147 which achieved the formation of the (2R,3R)-diol with 90% eep (Weijers, 1997).

The specific activity and enantioselectivity of the two enzymes were also compared in the kinetic resolution of compounds (4)-(5). As shown in Table 1, compound (4) was hydrolysed by both enzymes with similar velocity and no selectivity, while CH65-EH hydrolysed compound (5) four times faster than Sibe-EH, with both enzymes showing very low enantio-preference for the (R)- enantiomer. The preference showed by both enzymes for the hydrolysis of compound (5) compared to compound (4) [the specific activity for compound (5) is two orders of magnitude higher than the specific activity for compound (4)] could be due to the absence of the aromatic ring in substrate (5).

Finally, the two new EHs were also tested for the hydrolysis of the mixture of cis (1R,2S,4R) and trans (1S,2R,4R) isomers of (+)-limonene oxide [compound (6), i.e., the natural substrate of limonene EHs (LEHs)]. Surprisingly, although EHs belonging to the α/β superfamily and LEHs represent two completely distinct enzyme classes with different structures and catalytic mechanisms, both the new EHs were able to efficiently hydrolyse compound (6) forming (1S,2S,4R)-limonene-1,2-diol as the only product through the same enantio-convergent process previously described for LEHs (Van Loo et al., 2006). Moreover, Sibe-EH showed an almost exclusive preference for the trans isomer, which was hydrolysed in the first hour of the reaction leaving the cis isomer untouched and was even more efficient than the previously described Tomsk-LEH and CH65-LEH in the enantioselective hydrolysis of (6). In fact, the specific activity for the hydrolysis of the trans isomer (1,628 U·g−1, Table 1) was significantly higher than those shown by LEHs (Tomsk-LEH: 220 U·g−1; CH55-LEH: 400 U·g−1) (Ferrandi et al., 2015b).

This is the first time that the hydrolysis of compound (6) has been described to be catalyzed by epoxide hydrolases belonging to the α/β superfamily. In fact, to our best knowledge, hydrolysis of this compound has only been verified using either a LEH or whole cell biotransformations such as cultures of R. glutinis CIMW147 (Weijers, 1997) without investigating whether the EH responsible for the hydrolysis of (6) was a LEH or not.

X Ray Structure Quality

The structures of both Sibe-EH and CH65-EH have been determined and refined to a high resolution of 1.6 and 1.4 Å, respectively (Figure 5 shows the quality of the CH65-EH electron density and crystallographic values are shown in Table 2). All residues of Sibe-EH plus one His residue belonging to the C-terminal His tag have been modeled into the electron density. Residues 1–2 and 231–233 of Sibe-EH have been modeled with alternative conformations of the main chain. The amino acids Pro36 and Pro266 are in the cis- conformation in the Sibe-EH structure. Residues Arg64, His117 and the catalytic Asp102 of Sibe-EH are in a generously allowed conformation regions of the Ramachandran plot as defined by PROCHECK (Laskowski et al., 1993). Residues 2–293 were modeled in monomer A and 2–291 in monomer B out of the total 293 in the CH65-EH sequence with the C-termini having different conformations in monomers A and B beyond residue Ile288. The amino acid residues 253–255 and 157–258 in monomer A and 12–14 in monomer B of CH65-EH were modeled with alternative conformations of the main chain. The Pro35 is in the cis- conformation in both monomers of CH65-EH. The residues Asn63 and Asn156 are Ramachandran plot outliers in both monomers of CH65-EH with Phe37 and the catalytic Asp101 of both monomers in the generously allowed regions of the Ramachandran plot.
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FIGURE 5. The quality of the electron density from the CH65-EH in the β-sheet region. The 2Fo-Fc map is shown in blue at a level of 1.3 σ. The Fo-Fc map is shown at 3.0 σ level (green) and −3.0 σ level (red). Figure was prepared using PyMOL (DeLano, 2002).




Table 2. Summary of data processing and refinement statistics.
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EH Structure

The overall monomer structures of both Sibe-EH and CH65-EH are similar to the structures of other α/β-hydrolases (the monomer of Sibe-EH is shown in Figure 6), consisting of a catalytic α/β domain built around an eight stranded β-sheet with connectivity 1,2,-1x,2x,1x,1x,1x and direction +-+ + + + ++ (Richardson, 1981) and an α-helical cap domain that forms a cap over the active site. The key active site residues are highly conserved with previously known epoxide hydrolase enzymes of the α/β hydrolase fold family such as the B. megaterium EH (Kong et al., 2014) which shares 35% amino acid sequence identity with both EHs.
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FIGURE 6. A cartoon diagram of the monomer Sibe-EH with the helices of the catalytic domain shown in blue and the helices of the cap domain in sea blue.



Sibe-EH is monomeric in the crystal structure and in solution which is similar to many other bacterial EHs and plant, such as potato, EHs (Mowbray et al., 2006). CH65-EH forms a dimer in solution according to its elution profile on the size exclusion chromatography column and in the crystal structure, as suggested by PISA (Krissinel and Henrick, 2007). Within the formation of the dimer of CH65-EH (shown in Figure 7) 1,090 Å2 or 9% of the available surface area of the monomers is buried. The dimer interface is formed by the cap domains of the two monomers as shown in Figure 7. The interactions on the dimer interface are mainly hydrophobic (Figure 8) although several H-bonds are also formed upon dimer formation.
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FIGURE 7. A cartoon diagram of the dimer of CH65-EH viewed along the molecular dyad. The cap domains that form the interaction within the dimer are shown in different colors.
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FIGURE 8. The hydrophobic interactions at the dimer interface of CH65-EH.The electrostatic surface potential of one monomer of CH65-EH that has been rotated by 90° around the vertical axis from that presented in Figure 7 is shown alongside a ribbon representation of the cap domain of the adjacent monomer (green). The areas of positive charge are shown in blue, with the areas of negative charge in red and the hydrophobic surfaces are represented in light gray.



Known multi-domain mammalian murine and human EHs (Argiriadi et al., 1999; Pilger et al., 2015) form a dimer where both domains are involved in adjacent monomer interactions. The main contact is via the formation of an inter-subunit β-sheet involving strands β1 of the EH domains of both monomers. Interestingly, this inter-subunit β-sheet is preserved in the crystal structure of a truncated single domain human EH (Thalji et al., 2013) which is reported to be a monomer. The Agr. radiobacter EH is reported to be a monomer, although in its crystal structure four monomers form a tetramer with point group symmetry 222 and around 10% of the accessible surface area is buried upon tetramer formation, suggesting the possibility of a stable tetramer in solution. None of the monomer contacts within the Agr. radiobacter EH structure are similar to the interactions within the CH65-EH dimer. The Nostoc sp. EH (pdb 3QYJ), Asp. niger EH (Reetz et al., 2009) and insect EH from the silkworm Bombyx mori (Zhou et al., 2014) all form dimers via interactions of the cap domain, similar to those in CH65-EH, however the relative orientation of the monomers differs between these different EH dimers.

The nucleophile Asp102 in Sibe-EH (Asp101 in CH65-EH), is complemented by His277 and Asp249 (His270 and Asp241) to form a catalytic triad. The oxyanion hole is formed by the main chain nitrogen's of Phe35 and Trp103 (Phe34 and Trp102 in CH65-EH). Phe35 is followed by a cis-Pro residue conserved in other known EHs. The epoxide oxygen is co-ordinated by the side chain hydroxyls of Tyr150 and Tyr209 (Tyr148 and Tyr209 in CHE65-EH) where the tyrosine residues are located on the two adjacent helices of the cap domain.

Since the catalytic triad residues and most other residues implicated in the EH catalysis are conserved between eukaryotic and bacterial EHs it appears that the overall shape of the catalytic funnel and the precise positioning of the catalytic residues are important to explain the differences in substrate specificity.

All EH enzymes have a deep and hydrophobic active site cavity on the interface of the two domains (Kong et al., 2014). The volumes of the active site cavities were calculated using the program CASTp (Tian et al., 2018) with a probe radius of 1.4 Å. These are 239 Å3 in CH65-EH and 215 Å3 in Sibe-EH. Although the active site cavities of CH65-EH and Sibe-EH appear to have the same regions as described for other EHs (Figure S6), their funnel entrance to the active site cavity is located in a different position in relation to other known bacterial and mammalian EHs. The B. megaterium EH has a large open active site entrance to allow easy access of the substrate to the catalytic residues, compared to the human EH and Agrobacterium EH which have smaller active site funnel entrances at the same location. In the case of CH65-EH and Sibe-EH the entrance to the active site cavity as seen in B. megaterium EH is totally obstructed by the adjacent monomer in the CH65-EH dimer and by a very different conformation in Sibe-EH in the region of residues 159–180. Instead, there is a separate small active site entrance funnel on the other side of protein monomer (Figure 9). The position of this funnel is approximately the same in CH65-EH and Sibe-EH, although it appears significantly more occluded in the CH65-EH enzyme. There is no access to the active site cavity in this region of the protein in the B. megaterium EH or the human EH.
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FIGURE 9. An electrostatic surface potential representation showing the entrance to the active site cavity of Sibe-EH (colors as explained in legend of Figure 8). A ligand 3-(3,4-dichlorophenyl)-1,1-dimethyl-urea that was bound to human EH (pdb code 4C4X; Pilger et al., 2015) is shown as a ball-and stick model. The position of the ligand was obtained by superimposition of the human structure onto the structure of Sibe-EH.



Structural Basis for EH Thermostability

The CH65-EH was shown to be significantly more thermostable than Sibe-EH, with no decrease of activity after incubation at temperatures of 60°C and retaining about 80% of the initial activity after thermal treatment at 70°C, while Sibe-EH was relatively stable at temperatures below 40°C and was able to retain 10% of initial activity after incubation at 60°C. This was also confirmed by CD analysis as described earlier. When analyzing the structures of the enzymes the higher thermostability of CH65-EH appears to result from a significant amount of hydrophobic interactions on the dimer interface (Figure 8) and a higher proportion of secondary structure in this enzyme (56.8%) as calculated by PROMOTIF (Hutchinson and Thornton, 1996). Whereas, the Sibe-EH has a lower proportion of secondary structure (53.3%) and is only a monomer. In comparison, the structure of a previously studied human EH hydrolase domain (PDB 4C4X) has a lower proportion of secondary structure of 49%. There are many general structural features that have been identified which are thought to contribute to protein thermostability which varies amongst different organisms (Littlechild et al., 2007; Littlechild, 2015). Examples of these features include using hydrophobic interactions at oligomeric interfaces which are often observed in thermostable proteins with temperature optima up to approximately 75°C such as the Sulfolobus solfataricus serine transaminase (Sayer et al., 2012) and Thermococcus litoralis pyrrolidone carboxyl peptidase (Singleton et al., 1999).

Structural Basis for EH Substrate Specificity and Stereospecificity

The substrate range of the enzyme is determined by two structural components. The compound is an unlikely substrate if it cannot reach the catalytic site due to substrate channel limitations. Provided the compounds are able to get into the active site the activity depends on the potential substrate positioning in relation to the catalytic residues. This positioning is defined by the residues lining the active site cavity.

The modeling studies that have been carried out as part of this study have shown that compounds (1)-(6) can easily reach the active site cavity of the Sibe-EH and CH65-EH regardless of the different position and size of the active site funnel in these enzymes. This suggests that the enzyme reactivity towards these epoxides is defined by the precise substrate positioning in the active site. None of the substrates could be docked in the catalytic position (epoxide oxygen coordinated by hydroxyls of the catalytic tyrosines and the scissile epoxide bond co-linear with the line of attack of the catalytic aspartate oxygen) even when docking calculations were performed using both flexible side chains and flexible substrates. The results of the modeling suggest that the space between catalytic aspartate and the tyrosine residues is too restrictive to allow the epoxides (1)-(6) to bind since the movement of the side chains of these residues is limited. The tyrosine residues are held in position by neighboring hydrophobic residues and the side chain of the catalytic aspartic acid by interaction with the oxyanion hole. However, since the catalytic triad residues and catalytic tyrosine residues come together from different domains a relatively small domain movement (in the range of 0.7–1.2 Å) would allow the epoxide to move into the position required for catalysis. The tyrosines 148 and 209 (CH65-EH numbering) are located on two different intersecting helices which would move as a rigid body during domain movement.

The importance of the active site cavity residues for the EH reaction has been demonstrated by van Loo et al. (2009), where a change in substrate preference and stereospecificity of Agr. radiobacter EH was achieved by mutation of a single residue (Phe108, which follows the catalytic Asp107).

The first stage of the EH catalytic reaction is an attack by the OD1 of the active site Asp on one of the substrate epoxide carbons. The line of attack should be co-linear with the direction of the epoxide CO bond. The substrate epoxide oxygen binds to the side chain hydroxyls of Tyr150 and Tyr209 in Sibe-EH, and its likely position is marked by a conserved water molecule interacting with these residues. The orientation and position of the catalytic Asp side chain is fixed due to its binding in the oxyanion hole. When the structures of Sibe-EH and CH65-EH are superimposed the positions of OD1 of catalytic Asp102 (Asp101) and OH of Tyr209 (Tyr209) match quite well (within 0.5 Å), however the positions of OH of Tyr150 of Sibe-EH and Tyr148 of CH65-EH differ by 1.1Å which displaces the epoxide oxygen site by 0.8 Å.

The ligand models were positioned in the active sites of the two EHs as follows. The epoxide carbon under attack [e.g., (S)- or (R)- carbon in compound (3)] was aligned between OD1 of the catalytic aspartate and the epoxide oxygen. This oxygen was positioned at the location of the conserved water coordinated by the two active site tyrosine residues with the cap domain shifted (opened) by about 1.0 Å by rotation around line connecting residues 128 and 224 (CH65-EH numbering; Figure 10). The substrates were then rotated around the epoxide bond subject to attack in order to find a position where they make hydrophobic contact with the active site cavity wall and have no steric clashes. Interestingly, when ligands (1) and (3) were thus positioned and rotated in CH65-EH they appear not to make good hydrophobic contacts in any orientation. This could explain the absence of activity of CH65-EH toward these two small epoxides, since they cannot stay in the reaction position for long enough to allow catalysis to occur. However, bulkier/longer (2), (4), and (5) substrates make limited contacts with residues in the active site cavity, such as with residue Ile244, and are consequently turned over. The rotation of compounds (1) and (3) into the active site of Sibe-EH around a somewhat different axis allowed at least one favorable orientation to be found where the ligand interacts with Asp251 and Leu252. For both (1) and (3) this interaction exists when the (S)-carbon is attacked. This suggests that a hydrophobic interaction between the protein and the substrate slows down the substrate displacement and favors the reaction. The high ee observed for the meso-epoxide (3) in the Sibe-EH reaction can be explained by the formation of favorable protein-ligand hydrophobic interactions when the ligand is attacked at the (S)-carbon to release the (R, R) product. These interactions do not occur when the attack is at the (R)-carbon.
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FIGURE 10. A representation of the modeled structure of CH65-EH with the putative substrates, cis-2,3-epoxybutane (ASO) (3) and cyclohexene oxide (2) positioned into the active site of the enzyme. ASO is shown in dark red carbons and the cyclohexene oxide in sky blue carbons. The cap domain of CH65-EH has been rotated around the line connecting the Cα atoms of residues 128 and 224 to reach a 1.2 Å displacement of OH atoms of Tyr148 and Tyr209 away from the catalytic domain. The active site residues are shown as cylinders with carbon atoms of the cap domain residues in blue and of the catalytic domain residues in green. H-bonds within the catalytic triad, in the oxyanion hole and between the epoxide oxygen and OH atoms of the two tyrosine residues, are shown as dashed black lines. The larger cyclohexene oxide is able to interact with the hydrophobic side chains of residues Ala243 and Ile244 which would lead to turnover of this substrate whereas the smaller ASO is not a substrate. Figures 6–10 were prepared using ccp4 mg (McNicholas et al., 2011).



CONCLUSIONS

Two novel EH enzymes of the α/β fold class have been identified from metagenomic samples from diverse locations in Russia and China. These two new thermostable EHs have been cloned and over-expressed in E. coli and have been characterized both biochemically and structurally. Both enzymes are thermostable with the CH65-EH enzyme retaining activity at 70°C.

The EHs were active toward a broad range of substrates including racemic (4R)-limonene-1,2-epoxide which is associated with a different class of epoxide hydrolases (LEHs) which have a different structure and mechanism and have been named by their ability to use the limonene epoxide as a substrate.

The Sibe-EH is a monomer whereas the CH65-EH enzyme forms a dimer by the interaction of its two cap domains as described for other dimeric EHs. However, the monomer orientation that makes up the dimer of CH65-EH is different from related enzymes. The funnel that forms the entrance to the active site cavity is located in a different position in CH65-EH and Sibe-EH in relation to other known bacterial and mammalian EHs.

The results obtained from this study also pose interesting questions about the evolution of the EH enzymes and their varied substrate specificities which has an important impact for their potential use as commercial biocatalysts. The high thermal stability of the CH65-EH enzyme which ranks as the most thermostable natural EH enzyme described to date, makes it an important addition to the industrial bio-catalytic “tool box.”

The detailed structural analysis of these two novel EH enzymes has allowed a greater understanding of their stability and substrate specificity. It has also demonstrated the importance of the positioning of the substrate within the active site of the enzymes to allow the catalytic turnover.

The discovery of new novel enzymes using metagenomic DNA to access the biodiversity offered by “Nature” during the HotZyme project has been clearly demonstrated within this study. This approach allows access to the large resource of enzymes encoded within the DNA of micro-organisms which are currently not able to be cultured in the laboratory.
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Nitrous oxide (N2O) is a greenhouse gas and also leads to stratospheric ozone depletion. In natural environments, only a single N2O sink process is the microbial reduction of N2O to N2, which is mediated by nitrous oxide reductase (NosZ) encoded by nosZ gene. The nosZ phylogeny has two distinct clades, clade I and formerly overlooked clade II. In deep-sea hydrothermal environments, several members of the class Campylobacteria are shown to harbor clade II nosZ gene and perform the complete denitrification of nitrate to N2; however, little is known about their ability to grow on exogenous N2O as the sole electron acceptor. Here, we obtained an enrichment culture from a deep-sea hydrothermal vent in the Southern Mariana Trough, which showed a respiratory N2O reduction with H2 as an electron donor. The single amplicon sequence variant (ASV) presenting 90% similarity to Hydrogenimonas species within the class Campylobacteria was predominant throughout the cultivation period. Metagenomic analyses using a combination of short-read and long-read sequence data succeeded in reconstructing a complete genome of the dominant ASV, which encoded clade II nosZ gene. This study represents the first cultivation analysis that shows the occurrence of N2O-respiring microorganisms in a deep-sea hydrothermal vent and provides the opportunity to assess their capability to reduce N2O emission from the environments.

Keywords: N2O-reducing bacterium, deep-sea hydrothermal field, Campylobacteria, Epsilonproteobacteria, nosZ, nitrous oxide

INTRODUCTION

Nitrous oxide (N2O) is a stable greenhouse gas and a major stratospheric ozone layer-depleting substance of the 21th century (Ravishankara et al., 2009). Its 100-years global warming potential is around 300 times higher than CO2 (IPPC., 2007). Since atmospheric N2O concentration has steadily increased at a rate of 0.2–0.3% per year and this increase is thought be due to anthropogenic emissions (IPCC., 2006), mitigation of N2O release is an international challenge in the context of controlling global nitrogen cycle.

Nitrous oxide (N2O) can be reduced at the final step of the microbial denitrification pathway, which consists of the sequential reduction of [image: image] to [image: image], NO, N2O, and N2. N2O reductase (NosZ), encoded by nosZ gene, is the only known enzyme that converts N2O to N2 gas. NosZ is phylogenetically classified into two clades; clade I (typical NosZ) and clade II (atypical NosZ). Newly described clade II NosZ (Sanford et al., 2012; Jones et al., 2013) is often identified within non-denitrifying N2O-reducing microorganisms that lack other denitrification genes or perform dissimilatory nitrate reduction to ammonium. The abundance of microorganisms possessing the clade II NosZ outnumbers that of microorganisms possessing the clade I NosZ in the diverse environments (Jones et al., 2013, 2014), and clade II organisms have been reported with the higher affinity to N2O than clade I organisms (Yoon et al., 2016), suggesting that microorganisms possessing the clade II NosZ play a crucial role in attenuating N2O emission in the various natural environments.

Deep-sea hydrothermal vent fields are representative environments where the ecosystem is fueled by chemosynthetic microorganisms that are taxonomically and metabolically diverse (Takai and Nakamura, 2011; Waite et al., 2017; Mino and Nakagawa, 2018). Members of the class Campylobacteria are known as one of the predominant bacterial groups there (Muto et al., 2017). Nitrate is a primary electron acceptor for chemosynthetic Campylobacteria (Sievert and Vetriani, 2012), and several campylobacterial isolates mediate complete denitrification of [image: image] to N2 (Nakagawa et al., 2005; Takai et al., 2006), indicating their ability to reduce N2O to N2. Clade II nosZ gene has been detected in the genomes of several Campylobacteria isolated from deep-sea hydrothermal environments (Inagaki et al., 2003, 2004; Nakagawa et al., 2005; Giovannelli et al., 2016). In addition to metabolic and genetic characteristics of the isolates, multiple omics analyses have provided the insights into the in situ N2O-reducing metabolic potential of Campylobacteria (Fortunato and Huber, 2016; Pjevac et al., 2018). The reduction of exogeneous N2O, however, has never been characterized for Campylobacteria living in deep-sea hydrothermal vents. Here, we, for the first time, report on the direct N2O reduction of deep-sea vent chemolithoautotrophs and on its ability of N2O consumption.

MATERIALS AND METHODS

Sample Collection and Enrichment of N2O-Reducing Microorganisms

The chimney structure was taken with R/V Yokosuka and DSV Shinkai 6500 from the Baltan chimney at the Urashima site (12°55.3014'N, 143°38.8946'E) in the South Mariana Trough in 2010 during the JAMSTEC cruise YK10-10. After retrieval on board, the sample was anaerobically processed as described previously (Mino et al., 2013). Samples were stored at 4°C until use. Serial dilution cultures were performed using HNN medium. HNN medium contained 0.1% (w/v) NaHCO3 per liter of modified MJ synthetic seawater (Sako et al., 1996). Modified MJ synthetic seawater is composed of 25 g NaCl, 4.2 g MgCl2 6H2O, 3.4 g MgSO4 7H2O, 0.5g KCl, 0.25 g NH4Cl, 0.14 g K2HPO4, 0.7 g CaCl2 2H2O, and 10 ml trace mineral solution per liter of distilled water. To prepare HNN medium, concentrated solution of NaHCO3 was added before gas purging of 100% N2O. The tubes were then tightly sealed with butyl rubber stopper, autoclaved, and pressurized the headspace to 300 kPa with 80% H2 + 20% CO2. H2 is a sole energy source of the medium. The enrichment was performed with HNN medium under 33°C. The N2 production under N2O-reducing condition was confirmed using a Shimazu GC-2014 gas chromatograph (Shimadzu, Kyoto, Japan).

Cultivation Experiments for the Community Analysis

The microbial community was precultured in HNN medium for 24 h at 38°C. Then, 2 mL of preculture was inoculated to 50 mL glass vials each containing 20 mL medium (33% N2O + 54% H2 + 13% CO2, 300 kPa). 5 vials were cultivated at once at 38°C, with mixing using a magnetic stirrer (MS-51M; AS ONE, Osaka, Japan) at 850 rpm. The concentration of headspace N2O of each cultivation vial at each time point (t = 0, 12, 18, 24, 36, 42, and 48 h) was measured using a gas chromatograph (GC-2014; Shimadzu, Kyoto, Japan) with the SHINCARBON ST 50/80 (2 m × 3 mmϕ) column (Shinwa Chemical Industries, Kyoto, Japan). The cultivation was continued until decrease of N2O concentration reaches a plateau. At each time point (t = 12, 18, 24, 36, and 48 h), one of the replicate vials was used and 20 mL of culture medium was transferred into 50 ml plastic centrifugation tubes. After centrifugation at 10,000 × g for 20 min, the supernatant was removed and cell pellet was stored at −30°C until DNA extraction. Cultivation experiment was carried out in triplicate.

DNA Extraction

DNA extraction from the pelleted cell culture samples were performed with NucleoSpin Soil DNA kit (Macherey-Nagel, Düren, Germany) according to the protocol provided by the manufacturer. The DNA samples were stored at −30°C until sequencing analysis. A total of 15 DNA samples was used for 16S rRNA gene-based microbial community analysis. Four DNA samples from two time points (t = 12 and 36 h, n = 2) were also used for metagenomic analysis.

Illumina 16S rRNA Gene Region Amplification and Sequencing

Each amplicon library was constructed by amplifying V1-V2 paired-end libraries using 27Fmod (5′-AGRGTTTGATYMTGGCTCAG-3′) and 338R (5′-TGCTGCCTCCCGTAGGAGT-3') according to Nextera library preparation methods. Equal amounts of each PCR amplicons were pooled, followed by amplification and 2 × 300 bp paired-end sequencing on the MiSeq platform according to the manufacturer's instructions.

Data Analysis of 16S rRNA Gene Amplicons

A total of 519,290 raw reads across 15 samples, with an average 34,619 reads per sample, was further processed by QIIME 2 software package (version 2018.4). Quality control was performed using DADA2 (Callahan et al., 2016) by removing chimeras and residual PhiX reads, and low-quality regions of sequences. Forward and reverse reads were, respectively, truncated to 230 and 209 bp for DADA2 analysis based on the average quality scores determined. After quality filtering, the dataset contained 421,406 reads, with an average of 28,093 sequences per samples. Dereplication was then performed by DADA2, which combines identical reads into amplicon sequence variants (ASVs), which is analog to the traditional Operational Taxonomic Unit (OTU). Representative sequences were classified into taxonomic groups using the SILVA 132 database. Mitochondrial and chloroplast sequences were then removed from the feature table, and bacterial and archaeal sequences were used further analysis. We used BLASTN search against the online nucleotide collection (nr/nt) database on NCBI to find the closest GenBank neighbor for these representative sequences.

Metagenome Analyses by Illumina and Nanopore Sequencing

For two replicates from two time points (t = 12 and 36 h), paired-end libraries for metagenome sequencing were generated using Nextera library preparation methods. Genome sequencing was then performed on an Illumina MiSeq platform (2 × 300 bp paired-end). Read data from Illumina sequencing were trimmed with Platanus_trim (Kajitani et al., 2014).

Nanopore sequencing was conducted with a DNA sample from a time point 36 h (n = 1). Sequencing library preparation was carried out using the Rapid Barcoding Sequence kit (SQK-RBK001) (Oxford Nanopore Technologies, Oxford, UK) according to the standard protocol provided by the manufacturer. The constructed library was loaded into the FlowCell (FLO-MIN106) on a MinION device and performed 24 h sequencing run with MinKNOW1.7.14 software. The fast5 read file was basecalled with ONT Albacore command line tool (v2.0.2). The adapter sequences were trimmed from the fastq read file using Porechop v0.2.1 (https://github.com/rrwick/Porechop).

Construction of Metagenome Assembled Genome (MAG)

For assembly, Canu version 1.6 (Koren et al., 2017) was run using Nanopore reads with following options: genome size 2.1 Mb, and correctedErrorRate = 0.120. The Illumina short reads were mapped to the Canu's assembly by BWA version 0.7.12 (Li, 2013). Pilon version 1.22 (Walker et al., 2014) was run on the alignments to polish the assembly sequences. Circlator version 1.5.1 (Hunt et al., 2015) program was used for circularizing the genome assembly. Two contigs were again polished by Pilon using Illumina reads. Metagenome assembled genome (MAG) sequences were assessed using CheckM v1.0.8 (Parks et al., 2015) for the completion estimate, and then larger MAG was annotated with the Rapid Annotation using Subsystem Technology (RAST) server v2.0 (Aziz et al., 2008). rRNA genes were predicted using RNAmmer (Lagesen et al., 2007). 16S rRNA gene sequences of the MAG were compared to a representative sequence of a dominant ASV obtained by 16S rRNA amplicon analysis. MAG was functionally annotated using KEGG database with the BlastKOALA pipeline (Kanehisa et al., 2016) and KO numbers were mapped using KEGG mapper to compare the metabolic pathway with a closely related species.

Taxonomic Analysis of MAG

Taxonomic placement of the MAG was assessed based on both 16S rRNA and genomic approaches. 16S rRNA gene sequence of the MAG was aligned to closely related species using SILVA Incremental Aligner v1.2.11 (Pruesse et al., 2012). A phylogenetic tree was constructed by Maximum Likelihood (ML) method using MEGA 7.0.26 package (Kumar et al., 2016) with GTR+I+G substitution model. Phylogenomic tree construction was performed using PhyloPhlAn (Segata et al., 2013), which extracts up to 400 conserved proteins coded in the genomes of closely related species and generates multiple alignments of each protein. Multiple alignments of each universal protein were then concatenated into a single amino acid sequence. The optimal model for phylogenomic analysis was determined by Modelgenerator (Keane et al., 2006), and then ML tree was constructed using RAxML version 8.2.11 (Stamatakis, 2014) with BLOSUM62+G+F model. Average nucleotide identity (ANI), average amino acid identity (AAI) and in-silico DNA-DNA hybridization (DDH) values were calculated by ANI calculator (http://enve-omics.ce.gatech.edu/ani/index), AAI calculator (http://enve-omics.ce.gatech.edu/aai/) and Genome-to-Genome Distance Calculator (GGDC 2.1) (Meier-Kolthoff et al., 2013), respectively.

Comparison of nos Clusters and nosZ Gene Sequences Within Related Campylobacteria

The genomes of chemosynthetic Campylobacteria were used to reconstruct the nos gene clusters. Sequences of functionally characterized NosZ protein and its accessory genes from Wolinella succinogenes were used to search the genes adjacent to inferred nosZ on Hydrogenimonas sp. MAG. Multiple amino acid sequence alignment was generated from representatives of clade I and clade II nosZ sequences using MUSCLE version 3.8.31 (Edgar, 2004). ML tree based on nosZ amino acid sequences was constructed by MEGA with WAG+G model based upon 500 bootstrapped replicates. Trees were visualized using FigTree v1.4.2 (http://tree.bio.ed.ac.uk/software/figtree/).

Growth Characteristics

In attempt to evaluate the nitrate-respiring ability of the enrichment, each of the potential electron donors, such as H2, elemental sulfur (1%, w/v), or thiosulfate (0.1%, w/v) was tested with nitrate (0.1%, w/v) as an electron acceptor under 40°C. The ability to use H2 was examined with 80% H2 + 20% CO2 (300 kPa) in the headspace. For testing growth on elemental sulfur and thiosulfate as an electron donor, 80% N2 + 20 % CO2 was used as the gas phase (300 kPa).

RESULTS AND DISCUSSION

N2O Consumption and Community Structure of the Enrichment Culture

Approximately 90% of initial headspace N2O was consumed after 42 h of cultivation (Figure 1). The maximum rate of N2O consumption was 3.3 μmol h−1 per ml of culture, higher than other clade I and II reducers (Sanford et al., 2012; Yoon et al., 2016), though a higher initial N2O concentration in this study was provided than in the previous studies. The aqueous-phase N2O concentration was calculated from the Ostwald coefficient (0.4190) at 1 atm partial pressure and 40°C (Wilhelm et al., 1977). 2.75 mmol of vessel N2O in 20 ml of medium corresponded to an initial aqueous-phase N2O concentration 56.5 mM. This concentration is more than million-fold higher than the N2O level observed in deep-sea hydrothermal environments, where N2O is mainly supplied by microbial nitrification and denitrification processes (Lilley et al., 1982; Kawagucci et al., 2010).


[image: image]

FIGURE 1. N2O consumption (•) and relative abundance of Hydrogenimonas ASV in the enrichment culture (bar chart) during the 48 h-cultivation. The data points and error bars represent the means and standard errors, respectively.



To identify the N2O-reducing organisms in the enrichment culture, we analyzed the time-series community structure during the cultivation under the HNN medium. Dereplicate 421,406 Illumina reads resulted in 11 bacterial ASVs. The genus Hydrogenimonas consisting of a single ASV was the most predominant bacterial group through the cultivation period and its relative abundance was above 98% (Figure 1 and Figure S1). In order to further identify this dominant ASV, a representative sequence was extracted from the sequence data and analyzed by BLAST search. The best match represented Hydrogenimonas thermophila EP1-55-1%T (= JCM 11971T = ATCC BAA-737T) with 90% identity, suggesting the host organism of the ASV would be a new species of Hydrogenimonas or even a new genus of the class Campylobacteria. Strain EP1-55-1%, isolated from a deep-sea hydrothermal vent field in the Indian Ocean, is able to utilize nitrate as an electron acceptor and shows the optimum growth at 55°C (Takai et al., 2004). These characteristics are different from the N2O-reducing enrichment culture in this study, which shows an optimum growth at 40°C and no growth under nitrate-respiring condition. The genus Thalassospira consisting of a single ASV accounted for about 0.7% of reads at 12 h, and its abundance gradually decreased to 0.1% at 36 h of cultivation. The representative sequence of the ASV assigned to Thalassospira showed 100% similarity to T. xianhensis P-4T (= CGMCC 1.6849T = JCM 14850T) isolated from an oil-polluted saline soil (Zhao et al., 2010). T. xianhensis engages denitrification, possibly having N2O-reducing ability, but it cannot grow under autotrophic condition. Along with the increase of relative abundance of Hydrogenimonas, headspace N2O decreased and reached 0.05 mmol/vessel at 48 h, showing that members belonging to Hydrogenimonas significantly contribute to N2O consumption of the enrichment culture.

Reconstruction of the Genome, Taxonomy, and Denitrification Pathway of a Novel N2O-Reducing Campylobacterium Strain BAL40

In order to understand the genomic characteristics of most dominant ASV species, we employed the MAG reconstruction strategy, because cells formed pellicle-like structures that was unable to be purified to a single pure strain by the dilution-to-extinction technique. High-quality 14,951,908 reads (4.6 Gb) and 236,546 reads (1.1 Gb) of metagenomic data were obtained by Illumina and Nanopore sequencing, respectively, and assembled into two contigs. After circularization, a larger contig resulted in a complete circular, which is 2,193,435 bp in length with an average G + C content of 50.2% and >99% genome completeness (Figure S2). In total, 2,185 coding sequence (CDS) regions and 54 RNAs were annotated. Three copies of 16S rRNA gene were annotated by RNAmmer, and its V1-V2 regions were identical with each other and with the represent sequence of the dominant ASV. With full length of 16S rRNA gene sequences as a query in BLAST search, the highest similarity was estimated with H. thermophila EP1-55-1%T (94%). The size of the other contig is 49,484 bp with 0% completeness level estimated by CheckM.

Both 16S rRNA gene-based and genome-based phylogenetic trees revealed that the MAG was most closely related to H. thermophila (Figures 2,3). In-silico DDH and ANI values between the strain BAL40 MAG and H. thermophila genome sequences were 17.4% and 74.4%, respectively, well below species cutoff (Richter and Rosselló-Móra, 2009). AAI value with H. thermophila was 71.4%, which is higher than the genus criterion level (Konstantinidis and Tiedje, 2005; Konstantinidis et al., 2017). Taken together, the strain BAL40 MAG described here represents a novel species within the genus Hydrogenimonas.


[image: image]

FIGURE 2. ML Phylogenetic tree based on 1,196 nucleotide position of 16S rRNA gene sequences. Bootstrap values based on 500 resampling replicates are shown as percentages at branch nodes.
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FIGURE 3. ML tree based on genome sequences and schematic comparison of the nos gene clusters in different Campylobacteria. Bootstrap values based on 500 resampling replicates are shown as percentages at branch nodes. Clade II nosZ and its accessory genes (BDFGHLY) are labeled and colored according to homology across the different species.



Reconstruction of denitrification pathway using KEGG database revealed that the MAG possessed whole set of denitrification genes (nap, nir, nor, and nos) (Figure S3), suggesting the ability to utilize nitrate as an electron acceptor. However, the enrichment culture did not show any growth under the nitrate-respiring condition in this study. This discrepancy between genetic and physiological characteristics implies the existence of heretofore overlooked N2O-reducing microorganisms, which are genetically denitrifiers sensu stricto but are physiologically non-denitrifiers. However, the influence of in situ physicochemical conditions on their denitrification metabolisms could not be examined here. Considering our results, we speculate that together diverse microbial species drive different steps to the full denitrification pathway of nitrate to N2 in deep-sea hydrothermal environments. It should be noted that because most environmental studies investigating abundance, diversity and function of denitrifiers have been performed based solely on the PCR-based marker gene analysis (Braker and Tiedje, 2003; Henry et al., 2006; Smith et al., 2007; Sanford et al., 2012; Jones et al., 2013), it is virtually impossible to identify which organism is actually responsible for specific steps of the denitrification process. Further culture-dependent studies could demonstrate the actual function of both denitrifying and non-denitrifying microorganisms. In addition, cultivation under N2O-respiring condition might decrease the number of yet-to-be cultured microorganisms and unveil the N2O mitigation potential hidden in deep-sea hydrothermal environments.

Reconstruction of the nos Gene Cluster and Comparison of nosZ Sequences in Campylobacteria

We reconstructed nos gene clusters from the genomes of MAG and related Campylobacteria including Wolinella succinogenes, which has been used as a campylobacterial model organism (Figure 3). Similar to W. succinogenes, Hydrogenimonas sp. MAG possessed a clade II nos gene cluster that contains nosZ, -B, -D, -G, -H, -C1, -C2, -H, -Y, -L genes, and the presence and organization of these genes were well-conserved in the related Campylobacteria members, as previously described (Torres et al., 2016). A phylogenetic tree based on amino acid sequences of nosZ gene indicated that the sequence of Hydrogenimonas sp. MAG is closely related to Nitratifractor salsuginis E9I37-1T, which is known as a nitrate-reducing mesophile (Nakagawa et al., 2005) (Figure S4). Multiple alignment of NosZ amino acid sequences that contained both clade I and clade II sequences showed that NosZ of Campylobacteria including Hydrogenimonas sp. MAG conserved ligands of two cooper sites; CuA electron transfer center and CuZ catalytic center (Zumft and Kroneck, 2007) (Figure S5). It is therefore deduced that N2O-respiring metabolism supports more diverse Campylobacteria in deep-sea hydrothermal environments.

N2O Emission and Sink in Deep-Sea Hydrothermal Environments

A variety of microorganisms contributing to the denitrification process have been reported in a wide range of environments such as sediments, paddy soils, hydrothermal vents, and geothermal streams (Shao et al., 2010; Masuda et al., 2017; Kato et al., 2018). N2O emissions by denitrification are the net result of the balance between its production and reduction to N2. In deep-sea hydrothermal environments, diverse microorganisms including Campylobacteria involved in denitrification processes (Bourbonnais et al., 2012; Bowles et al., 2012; Fortunato and Huber, 2016; Pjevac et al., 2018). The occurrence of microorganisms with the high ability to reduce exogenous N2O could explain the previous physicochemical results that in situ N2O level is quite low (Lilley et al., 1982; Kawagucci et al., 2010), and its flux to the deep waters is negligible (Bange and Andreae, 1999). Our findings imply the capacity of deep-sea hydrothermal environments to act as a sink for N2O is greater than its capacity to emit N2O.

CONCLUSION

We conducted, to the best of our knowledge, the first culture-dependent study of deep-sea hydrothermal vent N2O-reducing microorganisms. Evaluation of N2O consumption ability and genome reconstruction from metagenomic data demonstrated that the notable N2O consumption rate of the novel member within genus Hydrogenimonas. Our findings will open door for new ideas to implement biotechnological applications of NosZ from thermophiles, such as nitrogen removal from wastewater. Future studies, such as comparative cultivation analysis of N2O-reducing Campylobacteria, transcriptional analysis of nos genes, and measurement of N2O consumption kinetics, may provide the insights into the mechanisms allowing to their high N2O consumption ability.
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Diverse microorganisms specifically inhabit extreme environments, such as hot springs and deep-sea hydrothermal vents. To test the hypothesis that the microbial community structure is predictable based on environmental factors characteristic of such extreme environments, we conducted correlation analyses of microbial taxa/functions and environmental factors using metagenomic and 61 types of physicochemical data of water samples from nine hot springs in the Kirishima area (Kyusyu, Japan), where hot springs with diverse chemical properties are distributed in a relatively narrow area. Our metagenomic analysis revealed that the samples can be classified into two major types dominated by either phylum Crenarchaeota or phylum Aquificae. The correlation analysis showed that Crenarchaeota dominated in nutrient-rich environments with high concentrations of ions and total carbons, whereas Aquificae dominated in nutrient-poor environments with low ion concentrations. These environmental factors were also important explanatory variables in the generalized linear models constructed to predict the abundances of Crenarchaeota or Aquificae. Functional enrichment analysis of genes also revealed that the separation of the two major types is primarily attributable to genes involved in autotrophic carbon fixation, sulfate metabolism and nitrate reduction. Our results suggested that Aquificae and Crenarchaeota play a vital role in the Kirishima hot spring water ecosystem through their metabolic pathways adapted to each environment. Our findings provide a basis to predict microbial community structures in hot springs from environmental parameters, and also provide clues for the exploration of biological resources in extreme environments.

Keywords: extreme environments, environmental parameters, microorganisms, metagenome, hot springs

INTRODUCTION

The increasingly widespread use of next-generation sequencing (NGS) has led to more information on the taxonomic composition of microorganisms from various environmental samples being obtained (Sun et al., 2014; Castelino et al., 2017). In particular, many hitherto unexamined microbial communities have been discovered in extreme environments, such as hot springs and deep-sea hydrothermal vents, and it has been reported that many of these microbes specifically live in extreme environments (Song et al., 2013; Tiago and Veríssimo, 2013; Chan et al., 2015; Zhang et al., 2016). It is assumed that microorganisms living in extreme environments have evolved various metabolic energy systems adapted to specific environmental factors derived from the local chemical milieu. Several studies of extreme environments, such as chimney 4143-1 in the Mothra hydrothermal vent field (Xie et al., 2011) and Yellowstone National Park (YNP) in the USA (Inskeep et al., 2010, 2013a; Jay et al., 2016) have reported specific microbial communities and their gene repertoires along with the environmental data. Recent studies have also revealed that specific environmental factors (e.g., temperature and sulfide concentrations) are related to microbial composition in the Philippines (Huang et al., 2013), the Tibetan Plateau in northwestern China (Wang et al., 2013), and in the Tengchong in southwest China (Hou et al., 2013). Research into microorganisms and environmental data from the YNP metagenome project reported that pH is one of important factors in forming the microbial community type in a hot spring environment (Inskeep et al., 2013b). There are limited studies discussing the kind of environmental factors that affect these community structures and their gene repertoires, as well as methods of predicting microbial taxon abundances from environmental factors.

Investigation of microorganisms living in extreme environments also plays a vital role in exploring biological resources. Various useful enzymes and bioactive compounds have been discovered from microbes derived from extreme environments, and have been applied to multiple fields, such as medicine and food production (Littlechild, 2015; Mahajan and Balachandran, 2017). If we can predict what kind of microbes live in an extreme environment from the environmental factors, this will lead to a more efficient search for useful biological resources. To establish a method for predicting the microbial community structure from environmental factors, it is essential to compare the community structures among multiple sampling points showing the diverse properties of environmental factors. An environment suitable for such comparative analysis is in the Kirishima area of Japan.

Many hot springs occur in the area where the volcanic front crosses the Kyushu region of Japan. The Kirishima area is located in the Kyushu region and has hot springs with various chemical properties distributed in a relatively narrow area (Figure 1 and Supplementary Figure 1; Supplementary Table 1). The Kirishima area is mainly composed of andesite, and hot spring water from two origins is found there (Gokou et al., 1995): (1) geothermal fluid gushing from the surface of the earth through a fault at a depth of 2 km; and (2) high-temperature fluid originating from surface water and circulating at a depth of about 1 km. The hot spring water in the Kirishima area has various chemical properties, depending on the mixing ratio of the two types of water. For example, water with a low mixing ratio of volcanic gas and produced by heating and circulating surface water mainly at depth, has a pH close to neutral. Hot spring water produced by mixing high-temperature volcanic gas and surface water near the surface of the earth becomes acidic.


[image: image]

FIGURE 1. Geological map of the Kirishima area showing locations of the sampling sites for metagenomic analysis.



Thus, the wide variety of hot springs in the Kirishima area—and their relatively easy accessibility—allows many environmental parameters to be measured and to provide useful information. Samples from the area are suitable for investigating the relationships between the microbial community composition and environmental factors of the hot springs. Although one example of the microbial communities in the Kirishima area has been reported, the study targeted only the archaeal communities in acidic regions (Satoh et al., 2013).

We focused on the Kirishima area as a general model of a microbial ecosystem in a hot spring environment and performed metagenomic analysis in this environment, along with measurement of environmental data (metadata) of each water sample from a hot spring. We also constructed regression models which predicted the abundance of dominant phyla living in the Kirishima hot springs, using these metadata. Based on the verification of the model parameters and the results of the gene enrichment analysis of metagenomic data, we examined the relationship between environmental parameters and the metabolic features of each water sample.

MATERIALS AND METHODS

Sample Collection and DNA Preparation

The nine sampling sites were located in the Kirishima area in the central part of Kagoshima prefecture in Kyushu, Japan. All water samples from the hot springs were collected on two occasions: February 2012 and March 2015. To extract DNA for metagenomic sequencing, 1 L of each sample was filtered through a 0.2-μm pore size polycarbonate membrane. DNA was extracted from the materials on the filter membranes, using the Rapid Water DNA Isolation kit (QIAGEN) with bead homogenization on a Micro Smash MS-100R (TOMY) at 3,500 rpm for 20 s at 4°C.

Physicochemical Analysis and Microbial Cell Counts

For the 2012 and 2015 samples, water temperature, pH, dissolved oxygen, electrical conductivity and salinity were measured onsite using a portable water-quality meter (P30 series, DKK-TOA Corporation). Water for chemical analysis was collected in 1 L polyethylene bottles and stored at 4°C. Both the metal and ion concentrations of water samples were measured after filtration (GF/F; pore size = 0.7 μm; Whatman). To determine the metals and major cations, 10 mL of water was acidified with HNO3 (pH < 2) and then analyzed by inductively coupled plasma-atomic emission spectroscopy (ICP-AES) (ICPS8100, Shimadzu). To determine the major anions, another 10 mL of water was subsampled and analyzed by ion chromatography (Dionex Qic analyzer) equipped with an IonPAC AS11-HC column (Dionex). Some ions and turbidity from the 2015 samples were measured using a water-quality meter (DPM-MT, KYORITSU CHEMICAL-CHECK). The concentrations of total carbon, total organic carbon (TOC), dissolved organic carbon and particulate organic carbon in the water samples were measured with a TOC-VCSH analyzer (Shimadzu). The concentrations of total nitrogen (TN), total organic nitrogen (TON), dissolved organic nitrogen and particulate organic nitrogen were measured with a U1800 spectrophotometer (Hitachi).

For microbial cell counts, 20 mL of water from a hot spring was filtered using a 0.2-μm pore size black polycarbonate membrane, and cells were stained with ethidium bromide and counted under a Nikon Eclipse 80i fluorescence microscope equipped with a Nikon Digital Sight DS-5Mc using the fluorescence filter GFP-L (excitation filter 510–560 nm, dichromatic mirror 575 nm, barrier filter 515 nm).

Metagenomic Sequencing

To obtain sufficient DNA for metagenomic sequencing, the DNA samples prepared in 2012 were processed using the Nextera DNA Sample Prep kit (Illumina) for library construction with the following modifications of the manufacturer's instructions: addition of two polymerase chain reaction (PCR) cycles and alkaline denaturation after evaporation. Metagenomic sequencing of the libraries from the 2012 samples was performed using the Illumina GAIIx and MiSeq platforms (all in paired-end mode).

Quality Filtering and Assembly of Illumina Sequence Reads

We discarded Illumina sequence reads that: (1) contained ambiguous nucleotides; (2) were mapped to the PhiX genome sequence by using Bowtie 2 version 2.1.0 with default parameters (Langmead and Salzberg, 2012); and (3) were identified as duplicates by comparing the first 30 nucleotides of reads. We then removed the adapter sequences in the reads using the cutadapt version 1.2.1 (Martin, 2011) and also removed low-quality 3′-end regions with a Phred-like quality score < 17. We also discarded reads with < 50 nucleotides, with an average Phred-like quality score < 25, or with no paired reads. After the quality filtering of sequence reads from all samples, we assembled the reads using the Platanus assembler version 1.2.1 (Kajitani et al., 2014).

Identification and Taxonomic Assignment of 16S rRNA Gene Sequences

The 16S rRNA genes from metagenomic sequences were identified by examining metagenomic sequence reads by BLASTN searches against the SILVA non-redundant (nr) small-subunit rRNA gene sequence database (SILVA NR SSU rRNA DB) version 115 (Quast et al., 2013) with an E-value of < 1e−8, identity >85% and alignment length >50 bp. The resulting sequences were taxonomically assigned at the phylum level or lower taxonomic ranks, and the abundance of assigned reads was calculated.

Gene Prediction, Functional Annotation and Coverage Calculation

Protein-coding sequences (CDSs) in the scaffolds were predicted using MetaGeneMark (Zhu et al., 2010). Functional annotation of the predicted CDSs was performed by a BLASTP (version 2.2.26) search against the Kyoto Encyclopedia of Genes and Genomes (KEGG) protein database (Kanehisa et al., 2014) (March 2014) with an E-value of < 0.01, identity >40% and score >70. The classification and abundance calculation of genes based on the KEGG Orthology was carried out by dividing the number of reads assigned to each KEGG ortholog (KO) by the median length of amino acid sequences in the corresponding KO in the KEGG protein database. To obtain more information on functions we performed a BLASTP search using all the predicted CDSs as queries against the GenBank nr database (May 2014) with an E-value of < 0.01.

Analysis of Gene Enrichment in the Metagenome

From the KEGG protein database we chose prokaryotic genomes, one per genus, as a virtual reference microbiome (Supplementary Table 2). Enrichment scores were calculated by dividing the relative abundance of each KO in the Kirishima metagenomes by the average relative abundance of the corresponding KO in the virtual reference metagenome. To identify genes that were characteristically enriched in the Kirishima metagenomes, we selected genes with higher enrichment scores compared with average scores of the 35 universal single-copy genes (USCGs) and gyrB (Kato et al., 2015).

Statistical Analysis

Principal component analysis (PCA) was performed using the function in the scikit-learn library (Pedregosa et al., 2011). For PCA using the relative abundance information of phylum- or genus-level taxonomic composition of the nine samples, the values of each feature (relative abundance of each taxon) were not scaled and used for the transformation as it was. For PCA using the KEGG module abundance data, KO abundance data and the measured values of 59 types of environmental parameters (two environmental parameters for which the measurement values were below detection limits in all samples were excluded), the values of each feature were first standardized as Z-scores and used for the transformation. To investigate the relationship between the coordinates of samples on the PCA plot and environmental parameters, the correlations between the principal component scores of samples and the measured values of each environmental parameter were calculated by the Pearson correlation coefficients using the SciPy library (Jones et al., 2001).

To detect the quantitative relationship between environmental parameters and microbial community structures, we constructed statistical models to predict the relative abundance of either Aquificae or Crenarchaeota from the measured values of environmental parameters. We performed principal component regression, which combines PCA with regression analysis, to avoid the multicollinearity problem caused by using a large number of explanatory variables. (1) The table of Z-score-converted environmental parameters was transformed to the table of principal component scores by performing PCA. By selecting only a subset of the obtained principal components, a small number of uncorrelated explanatory variables could be used for the regression model. Because the cumulative contribution rate of the first four principal components was more than 80%, these four principal components were used for regression analysis. (2) We constructed generalized linear models with a logit link and the binomial family, using all combinations (15 patterns) of these four principal components as explanatory variables, and compared the performance of these models by using Akaike's Information Criterion (AIC) (Aho et al., 2014) (Supplementary Table 3). The estimation of generalized linear models was done using the Statsmodels Python modules (Seabold and Perktold, 2010). (3) The models with minimum AIC values were selected, and we examined the environmental parameters affecting the relative abundances of phyla by inspecting the factor loadings obtained by the initial PCA.

RESULTS AND DISCUSSION

Physicochemical and Biological Properties of the Kirishima Hot Spring Samples

Supplementary Table 4 presents the physicochemical and biological characteristics of the nine water samples from hot springs in the Kirishima area in 2012 and 2015 (Supplementary Table 1). We measured the water-quality data of 5 physical properties (e.g., total bacterial counts, turbidity, pH), 11 chemical properties (e.g., total carbon, TN), 10 anion species and 35 cation species, totaling 61 types (Supplementary Table 4).

Samples of G1, T1, K2, N2, and I1 from a hot spring with high water turbidity showed low pH; high concentrations of sulfate, Cu and Zn ions; and relatively high TOC and TN, in comparison to transparent and medium pH samples, such as K1, Y1, N1, and M1 (Supplementary Table 4 and Supplementary Figure 1). The total cell counts were as low as 1.21 × 104-4.03 × 106 cells mL−1, as reported in YNP (Meyer-Dombard et al., 2005). In summary, the temperatures of the samples were similarly high (84.0–96.8°C) except sample N1 (68°C), but they showed diverse chemical properties within this narrow area; thus these samples were suitable for use in analyzing the relationship between microbial community structures and environmental parameters.

Metagenomic Sequencing and Taxonomic Composition of the Kirishima Hot Spring Microbiomes

Because it was difficult to extract sufficient DNA from the Kirishima hot spring water samples with low cell density, we used a PCR-based method to prepare sequence libraries for the nine hot spring samples. Metagenomic sequences were obtained using the Illumina platforms, and standard quality filtering yielded 1,965,768–54,065,035 read pairs for each of the nine samples. We then assembled the reads to construct contigs and scaffolds (Supplementary Table 5). The total number of scaffolds >500 bp in length was 4,019–92,715, and the largest scaffold size was 493,449 bp in the K1 sample (Supplementary Table 5).

The phylum- and lower-level taxonomic composition for each sample was examined by identifying 16S rRNA genes from the standard quality filtered metagenomic reads (Figure 2). In the nine hot spring samples, 10 prokaryotic phyla accounted for >80% of total taxonomically assigned reads, and either Aquificae or Crenarchaeota predominated. The Aquificae accounted for 52.7–96.6% of the taxonomically assigned reads in samples K1, Y1, and N1. The Crenarchaeota accounted for 52.5–96.6% in samples M1, K2, I1, T1, G1, and N2 (Figure 2A). The genus Sulfurihydrogenibium of the Aquificae dominated in Y1 and N1, and the family Sulfolobaceae of the Crenarchaeota dominated in K2, I1, T1, G1, and N2 (Figure 2B). This result was consistent with the previous report that archaea belonging to the order Sulfolobales were detected in samples (Pond-A and Pond-B) with higher dissolved element concentration in the Kirishima hot springs (Satoh et al., 2013). One isolate of the Sulfolobaceae from an acidic hot spring, Sulfodiicoccus acidiphilus, showed adaptation to low pH and high temperature (Sakai and Kurosawa, 2017).
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FIGURE 2. Taxonomic composition and relative abundance of microbiota in water from Kirishima hot springs based on 16S rRNA genes identified from the metagenomic reads. (A) Taxonomic composition of the microbiota at phylum level. (B) Detailed taxonomic composition (i.e., genus, family or order) of the microbiota.



The phylum Thermodesulfobacteria was also dominant in sample K1 (34.2% of the taxonomically assigned reads) and accounted for 6.5% in N1. The phyla candidate division OD1 (“Parcubacteria”) and “Deinococcus-Thermus” were the third and fourth most dominant in sample N1, although other diverse phyla were also detected. The phylum Cyanobacteria was detected in seven of the nine samples, albeit with < 1% relative abundance. The phylum Euryarchaeota was found in all samples with a low abundance (0.02–4.1%). These results showed confined phylogenetic diversity of the microbiomes in the water from the Kirishima hot springs with the predominance of either Crenarchaeota or Aquificae.

To compare the taxonomic compositions among these microbiomes, we performed PCA using the relative abundance data of the phylum- and lower-level taxonomic composition (Figure 3). PCA showed that the first two principal components (PC1 and PC2) accounted for more than 95% of the variation in taxonomic composition among samples, and samples clustered into two major groups [(K1, Y1, and N1) vs. (M1, K2, I1, T1, G1, and N2)], each dominated by either Aquificae or Crenarchaeota, respectively. PCA of the lower taxonomic composition showed similar results, except for the position of sample K1, which was closer to M1 than to N1 and Y1 (Figure 3B). Next, to identify the environmental factors affecting the formation of these two major groups, we calculated the correlations between the principal component scores of all samples and the measured environmental data of each. In Figure 3, the positions indicated by the arrows represent the correlation coefficients between the measured values of environmental factors and the PC1 and PC2 scores. Most cations and TN show negative correlations with the PC1 scores and are densely plotted on the left-hand side of the plot, where samples dominated by Crenarchaeota (M1, K2, I1, T1, G1, and N2) are located. However, few environmental factors were positively correlated with the PC1 scores, so there are few arrows on the right-hand side of the plot where samples dominated by Aquificae (K1, Y1, and N1) are located. Sulfuric acid (SO4 in Figures 3A,B) showed a strong negative correlation with PC1 and appeared to contribute to the variation in community structures, consistent with a previous report (Huang et al., 2013). These results suggested that the differences in community structures reflect the differences in environmental parameters among samples.
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FIGURE 3. Principal component analysis (PCA) of the relative abundance of each sample across nine sites. The arrows represent the correlation coefficient between the principal component scores and each environmental parameter. The yellow arrows represent cations, the green arrows represent anions, the blue arrows represent water quality and the red arrows represent physical properties. (A) PCA of the relative abundance at phylum level. (B) PCA of the relative abundance at detailed taxonomic level.



Construction of a Model for Estimating Microbial Abundance From Environmental Parameters

We constructed multiple regression models to predict the relative abundance of the two dominant taxa, either Aquificae or Crenarchaeota, using 59 types of environmental data as explanatory variables. When two or more explanatory variables are highly correlated, the regression coefficient estimate becomes unstable (this is known as the multicollinearity problem). To overcome it, we performed principal component regression (see Statistical Analysis in Materials and Methods). We selected a model using PC1 and PC3 as explanatory variables for the prediction model of Aquificae abundance, based on the minimum AIC value (the “best” model) (Supplementary Table 3 and Supplementary Figure 2A). For the prediction model of Crenarchaeota abundance, a model using PC1, PC3, and PC4 as explanatory variables exhibited the minimum AIC value (Supplementary Table 3 and Supplementary Figure 2B). In the prediction model for Aquificae, the regression coefficients were positive for PC1 and negative for PC3, which were affected positively and negatively, respectively, by the abundance of Aquificae. The regression coefficients of the prediction model of Crenarchaeota were negative for PC1, and positive for PC3 and PC4 (Supplementary Table 3). These principal components were interpreted by examining the factor loadings of the PCA for environmental parameters (Supplementary Figure 3). The PC1 score increased as pH increased, and the PC1 score decreased as the concentrations of many cation species increased (Supplementary Figure 3A). The PC3 score increased as the TON or TOC increased (Supplementary Figure 3C), and the PC4 score increased as the sulfuric acid concentration increased (Supplementary Figure 3D). These results indicated that Aquificae dominated in a low-nutrient environment with high pH, low cation concentration and low TON and TOC; while Crenarchaeota dominated in a nutritious environment with high sulfuric acid concentration and with high TON and TOC. Thus, the quantitative prediction by our models supported the association between the environmental factors and community structures visualized in Figure 3.

Enrichment Analysis of Functional Genes

To investigate the comprehensive ecological features of the microbiome in the Kirishima area, we performed a KEGG-based functional annotation of predicted CDSs in the metagenome scaffolds. We assigned 70% of all CDSs on the scaffolds to either functional categories of KEGG (Supplementary Table 3). We examined differences in gene function among samples by PCA based on the abundance of the KEGG module and KO (Figure 4). The overall distribution of samples in PCA (Figure 4) was very similar to the results based on the taxonomic composition shown in Figure 3. The nutrient-rich water samples from hot springs with high ion concentrations and high TN were well-separated from the other three samples (K1, Y1, and N1). Because the major differences among samples in Figure 4 were probably attributable to the differences in functions between Aquificae and Crenarchaeota, we examined functional genes contributing to the differences in metabolic function among the samples. To characterize the metabolic functions of these two groups, we compared the KO abundance in the water from Kirishima hot spring metagenomes to the average KO abundance of representative prokaryotic genomes Supplementary Tables 2, 6; see Analysis of Gene Enrichment in the Metagenome in Materials and Methods), and identified highly enriched KOs in the Kirishima samples (Supplementary Table 6). Supplementary Table 7 shows key genes of major metabolic pathways and their enrichment scores in the Kirishima samples. Many of these enriched genes are related to autotrophic carbon fixation; that is, the 3-hydroxypropionate/4-hydroxybutyrate (3HP/4HB) cycle, the dicarboxylate/4-hydroxybutyrate (DC/4HB) cycle, the reverse tricarboxylic acid (rTCA) cycle and the reductive acetyl-CoA pathway. Genes related to sulfate and nitrogen metabolisms were also enriched, as described later. The genes assigned to K01535_H+-transporting ATPase were enriched in samples K2, I1, T1, G1, and N2; this is probably an important enzyme in acidic environments to maintain intracellular pH (Vanderheyden et al., 1996). The genes encoding enzymes for regulating heavy metal concentrations in cells, including K07787_cusA, silA_Cu(I)/Ag(I) efflux system membrane protein and K02006_cbiO_cobalt/nickel transport system ATP-binding protein, were enriched only in K1 and N1. The gene encoding the heat-stable and bifunctional enzyme fructose 1,6-bisphosphate aldolase/phosphatase for gluconeogenesis (K01622) (Takami et al., 2012) was abundant in all samples, except in sample Y1 (Supplementary Tables 6,7). The gene (K01906_bioW) involved in the biosynthesis of biotin required the gluconeogenesis and autotrophic pathways was also enriched in K1, Y1 and N1 (Supplementary Table 7).
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FIGURE 4. Principal component analysis (PCA) of the abundance of gene categories for each sample across nine sites. The arrows represent the correlation coefficient between the principal component scores and each environmental parameter. The yellow arrows represent cations, the green arrows represent anions, the blue arrows represent water quality and the red arrows represent physical properties. (A) PCA of the KEGG module abundance. (B) PCA of the KEGG Orthology abundance.



Various autotrophic carbon-fixing pathways, which produce organic matter from CO2, have been reported in extreme environments (Hügler and Sievert, 2011). Genes (K15230_aclA, K15231_aclB) encoding ATP-citrate lyase, a key enzyme involved in determining the direction and citric acid cleavage of the rTCA cycle (Aoshima et al., 2004), were enriched in three samples (K1, Y1, and N1) but were not detected in other samples (Supplementary Table 7). The genes encoding enzymes for an alternative citrate cleavage pathway in the rTCA cycle (K15232_ccsA, K15233_ccsB, and K15234_ccl) were also found abundantly in K1, N1, and M1 but not detected in Y1 (Supplementary Table 7). These results suggest that the rTCA cycle is the primary pathway in the samples with relatively high transparency, low ion concentrations and low nutrition. The genes involved in this pathway are also enriched in a deep-sea chimney microbiome and considered to be an important CO2 fixation pathway in the environment (Nakagawa and Takai, 2008; Xie et al., 2011).

The genes (K14465_succinate semialdehyde reductase, K14534_abfD) required for both the DC/4-HB and 3-HP/4-HB cycles (Scherf and Buckel, 1993) and the genes encoding K14467_4-hydroxybutyryl-CoA synthetase and K14466_4-hydroxybutyryl-CoA synthetase, which are characteristic of the DC/4-HB (Hawkins et al., 2013) and 3-HP/4-HB cycles, respectively, were enriched in samples that were highly turbid and had high nutrition (M1, K2, I1, T1, G1, and N2). Our data support a previous report based on transcriptomic analysis of microbiota in terrestrial hot springs of Tengchong, China (Li et al., 2010), which suggested that both cycles play important roles in nutrition-rich environments (Supplementary Table 7). Because genes (K14468_mcr, K14469 acrylyl-CoA reductase) responsible for the 3-Hydroxypropionate (3HP) bi-cycle (Zarzycki et al., 2009) were not found, the 3HP bi-cycle may not be necessary in the Kirishima hot spring water ecosystem.

Key genes coding the acetyl-CoA decarboxylase/synthase complex are required for the reductive acetyl-CoA pathway, each of which is classified into “bacteria type” and “archaea type” (Takami et al., 2012). The bacteria-type genes (e.g., K00198_cooS, acsA, K14138_acsB) for the ACDS complex were highly abundant in samples N1 and K1, while the archaea-type genes (e.g., K00192_cdhA and K00194_cdhD) were low in abundance. As reported in studies of deep-sea hydrothermal vents (Xie et al., 2011; Takami et al., 2012), the anaerobic ACDS complex might be used by anaerobic microorganisms to couple CO oxidation to sulfate reduction, or to reduce CO2 to acetate in the Kirishima hot spring water ecosystem. With respect to other carbon-fixation pathways, the gene encoding ribulose bisphosphate carboxylase/oxygenase (RuBisCO) (K01601_rbcL and K01602_rbcS), the key enzyme of the Calvin cycle, was found only rarely in the samples. This suggests that this cycle is not a major metabolic pathway in the Kirishima hot spring water ecosystem.

Because water from hot springs generally contains sulfur compounds, sulfate metabolism is important for energy conservation in these extreme environments (Xie et al., 2011). The genes (K17222_soxA1, K17223_soxX, K17224_soxB1, K17226_soxY, and K17227_soxZ) coding the sulfur-oxidizing multienzyme system (sox), related to oxidation of thiosulfate (Friedrich et al., 2005), were frequently detected in samples with low nutrition (e.g., K1 and N1) (Supplementary Table 7), in agreement with previous metagenomic analyses of YNP hot springs and deep-sea hydrothermal vents (Inskeep et al., 2010; Xie et al., 2011). Also, with respect to other sulfuric acid pathways, K16952_sor, which is involved in thiosulfate oxidation via the elemental sulfur metabolism (Friedrich et al., 2005), was abundant in the Y1, K2, I1, T1, G1, and N2 samples, but not in K1 and M1. One of the genes (K17218_sqr) encoding sulfide-quinone oxidoreductase (SQR) involved in sulfur oxidation by reducing sulfide (Gregersen et al., 2011) was detected at a high abundance in all samples (Supplementary Table 7). These data suggested the existence of these sulfur-reducing and oxidizing abilities via SOX and SQR systems in the Kirishima hot spring water ecosystem.

Dissimilatory sulfate reduction and oxidation can be involved in both energy conservation and sulfite metabolism via the adenylyl sulfate (APS) pathway with ATP production (Friedrich et al., 2005). In the Kirishima metagenomes, a set of genes (K11180_dsrA, K11181_dsrB, K00394_aprA, K00395_aprB) involved in this pathway was highly abundant in all samples, except in Y1 (Supplementary Table 7). High concentrations of sulfate ions were observed in several samples (K2, I1, T1, G1, and N2). A set of genes (K16933_doxB, K16936_doxA, K16934_doxC, and K16935_doxE) involved in oxidation of thiosulfate via tetrathionic acid was found in most Crenarchaeota (Müller et al., 2004) and was highly represented in K2, I1, T1, G1, and N2 (but not in Y1), depending on the high sulfate ion properties of the sample sites. As seen in Sulfolobus in a previous study (Quehenberger et al., 2017), some facultative autotrophs (e.g., Sulfolobus dominating sample N2) that can oxidize reduced sulfur compounds via various sulfur oxidation pathways may exist in the Kirishima environments.

Hydrogen metabolism is considered to be one of the most important processes in hydrogen-containing alkaline environments, such as serpentinite-hosted ecosystems (Brazelton et al., 2012). In the Kirishima metagenomes, however, the abundances of genes responsible for hydrogen metabolism (K05587_hoxF_bidirectional [NiFe] hydrogenase, K05588_hoxU_bidirectional [NiFe] hydrogenase, K18008_hydA2_[NiFe] hydrogenase) was low or not detected. Hydrogen metabolism cannot be crucial for the Kirishima ecosystem because hydrogen was below the detection limit in all samples (data not shown).

The importance of denitrification, nitrogen fixation and nitrification constituting the nitrogen cycle has been suggested by studies of deep-sea hydrothermal environments (Tamegai et al., 2007). In the Kirishima samples with high transparency and low nutrition, genes involved in denitrification were much more abundant than those for nitrogen fixation and nitrification (Supplementary Table 7). The gene (K02567_napA) associated with nitrate reduction (denitrification and dissimilatory nitrate reduction) was frequently found in samples N1 and K1 (Supplementary Table 7). Likewise, gene (K00367_narB) for assimilatory nitrate (nitrite) reduction (Morozkina and Zvyagilskaya, 2007) was found in high proportions in M1, N1, and K1. In general, the oxidation of sulfur compounds can be coupled to the reduction of electron acceptors including oxygen and nitrate (Brunet and Garcia-Gil, 1996). These data imply that nitrate reduction, such as denitrification coupled to sulfur oxidation is likely to be an important energy-generating pathway fueling the microbial communities in the Kirishima hot spring water ecosystem.

However, the gene encoding nitrogenase reductase (K02588_nifH) for nitrogen fixation and the gene related to nitrate oxidation (K00368_nirK) were rarely found in any samples. These results indicate that nitrification is not a major metabolic pathway in the Kirishima hot spring water ecosystem. The reliability of the gene enrichment analysis was also supported by the result of the correlation analysis between coordinates of samples on the PCA plot and measured values of environmental factors (Figure 4), in which the arrow of the nitrate ions directed to the position of sample K1.

In this study, based on the metagenomic and geochemical data, we clarified that the microbial ecosystem of the Kirishima hot spring water was dominated by either Crenarchaeota or Aquificae. These two types of microbial community structures, and the gradient of relative abundance between them, were strongly affected by their habitat-specific environmental factors, as suggested by both the PCA and regression analyses. The key environmental factors (such as sulfate and nitrate ions) identified by these analyses were consistent in the enrichment analysis of gene functions, especially for the sulfur and nitrogen metabolisms and autotrophic carbon fixation. These factors are probably crucial for the formation of specific community structural patterns. Compared with ocean or soil environments, many environmental factors impose severe restrictions on survival in extreme environments, so it is likely that specific community structures tend to be formed as a result of adaptation, according to the metabolic features of each microorganism.

Because the hot springs in the Kirishima area show diverse chemical properties and represent a wide variety of hot spring environments, our finding in the Kirishima ecosystem (i.e., the relationship between microorganisms and environmental parameters) may be applied to many other hot spring environments. To test the generality of our findings, we also investigated microbial and environmental data in the same way for a hot spring in Hachijo-jima, an island 850 km from Kyushu. Water from the Hachijo-jima hot spring is both low in nutrition and transparent (Supplementary Table 4) and, compared with the Kirishima samples, its microbial community was seen to belong to a group dominated by Aquificae (Supplementary Figure 4). This result suggests that the relationship we found between the environmental parameters and the microbial community structures could be a general pattern applicable to hot spring environments other than those in the Kirishima area. Our study shows that investigation of the chemical properties of hot springs makes it possible to predict, to some extent, the taxonomic composition and metabolic characteristics of the microorganisms living in the extreme environment. These data will provide clues to assist the more efficient exploration of biological resources, such as useful enzymes and bioactive compounds and lead to potential biotechnology applications.

Enrichment analysis among samples in the Kirishima area revealed that genes encoding autotrophic carbon fixation, such as the 3HP/4HB cycle, the DC/4HB cycle and the reductive acetyl-CoA pathway, were detected at a high abundance in the nutrition-rich samples. On the other hand, genes encoding the rTCA cycle were detected in high proportions only in the samples with low nutrition. The reason for the variations in these functions is presumed to be the difference between the dominant taxa; Crenarchaeota may use the 3HP/4HB or DC/4HB cycle, and Aquificae may use the rTCA cycle, considering information on cultured strains (Hügler and Sievert, 2011). In addition, genes related to various sulfate metabolic pathways were enriched in all samples. Previous metagenomic studies of the YNP hot springs and hydrothermal vent chimney 4143-1 also revealed a high abundance of genes involved in sulfur metabolism (Inskeep et al., 2010; Xie et al., 2011). Sulfate utilization is the main mechanism of energy acquisition, and may be crucial for the survival of sulfate-oxidizing and reducing facultative autotrophs in Kirishima and other hot springs. The presence of the key genes of carbon fixation and sulfur oxidation pathways detected in the metagenomes of water from the Kirishima hot springs implies that both obligate and facultative autotrophs are present, and contribute to biomass production in the Kirishima hot spring water ecosystem.

The unique environmental features of the Kirishima area provide us an opportunity to investigate diverse hot spring ecosystems in proximal locations. Further studies of microbial ecosystems in various extreme environments (including the Kirishima area), using detailed environmental data, will provide valuable information that will assist in the prediction of microbial ecosystems from environmental data, and the exploration of biological resources in extreme environments.
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The processes of biomineralization, mediated by ureolytic bacteria, possess a wide range of technological applications, such as the formation of biocements and remediation of water and soil environments. For this reason, the bioprospecting of new ureolytic bacteria is interesting for its application to these technologies, particularly for water treatment. This study demonstrates the isolation, selection, and identification of halotolerant ureolytic bacteria from Laguna Salada (inland from Atacama Desert) and the evaluation of their ability to precipitate calcium carbonate crystals in freshwater in the presence of calcium ions, as well as the ability to induce the precipitation of crystals from different ions present in seawater. Twenty-four halotolerant ureolytic bacteria whose molecular identification gives between 99 and 100% identity with species of the genus Bacillus, Porphyrobacter, Pseudomonas, Salinivibrio, and Halomonas were isolated. When cultivated in freshwater, urea, and calcium chloride, all species are able to biomineralize calcium carbonate in different concentrations. In seawater, the strains that biomineralize the highest concentration of calcium carbonate correspond to Bacillus subtilis and Halomonas sp. SEM–EDX and XRD analyses determined that both bacteria induce the formation of 9–33% halite (NaCl), 31–66% monohydrocalcite (CaCO3 × H2O), and 24–27% struvite (MgNH4PO4 × 6H2O). Additionally, B.subtilis induces the formation of 7% anhydrite (CaSO4). In seawater, B.subtilis and Halomonas sp. were able to precipitate both calcium (96–97%) and magnesium (63–67%) ions over 14 days of testing. Ion removal assays with B.subtilis immobilized in beads indicate a direct relationship between the urea concentration and a greater removal of ions with similar rates to free cells. These results demonstrate that the biomineralization mediated by bacterial urea hydrolysis is feasible in both freshwater and seawater, and we propose its application as a new technology in improving water quality for industrial uses.
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HIGHLIGHTS

- It is proposed to use ureolytic bacteria for the selective removal of calcium and magnesium from seawater.

- Bacillus subtilis produces the highest concentration of monohydrocalcite, close to 7,802 mg/L.

- In biomineralization tests, B.subtilis and Halomonas sp. removes 97 and 96% of the calcium ion in 5 days and 67 and 63% of magnesium in 14 days, respectively.

- The XRD analysis determined that the crystals formed by B.subtilis strain LN8B correspond to 33% monohydrocalcite, 33% halite, 27% struvite, and 7% anhydrite.

INTRODUCTION

Biomineralization refers to the process in which living organisms form minerals (Dove et al., 2004; Achal et al., 2015). There are several types of biominerals, such as organic crystals, oxides, hydroxides, sulfates, sulfides, chlorides, phosphates, and carbonates (Barabesi et al., 2007; Achal et al., 2009; Silva-Castro et al., 2015). Each biomineral has specific properties, like an unique size, crystal structure, and isotopic composition of trace elements (Perry et al., 2007; Cartwright et al., 2012). From all the biominerals known so far, carbonate precipitation, specifically of calcium carbonates, has become greatly important due to its wide range of technological applications, such as the formation of biocements, remediation of water and soil environments, and uptake of carbon dioxide (Hammes et al., 2003; Dhami et al., 2013; Phillips et al., 2013; Achal et al., 2015).

Microorganisms possessing specific metabolisms, including denitrifying, iron-reducing, sulfate-reducing, and ureolytic bacteria, play key roles during carbonate biomineralization (DeJong et al., 2010; Dhami et al., 2013). Particularly, ureolytic bacteria create an increase in ambient pH, favoring the formation of supersaturated conditions necessary for carbonate precipitation (Whiffin et al., 2007; DeJong et al., 2010). Ureolytic bacteria use the action of urease (urea amidohydrolase; EC 3.5.1.5), which catalyzes urea hydrolysis to produce ammonium and carbamate. The carbamate spontaneously decomposes to produce an ammonium and carbonic acid molecule. Both ammonium molecules and the carbonic acid in aqueous solution, in equilibrium with their deprotonated and protonated forms, generate an increase in the pH of the solution, which induces ion precipitation (Al-Thawadi, 2011; Cheng and Cord-Ruwisch, 2013; Anbu et al., 2016).

An attractive application of biomineralization mediated by ureolytic bacteria is the pretreatment of water (Arias et al., 2017a). Industrial wastewaters, hard water, and groundwater have excessive levels of contaminants, such as heavy metals, radionuclides, phosphates, and salts. On the other hand, seawater is characterized by a high SO4/HCO3 molar ratio, generally between 11 and 15 (El-Manharawy and Hafez, 2003), with an abundance of calcium sulfate (>90% wt/wt) over other species, such as CaCO3, MgSO4, MgCO3, MgSiO3, SiO2, and CaPO4 (Millero et al., 2008). Specifically, calcium and magnesium ions, in the presence of SO[image: image], play an important role in calcium carbonate scaling (Waly et al., 2012; Li et al., 2015). Furthermore, the Cl− ion can react with the Fe2+ ions that are present to create FeCl2. This reacts with dissolved oxygen, generating Fe2O3 and FeCl3, which are strong oxidizing agents of pipes and other equipment (Liang et al., 2013).

The advantages of using this type of microorganism is their ability to efficiently immobilize toxic metals, radionuclides, or ions by precipitation or coprecipitation with CaCO3, dependent on metal valence status and redox potential (Kumari et al., 2016).

Numerous studies have been carried out using Sporosarcina pasteurii in processes of biomineralization and coprecipitation of CaCO3 because it is non-pathogenic and has high urease activity (Whiffin et al., 2007; Achal et al., 2009; Al-Thawadi, 2011). However, studies on alternative species for the hydrolysis of urea are scarce, especially of ecologically relevant species capable of surviving a given remediation site. For these reasons, the search for biotechnologically relevant microbes capable of removing the previously described minerals/elements is of great interest. Here, the bioprospecting of halotolerant ureolytic bacteria from Laguna Salada, the evaluation of the bacterial capacity to precipitate calcium carbonate crystals in freshwater in the presence of calcium ions, and the ability to induce the precipitation of crystals from the different ions present in seawater are evaluated.

This evaluation is our first approximation for using biomineralization processes to pretreat freshwater and seawater to improve the quality for industrial processes, such as pretreatment for reverse osmosis desalination and mineral processing.

MATERIALS AND METHODS

Study Area

The sampling site is located in the water system from Peine village on the south edge of the Atacama Salar, which is formed by three superficially connected lagoons: Salada, Saladita, and Interna. Samples of water and sediments from sites LS1, LS2, and LS3 were collected in June 2014 from Laguna Salada, located at 2,300 meters above sea level (m.a.s.l.) at latitude 23°S and at longitude 68°W in the Chilean Altiplano. The geographical location, altitude, and physicochemical parameters of the points sampled in this site are shown in Table 1.


Table 1. Physicochemical parameters of sampling sites at Laguna Salada.
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Bioprospecting of Ureolytic Bacteria

Environmental samples were taken in sterile plastic tubes and stored at −20°C for further analysis. Five grams of samples were enriched in 50 mL of the following four culture media: TN medium (Tryptone Soya Broth (TSB, DIFCO TM) dissolved in freshwater and supplemented with 35 g/L NaCl), TM medium (TSB dissolved in seawater), LN culture medium (LB (MoBio Lab., Inc.) dissolved in freshwater and supplemented with 35 g/L NaCl), and LM medium (LB dissolved in seawater). For the isolation of cultured halophilic bacteria, the described culture media were prepared on plates with 15 g/L agar (Oxoid); 10 μL of each enriched sample was added and incubated at 30°C until growth was observed. The colony forming units (CFU) were selected according to their morphology and sub-cultured to identify the presence of urease activity.

In order to determine the presence of urease activity, the bacterial isolates were cultured in tubes with Christensen's Urea Agar, modified with 20 g/L NaCl (Atlas, 2010; Arias et al., 2017b). The bacterial isolates were seeded on the agar surface and incubated at 37°C until a coloration change from yellow to pink was observed. Trials were performed in triplicate. Proteus mirabilis was used as a positive control and Escherichia coli JM109 as a negative control.

Identification of Microbial Strains

Genomic DNA was extracted using the Power Soil kit (Mobio Cat. No. 1288-100), according to the manufacturer's instructions. PCR amplification of the rRNA gene was performed using universal primers 27F (5′-AGAGTTTGATCMTGGCTCAG-3′) and 1492R (5′TACGGYTACCTTGTTACGACTT-3′) (Frank et al., 2008). The samples were sequenced at Macrogen Inc. (South Korea). The sequences were edited using FinchTV software version 1.4 (http://www.geospiza.com). The sequences were then assembled using ChromasPro version 1.6 (2012) and analyzed using the BLASTN database (http://www.ncbi.nlm.nih.gov) using the non-redundant GenBank nucleotide collection. The identified bacterial strain sequences were then deposited in GenBank (KX185693, KX185689, KX185695, KX185692, KX185696, KX185685, KX185686, KX185691, KX185687, KX185688, KX185690, KX185684, KX018264, KX018260, KX018261, KX018262, KX018263, KX018265, KX018266, KX018267, KX018268, KX018269, KX018270, KX185694, and KX018271).

Analysis of Nucleotide Sequence and Access Numbers

Evolutionary analyses were conducted in MEGA7.0 using Maximum Likelihood with a bootstrap of 1,000. The model used was General Time Reversible, while the branch swap filter analysis setting used was weak. The tree is drawn to scale, with branch lengths measured in the number of substitutions per site. The nucleotide sequences from this study are available in GenBank (http://www.ncbi.nlm.nih.gov) under access numbers indicated in brackets at the tree in Figure 1.
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FIGURE 1. Molecular phylogenetic analysis by Maximum Likelihood method. The evolutionary history was inferred by using the Maximum Likelihood method based on the General Time Reversible model (Nei and Sudhir, 2000). The tree with the highest log likelihood (−6,288, 2,707) is shown. The percentage of trees in which the associated taxa clustered together is shown next to the branches. Initial tree(s) for the heuristic search were obtained automatically by applying Neighbor-Joining and BioNJ algorithms to a matrix of pairwise distances estimated using the Maximum Composite Likelihood (MCL) approach and by selecting the topology with a superior log likelihood value. The tree is drawn to scale, with branch lengths measured in the number of substitutions per site. The analysis involved 50 nucleotide sequences. Codon positions included were 1st + 2nd + 3rd + Noncoding. All positions containing gaps and missing data were eliminated. There were a total of 1,268 positions in the final dataset. Evolutionary analyses were conducted in MEGA7 (Kumar et al., 2016). The circle corresponds to LS1. The square corresponds to LS2. The triangle corresponds to LS3.



Analysis of Biomineralization Capacity in Water

The strains were grown first in LN medium, with 20 g/L of CaCl2 × 2H2O, and later in LM medium, both with 20 g/L urea. The assays were called the freshwater and seawater biomineralization test, respectively. All assays were performed in triplicate and incubated for 7 days at 30°C and 120 rpm. The pH of the assays was measured daily. At the end of day 7, the concentrations of total carbonates, bicarbonates, calcium, and soluble magnesium were quantified. The medium without bacteria acted as the negative control. The precipitates obtained were washed three times with distilled water and dried for 24 h at 60°C for SEM–EDX and XRD analyses.

Biomass Immobilization in Polyvinyl Alcohol-Alginate Beads

Concentrated cells of B.subtilis strain LN8B were mixed with a 12 and 2% of polyvinyl alcohol solution (Sigma-Aldrich, MW 89,000–98,000, 99% hydrolyzed) and alginic acid (Sigma-Aldrich), respectively, to a final concentration of 4.5 × 109 cells/ml. The mixture was dripped via a peristaltic pump into a sterile solution of 4% CaCl2 × H2O (Merck) and 4% H3BO3 (Merck) for 2 h to form immobilized cell spheres of 0.4 cm diameter. After 2 h, the beads were washed 3 times with sterile distilled water and stored at 4°C until use.

Experiments of Ca2+ and Mg2+ Biomineralization From Seawater (SW) With Immobilized Biomass

The removal studies with immobilized biomass of B.subtilis strain LN8B were performed in 250 mL Erlenmeyer flasks at an incubation temperature of 30°C and constant shaking at 120 rpm for 2 weeks. The concentrations of urea evaluated were 5, 10, 20, and 30 g/L, and the ratio of SW:spheres were of 1:1.

Chemical Analysis

Calcium and magnesium ions were analyzed by atomic absorption spectrophotometry (220FS, Varian), with direct suction. Total carbonates and bicarbonates were measured through acid–base titration (Jagadeesha Kumar et al., 2013).

Ammonium Quantification

As a measure of urease activity, the concentration of ammonium produced from urea hydrolysis was quantified according to the phenol-hypochlorite method (Achal et al., 2009).

SEM–EDX Analyses

Crystal morphology visualization was done using a scanning electron microscope (JEOL model JSM 6360LV) coupled to an X-ray detector (Oxford Inca). The samples were prepared on a carbon tape and covered with gold via sputtering (Denton Desk II). The secondary electron current used was between 10 and 20 kV. The magnification was between 250 × and 5,000 ×. The working distance used was 10 nm, with a spot size between 40 and 55.

XRD Analyses

The XRD analyses were obtained using a diffractometer (Siemens D5000) with a graphite secondary monochromator and CuKα radiation. Data were collected for a 1.0 s integration time in 0.02° 2θ steps at 40 kV and 30 mA. Scanning was from 3° to 70° 2θ. The components of the sample were identified by comparing them with standards established by the International Center for Diffraction Data.

Statistical Analysis

Unless otherwise indicated, the presented data are the means of three independent experiments. The standard deviations of each set of experiments are represented in the corresponding figure (as bars). The comparisons of the mean CaCO3 production between isolated bacteria were conducted to identify statistical significance. This was done using Minitab software version 17.0 (http://www.minitab.com) through unidirectional ANOVA and Dunnett tests or Student's t-test and Tukey test a posteriori. In all cases, comparisons for which p < 0.05 were considered significant.

RESULTS

Bioprospecting of Ureolytic Bacteria

The enrichment of each sample in 4 different media generated a total of 72 enrichment cultures, resulting in 104 colony forming units (CFU) with different appearances, colorations, and morphologies. Twenty-four bacterial isolates demonstrated the ability to hydrolyze urea in the Christensen's Urea Agar assay (23.07% of total isolates). All isolates with ureolytic activity were phylogenetically identified based on their 16S rRNA sequences by BLASTN. 98–100% identity was obtained with species of the Bacillus, Salinivibrio, Halomonas, Pseudomonas, and Porphyrobacter genera (Table 2).


Table 2. Phylogenetic identification of halotolerant ureolytic bacterial strains isolated from Laguna Salada.
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From the isolates with urease activity, 50% are of the Bacillus species, 20.83% are of the Salinivibrio species, and 20% are of the Halomonas species. The TN2A isolate, making up 4.17% of the isolates, is closely related to the Porphyrobacter species, and the TM5DR strain, making up another 4.17%, is Pseudomonas gessardii. These last two had 99% identity. A phylogenetic tree was generated based on the 16S rRNA. The relatedness of the sequences is shown in Figure 1.

Analysis of Biomineralization Capacity in Water

The freshwater biomineralization test was performed with all the isolates, evaluating the total produced carbonates and the pH evolution at the end of the seventh day (Figure 2). All identified strains were capable of forming calcium carbonate crystals. Quantification of the produced carbonates and pH was grouped by bacterial genus. Results showed that the highest concentration in the Bacillus genus was produced by Bacillus subtilis strain LN8B (7,802 ± 0.025 mg/L; pH of 9.07 ± 0.03). This was followed, in descending order, by B.subtilis strain LN13DC (7,547 ± 0.025 mg/L; pH of 8.25 ± 0.03), Bacillus sp. strain LN16CC (7,153 ± 0.087 mg/L; pH of 8.33 ± 0.08), and B.subtilis TN1B (6,834 ± 0.049 mg/L; pH of 9.00 ± 0.04). In the other genera, highlights include Halomonas sp. strain LM12ABN (6,881 ± 0.076 mg/L; pH of 8.83 ± 0.07), Salinivibrio sp. strain LM12ABA (6,871 ± 0.048 mg/L; pH of 9.16 ± 0.04), B.subtilis strain, and Porphyrobacter sp. strain TN2A (6,830 ± 0.019 mg/L; pH of 8.84 ± 0.03). No biomineralization signals or precipitate formations were observed in the controls without bacteria.
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FIGURE 2. The freshwater biomineralization test. pH evolution and calcium carbonate precipitation of bacterial strains belonging to Bacillus genus (A,B), Salinivibrio genus (C,D), Halomonas genus (E,F), and others genera (G,H). Error bars show the standard deviations for three replications per sample. Asterisks indicate significant differences (p < 0.05) among the values. ¥ indicates no significant differences among the values but there being differences with respect to all the other isolates.



Regarding the pH evolution on the seventh day of the bioassay, in most cultures, a direct relationship was observed between higher concentrations of total precipitated carbonate and higher final pH levels reached by B.subtilis strain LN8B. The pH of the negative control remained constant throughout the test at 6.34 ± 0.01.

The strains that precipitated the highest concentration of calcium carbonate (>6 g/L) were selected to perform the seawater biomineralization test (Figure 3). Of the strains evaluated in these conditions, Salinivibrio sp. strain LM12ABA grew to the highest cell density (Figure 3A) (2 × 1010 cells/mL). The pH of the medium increased over time for all strains, with B. subtilis LN8B (Figure 3B), Porphyrobacter sp. strain TN2A, and Halomonas sp. strain LM12ABN showing the highest pH change relative to the control (pH of 7.35 ± 0.10). When evaluating ammonium production as an indirect measure of urease activity, the same trend was observed in these three strains (Figure 3C).
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FIGURE 3. Seawater biomineralization test. Analysis of the ammonium production (A), pH evolution (B), cellular density (C), and ion quantification (D). Error bars show the standard deviations for three replications per sample. “a” indicates significant differences with respect to control for calcium. “b” indicates significant differences with respect to the control for magnesium. “c” indicates significant differences with respect to the control for total carbonates. “d” indicates significant differences with respect to the control for total bicarbonates.



The quantification of total calcium, magnesium, carbonates, and bicarbonates of the seven strains, compared to the control, in the seawater biomineralization test are shown in Figure 3D. The greatest ion biomineralization compared to the control was from calcium (concentration of Ca2+ in the control was 403.33 ± 2.31 mg/L). B.subtilis strain TN1B, Porphyrobacter sp. strain TN2A, Salinivibrio sp. strain LM12ABA, B.subtilis strain LN13DC, and Bacillus sp. strain LN16CC biomineralize Ca2+, decreasing its concentration, on average, by 27.92% after 7 days of bioassay. B.subtilis strain LN8B showed decreases of 98%, and Halomonas sp. strain LM12ABN showed decreases of 92.77%. Magnesium biomineralization—evidenced by decreases in the concentration of Mg2+ in solution in the presence of B.subtilis strain TN1B, Porphyrobacter sp. strain TN2A, Salinivibrio sp. strain LM12ABA, B.subtilis strain LN13DC, and Bacillus sp. strain LN16CC—was only reduced 2.75% compared to the control (concentration of Mg2+ in control was 1300.67±2.31 mg/L). In contrast, the B.subtilis strain LN8B diminished Mg2+ concentrations by 49.32% compared to the control, reaching a final concentration of 659.2 ± 37.5 mg/L, while Halomonas sp. strain LM12ABN decreased Mg2+ concentrations by 7.86%. Concentrations of total carbonates and bicarbonates at the end of the bioassay generated by B.subtilis strain LN8B were 9773.1 ± 386.7 mg/L and 6767.2 ± 512.7 mg/L, respectively. In comparison, Halomonas sp. strain LM12ABN produced 2387.22 ± 130.69 and 4030.12 ± 164.37, respectively (Figure 3D).

Since B.subtilis strain LN8B and Halomonas sp. strain LM12ABN were the strains capable of biomineralizing the greatest amount of calcium and magnesium ions and producing the highest concentrations of total carbonates and bicarbonates. These strains were subjected to a new seawater biomineralization test for 14 days to determine the evolution of ion biomineralization. On the fifth day of the bioassay, B.subtilis strain LN8B, and Halomonas sp. strain LM12ABN biomineralized 97 and 96% of the calcium, respectively (Figure 4). Concerning the biomineralization of magnesium, by the third day of the bioassay, 67 and 63% of Mg2+ was biomineralized by B.subtilis strain LN8B and Halomonas sp. strain LM12ABN, respectively. For both bacteria, a significant increase in pH also happened on the third day of the bioassay, rising from 7.5 to 9.3 (Figure 4).
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FIGURE 4. Evolution of the biomineralization of calcium and magnesium ions in seawater by B. subtilis strain LN8B and Halomonas sp. strain LM12ABN at day 14 of the cultures. Error bars show the standard deviations for three replications per sample.



SEM–EDX and XRD Analysis

The scanning electron micrographs of the precipitates produced by some of the strains in the freshwater biomineralization assays are shown in Figure 5.
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FIGURE 5. Scanning electron micrograph of crystals precipitated in freshwater by B.subtilis strain LM3A (A), B. axarquiensis strain LN7C (B), B.subtilis strain LN8B (C), Salinivibrio sp. strain LM9AA (D), Halomonas sp. strain LM12ABN (E), and P. gessardii strain TM5DR (F).



The precipitates biomineralized by B.subtilis strain LN8B and Halomonas sp. strain LM12ABN in the seawater biomineralization test at the end of the bioassay are shown in Figures 6A,C, respectively. EDX analyses indicated the presence of C, Ca2+, Na+, Cl−, and Mg+ (data not shown). These results were corroborated by XRD (Figures 6B, 7D), indicating that B.subtilis strain LN8B is capable of inducing the precipitation of 33.08% halite (NaCl), 31.35% monohydrocalcite (CaCO3 × H2O), 27.73% struvite (MgNH4PO4 × 6H2O), and 7.84% anhydrite (CaSO4) (Figure 6B). The composition of the biominerals generated by Halomonas sp. strain LM12ABN was 9.40% halite, 66.03% monohydrocalcite, and 24.57% struvite (Figure 6D).
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FIGURE 6. SEM and XRD analysis of the precipitates produced by B.subtilis strain LN8B (A,B) and Halomonas sp. strain LM12AB (C,D). Struvite, monohydrocalcite, and halite were represented by (S), (M), and (H), respectively.
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FIGURE 7. Experiments of Ca2+ and Mg2+ removal from seawater with immobilized biomass of B.subtilis strain LN8B at different concentrations of urea. Evolution of the pH (A), ammonium (B), calcium (C), and magnesium (D) ions at the 15th day of the assay. Error bars show the standard deviations for three replications per sample.



Ca2+ and Mg2+ Removal Capacity From SW at Different Urea Concentrations With Immobilized Biomass of B. Subtilis Strain LN8B

Figure 7 shows the first approximation of the influence of urea concentration on the removal of Ca2+ and Mg2+ from SW with immobilized biomass in a PVA-Al matrix of B. sutilis strain LN8B. It is observed that the urea concentration has no great influence on the pH increase in SW (Figure 7A). The increase in pH as the urea concentration increases does not exceed 9.3 because of the equilibrium of the ammonium buffer. However, under the conditions tested, there is a direct relationship between urea concentration, ammonium production, and removal of the ions of interest (Figures 7B–D). It is also evidenced, as with free cells, that there is a tendency to precipitate Ca2+ ions first, then Mg2+ ions. This trend is also marked because the latter ion has a higher concentration in SW. Finally, the removal of Ca2+ with the immobilized cells reached 100 and 94% for urea concentrations of 20 and 30 g/L, respectively, at 8 days of testing. Removal of Mg2+ reaches 53 and 62% for the same concentrations of urea at 15 days of testing. These values are similar to those observed with free cells and can be optimized, for example, by increasing the cell concentration in the PVA-Al beads.

DISCUSSION

Bacterial Biodiversity With Urease Activity From Laguna Salada

The biomineralization process through bacterial urea hydrolysis is one of the studied mechanisms that has a great potential to produce various biomaterials at high concentrations in short periods of time (Bachmeier et al., 2002; Al-Thawadi, 2011). Particularly, urease activity is widely distributed in organisms present in the water and soil (Burbank et al., 2012). Lloyd and Sheaffe (1973) estimated that only 17–30% of aerophilic, microaerophilic, and anaerobic microorganisms are capable of hydrolyzing urea. However, various studies have identified ureolythic bacteria in different environments, including Acinobacter sp. (Sanchez-Moral et al., 2003), Deleyahlophila (Rivadeneyra et al., 1996), E. coli (Bachmeier et al., 2002), and Myxococcus xanthus (Holt et al., 1993; González-Muñoz et al., 2000). In our study we demonstrate the selection of halotolerant bacteria with ureolytic activity from Laguna Salada in the Atacama Desert. Specifically, 24 bacterial isolates demonstrated the ability to hydrolyze urea in the Christensen's Urea Agar assay (23.07% of total isolates). All isolates with ureolytic activity were phylogenetically identified based on their 16S rRNA sequences by BLASTN. 98–100% identity was obtained with species from the Bacillus, Salinivibrio, Halomonas, Pseudomonas, and Porphyrobacter genera (Table 2).

Bacillus bacteria are widely distributed in natural environments and have been widely described for their ability to precipitate calcium carbonate (Castanier et al., 2000; Hammes et al., 2003), which coincides with 50% of the isolates in this study. Its easy cultivation and ability to absorb heavy metals and biomineralize calcite have made this genus one of the most promising for biomineralization as a biotechnological tool for the construction industry and bioremediation (Phillips et al., 2013; Zhu and Dittrich, 2016). It was also possible to determine that there are different strains of the same bacterial species, which have distinctly evident characteristics.

Knorre and Krumbein (2000) described bacteria isolated from freshwater, marine, and hypersaline environments as being capable of precipitating carbonates. However, there are differences in the mineralogy of precipitates that depends on the species of halophilic bacteria involved (Ferrer et al., 1988; Rivadeneyra et al., 2006). Halophilic bacteria, such as Halomonas and Salinivibrio, have been reported to precipitate calcium, magnesium carbonates, and phosphates by bypassing the inhibitory effect of high Mg2+ ion concentrations in bacteria-mediate precipitation of CO[image: image] (Raz et al., 2000; Rivadeneyra et al., 2006). In addition, one of advantages of using halophilic bacteria is their low potential for pathogenicity (Stabnikov et al., 2013).

Biomineralization Applications in Seawater

In recent years, freshwater consumption has reached critical levels in Northern Chile, as they have around the world. Industrial use places great pressure on this resource, especially in arid areas where there is a shortage of freshwater resources. Desalinated and non-desalinated seawater hold a real alternative for sustained industrial development in these regions. However, its use has disadvantages, mostly due to problems with chemical composition and high concentrations of calcium and magnesium ions, which have a negative effect on reverse osmosis plants and other industries, such as copper and molybdenum mining.

All bacteria with urease activity described in this study can precipitate calcium crystals from ions present in seawater in different percentages and times. In biomineralization tests in seawater, Bacillus subtilis and Halomonas sp. were able to biomineralize both calcium (96–97%) and magnesium (63–67%) ions over 14 days of testing. SEM–EDX and XRD analyses determined that both bacteria induce the formation of 9–33% halite (NaCl), 31–66% monohydrocalcite (CaCO3 × H2O), and 24–27% struvite (MgNH4PO4 × 6H2O). Additionally, B.subtilis induces the formation of 7% anhydrite (CaSO4).

These results suggest that bacterial ureolytic metabolism in culture media produces the necessary conditions to induce heterogeneous calcium carbonate crystallization (Whiffin et al., 2007; Stabnikov et al., 2013). Le Corre et al. (2009) and Pastor et al. (2008) described how calcium interferes with struvite formation, inhibiting the reaction by blocking active struvite growth sites and competing for orthophosphate to form calcium phosphate. Given that the highest percentage of calcium is removed from the solution in the first 3 days of culture (84%), this would permit the subsequent precipitation of magnesium through struvite formation. Struvite precipitation depends on different other factors, such as pH, the Mg2+:NH[image: image]:PO[image: image] molar ratio, concentrations of potentially interfering ions, and ionic strength (Desmidt et al., 2013). The ability to form struvite is not widely described in nature (Laiz et al., 2009). Rivadeneyra et al. (1983, 1992b) have described struvite precipitation by Pseudomonas, Flavobacterium, Arthrobacter (Rivadeneyra et al., 1983, 1992a,b), and Chromohalobacter species (Rivadeneyra et al., 2006). Also, Sánchez-Román et al. (2007) found that moderately halophilic gamma-proteobacteria, including Halomonas spp., Salinivibrio costicola, Marinomonas communis, and Marinobacter hydrocarbonoclasticus, precipitate struvite.

Additionally, several authors have found that an increase in pH, as a result of the metabolic activity of the bacteria, provides the necessary ions for the formation of minerals, e.g., NH[image: image] and PO[image: image] for struvite or CO[image: image] for carbonates (Sánchez-Román et al., 2007; Silva-Castro et al., 2013). This clearly demonstrates that bacteria do not act simply as a nucleation site for biomineralization but, rather, act as active mediators in the process (Sánchez-Román et al., 2007; Silva-Castro et al., 2013).

According to the results determined in the biomineralization tests, the biomineralization of B.subtilis strain LN8B and Halomonas sp. grown in the seawater biomineralization test have a tendency to form calcium crystals. This is followed by the biomineralization of magnesium crystals. This could be because the Ca2+ ion is adsorbed more frequently than the Mg2+ ion on the negatively charged cellular envelope of the bacteria, which has a greater power for ionic selectivity (Rivadeneyra et al., 1998; Silva-Castro et al., 2013). Liquid media and high salt concentrations seem to favor the formation of monohydrocalcite. In this context, our results are consistent with those described by Rivadeneyra et al. (2004), who found that, in the cultures of Halobacillus trueperi, monohydrocalcite is precipitated only in liquid media with high salt concentrations. Our results are different from those previously described by Rivadeneyra et al. (1991), which indicated that the presence of magnesium ions may prevent the precipitation of calcium carbonate crystals. This is because the inhibitory effect of magnesium mostly affects non-halotolerant, rather than halotolerant, bacteria (Rivadeneyra et al., 2006; Delgado et al., 2008).

The use of free bacterial cells for the removal of Ca2+ and Mg2+ from SW may not be fully feasible due to the need for a further separation of the biomass suspended from SW or due to low cell viability when faced with mechanical changes (Khoo and Ting, 2001). However, one of the main advantages of immobilized enzymes or microorganisms is that they can be used in continuous flow reactors because of their importance in industrial applications (Moynihan et al., 1989). The results obtained with B.subtilis LN8B immobilized in spheres of PV-Al, including urea and without LB, demonstrated the removal of 100% of Ca2+ at 8 days of testing and the removal of 62% of Mg2+ at 15 days. These values are similar to those observed in the free cell assays (Figures 4, 7). Unlike in our study, it had only been known that the partially purified S. pasteurii (previously Bacillus pasteurii) urease was immobilized in polyurethane (PU) foam to compare the efficacy of calcite precipitation between the free and immobilized enzymes. The immobilized urease showed higher Km and lower Vmax values, which were reflected by slower overall calcite precipitation (Bachmeier et al., 2002). According to Bachmeier et al. (2002), the increase in pH is due to the presence of ammonium ions in the medium. This, in turn, is a consequence of the hydrolysis of urea accelerating the biomineralization rate of calcite, even with the immobilized enzyme. The biomineralization assays with B.subtilis LN8B immobilized in PV-Al spheres show that the interaction between ions and the surface of the bacteria would not be essential for the formation of calcite, in our case. However, it was not feasible to evaluate the distribution of the bacteria in the spheres, which does not allow for ruling out a feasible interaction. On the other hand, PV-Al is a water-soluble polymer that acts as a colloid mainly used for the active release of detergents and agrichemicals. This allows the interaction between the bacteria and the surrounding medium.

CONCLUSIONS

Calcium biomineralization has only been tested through urea hydrolysis in freshwater and biomineralization in seawater from the ions present. These tests only allow us to improve water quality with respect to these ions, but biomineralization has not been tested in other types of water with other types of ions or contaminants, such as heavy metals or radionuclides.

Through the exploration of the bacterial capacity to precipitate calcium and magnesium ions from SW, it has been demonstrated that B.subtilis strain LN8B and Halomonas sp. strain LN12ABN have the biomineralization capability to precipitate these ions. The bacterial metabolism of both bacteria induces the formation of calcium biominerals (such as monohydrocalcite and anhydrite) and magnesium biominerals (such as struvite) from the ions present in SW. Additionally, Halomonas sp. LN12ABN formed 9% halite and B.subtilis formed 33%.

Despite the success in the search for bacteria able to precipitate calcium and magnesium from SW, the components needed to optimize the precipitation of these ions, the design of a bioreactor to pretreat the SW, and the means of immobilizing bacteria in a matrix that increases their survival and efficiency in ion removal are currently still under study. However, the positive results of these preliminary experiments certainly justify further development of the process.

Finally, this study reinforces the application of biomineralization mediated by bacteria as a biotechnological tool to improve the quality of SW for industrial processes and, alternatively, as reverse osmosis pretreatment.
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The Atacama Desert is a highly complex, extreme ecosystem which harbors microorganisms remarkable for their biotechnological potential. Here, a soil bacterial prospection was carried out in the high Altiplano region of the Atacama Desert (>3,800 m above sea level; m a.s.l.), where direct anthropogenic interference is minimal. We studied: (1) soil bacterial community composition using high-throughput sequencing of the 16S rRNA gene and (2) bacterial culturability, by using a soil extract medium (SEM) under a factorial design of three factors: temperature (15 and 30°C), nutrient content (high and low nutrient disposal) and oxygen availability (presence and absence). A total of 4,775 OTUs were identified and a total of 101 isolates were selected for 16S rRNA sequencing, 82 of them corresponded to unique or non-redundant sequences. To expand our view of the Altiplano landscape and to obtain a better representation of its microbiome, we complemented our Operational Taxonomic Units (OTUs) and isolate collection with data from other previous data from our group and obtained a merged set of OTUs and isolates that we used to perform our study. Taxonomic comparisons between culturable microbiota and metabarcoding data showed an overrepresentation of the phylum Firmicutes (44% of isolates vs. 2% of OTUs) and an underrepresentation of Proteobacteria (8% of isolates vs. 36% of OTUs). Within the Next Generation Sequencing (NGS) results, 33% of the OTUs were unknown up to genus, revealing an important proportion of putative new species in this environment. Biochemical characterization and analysis extracted from the literature indicated that an important number of our isolates had biotechnological potential. Also, by comparing our results with similar studies on other deserts, the Altiplano highland was most similar to a cold arid desert. In summary, our study contributes to expand the knowledge of soil bacterial communities in the Atacama Desert and complements the pipeline to isolate selective bacteria that could represent new potential biotechnological resources.
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INTRODUCTION

Soils are an extraordinarily diverse microbiome (Torsvik and Øvreås, 2002; Philippot et al., 2013). Microorganisms harbored in these environments have crucial roles in plant growth promotion and nutrient cycling (Fierer, 2017). Among, the Atacama Desert is often considered one of the harshest soil environments, displaying a spectrum of variables make it an extreme environment (Costello et al., 2009). It is the most arid desert on Earth (Gómez-Silva et al., 2008), it exhibits severe day-night temperature fluctuations (McKay et al., 2003; Azua-Bustos et al., 2012), and the highest UV radiations ever measured on Earth (Piacentini et al., 2003; Cordero et al., 2014), these environmental conditions are exacerbated in the highlands from the Altiplano region of the Atacama Desert.

The Andean Altiplano is a volcanic-sedimentary plateau located between 28 and 24°S with an average altitude of 4,000 m a.s.l. This environment is the second highest Altiplano region on Earth and is characterized by low mean annual temperature (<10°C) and precipitation (<170 mm), making it a cold arid environment within the Atacama Desert (Díaz et al., 2016).

Extremophile microorganisms that exist in environmental conditions like the Atacama arid highlands have unique metabolic capacities and/or physical structures which allow them to survive in these oligotrophic conditions (Tse and Ma, 2016). It is intriguing to understand how these microorganisms use various substrates and metabolic pathways to endure and how this undiscovered chemical diversity could be used for biotechnological applications (Bull and Asenjo, 2013).

Microbial communities in the soils of the Atacama Desert have been well-studied, because this region is considered the dry edge for life (Azua-Bustos et al., 2012; Azua-Bustos and González-Silva, 2014) and for its similarities with the soils of Mars (Navarro-González et al., 2003). The annual output of research publications on Atacama microbiology increased 10-fold during the last decade, reflecting an increasing interest in both fundamental and applied topics (Bull et al., 2016, 2018). However, most of the analyses have been performed with the use of molecular-genetic methods, and the study of isolates has mainly centered on members of the taxonomically distinct Streptomyces clade isolated from the Atacama Desert (Okoro et al., 2009; Rateb et al., 2011; Schulz et al., 2011; Goodfellow et al., 2017). Also, the studies mentioned have been mainly performed in soils from the lower parts of the Desert. Little is known about the diversity of bacterial communities associated with the Andean highlands (Lugo et al., 2008; Ferrero et al., 2010; Jorquera et al., 2016; Menoyo et al., 2017), which is precisely what we aim to uncover. We hypothesize that bacterial communities harbored in the highlands from the Atacama Desert display new candidates with biotechnological potential. To achieve our aim, we performed a soil bacteria prospection of three sites in the Atacama Desert highland and then tested the isolates for plant growth proportion properties (PGP) to evaluate the biotechnological potential harbored in this extreme environment.

The sampling sites of this study were between 3,800 and 4,500 m a.s.l., in the Altiplano highlands, nested below the Lascar Volcano. Lascar is the most active volcano of the northern Chilean Andes, with frequent small to medium eruptions and sporadic explosive events accompanied by ash rain extending over wide areas in Chile (Risacher et al., 1999; Tassi et al., 2009). Despite its extreme conditions, a diverse group of bacteria have been found to reside in the Lejía Lake, located at the base of Lascar Volcano (Demergasso et al., 2010; Mandakovic et al., 2018a). Thus, Altiplano highlands, especially close to the permanent influence of chemical components generated by volcano activity, constitute a relevant model to investigate how organisms adapt to live under particular extreme conditions.

As a first approach, we carried out a soil bacterial prospection using NGS technology to examine the bacterial community present in the Altiplano highland (>3,500 m a.s.l.) in the central region of the Atacama Desert. Once bacterial metabarcoding data was acquired, we evaluated bacterial culturability, using a soil extract medium (SEM) (Mandakovic et al., 2018a) under a factorial design of three factors: contrasting temperatures (15 and 30°C), nutrient contents (high and low nutrient disposal) and oxygen availability (presence and absence).

In the course of this study we uncovered part of the microbial biodiversity using these two different approaches. The combination of cultivation techniques coupled with high throughput sequencing allowed us to describe the microbial landscape of the high altitude areas of the Atacama Desert, and also to recover a part of the culturable fraction of the microorganisms inhabiting this natural extreme habitat.

Taxonomic comparisons between culturable microbiota and metabarcoding data showed overrepresentation and underrepresentation of different taxa that could grow in culture, revealing several candidates that may provide support for the biotechnological applications of soil bacteria species living in a stressful environment that is highly challenging for life.

MATERIALS AND METHODS

Site Description, Sample Collection and Processing

The sampling sites were located in highlands of Altiplano region of the Atacama Desert (between 23°30′0.0″S 67°41′24.0″W and 23°19′42.8″S 67°47′56.0″W), located between 3,870 and 4,480 m a.s.l. Soil samples were obtained from two sampling sites: upper highland (4,480 m a.s.l.) and lower highland (3,870 m a.s.l.). Upper and lower highlands correspond to the TLT01 and TLT08 sites, respectively, of the Talabre-Lejía Transect (TLT; Díaz et al., 2016). Samples were taken in April, 2014, and again on April, 2017. Mineral soil samples (~200 g each) were randomly obtained in sterility between 5 and 10 cm deep in the soil and were used for the metabarcoding analysis, preparation of Soil Extract Medium (SEM), bacterial isolation and for physicochemical analyses. This depth was chosen as it has minimum effect of superficial phenomena like wind and rain with the highest microbial diversity (Eilers et al., 2012). Samples were kept at 4°C for isolate culture and −20°C for metabarcoding, and transported to the laboratory, where they were kept at the same temperature and processed a few days after sampling.

Local Environmental Measurements and Soil Physicochemical Analyses

Soil physicochemical characteristics, pH and electrical conductivity were retrieved from Mandakovic et al. (2018a,b). Furthermore, environmental mean annual temperature (MAT) and mean annual precipitation (MAP) of each site were taken from Díaz et al. (2016). Solar radiation was measured using the in situ insolation sensor S-LIB-M003 (Table 1).


Table 1. Average climatic and soil characteristics of the sites included in this study.
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Soil DNA Extractions and Sequencing

Soil DNA was extracted according to Mandakovic et al. (2018a) with some modifications. Total DNA from soils was extracted from 10 g of each sample using the NucleoSpin® Food kit (Macherey-Nagel), following the manufacturer's instructions, and the CTAB extraction buffer published by Zhou et al. (1996). Microbial 16S rRNA genes were amplified according to Mandakovic et al. (2018b) without modifications. DNA libraries were constructed following the TruSeq DNA sample preparation (Illumina, USA) protocol. Sequencing was performed by MrDNA Next Generation Sequencing Service Provider (Shallowater, Texas, USA) on an Illumina MiSeq platform in an overlapping 2 × 300 bp configuration, to obtain a minimum throughput of 40,000 sequences (reads) per sample.

Metabarcoding and Isolate Complementary Data

In order to obtain a broader representation of the highland microbial community, the data obtained in this study was complemented with metabarcoding data and isolate collection from Mandakovic et al. (2018a,b). Metabarcoding data from TLT8 and Lejía Lake shore were taken from Mandakovic et al. (2018a,b) respectively, and merged with the data of TLT1 obtained in this study. To represent the Lejía Lake shore soil among the isolates collection, we included the bacterial isolates recovered by Mandakovic et al. (2018a) in this study as well.

Processing of Illumina Sequence Data

Microbial 16S rRNA raw amplicon sequences were processed and analyzed following previously described protocols (Dowd et al., 2008; Handl et al., 2011). Briefly, sequences were joined (overlapping pairs) and depleted of barcodes. Then, sequences <150 bp or with ambiguous base calls were removed. Sequences were filtered using the USEARCH clustering algorithm at 4% sequence divergence to remove chimeras and clusters consisting of only one sequence (i.e., singletons) (Edgar, 2010; Edgar et al., 2011). Finally, sequences were quality filtered with Mothur v.1.22.2 (Schloss et al., 2009) with the minimal quality average set to 30.

Accession Numbers

All 16S rRNA gene sequence data used in this study are deposited in the Sequence Read Archive (SRA) of the National Center for Biotechnology Information (NCBI) under the BioProject accession number PRJNA489888.

Sequence Analysis and Taxonomic Identification Using the Silva Database

Following Mandakovic et al. (2018b), sequences were analyzed with the software Quantitative Insights Into Microbial Ecology (QIIME v1.8.0; Caporaso et al., 2010). We used QIIME script “pick_closed_reference_otus.py” to extract all 16S rRNA reads from the amplicon data that matched Silva r16S database (Quast et al., 2012) (release 132) at 97% similarity or 3% divergence, with the taxonomy of the resulting Operational Taxonomic Units (OTUs) assigned directly from the closest reference sequence match. The OTU picking process was done with USearch v6.1.544 (Edgar, 2010; Edgar et al., 2011) using QIIME default parameter values (-s 0.97 –z True –max_accepts 1 –max_rejects 8 –word_length 8 –minlen 64 –usearch61_sort_method abundance). OTUs unassigned or assigned to mitochondria and chloroplasts were removed.

Alpha Diversity Analysis

We calculated alpha OTU diversity by randomly sub-sampling (without replacement) each soil sample using the alpha_rarefaction.py script in QIIME. The Chao1, Shannon, Faith's phylogenetic diversity (PD) and Evenness indices were calculated, along with the observed number of OTUs. Rarefaction curves for each of these metrics were obtained by serial subsampling in increments of 4,199 sequences and 10 iterations per increment, to a standardized 42,000 sequences per sample.

Factorial Culture Design

For culture experiments, Soil Extract Medium (SEM) was used and prepared according to Mandakovic et al. (2018a). Briefly, SEM was prepared by mixing agar with the water soluble portion of the soil from the sampling sites, supplemented with Fungizone (2.5 μg/ml). This medium was either: (1) supplemented with Lysogeny Broth (LB-SEM; 10 g/l Bacto Tryptone (BD), 5 g/l Yeast Extract (BD), 10 g/l NaCl); or (2) supplemented with Diluted Lysogeny Broth (10% LB-SEM; 1 g/l Bacto Tryptone (BD), 0.5 g/l Yeast Extract (BD), 1 g/l NaCl). The pH of these media was adjusted to pH 7. Each medium was incubated in a combination of 2 conditions: temperature (15 or 30°C) and oxygen availability (aerobic or anaerobic conditions). This factorial design of three factors returned the eight conditions used in this study, and offered a wider range of conditions that the highland environment displayed, to isolate a higher diversity of soil bacteria.

Isolation and Identification of Unique Bacteria

Collected samples were passed through a sterile 2 mm sieve for homogenization. To obtain soil bacterial isolates from the Altiplano region of the Atacama Desert, 1.5 g of sieved-homogenized soil was solubilized in 2 mL sterile PBS for 2 h. Tubes were then centrifuged for 5 min at 500 rpm and 100 μl of supernatant were plated in triplicate and cultured for 2 weeks in the combination of conditions previously described. A total of 101 morphologically different colonies were isolated. Bacterial DNA from these isolates was extracted and purified using the DNeasy Blood & Tissue Kit for DNA (Qiagen). The 16S rRNA genes were amplified by PCR using the primers 27F (5′-AGA GTT TGA TCA TGG CTC AG-3′) and 1492R (5′-CGG TTA CCT TGT TAC GAC TT-3′) according to Mandakovic et al. (2018a). PCR products were visualized in 2% (w/v) agarose gel electrophoresis in Tris-acetate-EDTA (TAE) buffer (1X) and stained with ethidium bromide. PCR products were purified and sequenced by Macrogen (Macrogen Corp., Maryland, USA). Forward and reverse sequences were assembled in a single contig using the Contig Assembly Program in the Bioedit software. The phylogenetic classification of these sequences was determined using the RDP database tools (Cole et al., 2014). Sequence identity was then determined comparing the 16S sequence of all the isolates obtained using the TaxonDC software (Tarlachkov and Starodumova, 2017). Those exhibiting higher than 99% sequence similarity and also identical morphological features were collapsed to one.

16S rRNA Phylogenetic Analysis

For phylogenetic analyses of the unique 16S rRNA sequences recovered, reference species sequences and outgroups were obtained from the Silva database. Sequences were aligned using the MAFFT v7.313 software using the default (FFT-NS-2) algorithm and subsequently trimmed and realigned using the G-INS-I algorithm. Phylogenetic trees were constructed using MEGA7 software with the following settings: Maximum likelihood tree, Tamura-Nei model, with 1,000 bootstrap replications. The trees were visualized and annotated using the FigTree Software1.

Determination of Biotechnological Applications

Bacterial isolates were taxonomically matched to known species using the RDP database (Supplementary Table 1). They were studied in depth in order to describe their biotechnological potentials by literature search using the NCBI Pubmed database. The main keywords used were the “genus” and “species” assigned for each isolate, and the keyword “review” was added when more than 200 results were retrieved with the aforementioned keywords (e.g., “Streptomyces vinaceus,” “Bacillus megaterium review”). Articles were taken into account if they declared any kind of biotechnological potential information in their abstract. Functions described in published articles were classified as: “Biomedical potential,” “Bioremediation,” “PGP,” “Agricultural potential,” “Food industry potential,” “Pharmaceutical Industry potential,” among others.

Identification of Plant Growth-Promoting (PGP)

To classify the isolates as plant growth-promoting (PGP), we evaluated 5 attributes (siderophore production, Indole Acetic Acid (IAA) production, nitrogen fixation, 1-Aminocyclopropane-1-Carboxylate (ACC) deaminase activity and phosphate solubilization), each with different selective culture media. Siderophore production was detected using the method described by Schwyn and Neilands (1987). Using chromeazurol agar (CAS), bacterial colonies that exhibited a yellow halo after proliferation were classified as positive for siderophore production. IAA production was assessed using a colorimetric method. Bacterial isolates were cultured in TSB media supplemented with 0.1% L-tryptophan as the precursor for IAA. Using Salkowski's reagent (Mohite, 2013), TSB media acquires color depending on the IAA concentration, which is then compared to a standard curve of Indole-3-acetic acid (Merck®) ranging from 5 to 180 μg/ml. Nitrogen fixation was determined using Nitrogen-Free Medium (NFM). Isolates were incubated for 7 days, and bacterial proliferation was evidence of atmospheric nitrogen fixation (Grobelak et al., 2015). ACC deaminase activity was measured by culturing bacteria with 3 mM of 1-Aminocyclopropane-1-carboxylic Acid (ACC; Merck®) as the sole source of nitrogen (Penrose and Glick, 2003). The phosphate-solubilizing ability was determined by the presence of a halo surrounding colonies in Pikovskayas Agar medium after 4 days of cultivation at 30°C (Ahmad et al., 2008).

RESULTS

Sampling Location and Soil Characterization

The highland sampling sites used in this study were Altiplano soils defined as the upper highland (TLT1: 4,480 and LLS: 4,314 m a.s.l.) and the lower highland (TLT8: 3,870 m a.s.l.). Physicochemical features of each site are displayed in Table 1. Average physicochemical features of the sampled soils were: electric conductivity (mS/cm) 0.8 ± 0.6, pH 6.2 ± 1.3, MAT was 5.5°C, MAP 118.5 mm, 0.16% C and 0.01% N. The solar radiation reported by the insolation sensor station at 4,090 m a.s.l. was 960 W/m2. According to the MAP value, highlands from the Atacama Desert are classified as an arid environment, less arid than the Atacama hyper-arid core at 2,500 m a.s.l. Considering the high altitude of the Lascar Volcano, this area is seasonally covered by snow, which contributes to decrease the MAT and increase MAP. Also, according to Díaz et al. (2016) the highest plant coverage (%) is reached at 4,000 m a.s.l. a feature that is probably driven by the higher MAP of this highland environment.

Bacterial Community Composition and Diversity Analysis

To identify the complete bacterial community (microbiome) present in the soil, we used NGS technologies to sequence the 16S rRNA gene directly from the environment. A total of 417,671 good quality (clean) reads were obtained, of which 151,245 were classified in a 16S rRNA sequence (mapped reads). The total number of different OTUs recovered from soil microbiome were 9,961, with only 1,211 (12,2%) containing >80% of the relative abundance, showing a typical power law distribution pattern found in most soil microbial communities (Bailey et al., 2013). After applying a quality filter of 0.005% of the total read abundance, the number of OTUs was reduced to 4,775. The minimum taxonomic level assigned to each OTU was phylum; 53.3% were assigned to genus and 6.6% to species.

Soil bacterial community alpha diversity was calculated as indicated in material and methods. We obtained Shannon diversity values of 9.5 ± 0.0 in the upper highland, 10 ± 0.0 in the lower highland and 6.7 ± 0.0 for Lejía Lake shore. The estimated richness values (Chao1) were 7,324.7 ± 88.3 for the upper highland, 8,351.5 ± 149.5 for the lower highland and 3,212.4 ± 43.5 for Lejía Lake shore. The mean diversity (H') of the highland was 8.8 ± 0.0 and the mean richness (Chao1) was 6,296.2 ± 93.8. Soil bacterial diversity appeared to be responding positively to altitude, since we obtained higher diversity values in upper highland sampling sites. It appears that lake soil limits the diversity because it is located at the same altitude than the upper highland but harbors less diversity levels.

A total of 37 bacterial phyla were found in these soil samples, Proteobacteria (36.52%) being the most abundant (dominant), followed by Acidobacteria (20.82%), Actinobacteria (17.42%), and Bacteroidetes (5.93%). Of the 4,775 OTUs, 2,547 were identified to genus, representing 480 different genera (Supplementary Figure 1).

Characterization of Culturable Bacteria

The community characterization allowed us to have a vision of the bacterial community inhabiting highlands from the Altiplano region of the Atacama Desert. Nevertheless, since bacterial physiological characterization is primarily achieved in culture, we applied culture-based approaches that simulated the natural conditions and permitted the identification of the complete set of bacteria recovered in culture. To accomplish this, we used several culture conditions, described in methods. These culture conditions were proposed to cover a wide range of bacterial growth conditions and isolate a high variety of microorganisms, and the use of SEM intended to generate a medium that could represent many qualities encountered in Altiplano soils by using the nutrients present in the water-soluble fraction obtained directly from the soil.

About 1,000 bacterial isolates were recovered from the initial culture, from which 101 were selected as morphologically unique. The 16S rRNA of these isolates was sequenced and their sequence similarity was evaluated using the TaxonDC software in order to collapse identical sequences. From the 101 isolates, a total of 82 were then selected as unique phylotypes by their 16S rRNA gene sequence and morphological features. Isolates recovered by Mandakovic et al. (2018a) (n = 11) were added to this pool of 82 isolates. Further analyses of phyla abundance were determined with the 93 bacterial isolates recovered in the Altiplano highland (Supplementary Table 1).

Culturing revealed four phyla present in the soil bacterial community (Figure 1). The most abundant was Firmicutes (46.2%), followed by Actinobacteria (43%), Proteobacteria (8.6%), and Bacteroidetes (2.2%). These four phyla comprised 14 genera: the most abundant were Streptomyces, Bacillus, and Arthrobacter (Table 2). Interestingly, we isolated one member of the genus Variovorax, which has only seven other species described in its group.


[image: image]

FIGURE 1. Phylogenetic tree of the bacterial isolates recovered from the highlands of the Atacama Desert. Colors from the inner circle represent the phyla and genera of the bacterial isolates: Proteobacteria (green color range), Firmicutes (blue color range), Actinobacteria (orange color range), and Bacteroidetes (yellow); label color represents the isolation site: Lejía Lake (red), TLT1 (green), and TLT8 (blue). Synechocystis was used as outgroup and marked in black. The tree was constructed using the MEGA7 software and edited with the FigTree software.




Table 2. Isolates categorized by their genus assigned by 16S rRNA similarity index and isolated location.
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Contrary to what could be expected, not all 14 genera recovered by culture were identified by NGS. Though, only 4 genus were not recovered: Carnobacterium, Chryseobacterium, Hymenobacter, and Rhodococcus, they only represented 6 isolates. The culturable strategy recovered the same most dominant phyla found in the metabarcoding analysis (Proteobacteria, Actinobacteria, and Firmicutes). However, these phyla were represented in different proportions in the NGS results: the proportion of Actinobacteria was 2.5 times higher in culture and Firmicutes was 20 times higher than NGS. On the contrary, the culture dependent identification recovered four times less Proteobacteria than NGS. Moreover, no isolation of any Acidobacteria was accomplished.

Putative Biotechnological Potential

Bacterial isolates taxonomically identified to putative species using the RDP database (Supplementary Table 1) were studied in depth to describe their biotechnological potential using the NCBI Pubmed database. The most abundant categories of biotechnological potential found were Biomedical, Bioremediation and PGP (Table 3). Most genera evaluated had at least one species linked to the three most abundant categories, e.g., Bacillus, Microbacterium, Paenibacillus, Rhodococcus, Stenotrophomonas, and Streptomyces. However, Arthrobacter, Halomonas, Pseudomonas, and Variovorax, have only been described as potential PGP or to be involved in bioremediation. The genus Bacillus has been linked mostly to PGP, while the genus Streptomyces has generally been described as well-known antibiotic producers. Proportionately, Rhodococcus and Stenotrophomonas were the genera with more biotechnological features described in journal articles (Figure 2). Therefore, isolates from these genera are more likely to have the most biotechnological features.


Table 3. Most prevalent biotechnological capabilities among the 93 isolates according to the literature.
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FIGURE 2. Maximum-likelihood tree of some of the bacterial genera that exhibited the highest number of biotechnological features. (A) Rhodococcus and (B) Stenotrophomonas. Blue and green labels represent complete (available at NCBI) and incomplete (partial sequences available at NCBI) genomes, red labels represent isolates recovered in this study and black labels represent the outgroups.



The isolates obtained in this study were identified in terms of their 16S rRNA sequence and a putative species affiliation was assigned to each isolate based on the RDP database's Sequence Match algorithm. For the 93 isolates, 43 potential species were assigned. The isolation source of the representative strain for each isolated species was determined using the Global Catalog of Microorganisms (gcm.wfcc.info). Out of the 43 potential species, 40 were obtained from soil, rhizosphere or plants. The other 3 species were isolated from scleromata (Arthrobacter scleromae), airborne (Hymenobacter aerophilus), and food (Carnobacterium sp.), indicating a potential new source of species isolation. However, the assigned species were not corroborated by DNA-DNA hybridization, GC content or fatty acid profile, meaning that we cannot reach a definitive species identity.

Nevertheless, most of the bacterial references were isolated from soil and had biotechnological potential capabilities reported in NCBI. An in silico exploration was carried out in NCBI, and the most common potential capabilities recovered were: Biomedical, Bioremediation, and Plant Growth Promotion (Table 2).

Biochemical Characterization of Bacterial Isolates

We screened 12 of our isolates for PGP activities (Supplementary Table 2); 12 of them were positive to at least 1 of the conditions tested, making them potentially PGP bacteria. Among these 12 isolates, none of them showed all the essayed PGP activities, nine correspond to siderophore producers (Planococcus sp. ALS8, Planococcus sp. ALS7, Streptomyces sp. ALS6, Microbacterium sp. CGR2, Bacillus sp. ALS1, Pseudomonas sp. ASTS4, Stenotrophomonas sp. APUS31, Paenibacillus sp. APUS6, Bacillus sp. AVS49), two solubilized phosphate (Microbacterium sp. CGR2, Bacillus sp. ALS1), six were potential nitrogen fixers (Bacillus sp. APUS41, Pseudomonas sp. ASTS4, Stenotrophomonas sp. APUS31, Paenibacillus sp. APUS6, Bacillus sp. AVS49, Rhodococcus sp. APUS4), four possessed ACC deaminase activity (Streptomyces sp. ALS6, Bacillus sp. APUS41, Pseudomonas sp. ASTS4, Bacillus sp. AVS49) and five were auxin producers (Bacillus sp. APUS41, Pseudomonas sp. ASTS4, Paenibacillus sp. APUS6, Arthrobacter sp. AVS27, Bacillus sp. AVS49). The strongest PGP potential was predicted in two isolates belonging to the genus Pseudomonas and Bacillus. PGP distribution across the different isolates revealed that the Bacillus sp. AVS49 and Pseudomonas sp. ASTS4 had the highest number of PGP potential activities, with four PGP potential traits, followed by and Paenibacillus sp. APUS6 with three different PGP potential traits.

DISCUSSION

Current interest in terraforming Mars has led to a series of studies of the “Mars-like” Atacama Desert (Bull et al., 2018). Formerly presented as the “dry limit of microbial life” (Navarro-González et al., 2003), the desert soil was considered devoid of living organisms. Today, however, bacterial organisms from the Atacama Desert have gained interest from the scientific community for their ability to survive and thrive in this extreme environment, and the biotechnological potential they harbor (Connon et al., 2007; Escudero et al., 2007; Lester et al., 2007; Cabrol et al., 2009; Demergasso et al., 2010; Neilson et al., 2012; Crits-Christoph et al., 2013; Idris et al., 2017).

The environment studied displayed unique features within the Atacama Desert biotope. It is arid, but not hyper-arid, because of the high average MAP of all the sites studied, making it more diverse for microbial communities than other sites, like the hyper-arid core of the Atacama Desert (Neilson et al., 2017). Because of the higher MAP values it also displays the highest plant coverage in the altitude gradient of the Atacama Desert landscape (Díaz et al., 2016). Given the altitude, it displays lower MAT than the hyper-arid core, located at 2,500 m a.s.l (Crits-Christoph et al., 2013). These features make the studied landscape a cold arid highland with different environmental and biotic conditions than the rest of the Atacama Desert and, therefore, possibly harbor a different bacterial community.

Our first approach to describe the microbial communities of the Altiplano highlands was through NGS. From 7,829 OTUs obtained, 34.4% were assigned to a genus, but only 4.4% to species. Thus, 30% of the OTUs, identified to genus, did not match any species in the GreenGenes database. The fraction of OTUs identified to genus in this study was high compared to others. The low proportion of genera that could be identified to species could be proof of the novel genetic potential present in the Atacama Desert. Considering the large area of arid biotopes and its insufficient study, it is likely that a large part of unexplored microorganism biodiversity is still hidden in these soils.

There was discordance between the bacterial phyla found by NGS and culture. Thirty seven bacterial phyla were found by NGS, while the isolates belonged only to four phyla. Moreover, the phyla isolated did not reflect the most representative phyla found in NGS. The difference between phyla diversity of NGS and isolates has been previously reported, particularly in hot deserts. Chanal et al. (2006) studying the Tataouine Desert by 16S rRNA sequence, found an overrepresentation of Bacteroidetes and Firmicutes and an underrepresentation of Firmicutes and Actinobacteria compared to the isolates they found. Abdul-Majid et al. (2016), studying Sand Dunes from the Qatari Desert, reported the absence of Chloroflexi among isolates, while in NGS this phylum had 2% relative abundance. They suggested that special conditions would have been needed in order to isolate this metabolic specialist group. They also found an overrepresentation of Bacteroidetes and Proteobacteria with NGS, in contraposition to Actinobacteria, which were underrepresented in molecular identification as well as in our NGS. Dunbar et al. (1999), studying the isolates of the Southwestern Desert in the USA, did not find Acidobacteria among their isolates, while this phylum was the most predominant in their massive sequence analysis. This evidence indicates that there is a bias when isolating bacteria from arid soils. This may be due to the differential supply of nutritional requirements in the culture media and in the soil, the removal of growth inhibitory components and/or the reduction of competitive interactions with members of the community, like competitive bacteria-bacteria interactions (Auld et al., 2013).

Different culture conditions also affected the bacterial diversity recovered. For example, in this study the Arthrobacter genus was mostly recovered under cold culture conditions, Streptomyces in hot culture conditions and the phylum Firmicutes was mostly recovered in media with low nutrient content. Other studies have focused on recovering rare taxa, e.g., optimizing media for isolating Acidobacteria, Actinobacteria, Proteobacteria, Verrucomicrobia, and the “Unculturable bacteria” (Janssen et al., 2002; Vartoukian et al., 2010; Campanharo et al., 2016). This information supports, in part, the discrepancy found between isolates and NGS.

As mentioned above, the Atacama Desert has been previously studied by several authors, but most studies have focused in the Yungay area, the hyper-arid core of the Atacama Desert (Connon et al., 2007; Lester et al., 2007; Navarro-Gonzalez et al., 2009; Neilson et al., 2012, 2017). Nevertheless, the Atacama Desert ranges from the Pacific Ocean to the highest areas of the Andes Mountain range, has several active volcanoes, arid to hyper-arid zones, etc.

The variety of these environmental conditions creates multiple niches for microorganism community development. Demergasso et al. (2010) studied physicochemical parameters and the microbial composition of water and sediment samples obtained from the saline Lejía Lake of the Atacama Desert. Remarkably, using NGS we were able to distinguish, in our merged set of OTUs all 6 bacterial phyla and 11 genera described by Demergasso and coworkers, together with 31 other mostly in low abundance. Similarly, Costello et al. (2009), studied the bacterial soil composition at Volcán Socompa (arid soil, 5,235 m a.s.l., pH 5.4), located 120 km to the South of Volcan Lascar and sharing similar environmental conditions. The predominant bacteria found belong to phyla Actinobacteria, Acidobacteria, Bacteroidetes, and Verrucomicrobia, with low abundance of Proteobacteria and Firmicutes. Except for the Proteobacteria, the other phyla show a similar pattern to the one found in our study. These bacterial community compositions reflect a pattern of microbial communities among Altiplano highland soils.

In the Yungay region, bacterial communities mostly exhibit a predominant abundance of Actinobacteria (between 70 and 94%), followed by Proteobacteria, Chloroflexi, Acidobacteria, and Firmicutes (Connon et al., 2007; Neilson et al., 2012; Crits-Christoph et al., 2013; Azua-Bustos et al., 2015). According to Maestre et al. (2015), Acidobacteria are inversely correlated with aridity, which explains higher abundance in our NGS OTUs than those reported in the hyper-arid core of the desert. Likewise, Neilson et al. (2017) state that Actinobacteria are mostly abundant in hyper-arid soils, which could explain the lower abundance of Actinobacteria found in the arid highlands. The bacterial community composition recovered in this study follows the trend portrayed in other studies of the Atacama Desert.

Fierer et al. (2012) stated that the microbial community profiles from desert environments were distinct from one another, but the differences observed between deserts were less than between desert and non-desert environments. Consequently, in order to compare the highlands of the Atacama Desert, we contrasted the diversity indexes (H' and Chao1) with other reports from arid environments. The most similar diversity index comes from Neilson et al. (2017), specifically in the highland sampling sites of the Atacama Desert. This result corroborates our methodology since the sampled environment was the same. Contrary to what could be expected, the second most similar diversity value, reported by McCann et al. (2016), comes from an Artic Desert in the Kongsfjorden region of Svalbard, Norway. Other articles about the Atacama Desert, including highlands (Demergasso et al., 2010) and hyper-arid areas (Neilson et al., 2012; Crits-Christoph et al., 2013), were included in the comparison as well, but returned lower diversity indexes than the aforementioned. This unexpected result can be attributed to the comparable environmental physicochemical conditions described by McCann et al. (2016) and those described in this study, i.e., low MAT, near neutral pH, MAP around 100–200 mm per year, and presence of seasonal snowfall (Supplementary Table 3). These conditions make the highlands of the Atacama Desert more closely related to Arctic Deserts than other hot and cold deserts, corroborating its cold arid environmental conditions.

The high diversity values presented in this study compared to others from the Atacama Desert, could be explained by the methodology adopted by each group. More replicates and high-throughput strategies would increase the diversity indexes, making this study more similar to Neilson et al. (2017), than Demergasso et al. (2010). However, aridity has been described as inversely correlated with bacterial diversity (Maestre et al., 2015; Neilson et al., 2017). Considering the highlands of the Altiplano as an arid environment, it would be expected to be more closely related to other distant arid environments than to neighboring hyper-arid ones.

Comparing the bacterial community composition of the Atacama Desert to hot deserts, including southwestern USA deserts and Volcán Socompa (Costello et al., 2009; Fierer et al., 2012), and cold deserts, including Antarctic dry valleys and Polar deserts (Supplementary Tables 4, 5; Pointing et al., 2010; McCann et al., 2016), we observed higher similarities to the bacterial community recovered by McCann et al. (2016) in Kongsfjorden (Arctic circle). This observation can be attributed to the environmental similarities previously mentioned. These environmental drivers seem more relevant to microbial community composition than altitude or geographic location. The statement presented by Lourens Baas-Becking in 1934, “Everything is everywhere, but the environment selects” (O'Malley, 2008) might apply in this scenario, only in terms of phylum composition, but the genera and species are probably unique to each environment.

Some authors have reported different biotechnological capabilities found among isolates in the Atacama Desert. Within the phylum Actinobacteria, in the genus Streptomyces, some species are currently used in the pharmaceutical industry for their antibiotic, antitumoral and neurodegenerative protecting molecules (Okoro et al., 2009; Nachtigall et al., 2011; Rateb et al., 2011; Leirós et al., 2015; Idris et al., 2017). On the other hand, the genus Acidithiobacillus, has potential in the biomining industry, while the genera Bacillus and Micrococcus are good antibiotic producers (Azua-Bustos and González-Silva, 2014).

The biotechnological traits found in silico highlights the effect that these isolates could have in the agricultural industry, considering the amount of species that were associated with PGP capabilities and the number of isolates that were positive to the PGP experiments. However, given the dimension and different environmental conditions found along the Atacama Desert, these capabilities may arise mostly in the arid areas, considering the absence of plants in the hyper-arid sectors of this desert.

Studies about PGP have been developed in different environments, including other cold deserts. In the cold Leh Ladakh deserts (Yadav et al., 2015), most of the psychrotrophic bacterial isolates evaluated, exhibited positive results to PGP, including members of the Firmicutes, Proteobacteria, Actinobacteria, and Bacteroidetes phyla. Another study of PGP competences amongst isolates was carried out in the Sahara Desert (Cherif et al., 2015). Most of the isolates exhibited some degree of PGP capabilities, but the most relevant phylum was Firmicutes, specifically the Bacillus genus, a genus that has been reported to exhibit consistent and diverse PGP capacities (Cherif-Silini et al., 2016). The associations between culturable microorganisms from extreme environments and plant growth promoting potential supports our findings, in which all the isolates tested displayed PGP potential. This absolute proportion is higher than the ones found in other desert soil studies and is supported by the fact that there is higher plant coverage (%) around our sampling altitude (4,000 m a.s.l.; Díaz et al., 2016) than at other altitudes in the Atacama, accepting the hypothesis that the foundations for the adaptability to the harsh conditions of plant growth in arid lands are based on the co-evolution of the association between plant and microbes under harsh environmental conditions. The PGP potential of the strains used in this study requires further evaluation, but this precedent supports our pursuit to find bacterial isolates with new biotechnological attributes in this extreme environment.

The difference in PGP potential traits representation between siderophore release and auxin producers has been documented before by Marasco et al. (2012). They suggest that soil bacteria have higher nutrient supply capacities than endophytes which exhibit higher auxin production, suggesting an environmental-driven differentiation in PGP activities. This same report by Marasco et al. (2012) also reports higher PGP activities in non-cultivated soils than cultivated ones. Additionally, a study from Israel showed a significantly higher population of potentially PGP bacteria in the stressful sunny site than in the shadowed site (Timmusk et al., 2011), supporting our search in this arid—uncultivated environment.

For the first time in environmental microbiology research, we linked the Altiplano highlands from the Atacama Desert with cold arid soils from the Arctic desert. Based on their similarities in microbial community composition and physicochemical and environmental features, we added evidence to the hypothesis that environmental features determine the microbial community composition, rather than geography or altitude.

We sampled a substantial proportion of the strains (43 unique phylotypes according to the RDP database) in a highland soil microbial community and were able to detect a variety of taxonomic groups typical from arid soils, assessing their phylogenetic distribution and their culturability.

NGS had better depth and detection limit analyzing bacterial diversity, revealing the rare bacteria present in the community without the bias of disclosing only the most abundant microorganisms. We demonstrated that there is novel genetic potential in the soils sampled. Over 30% of the bacterial sequences of the total number of OTUs found in the community were phylogenetically unique. These novel sequences may represent a previously unknown bacterial diversity that is endemic to this highly insular and harsh elevation ecosystem. This reinforces the need to recover isolates from extreme environments like the ones harbored in the Altiplano highlands microbiome of Chile.

Taxonomic comparisons between culturable microbiota and metabarcoding data showed overrepresentation and underrepresentation of different taxa that could grow in culture, revealing several candidates that may provide support for the biotechnological ability of soil bacterial species living in a stressful environment that is highly challenging for life.
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Airborne microorganisms, especially those at high altitude, are exposed to hostile conditions, including ultraviolet (UV) radiation, desiccation, and low temperatures. This study was conducted to compare the composition and abundance of airborne microorganisms at a high-altitude site, Mt. Jodo [2,839 m above mean sea level (AMSL)] and a suburban site (23 m AMSL) in Toyama, Japan. To our knowledge, this is the first study to investigate microbial communities in air samples collected simultaneously at two sites in relatively close proximity, from low and high altitude. Air samples were collected over a period of 3 years during 2009–2011. We then examined the bacterial and eukaryotic communities and estimated the abundance of bacteria and fungi with real-time TaqMan PCR. The airborne bacterial and eukaryotic communities differed between high-altitude and suburban sites on each sampling day. Backward trajectory analysis of air masses that arrived at high-altitude and suburban sites on each sampling day displayed almost the same paths. The bacterial communities were dominated by Actinobacteria, Firmicutes, and Proteobacteria, while the eukaryotic communities included Ascomycota, Basidiomycota, and Streptophyta. We also predicted some application of such microbial communities. The airborne bacterial and fungal abundance at the high-altitude site was about two times lower than that at the suburban site. These results showed that each airborne microbial communities have locality even if they are collected close location.

Keywords: atmosphere, bacteria, eukaryote, community, bioaerosol, bioprospecting

INTRODUCTION

Airborne microbes are ubiquitous in the atmosphere, being present at a density of 103–106 cells per cubic meter of air. These microbes are emitted from terrestrial, soil, forest, desert, agricultural, and composting activities as well as urban, wetland, coastal, and marine environments (Jaenicke, 2005; Gandolfi et al., 2013). These organisms are exposed to hostile conditions, including scarcity of nutrients, UV radiation, desiccation, temperature and pH shifts, and the presence of reactive oxygen species. Physical and chemical characteristics of aerosols in the atmospheric boundary layer (ABL; from surface to about 1–2 km high) are distinct from those in the free troposphere just above the ABL. Airborne microbes play an important role in agriculture, the biosphere, cloud formation, global climate, and atmospheric dynamics (Jaenicke, 2005; Brodie et al., 2007; Després et al., 2007; Christner et al., 2008; Burrows et al., 2009). Moreover, these microbes provide a medium for the spread of diseases (Bowers et al., 2012; Cao et al., 2014; Fujiyoshi et al., 2017).

Studies of airborne bacteria at high altitudes conducted to date have mainly focused on bacterial ice nucleation activity (Matthias-Maser et al., 2000; Marinoni et al., 2004; Bowers et al., 2009; Vaïtilingom et al., 2012; Xu et al., 2017; Tandon et al., 2018). Bowers et al. (2012) presented the seasonal variability of airborne bacterial communities sampled from a pristine high-elevation atmospheric research site at Mt. Werner (3,220 m above sea level), CO, USA. DeLeon-Rodriguez et al. (2013) reported 17 bacterial taxa in the middle to upper troposphere across the United States, including taxa known to use C1–C4 carbon compounds present in the atmosphere. Recently, some studies have characterized airborne fungi occurring at high-altitude sites, focusing on those that are pathogens for humans and plants (Kumar and Attri, 2016; Pusz et al., 2017; Xu et al., 2017).

Here, we describe the bacterial and eukaryotic communities in air samples collected simultaneously from high-altitude and suburban sites in Toyama, central Japan, at five time points from September 2009 to September 2011 during late summer to early autumn. We previously reported seasonal variations in airborne bacterial community over a 1-year period at a suburban site in Toyama based on PCR-DGGE (Tanaka et al., 2015). In this study, we analyzed 16S and 18S rRNA gene hypervariable regions to characterize airborne microbial communities. Furthermore, quantitative PCR was used to estimate the total number of airborne bacteria and fungi in each sample. Finally, we discussed the potential for use of airborne microorganisms as a source for bioprospecting.

MATERIALS AND METHODS

Air Samples

Air samples were collected at five time points from 2009 to 2011 on August or September at two different sites in Toyama Prefecture, Japan. Toyama prefecture is surrounded by steep mountains on three sides and spreading fields. The size of the prefecture is 4,248 km2 (90 km east-west, 76 km north-south). The Toyama sampling sites include a suburban site on the roof of the three-story building of the Faculty of Science, University of Toyama (36°41′54″N, 137°11′13″E, 23 m above mean sea level, AMSL) and a high-altitude site at the peak of Mt. Jodo (36°34′00″N, 137°36′21″E, 2,839 m AMSL) (Figure 1). The two sites are located ~40 km apart from one another. Prior to the test, we evaluated the filtration efficiency using 0.2 or 0.4 μm pore size polycarbonate filters. Then, we decided to use 0.4 μm pore size filters. Similar pore size filter (pore size 0.45 μm) was also used in air sampling according to the procedure of Kobayashi et al. (2016). Air samples were collected by a vacuum pump using 47 mm diameter, 0.4 μm pore size polycarbonate filters (Advantec, Tokyo, Japan) at a flow rate of 5 L min−1 over 3 h (mostly 10:00–13:00). A total volume of 900 L of air was collected. All samples were collected when there was no precipitation. After sampling, the filters were stored at −20°C until DNA extraction. The duration of each sampling period and the corresponding weather conditions are presented in Table 1.
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FIGURE 1. Map showing the sampling locations at Mt. Jodo (high-altitude) and Univ. Toyama (suburban) in Toyama, Japan.




Table 1. Meteorological conditions during sampling.
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DNA Extraction and Illumina MiSeq Sequencing

The filtered samples were processed using an UltraClean Soil DNA isolation kit (MO BIO Laboratories, Carlsbad, CA, USA) according to the manufacturer's instructions. This kit uses a vigorous bead-beating method to effectively disrupt bacterial and fungal cells (Peccia and Hernandez, 2006). The purity and concentration of the extracted DNA was measured using a NanoDrop ND-1000 spectrophotometer (Nanodrop Technologies, Wilmington, DE, USA).

Subsequently, the V3–V4 region of the bacterial 16S rRNA gene was amplified using the 341F (5′-CCTACGGGNGGCWGCAG-3′) and 805R (5′-GACTACHVGGGTATCTAATCC-3′) primers (Klindworth et al., 2013). The V8 region of the eukaryotic 18S rRNA gene was amplified using the 1422–1440f (5′-ATAACAGGTCTGTGATGCC-3′) and 1624–1642r (5′-CGGGCGGTGTGTACAAAGG-3′) primers (Wang et al., 2014). For amplification of the 16S and 18S rRNA genes, samples were subjected to initial denaturation at 94°C for 2 min, followed by 35 cycles of denaturation at 94°C for 30 s, annealing at 55°C for 30 s, and extension at 72°C for 30 s, and then final extension at 72°C for 5 min (Klindworth et al., 2013). The amplified products were purified using Agencourt AMPure XP (Beckman Coulter, Brea, CA, USA) then, DNA quantification was conducted using Synergy H1 (Bio Tek, Tokyo, Japan) and a QuantiFluor dsDNA System (Promega, Madison, WI, USA). Purified amplicons were pooled in equimolar concentrations, then paired-end sequenced on an Illumina MiSeq instrument (Illumina, San Diego, CA, USA). The obtained sequence data were then processed using USEARCH version 10.0.240 and analyzed with the software package Quantitative Insights into Microbial Ecology (QIIME) version 1.9.1 (Caporaso et al., 2010). Sequences were clustered into operational taxonomic units (OTUs) using the Greengenes 13_8 reference OTU database (97% similarity). For 16S rRNA gene fragment analysis, chloroplast and mitochondrial OTUs were removed. Statistical analysis was conducted using the R software, version 3.2.0 (www.r-project.org). All sequences have been deposited in the DNA Data Bank of Japan (DDBJ) under the accession number DRA007352.

Real-Time TaqMan PCR

Quantification of the bacterial 16S rRNA gene and fungal 18S rRNA gene was accomplished using real-time PCR. Bacterial DNA was quantified using the primers 1055f and 1392r and the TaqMan probe 16Staq1115 (Harms et al., 2003). Fungal DNA quantification was conducted using the primers FungiQuant-F and FungiQuant-R and the TaqMan probe FungiQuant-Prb (Liu et al., 2012). For fungi, universal fungal primers, and TaqMan probes covered the 1,199–1,549 S. cerevisiae numbering region of the 18S rRNA-encoding gene. Each reaction mixture was prepared in a total volume of 25 μL with 12.5 μL Premix Ex Taq (Probe qPCR, Takara Bio), 0.2 μM of each primer, 0.25 μM TaqMan probe, and 2 μL of standard or extracted DNA. For the assay, PCR amplification was performed in a Thermal Cycler Dice Real Time System (TP-850, Takara Bio, Otsu, Japan) under the conditions of initial denaturation for 30 s at 95°C followed by 40 cycles of 5 s at 95°C and 30 s at 60°C. DNA standards for bacteria and fungi were prepared from serial dilutions of the pGEM-T Easy Vector (Promega) containing the 16S rRNA gene from Escherichia coli and the 18S rRNA gene from Cladosporium sp., respectively. Duplicate aliquots of the standards and the samples were included in each PCR run and all assays included a negative control without template DNA.

Backward Trajectory Analysis

To evaluate the process of air mass transport to the sample locations, backward trajectory analysis was conducted using the HYSPLIT model (https://www.ready.noaa.gov/HYSPLIT.php) developed by the National Oceanic and Atmospheric Administration (NOAA; Stein et al., 2015) with archived data from the Global Data Assimilation System (GDAS) meteorological dataset. Three-day backward trajectories were calculated for air masses arriving at the University of Toyama at heights of 500 m and 1,000 m and at the summit of Mt. Jodo at heights of 3,000 m and 3,500 m, respectively.

RESULTS AND DISCUSSION

Meteorological Conditions and Backward Trajectories

As shown in Table 1, the temperature at the University of Toyama site was higher than that at Mt. Jodo. With the exception of September 24, 2010, the relative humidity at the high-altitude site was higher than that at the suburban site. The wind velocity at the high-altitude site and the suburban site was 1.3–4.3 and 2.1–6.1 m s−1, respectively. Additionally, the predominant wind direction was mainly north-northeast (NNE) and northeast (NE) at the suburban site, while no such tendency was observed at the high-altitude site. The predominant wind direction observed at the suburban site is concordant with our previous observations (Tanaka et al., 2015). There was no precipitation at each sampling time.

Three-day backward trajectories were calculated for air masses arriving at the high-altitude site at 3,000 and 3,500 m and at the suburban site at 500 and 1,000 m (Supplementary Figure 1). The two different trajectories for each site were similar on each sampling day except August 27, 2011. This similarity may have arisen because the two sites are not that far away from each other.

Characterization of Airborne Bacterial Communities

During analysis of the bacterial community (bacterial 16S rRNA gene/V3–V4 region), we obtained 406,035 raw sequence reads from 10 samples (Table S1). The number of clean reads ranged from 2,404 to 20,794 (8,967/sample on average) in the high-altitude site samples and 19,888 to 33,701 (25,478/sample on average) in the suburban site samples, with a read length of 420 bp. There was a difference in the number of clean reads between high-altitude and suburban sites (t-test, P = 0.02). The number of OTUs ranged from 20 to 779 with an average of 266 OTUs per sample, and the number of OTUs in the suburban site samples was higher than in the high-altitude site samples (t-test, P = 0.03). The Chao1 index, Shannon index, and Simpson index were also higher in the suburban site samples (t-test, P = 0.003 for Chao1; P = 0.006 for Shannon; P = 0.04 for Simpson). Our results are possibly concordant with those reported by DeLeon-Rodriguez et al. (2013), who found that the upper troposphere harbors less complex communities than several other environments such as soils.

The bacterial community was largely dominated by three phyla: Proteobacteria (49.1%), Actinobacteria (26.3%), and Firmicutes (14.0%) (Figure 2A). At the class level, the dominant groups were Actinobacteria (26.1%), Alphaproteobacteria (25.4%), Gammaproteobacteria (16.0%), Bacilli (12.9%), and Betaproteobacteria (7.5%) (Figure 2B). These findings are congruent with those reported in other air studies (Brodie et al., 2007; Fahlgren et al., 2010; Lee et al., 2010; Bowers et al., 2012; Maki et al., 2013; Tanaka et al., 2015; Xu et al., 2017), and hierarchical clustering of bacterial community did not show any clear trend (Supplementary Figures 2A, 3A).
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FIGURE 2. Taxonomic composition of bacterial reads at the phylum (A) and class (B) levels in air samples collected at high-altitude (H) and suburban (S) sites in Toyama.



Characterization of Airborne Eukaryotic Communities

During analysis of the eukaryotic community (eukaryotic 18S rRNA gene/V8 region), we obtained 595,100 raw sequence reads from 10 samples (Table S2). The number of clean reads ranged from 36,467 to 53,771 (45,888/sample on average) in the high-altitude site samples and 40,124 to 70,933 (59,949/sample on average) in the suburban site samples, with a read length of 220 bp. There was a significant difference in the number of clean reads between high-altitude and suburban sites (t-test, P = 0.03). The number of OTUs ranged from 566 to 1,200 with an average of 825 OTUs per sample. Unlike the bacterial community, there were no significant differences in the number of OTUs, Chao1 index, Shannon index, or Simpson index of the eukaryotic community between the high-altitude and suburban site samples (t-test, P = 0.59 for OTUs; P = 0.68 for Chao1; P = 0.38 for Shannon; P = 0.08 for Simpson).

The eukaryotic community was largely dominated by three phyla, Basidiomycota (41.7%), Ascomycota (30.9%), and Streptophyta (14.9%) (Figure 3A). This result is remarkably similar to previous work using a multidomain PCR primer set that was designed to capture a portion of the small-subunit rRNA gene from Archaea, Bacteria, and Eukarya (Bowers et al., 2013). At the class level, the dominant groups were Agaricomycetes (37.9%), Dothideomycetes (19.4%), Magnoliopsida (14.9%), Ascomycetes (5.3%), and Sordariomycetes (4.6%) (Figure 3B). It is widely accepted that Dothideomycetes is the most represented taxa in Ascomycetes, while Agaricomycetes is within the Basidiomycetes group (Yamamoto et al., 2012; Dannemiller et al., 2014; Shin et al., 2015; Núñez et al., 2016; Woo et al., 2018). Dothideomycetes, which includes genera associated with allergenic fungi such as Alternaria, Epicoccum, Curvularia, and Cladosporium, comprised almost half of the Ascomycota (Shin et al., 2015). Agaricomycetes includes many types of mushroom species, and generally do not contain described allergenic or pathogenic members, with the exception of some Agaricales (Yamamoto et al., 2012; Haga et al., 2014). In this study, differences in the eukaryotic community composition between high-altitude and suburban sites were observed (Figure 3B, Supplementary Figures 2B, 3B). Agaricomycetes (Basidiomycota) was richer in the high-altitude samples than the suburban samples, while Dothideomycetes (Ascomycota) was more abundant at the suburban site samples (Figure 4).
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FIGURE 3. Taxonomic composition of eukaryotic reads at the phylum (A) and class (B) levels in air samples collected at high-altitude (H) and suburban (S) sites in Toyama.
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FIGURE 4. Linear discriminant analysis (LDA) effect size (LEfSe), a method for biomarker discovery, was used to determine eukaryotic taxa that best characterize each location. Differences in eukaryotic taxa between suburban and high-altitude (P < 0.05). (A) More abundant taxa in suburban are shown in blue, and in high-altitude are shown in red. The most different taxa in suburban (B) and in high-altitude (C) detected by the LEfSe analytic method.



Quantification of Airborne Microorganisms

Enumeration of total bacteria and total fungi was conducted using quantitative real-time TaqMan PCR analysis of the bacterial 16S rRNA gene and the fungal 18S rRNA gene (Figure 5). The number of bacteria in air samples collected from Mt. Jodo and the University of Toyama ranged from 3.8 × 104 to 6.1 × 104 copies m−3 (4.6 × 104 copies m−3 on average) and from 5.1 × 104 to 1.3 × 105 copies m−3 (7.4 × 104 copies m−3 on average), respectively (Figure 5A). The number of fungi in air samples from the high-altitude site and the suburban site ranged from 2.5 × 103 to 8.6 × 104 copies m−3 (2.8 × 104 copies m−3 on average) and from 1.8 × 104 to 1.5 × 105 copies m−3 (6.0 × 104 copies m−3 on average), respectively (Figure 5B). This study showed that airborne bacterial and fungal abundance at the high-altitude site was about two times lower than that at the suburban site. The total bacteria and total fungi observed in this study are similar to those reported in other airborne microbial studies (Lee et al., 2010; Li et al., 2010; Bertolini et al., 2013; DeLeon-Rodriguez et al., 2013; Dannemiller et al., 2014; Gandolfi et al., 2015). Assuming an average rRNA gene copy number of four per bacterial genome and 30–100 per fungal genome (DeLeon-Rodriguez et al., 2013), our results suggest that bacterial abundance is one or two orders of magnitude greater than that of fungi at the high-altitude and suburban sites. These results are concordant with previous quantitative measurements using molecular and microscopic approaches (Bauer et al., 2002; DeLeon-Rodriguez et al., 2013; Gabey et al., 2013).


[image: image]

FIGURE 5. Quantification of total bacterial 16S rRNA genes (A) and fungal 18S rRNA genes (B) using real-time TaqMan PCR.



Differences of High-Altitude and Suburban Microbial Community

Although there was no significant difference in bacterial communities between the high-altitude and suburban sites, different taxons were detected in the eukaryotic community such as Agaricomycetes (Basidiomycota) at the high-altitude site and Dothideomycetes (Ascomycota) at the suburban site (Figures 2–4, Supplementary Figures 2B, 3B). Among abundant 18S OTUs, the dominant genera in Dothideomycetes included Cladosporium sp. (6.3–41.2% in the suburban samples and 0.1–2.4% in the high-altitude samples; 11.6% on average) and Dothideomycetes sp. (2.4–19.9% in the suburban samples and 0.1–1.5% in the high-altitude samples; 5.4% on average) (Table S4). Although Cladosporium is generally considered the most common outdoor genus in temperate climates (Gonçalves et al., 2010; Núñez et al., 2016; Lin et al., 2018), this fungus was only detected in low percentages from the high-altitude sites. In addition, the two different trajectories for each site were similar on each sampling day except August 27, 2011. The main cause may be related to vegetation type and weather conditions (Awad, 2005; Lin et al., 2018). Therefore, these findings suggest that the influence of local environmental factors on the airborne eukaryotic community are more important than those on the airborne bacterial community. Relationships between bacterial communities in samples from the two locations were shown by principal coordinates analysis (Figure 6A). Bacterial communities at the suburban site were more clustered than at the high-altitude site. These results were also observed in eukaryotic communities (Figure 6B). These findings suggest that the bacterial and eukaryotic communities at the high-altitude site fluctuate more than at the suburban site.
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FIGURE 6. Principal coordinates plot shows overall variation in bacterial community (A) and eukaryotic community (B). Five samples from the high-altitude (red) and suburban (blue) groups were plotted with two coordinates. The mean and standard deviation in each axis are indicated by an ellipse for each located group.



Potential Applications of Airborne Microorganisms

The top 30 abundant 16S rRNA OTUs found during analysis of the airborne bacterial community made up more than 70.9% of all sequences (Table S3). Among these OTUs, bacteria in the order Actinomycetales (3 OTUs) and Bacillus sp. (1 OTUs) can be considered a useful source for antimicrobial compounds (Motta et al., 2007; Weber and Werth, 2015). The cosmopolitan distribution of Actinomycetales and Bacillus sp. may be partly a result of their ability to form spores, which can travel long distances in the air (Hervàs et al., 2009). Methylobacterium sp. (3 OTUs) can be used to reduce environmental contamination because they are able to degrade toxic compounds, tolerate high heavy metal concentrations, and increase plant tolerance to these compounds (Dourado et al., 2015). Moreover, these bacteria have genes related to plant-bacteria interactions that may be important for developing strains able to promote plant growth and protection against phytopathogens, showing its agricultural importance. Additionally, Pseudomonas sp. (3 OTUs), Streptomyces sp. (1 OTUs), Bradyrhizobium sp. (1 OTU), and Hymenobacter sp. (1 OTU) can be a source of natural pigments (Narsing Rao et al., 2017). On the other hand, the 30 most abundant 18S OTUs found upon analysis of the airborne eukaryotic community made up more than 88.2% of all sequences (Table S4). Aspergillus sp. (1 OUT) can be a source of natural pigments (Narsing Rao et al., 2017). Smets et al. (2016) found that airborne bacteria were useful for biotechnological applications because of their unique metabolic enzymes and metabolites as well as their ability to resist typical airborne conditions such as drought, UV irradiation, specific pollutants, and low temperatures. As described above, detected airborne microorganisms showed differences between high-altitude and suburban sites. These situations should be considered at the time of screening of beneficial airborne microorganisms.
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Salinization of soils is one of the main sources of soil degradation worldwide, particularly in arid and semiarid ecosystems. High salinity results in osmotic stress and it can negatively impact plant grow and survival. Some plant species, however, can tolerate salinity by accumulating osmolytes like proline and maintaining low Na+ concentrations inside the cells. Another mechanism of saline stress tolerance is the association with symbiotic microorganism, an alternative that can be used as a biotechnological tool in susceptible crops. From the immense diversity of plant symbionts, those found in extreme environments such as Antarctica seems to be the ones with most potential since they (and their host) evolved in harsh and stressful conditions. We evaluated the effect of the inoculation with a consortium of plant growth-promoting rhizobacteria (PGPB) and endosymbiotic fungi isolated from an Antarctic plant on saline stress tolerance in different crops. To test this we established 4 treatments: (i) uninoculated plants with no saline stress, (ii) uninoculated plants subjected to saline stress (200 mM NaCl), (iii) plants inoculated with the microorganism consortium with no saline stress, and (iv) inoculated plants subjected to saline stress. First, we assessed the effect of symbiont consortium on survival of four different crops (cayenne, lettuce, onion, and tomato) in order to obtain a more generalized response of this biological interaction. Second, in order to deeply the mechanisms involved in salt tolerance, in lettuce plants we measured the ecophysiological performance (Fv/Fm) and lipid peroxidation to estimate the impact of saline stress on plants. We also measured proline accumulation and NHX1 antiporter gene expression (involved in Na+ detoxification) to search for possible mechanism of stress tolerance. Additionally, root, shoot, and total biomass was also obtained as an indicator of productivity. Overall, plants inoculated with microorganisms from Antarctica increased the fitness related traits in several crops. In fact, three of four crops selected to assess the general response increased its survival under salt conditions compared with those uninoculated plants. On the other hand, saline stress negatively impacted all measured trait, but inoculated plants were significantly less affected. In control osmotic conditions, there were no differences in proline accumulation and lipid peroxidation between inoculation treatments. Interestingly, even in control salinity, Fv/Fm was higher in inoculated plants after 30 and 60 days. Under osmotic stress, Fv/Fm, proline accumulation and NHX1 expression was significantly higher and lipid peroxidation lower in inoculated plants compared to uninoculated individuals. Moreover, inoculated plants exposed to saline stress had a similar final biomass (whole plant) compared to individuals under no stress. We conclude that Antarctic extremophiles can effectively reduce the physiological impact of saline stress in a salt-susceptible crops and also highlight extreme environments such as Antarctica as a key source of microorganism with high biotechnological potential.

Keywords: extremophiles, Antarctica, functional symbiosis, crops, food security, salt tolerance

INTRODUCTION

As a result of the global demand for processed food, intensive agricultural practices had altered the natural dynamics of the soil around the world, leading in many cases to the degradation of edaphic properties that are fundamental for crop productivity (Godfray et al., 2010). Rainfall and evapotranspiration dynamics, like those experienced by soils from arid and semiarid regions, could naturally produce a high concentration of diluted salts in the edaphic plant-rooting zone (Zhu, 2001; Zheng et al., 2009). However, several key aspects of intensive agricultural systems, like assisted irrigation, are actually one of the main drivers of soil saline accumulation (Allbed and Kumar, 2013). This process, known as soil salinization, represents one of the major forms of land degradation and was proposed to be a global problem for food security in the upcoming decades (Food and Agriculture Organization of the United Nations, 2009).

Today, agricultural productivity of arid and semiarid regions has become the most affected by salinity around the world (Rozema and Flowers, 2008), and traditional agricultural practices are already being challenged to maintain crop productivity. The pressure on agricultural soils will likely increase at a global scale in the future. This mainly due to the increased food demand as the world's population increases (Godfray et al., 2010), and the expected restrictions in water use as predicted by climate change models. Thus, alternative practices that allow the utilization of degraded soils for crop production could became necessary in the near future. One of these practices, plant-microbe symbiosis, is highlighted as one of the most promising tools in such context (Paul and Lade, 2014; Joshi et al., 2015). For this reason, the mechanistic analysis of this kind of interactions, and their evaluation for crop production, must be of primary interest in the upcoming years.

Whereas a consequence of low osmotic potential (Munns and James, 2003), specific saline ion stress (Tester and Davenport, 2003) or nutritional imbalances derived from saline edaphic accumulation (Ashraf and Harris, 2004), salinity on soils can cause strong adverse effects on plant growth and development in several crop species (Glenn et al., 1999). Nevertheless, plants have developed a wide variety of mechanisms to cope with high saline concentrations in the environment (Munns, 1993; Forni et al., 2017). For example, at the cellular scale, the accumulation of organic osmolytes (e.g., proline, glycine, betaine, sugar alcohols, or polyamines), play a key role in preventing the harmful effects of salinity stress by maintaining a low intracellular osmotic potential (Pandey et al., 2015; Reddy et al., 2015; Saha et al., 2015). This was clearly demonstrated in the Arabidopsis thaliana knockout variety P5CS1, which fails to encode Δ-1-pyrroline-5-carboxylate synthetase, impairing proline synthesis, which resulted in a salt hypersensitive plant (Székely et al., 2008; Szabados and Savoure, 2010). Other mechanisms of saline-stress control are related to the maintenance of low cytoplasmic Na+ concentrations. This could be achieved by the augmentation of the tonoplast-localized Na+/H+ exchanger protein NHX1, which detoxifies the cells via sequestration of Na+ cations within the vacuole (Sun et al., 2017). In this sense, strategies at the genetic scale, as the constitutive over-expression of the AtNHX1 gene have shown increases on plant tolerance to salinity in Arabidopsis sp., but also in important crops like tomato and rice (Assaha et al., 2017; Sun et al., 2017).

Despite significant efforts (Munns and Tester, 2008; Dodd and Pérez-Alfocea, 2012; Coleman-Derr and Tringe, 2014; Krishna et al., 2015), traditional breeding and genetic engineering approaches have had only limited successes in developing salinity-resistant plants. However, the utilization of microbial symbionts has arisen as a successful (and relatively simple) biotechnological tool to achieve this goal (Bianco and Defez, 2009; Karlidag et al., 2013; Kang et al., 2014; Radhakrishnan et al., 2015; Forni et al., 2017). In fact, due to their active role in the regulation of a wide variety of plant physiological responses, the inoculation of specific microbial species on different plant hosts has been linked to enhance stress-tolerance responses against both biotic and abiotic factors (Cocking, 2003; Redman et al., 2011; Kang et al., 2015; Rho et al., 2017). However, despite the wide diversity of microbial symbionts that are present on almost all plant species; those associated with plant hosts from extreme environments appear to be the most promising in developing biological alternatives to assist crop production (Molina-Montenegro et al., 2016; Orhan, 2016; Qin et al., 2016). This could be consequence, at least in part, of the adaptive nature supposed for asymptomatic plant-microbe interaction in extreme environments (Saikkonen et al., 1998); but also because the selective pressure that these kinds of ecosystems imposes on plants demands specific biological responses, in this case, via symbiotic interactions (Redman et al., 2011).

Consequently, the Antarctic terrestrial ecosystem appears as a promising place to find plant-associated microorganisms that could confer plants protection against abiotic stress (Upson et al., 2009; Santiago et al., 2017; Gallardo-Cerda et al., 2018; Ramos et al., 2018). Besides its isolation, Antarctica is characterized by harsh environmental conditions like low temperatures, low water content, low nutrient availability and saline soils (Convey et al., 2008; Gallardo-Cerda et al., 2018). In such conditions, only two native vascular plants grow: Colobanthus quitensis and Deschampsia antarctica (Alberdi et al., 2002). In the last 10 years, the interest in microorganisms associated to these vascular plants has greatly increased, finding promising bacterial and fungal strains with a wide spectrum of applications (Parnikoza et al., 2011; Fardella et al., 2014; Molina-Montenegro et al., 2016; Santiago et al., 2017).

Related to the saline stress tolerance, the microbial symbionts of both Antarctic vascular plant species appeared as great candidates to explore this role, since at the local scale these plants can be found primarily along the ice-free zones close to the coast, where their populations are constantly subjected to saline spray influence (Convey et al., 2008). For example, Gallardo-Cerda et al. (2018) showed the beneficial effect of various Antarctic rhizospheric bacteria (e.g., Arthrobacter sp.) in the physiology and survival of both native plants under controlled conditions of salt stress (200 mM of NaCl). Similarly, Torres-Díaz et al. (2016) found a strong functional role of the microbial symbionts of C. quitensis, particularly its root-fungal endophytes, in the ecophysiological improvement of plant individuals under osmotic stress. Interestingly, some of these Antarctic microorganisms (i.e., root-fungal endophytes and halotolerant rhizobacteria) have also shown the potential to improve the physiological performance of non-native host plants (Fardella et al., 2014), which could be quite important for a future use as biotechnological tool. Nevertheless, beyond the positive effects observed in some crops as a consequence of a manipulative symbiosis, there is still a lack of understanding regarding the mechanisms behind these positive effects under stressful conditions. For example, for most crop-microbial symbiosis, it is not clear if the observed benefits are a direct consequence of counteracting specific abiotic stressors (i.e., increased tolerance; Kim et al., 2014; López-Gómez et al., 2014), or an indirect effect derived, for example, from an enhanced nutritional status (Upson et al., 2009; Dodd and Pérez-Alfocea, 2012). On the other hand, some studies have been conducted to test the effect of microorganisms associated to Antarctic plants on stress tolerance in others plants, but all of them have been addressed using only an specific functional group (i.e., rhizobacteria or fungal), but neither has assessed the “consortium.” This is surprising, because in a realistic scenario these functional groups are interacting in a determined way, exerting an inhibitory, neutral or synergic effect among then. In fact, the effect of isolated specific functional group can exert a different effect compared when is considered as part of the microbiome (Vandenkoornhuyse et al., 2015). In this sense, to determine the biotechnological potential of a given crop-microbe functional symbiosis against a particular stressor like saline soils, it is important to identify which response mechanisms are triggered in the host plant as a consequence of the microbial presence as well as to determinate the effects of functional groups acting as part of the microbiome of a given plant species rather than as isolated symbionts.

Hence, to evaluate the potential of a selected group of Antarctic extremophiles to ameliorate the stressful effect of soil salinization on susceptible crops, we monitored the physiological (individual) and biochemical (cellular) performances of inoculated and non-inoculated lettuce plants exposed for 60 days to saline stress. Furthermore, to determine the potential mechanisms involved in the observed stress-response enhancement, we analyzed the foliar accumulation of proline and the relative expression of saline-stress related genes like NHX1. Finally, we established the overall effect of the interaction between saline stress and symbiosis on the final biomass of lettuce individuals as an indicator of crop productivity.

MATERIALS AND METHODS

Generation of the Symbiont Consortium

The consortium of microorganisms used in our study was composed by two halotolerant plant growth-promoting rhizobacteria (PGPR) of the genus Arthrobacter sp. and Planoccocus sp. and two root-fungal endophytes; identifies as Penicillium chrysogenum and Penicillium brevicompactum. In brief, both rhizobacteria used for this study were selected because are one of the most abundant in the rhizosphere of antarctic plants, ease to cultivate and has been demonstrated to growth under high salt concentrations (Gallardo-Cerda et al., 2018). In addition, these rhizobacteria has been showed to improve the ecophysiological performance of their native hosts in Antarctica (Gallardo-Cerda et al., 2018). On the other hand, root fungal endophytes selected to use in this study were selected because are the two most abundant in the root of Antarctic plants and can be grown at different temperatures and abiotic conditions in the laboratory (Molina-Montenegro et al., 2016). In addition, these endophytes have been demonstrated to improve the ecophysiological performance and productivity in crops under osmotic stress (Molina-Montenegro et al., 2016). Both rhizobacteria and fungal endophytes were identifies and its sequences deposited in the gene-bank. These inoculums are maintained as part of the collection of microorganisms of the Plant Ecology Laboratory, Universidad de Talca, Chile. The inoculums were separated in different Petri dishes and then frozen until to be used in the experiments.

For more details of isolation, inoculation, and the gene-bank code (see Molina-Montenegro et al., 2016; Gallardo-Cerda et al., 2018).

Plant inoculation was performed according to the procedure describe by Hadi et al. (2010) with the selected consortium of microorganisms. Briefly, the rhizosphere of each crop individual was injected with ~2 ml of distilled water containing a concentrated mix of spores (5,000 spores ml−1) from each fungal endophyte, and about 108 cells ml−1 of the bacterial species. A posterior validation of the effectiveness of the inoculation was conducted using a light microscope in a subsample of roots (10% of the experimental individuals) 1 week after inoculation, and at the end of the experiment (60 days).

Fresh inoculums were obtained during March 2017 from single-conidia of fungal endophytes cultured on potato dextrose agar (PDA) medium diluted eight times and supplemented with 50 mg/ml of streptomycin. Cultures with endophytes were incubated at 22 ± 2°C with a photoperiod 14/10 day/night. After 2 weeks of incubation, conidia were harvested from plates by adding 10 ml of sterile water and gently scraping off conidia with a sterile glass slide. The conidia suspension was adjusted to 100 ml of 0.05% Tween-100, sterilized solution, filtered through three layers of sterile cotton cheesecloth gauze. Conidia concentration was estimated by using a Neubauer chamber and adjusted to 1 × 105 conidia/ml and its viability was tested according to methodology described by Greenfield et al. (2016) and the mean conidia viability was >95%. In addition, rhizobacteria used in this assays were cultured in Laura Bertani broth (LB). Later, they were mixed on an orbital shaker with a speed of 120 rpm and incubated at 10°C for 72 h. The incubated broth cultures were then centrifuged for 15 min at 3,000 rpm. Pelleted cells were suspended in sterile distilled water and its optical density was adjusted to about 108 cells *ml−1. Symbiont consortium (fungal endophytes + rhizobacteria) was injected in the rhizosphere, according the procedure describe by Hadi et al. (2010).

Overall Assessment of Symbiont Consortium in Crops

To test the overall effect of symbiont consortium on salt tolerance in crops, we compared the survival percentage of individuals of cayenne (Capsicum annuum), lettuce (Lactuca sativa), onion (Allium cepa), and tomato (Solanum lycopersicum) inoculated and un-inoculated with microorganisms as well as exposed to salt-stressed and control condition. The plant inoculation was repeated two times to ensure the consortium to establish an effective association. Before the beginning of the experiment, three plants of each species/treatment were sacrificed to check microscopically for the presence and/or absence of microorganisms by routine staining of roots.

Seedlings of these crop species were obtained from seeds germinated in glasshouse located at the Universidad de Talca, Talca, Chile (35.4°S), under semi-controlled environmental conditions of light and temperature (730 ± 77 μmol m−2s−1; 23 ± 5°C, respectively). For treatment setup, crop seedlings were transplanted into the field when individuals presented at least four expanded leaves and/or 3-cm roots. One-hundred seedlings of each species were randomly assigned to one of the following treatments: (i) Saline stress: control individuals watered without salt addition, and stressed individuals watered with a 0.2 M saline water solution; (ii) Symbiont inoculation: control plants (S–) without the set of Antarctic extremophile microorganisms, and infected plants (S+) which were inoculated with the symbiont consortium described above. Thus, the four treatments corresponded to S+ plants with and without salt stress and S– plants with and without salt stress, with a sample size of 25 plants per treatment per crop species (total n = 400 individuals). Finally, each group of 25 individuals was grouped in five group with five individuals each one. Survival percentage was recorded at 60 days on each group of five seedlings per treatment in the field.

Experimental Arrangement to Evaluate Salt Tolerance in Crops

We decided to use lettuce as a model crop to deeply the understanding about mechanisms and consequences of microorganisms to confer environmental tolerance in crops. This crop has been shown to be highly sensitive and dependent on water at all developmental stages (Sánchez, 2000; Molina-Montenegro et al., 2011), and demands constant watering to maintain high photosynthetic rates and a fresh biomass of high commercial value (Nissen and San martín, 2004). Complementarily, lettuce has also shown the ability to accept non-native microbial symbionts and moreover, to respond positively to these new partners (Molina-Montenegro et al., 2016). Consequently, during April 2017, 500 lettuce seeds (var. Romaine) were germinated in greenhouse conditions. After 3 weeks, 125 seedlings were transplanted to individual pots containing 500 ml of a peat: perlite: sand mix (35%: 35%: 30%) as substrate. Their successful establishment was verified for 1 more week previous to any experimental treatment.

From the set of 114 successfully established seedlings, 100 individuals were selected for the experiments and were then randomly divided into four groups of 25 to fulfill the factorial combination of the two experimental variables of saline stress and effective symbiosis (2 × 2 full factorial design). The respective treatments were (i) Saline stress: control individuals watered without salt addition, and stressed individuals watered with a 0.2 M saline water solution; (ii) Symbiont inoculation: control plants (S–) without the set of Antarctic extremophile microorganisms, and infected plants (S+) which were inoculated with the symbiont consortium. Thus, the four treatments corresponded to S+ plants with and without salt stress and S– plants with and without salt stress, with a sample size of 25 plants per treatment. The referred consortium of microorganisms was the same to those used to assess the overall effect on survival of several crops indicated above. Similarly, a posterior validation of the effectiveness of the inoculation was conducted using a light microscope in a subsample of roots (10% of the experimental individuals) 1 week after inoculation, and at the end of the experiment (60 days).

Estimation of the Saline Stress Effect

Having validated the symbiosis by re-inoculation and visual assessment in root samples of experimental plants, half of the 4-weeks old inoculated seedlings, started their saline-stress treatment included in the watering routine. We estimated the photochemical efficiency and the membrane lipid peroxidation state as two physiological/biochemical proxies of osmotic stress (Egert and Tevini, 2002; Molina-Montenegro et al., 2013). To measure chlorophyll fluorescence we obtain the minimum (F0) and maximum (Fm) fluorescence yields per individual (n = 10) using a pulse modulated-amplitude fluorimeter (FMS 2, Hansatech, Instrument Ltd, and Norfolk, UK). The baseline (t0) measurements were taken previous to the saline addition and were also estimated after 30 (t30) and 60 (t60) days. In each case we calculated the maximum quantum yield of photosystem-II (Fv/Fm), where Fv refers to F0 – Fm (Maxwell and Johnson, 2000). To ensure maximum photochemical efficiency, the chosen leaves from each individual were dark-adapted for 30 min previous to the measurements.

Complementary to the individual level of response denoted by the photochemical efficiency, we estimated the state of lipid oxidative degradation by the thiobarbituric acid reactive substances (TBARS) assay (Egert and Tevini, 2002), which measures the concentration of malondialdehyde (MDA) at the cellular level as a proxy of cell damage. For each experimental group, the lipid peroxidation state in 0.5 g of fresh foliar tissue samples from five random individuals was estimated at each time (i.e., t0, t30, and t60). Samples were prepared and homogenized with 2 ml of TCA (1%) to be later centrifuged at 10,000 G for 5 min. For each sample, the supernatant was mixed with 1 ml of 0.5% thiobarbituric acid in TCA (20%) and then incubated for 30 min in boiling water. Once cooled to room temperature, the absorbance of each sample was determined at 532 nm and non-specific absorbance at 600 nm (Hodges et al., 1999). The MDA content was determined by its molar extinction coefficient of 155 mM−1 cm−1.

Mechanisms of Saline-Stress Tolerance

To determine the proline accumulation in the foliar tissues of the experimental plants we followed most of the Bate's method (Bates et al., 1973). Samples of fresh healthy leaves (~250 mg) were frozen at each time (i.e., t0, t30, and t60) from the same individuals selected for the TBARS assay. From each individual, a sample of 100 mg was grinded in 1.2 ml of 3% sulfosalicylic acid. The resulting homogenate was then centrifuged at 16,000 G for 20 min to obtain 1 ml of the supernatant, which was added to 2 ml of ninhydrin reagent (2.5% ninhydrin in glacial acetic acid: distilled water: 85% orthophosphoric acid [6:3:1]). Each reaction mix was kept for 1 h in water bath at 90°C to develop color. After cooling the test tubes in an ice-bath, 2 ml of toluene was added to separate the chromophores in the sample. Finally, the toluene phase absorbance was read in a spectrophotometer at 525 nm to further estimate proline concentration by comparing sample absorbances with the standard proline curve.

In addition to the biochemical mechanisms mentioned above, genetic responses of lettuce to saline stress were assessed at each time (i.e., t0, t30, and t60) through the expression of the NHX1 antiporter gene among a subsample of individuals (n = 5) from each experimental group. To achieve this, total RNA was extracted from foliar samples according to Chang et al. (1993). DNA was removed from aliquots of total RNA using TURBO DNA-free (Applied Biosystems, USA). Synthesis of the cDNA strand was performed according to Ruíz-Carrasco et al. (2011). The quantitative PCR (qPCR) reaction contained the cDNA, 5 pmol of each primer, and 12.5 ml of the Fast SYBR Green PCR master mix (Applied Biosystems. USA). The sequences used to amplify LsNHX1 amplicons (~200 bp) were: 5′-GCACTTCTGTTGCTGTGAGTTCCA-3′ (forward); 5′-TGTGCCCTGACCTCGTAAACTGAT-3′ (reverse). PCRs were performed on a Step-One Plus 7500 thermocycler (Applied Biosystems, USA). The process includes an initial cycle of 30 min at 45°C and 2 min at 95°C, and then 40 cycles as follows: 95°C for 30 s, 60°C for 30 s, 72°C for 2 min, and finally one cycle at 72°C for 10 min. Cycle threshold (Ct) values were obtained and analyzed with the 2−ΔΔCT method (Livak and Schmittgen, 2001). The Elongation Factor 1a (EF1a) housekeeping gene was used as reference gene to normalize, and estimate up- or down-regulation of the target genes for all qPCR analyses: 5′-GTACGCATGGGTGCTTGACAAACTC-3′ (forward); 5′-ATCAGCCTGGGAGGTACCAGTAAT-3′ (reverse). The relative expression ratio (log2) between the target gene and EF1a, as well as the fold changes (FC) between controls plants (non-inoculated and without salt stress) and experimentally manipulated individuals were calculated from the qRT-PCR efficiencies and the crossing point deviation using the mathematical model proposed by Pfaffl (2001).

Symbiont Consortium on Crops Productivity

As a commercial crop, the individual final yield of the monitored lettuce plants was averaged in each experimental group. At the end of the experiment (day 60), all remaining lettuces in the experiment were carefully harvested and their roots gently washed with tap water to separate above (leaves) and belowground (roots) tissues in each individual. After 1 h of drying in the shade, their respective fresh weights were obtained using a digital scale (Boeco BBL-52; 0.01 g-precision). Finally, total dry biomass was measured after whole lettuce individuals were over-dried at 62°C for 96 h and the constant weight of biomass was achieved.

Statistical Analysis

To evaluate the effect of symbiont consortium on the average survival percentage in different crops was used a two-way ANOVA with inoculation and salt as independent variables. The effect of microbial inoculation and saline stress on lettuce plants traits was assessed by repeated measures (rm) ANOVAs on the following variables: proline accumulation, lipid peroxidation (TBARS), NHX1 relative gene expression, and photochemical efficiency (Fv/Fm). Non-parametric mixed model fitting was performed with the lme function on the nlme R-package using the individual nested in time as the random error structure (Pinheiro et al., 2017). A posteriori comparisons for the mixed models between experimental groups were performed by the comparison of their Estimated Marginal Means (EMMs), as supported by the pair function in the emmeans R-package (Lenth et al., 2018). Differences in final fresh biomass were analyzed by independent two-way standard ANOVAs for each kind of tissue (root, shoot or the whole plant). We used the presence of the microbial symbionts (inoculated: S+ or non-inoculated: S–) and stress status (no stress: control; saline-stress: stressed) as explanatory variables. When significant results were obtained, a posteriori differences between experimental groups were analyzed by the Honest Significant Differences (HSD) Tukey test (Rohlf and Sokal, 1981).

RESULTS

Overall Assessment of Symbiont Consortium in Crops

Average survival was greater in all crop species assessed under control compared with salt-stressed treatment (Figure 1). Similarly, symbiont consortium increase the survival in the majority of crops, with the exception of onion where survival percentage in salt-stress treatment was not different between inoculated vs. uninoculated individuals (Figure 1).
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FIGURE 1. Effects of saline treatment (control vs. salt-stressed) and inoculation with a mix of Antarctic microorganisms (S– vs. S+ plants) on survival probability along time, in (A) cayenne, (B) lettuce, (C) onion, and (D) tomato crops. Different lowercase letters indicate significant differences between treatments (Tukey HSD tests; α = 0.05) independently for each species. Error bars represent ± SE values.



Specifically, symbiont consortium significantly increased the survival percentage in cayenne crop [F(1, 16) = 30.12; p = 0.004; Figure 1A]. Contrarily, salt treatment significantly decreased the survival percentage in cayenne crop [F(1, 16) = 207.53; p < 0.0001]. Interaction between inoculation x salt was significant [F(1, 16) = 16.94; p = 0.008] since salt treatment decreased the survival with greater intensity in the treatment without symbiont consortium (Figure 1A). In the same way, interaction between inoculation x salt in lettuce crop was significant [F(1, 16) = 28.44; p = 0.0067] because the survival average decrease under salt condition, being more evident in uninoculated condition (Figure 1B). On the other hand, onion crop showed a significant decrease in survival under salt-stress condition [F(1, 16) = 337.50; p < 0.0001], but was not different among inoculated vs. uninoculated condition [F(1, 16) = 4.17; p = 0.238; Figure 1C]. Finally, tomato crop showed a significative interaction between inoculation vs. salt [F(1, 16) = 9.01; p = 0.0083] since those uninoculated individuals showed a more evident decrease in the survival percentage under salt-stress treatment (Figure 1D).

Effects of the Saline-Stress

Photochemical efficiency, measured as Fv/Fm, showed the expected trend in plants under saline stress in both S– and S+ individuals, since their photosynthetic performance along time appeared to be negatively affected compared with control individuals without salt addition (Table 1). However, as it could be seen in stressed individuals after 30 and 60 days of saline treatment, the presence of the microbial symbionts significantly ameliorated the negative impact of saline stress. Symbiont appeared to stabilize the decrease of Fv/Fm with time (Figure 2A). By contrast, among non-inoculated individuals under salt stress, the values of Fv/Fm showed a continuous decrease along time, being the Fv/Fm value at end of the experiment significantly lower than those recorded at day 30 (Figure 2A). Interestingly, the symbiotic interaction significantly enhanced the Fv/Fm values of lettuce plants, even if they were not under saline stress; S+ individuals where already 3.8% more efficient in their photochemical performance than S– plants by the 30th day, and this difference was maintained in time (Figure 2A). On the other hand, the amount of TBARS showed a substantial increase for both S+ and S– plants under saline stress. Nevertheless, among S+ individuals, this increase was less than a half of what was observed for their S– counterparts (Figure 2B). Conversely, TBARS concentrations showed no differences at any time in plants without saline stress, despite their symbiotic status (Figure 2B).


Table 1. Repeated measures ANOVA for the effect of saline stress (S) and microbial symbiosis (Sy) on two variables of physiological performance (a: photosynthetic efficiency; b: lipid peroxidation) and two specific stress-response mechanisms (c: proline concentration; d: NHX1 relative expression).
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FIGURE 2. Physiological performance of lettuce individuals measured as (A) the individual photochemical efficiency (Fv /Fm) of photosystem II (PSII) and (B) the level of lipid cell membrane peroxidation (TBARS) measured in leaves at 0, 30, and 60 days after exposed to salt stress (200 mM NaCl for “stressed” individuals) and inoculated with the Antarctic microbial consortium (S+ plants). Control groups for both conditions (non-stressed and non-inoculated, S–) are also showed. The box-plot represents the interquartile distribution of the data for each experimental group. Different letters indicate significant a posteriori differences (Tukey test, α < 0.05).



Mechanisms of Saline-Stress Tolerance

The concentration of proline significantly increased after 30 and 60 days in salt-stressed individuals compared to non-stressed plants (Figure 3A). However, whilst S– individuals under saline stress showed an increase in proline concentration of 32% (day 30) and 48% (day 60), plants inoculated with the antarctic symbiotic consortium this increase achieved a 96 and 98%, respectively, during the same period (Figure 3A). As expected, among individuals without salt addition the mean proline concentrations were observed to be independent of time and symbiotic interaction (Table 1). In addition, described as a genetic response to saline-stress (Khan et al., 2013), the relative expression of NHX1 showed larger changes in time among salt-stressed individuals compared with non-stressed S– and S+ plants. Furthermore, under saline stress, major increases appeared to be related with the presence of the symbiotic consortium; at day 30 its increase with respect to the reference value (S– day 0) was 32% for S– but 59% for S+ plants, a difference that was maintained at day 60 (Figure 3B). Interestingly, the symbiotic interaction also changes the NHX1 relative expression under non-stressed conditions, although small (9%), a significant increase was observed at day 30 among S+ plants. By contrast, the NHX1 expression of S– individuals do not present changes along time (Figure 3B).
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FIGURE 3. (A, B) Proline concentration (mmol/g FW) and, relative fold gene expression of NHX1 in shoot tissue of lettuce plants measured at 0, 30, and 60 days after exposed to salt stress (200 mM NaCl for “stressed” individuals) and inoculated with the Antarctic microbial consortium (S+ plants). Control groups for both conditions (non-stressed and non-inoculated, S–) are also showed. The relative expression increases are referred to the mean levels of expression in control lettuce plants (i.e., non-stressed and non-inoculated) at time 0, indicated by a red line. The box-plot represents the interquartile distribution of the data for each experimental group. Error bars at the NHX1 plot represent ± SE values. Different letters indicate significant a posteriori differences (Tukey test, α < 0.05).



Symbiont Consortium on Crops Productivity

Overall, those lettuce individuals exposed to salt-stress treatment showed a smaller size than those allocated to control treatment or even those exposed to salt-stress but inoculated with the symbiont consortium (Figure 4). The two-way ANOVA on the final fresh biomass values showed a general negative impact of the saline growth conditions on productivity (factor salt-stress: df = 1.49; F = 5.502; p = 0.023, Figure 3); however, the significance of the ANOVA interaction term (i.e., inoculation x salt-stress: df = 1.49; F = 4.981; p = 0.031) suggests that this negative effect depends on the symbiotic status. In this sense, the root biomass reduction was only noticed among S– individuals, as could be observed on the a posteriori HSD-Tukey results (Figure 5). In lettuce plants under salt stress, the absence of microorganisms resulted in a decrease of 38% in the fresh biomass weight of roots respect to non-stressed plants. The same trend that was observed on the aboveground biomass, with a 31% mean shoot decrease among S– plants under saline stress and, consequently, on the whole plants (Figure 5). Interestingly, the two-way ANOVA for shoot tissues alone and for the whole individuals, despite shown significant p-values for “inoculation” and “salt-stress” as separate terms, do not presented a significant interaction in term of “inoculation x salt-stress” (shoot: df = 1.49; F = 1.777; p = 0.188; entire plant: df = 1,49; F = 3.047; p = 0.0871). This suggests a role of both factors in the observed results, however, with an apparent independence between them. Despite this, a-posteriori significant differences on either biomass variables could only be observed between stressed and non-stresses S– plants (Figure 5). By contrast, between both, salt-stressed and non-stressed S+ lettuce plants, we did not find any statistical differences between mean fresh weight of neither root or shoot tissues, nor for the whole plant.
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FIGURE 4. Morphology of lettuce plants after 90 day in each treatment. Uninoculated (S–) plant without salt stress (A); Plants inoculated with a mix of Antarctic microorganisms (S+) not subjected to salt stress (B); S– plants under salt stress (200 mM NaCl) (C); S+ plant under salt stress (200 mM NaCl) (D). Image credit: H. Hansen.
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FIGURE 5. Final mean fresh biomass weight for roots, shoots and whole individuals of lettuce plants after being subjected for 60 days to saline stress (200 mM NaCl for “stressed” individuals) and inoculated with the Antarctic microbial consortium (S+ plants). Control groups for both conditions (non-stressed and non-inoculated, S–) are also shown. The box-plot represents the interquartile distribution of the data for each experimental group. Different letters indicate significant a posteriori differences (Tukey test, α < 0.05).



DISCUSSION

In our study we showed evidence suggesting the importance of symbiont microorganisms from Antarctica improving salt tolerance in crops. In fact, under salt-stress condition the symbiont consortium significantly enhanced the survival in three of four crops assessed here. Hence, selected microorganisms from Antarctic plants could be a successful tool to avoid the negative effect of salt stress to others plant species as crops.

Beyond confirming that Antarctic environments are a fructiferous source of microbial extremophiles with potential applications, the results obtained in this work also unveil part of the mechanisms by which these symbiotic partners could benefit their host-plants. Compared with non-inoculated individuals, an enhanced proline accumulation and increased expression of the NHX1 gene was observed among inoculated lettuces when they were subjected to salt-stress. Additionally, plants that were carrying the symbiotic consortium showed lower levels of cellular damage by lipid peroxidation and higher photosynthetic efficiencies.

Regarding the concentration of osmolytes, as a reported stres S–tolerance mechanism (e.g., glutamate, threalose, peptides, and other N-acetylated amino acids), proline appears to be particularly relevant to reduce the stressful effects of salinity (Hayat et al., 2012; López-Gómez et al., 2014; Reddy et al., 2015; Forni et al., 2017). The derived benefits of proline accumulation for a plant exposed to adverse environmental conditions (i.e., saline soils), could be related with the prevention of electrolyte leakage (Shahid et al., 2014), maintenance of the cell turgor (Ben Ahmed et al., 2011), and/or oxidative burst prevention (Hayat et al., 2012). In our work, the content of proline increased in both inoculated and non-inoculated individuals under salt stress. However, its accumulation in the later appeared to be slower, suggesting a role of the inoculated microorganisms in this process. In this sense, despite it is not possible with our design to differentiate the effects of the fungal and bacterial components of the microbial consortium, the proline-related response observed among inoculated lettuce plants may be originated by rhizobacterial symbionts, as other authors have shown (Kohler et al., 2009; Kumari et al., 2015). According to Creus et al. (2004), the plant-PGPR interaction frequently involves the control of the plant–water dynamics, facilitating the consequent enhanced potential for osmotic adjustment. Thus, it is not surprising that PGPR inoculation has been reported to result in enhanced tolerance to salt stress in several crops (Glick et al., 1997; Mayak et al., 2004; Yildirim and Taylor, 2005; Barassi et al., 2006; Egamberdieva et al., 2013; Forni et al., 2017).

Root-fungal endophytes could also have profound effects on plant performance as they can impact several components of their fitness; for example, by facilitating the uptake of essential nutrients like Potassium, Nitrogen or Phosphorus (Barka et al., 2002; Tanaka et al., 2005). This may have a direct impact in the physiological processes of the plant that are N-limited like carbon assimilation, and ultimately, growth, especially in soils with low degradation rates of organic matter in the rhizosphere (Jumpponen and Trappe, 1998; Upson et al., 2009). In this regard, diverse enzymes from root-fungal endophytes have been observed to degrade organic molecules like cellulose, lipids, starch, and complex proteins (Petrini et al., 1993; Caldwell et al., 2000; Suryanarayanan et al., 2012). For this reason, it has been proposed that the metabolic activity of these endophytes propitiates the nutritional enhancement of the rhizosphere in which their plant-host is developing (Newsham, 2011).

More similar to the proline response, the augmentation of the NHX1 gene expression observed among inoculated individuals represents a direct effect of the interaction on the response capacity of the host-plant against saline stress. Linked with the synthesis of the NHX antiporter proteins, the expression of the NHX1 gene has been associated with pH control and Na+/ K+ homeostasis (Leidi et al., 2010; Bassil and Blumwald, 2014), cell expansion (Apse et al., 2003) and salt tolerance (Hernández et al., 2009; Bassil and Blumwald, 2014). A generally accepted mode of operation of this protein is the transport of either K+ or Na+ into vacuoles in exchange of an H+efflux to the cytosol (Bassil and Blumwald, 2014). These antiporters also contribute to K+ uptake which is stored in specific vacuoles for turgor-generation and cell pH regulation (Leidi et al., 2010). This prevents toxic Na+: K+ ratios in the cytosol while accruing solutes for osmotic balance (McCubbin et al., 2014), for which the vacuolar accumulation of these elements is an especially crucial feature for plants under osmotic stress (Jiang et al., 2010).

For example, the PGPR B. subtilis can also decrease the absorption of excessive amounts of Na+ by the roots of plants by down-regulating the expression of the high affinity K+ transporter (HKT1) in the roots of salt-affected plants (Zhang et al., 2008; Qin et al., 2016). In addition, the effect of B. subtilis also was related with the shoot-to-root Na+ recirculation by triggering the induction of HKT1 in shoots (Zhang et al., 2008). On the other hand, inoculation with fungal endohytes like Piriformospora indica have also resulted in increases in the expression of NHX1 in salt-grown Arabidopsis compared to non-inoculated individuals (Abdelaziz et al., 2017). In our study, inoculated lettuce plants induced high levels of NHX1 transcripts both under control and salt-stress conditions. However, it is under saline conditions where the relative expression increase appeared to be relevant, reaching almost a two-fold increase in the expression compared with non-inoculated plants.

In conclusion, we could determine that the selected consortium of Antarctic extremophiles effectively reduces the physiological impact of saline stress in a salt-susceptible crop like lettuce, as observed at both the individual and cellular levels. Interestingly, in terms of photochemical efficiency, the studied symbiosis leads to increases in plant performance even in the absence of saline stress. Nevertheless, under saline-stress, the responses of inoculated lettuce plants largely exceed those of non-inoculated individuals, both in terms of proline concentration and NHX1 relative expression. Furthermore, as a consequence of this enhanced saline-stress tolerance, inoculated plants finalize their productivity cycle with a higher size than their non-inoculated counterparts. This may respond to the higher levels of photosynthetic efficiency sustained over time even under saline conditions, complemented with the decrease in the oxidative effects derived from saline-related ions, which appeared to be controlled by great amounts of NHX antiporters. The role of proline in stabilizing the cellular membranes under salt stress was also evident from the reduced lipid peroxidation measured as TBARS in inoculated plants, which showed almost a three-fold reduction compared with non-inoculated but stressed individuals.

Finally, the use of microorganisms associated with plants from stressful sites appears as a powerful tool for improving salt stress tolerance in intolerant (susceptible) crops. A variety of symbiotic microorganisms are now being used worldwide with the aim of enhancing plant productivity, especially on agricultural crops under saline stress conditions (Kim et al., 2014; Kaushal and Wani, 2016; Orhan, 2016; Qin et al., 2016; Singh and Jha, 2016; Etesami and Beattie, 2018). However, while most studies analyzed the effect of a single symbiotic partner, the high diversity of occurring microorganisms also implies a wide spectrum of physiological and biochemical effects. In this sense, while it is expected that we should aim to fully understand the nature of each plant-microbe relation, broad benefits for a potential plant-host could arise from the “consortium” approach to its symbiotic interactions (Sturz and Nowak, 2000; Faust, 2019).
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Dehydrins are a family of plant proteins that accumulate in response to dehydration stresses, such as low temperature, drought, high salinity, or during seed maturation. We have previously constructed cDNA libraries from Rhododendron catawbiense leaves of naturally non-acclimated (NA; leaf LT50, temperature that results in 50% injury of maximum, approximately −7°C) and cold-acclimated (CA; leaf LT50 approximately −50°C) plants and analyzed expressed sequence tags (ESTs). Five ESTs were identified as dehydrin genes. Their full-length cDNA sequences were obtained and designated as RcDhn 1-5. To explore their functionality vis-à-vis winter hardiness, their seasonal expression kinetics was studied at two levels. Firstly, in leaves of R. catawbiense collected from the NA, CA, and de-acclimated (DA) plants corresponding to summer, winter and spring, respectively. Secondly, in leaves collected monthly from August through February, which progressively increased freezing tolerance from summer through mid-winter. The expression pattern data indicated that RcDhn 1-5 had 6- to 15-fold up-regulation during the cold acclimation process, followed by substantial down-regulation during deacclimation (even back to NA levels for some). Interestingly, our data shows RcDhn 5 contains a histidine-rich motif near N-terminus, a characteristic of metal-binding dehydrins. Equally important, RcDhn 2 contains a consensus 18 amino acid sequence (i.e., ETKDRGLFDFLGKKEEEE) near the N-terminus, with two additional copies upstream, and it is the most acidic (pI of 4.8) among the five RcDhns found. The core of this consensus 18 amino acid sequence is a 11-residue amino acid sequence (DRGLFDFLGKK), recently designated in the literature as the F-segment (based on the pair of hydrophobic F residues it contains). Furthermore, the 208 orthologs of F-segment-containing RcDhn 2 were identified across a broad range of species in GenBank database. This study expands our knowledge about the types of F-segment from the literature-reported single F-segment dehydrins (FSKn) to two or three F-segment dehydrins: Camelina sativa dehydrin ERD14 as F2S2Kn type; and RcDhn 2 as F3SKn type identified here. Our results also indicate some consensus amino acid sequences flanking the core F-segment in dehydrins. Implications for these cold-responsive RcDhn genes in future genetic engineering efforts to improve plant cold hardiness are discussed.

Keywords: expressed sequence tags (EST), gene expression profiling, cold hardiness, Rhododendron, cold acclimation, deacclimation, FSK-type dehydrins, dehydrin F-segment

INTRODUCTION

Survival and growth of woody plants in cold climate is important for traditional sectors of horticulture and forestry. One advantage of using Rhododendron as a material to study cold-hardiness physiology is the wide range of leaf and bud cold (freezing) tolerance among species (Sakai, 1986). Rhododendron, like many other woody perennials, can adapt to harsh winter through a process called cold acclimation (CA), by which they develop tolerance to low temperature and freezing seasonally, with hardiness increasing through the autumn, peaking in midwinter, declining during the spring, and reaching the lowest in summer (Arora and Taulavuori, 2016).

Cold acclimation is considered to be an active process that involves a wide range of physiological and biochemical reprogramming, including altered membrane structure and function (Yamada et al., 2002), as well as myriad of changes in primary and secondary metabolisms (Guy, 1990; Thomashow, 1990, 1998); most of these are also accompanied by related changes in protein/gene expression. As the D-11 subgroup of late embryogenesis abundant proteins (Dure, 1993), dehydrins have been found to play an important role in plant defense against dehydration stresses, including freeze-desiccation stress (Lin and Thomashow, 1992; Close, 1996; Wisniewski et al., 2003; Kaplan et al., 2004; Kosová et al., 2007; Tunnacliffe and Wise, 2007). The defining characteristic of plant dehydrins is the existence of a putative amphipathic α-helix-forming domain, called the conserved K-segment (Close, 1997; Malik et al., 2017). It has been shown that dehydrins are located in the nucleus or cytoplasm of the cell (Close, 1997), specifically in the vicinity of the plasma membrane (Danyluk et al., 1998), cytoplasmic endomembrane (Egerton-Warburton et al., 1997), and plasmodesmata (Karlson et al., 2003). In addition, their high concentrations in cells (Baker et al., 1988), add to the appeal as engineering targets for enhancing plant stress defense capacity.

We had previously generated 862 5′-end high-quality ESTs from cold acclimated (CA) and non-acclimated (NA; non-cold-hardened) leaves of field grown plants of Rhododendron catawbiense, a cold-hardy North American rhododendron species (Wei et al., 2005a). NA (summer-collected) and CA (winter-collected) leaves were also evaluated for cold-hardiness in a laboratory-based freeze-thaw assay which indicated their leaf-freezing tolerance (defined as LT50, temperature that results in 50% injury of maximum) to be approximately −7° and −50°C, respectively. Comparative analysis of NA- and CA-EST data sets revealed cDNAs for five dehydrins that were more abundant in the more cold-hardy CA tissues (Wei et al., 2005a), and are thus of interest for further characterization. In the present study, sequence analyses of these five rhododendron dehydrins were performed to characterize their conserved motif features. In addition, the seasonal gene expression of individual dehydrins was characterized using northern blot and RT-PCR, providing experimental information on their cold-acclimation-response. Furthermore, a thorough bioinformatic analysis was carried out for an identified 18 amino acid sequence (ETKDRGLFDFLGKKEEEE) located in one of the rhododendron dehydrins. Interestingly, the center part of this consensus 18 amino acid sequence is a 11-residue amino acid sequence (DRGLFDFLGKK) that has been recently identified and named as the “F-segment” based on the pair of hydrophobic F residues it contains (Strimbeck, 2017). This present study, however, expands our knowledge regarding the types of F-segment peptides found in the known single copy (FSKn) dehydrins to the F2S2Kn or F3SKn dehydrins which contain two or three F-segments (this study). Our bioinformatic analysis also indicates some consensus amino acid sequences flanking the core F-segment in at least some of the F-segment containing dehydrins. Potential use of the identified cold stress-related rhododendron dehydrins for plant engineering is also discussed.

MATERIALS AND METHODS

The overall experimental and analysis approaches are illustrated in Figure 1.
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FIGURE 1. Diagram of the outline for the experimental design and analyses.: CA, cold-acclimated; DA, de-acclimated; EST, expressed sequence tag; NA, non-acclimated.



Sample Collection

Field-grown plants of R. catawbiense, maintained at The Holden Arboretum's David G. Leach Research Station in Madison, Ohio, were used for this study. Two sets of leaf samples were collected from these plants to determine the changes of dehydrin expression profiles. The first set of leaf samples was the seasonal collection representing summer (July), winter (January), and the following spring (May). Summer and winter-collected samples represent NA and CA leaves, respectively; whereas the spring collection is for tissues that are expected to have lost their previously acquired (during fall/winter) cold hardiness in a process called deacclimation (DA) upon the return of warmer temperatures in spring (Kalberer et al., 2006). Together, this sampling represented annual cycle of NA-CA-DA tissues. Leaf freezing tolerance, defined as LT50, of NA and CA leaves, was found to be −7° and −53°C, respectively (Wei et al., 2005a). Whereas precise freezing tolerance of deacclimated leaves (May collection) could not be ascertained for this study, it can be safely assumed to be substantially lower than cold acclimated levels (from January) and closer to that of non-acclimated tissues (Kalberer et al., 2006). The second set of leaf samples was approximately monthly collections from August through February, representing the period of gradual/seasonal development of cold acclimation from summer (August) through the fall/early winter (September, October, November) reaching close to maximal cold-hardiness by January. For all the samplings, leaf tissues were flash frozen in liquid nitrogen and stored at −80°C until RNA and cDNA preparations.

RNA Extraction

Total RNA was extracted according to the modified hot-borate method of Wilkins and Smart (Wilkins and Smart, 1996). The prepared RNA was dissolved in DEPC treated water and store at −80°C until use.

Northern Blot

Equal amounts of total RNA (8 μg) extracted from leaf tissues were denatured and fractionated on 1% (w/v) formaldehyde-agarose gels for electrophoresis, followed by viewing and photographing under UV light to confirm RNA quality and equal sample loading. The transfer of RNA to nylon membranes, the preparation of DNA probes corresponding to cDNA inserts of interest, and the hybridization conditions were described previously (Wei et al., 2005a). After the northern blotting, the intensity of positive bands was analyzed by densitometry using imaging software (NIH Image version 1.41, National Institutes of Health, Bethesda, MD).

Reverse Transcription

For each sample's reverse transcription (RT), RNA was treated with DNase I (amplification grade; Invitrogen, Carlsbad, CA) to avoid contamination with genomic DNA. First-strand cDNA was synthesized using 3 μg of total RNA with the Superscript RT III kit (Invitrogen, Carlsbad, CA) and random hexamer primers for 18S and R. catawbiense ubiquitin-like (RcUbql) genes (used for initial reference gene screening), or oligo(dT)18 for RcUbql gene and dehydrin genes (used in formal functional gene screening) according to the manufacturer's instructions. The total RT reaction volume was 20 μL and was further diluted to 80 μL by adding DEPC-treated water (thus each μL contained “first-strand cDNA” derived from approximately 40 ng of initial total RNA). This was used as “first-strand cDNA” for regular RT-PCR and real-time RT-PCR as described below. A second aliquot of total RNA (also 3 μg) was treated using ddH2O instead of reverse transcriptase and used as minus reverse transcriptase (–RT) controls for monitoring any genomic DNA contamination or nonspecific DNA amplification.

Selection and Validation of RcUbql as Reference Genes for Regular and Real-Time RT-PCR

As in our EST dataset, we have identified the EST for RcUbql (GenBank accession No. CV015651), which allowed us to design a pair of primers for both regular RT-PCR and real-time RT-PCR with an amplicon size of 254 bp (Table 1). To validate the suitability of RcUbql as the reference gene, the Quantum RNA Universal 18S Internal Standards primers (amplicon size of 315 bp; Ambion, Austin, TX, USA) were used as an internal standard with 18S primers-to-competimers ratio of 3:7. As described by the manufacturer's manual, the 18S rRNA and our target gene (RcUbql) were amplified in a multiplex reaction using the above-mentioned random hexamer primers-reverse transcribed cDNA as templates.


Table 1. Primer sequences for regular and real-time RT-PCR.
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Regular RT-PCR and Real-Time RT-PCR

The primers used for both regular and real-time RT-PCR are listed in Table 1. Whereas, the regular RT-PCR with three different cycle numbers provided a visual, traditional means to examine the expression level of target genes, the real-time RT-PCR allowed a more accurate, quantitative assessment of the gene expressions.

For regular RT-PCR, which was used in parallel to real-time RT-PCR (as described below) to detect the expression level of dehydrin genes and RcUbql gene, the “first-strand cDNA” (derived from approximately 40 ng of initial total RNA) was used in a final reaction of 20 μL containing 0.2 mM dNTP, 2 mM MgCl2, 625 nM of each forward and reverse primers and 1 unit of Taq. The setup reaction mixture was subjected to regular RT-PCR at three different cycle numbers empirically determined for amplification at non-saturation levels (28, 32, and 36 cycles for most transcripts). This setup ensured that the amount of amplified products stayed in the linear proportion to the initial template amount present in the reaction under at least one of these three cycle numbers. The PCR products were separated and analyzed on agarose gels.

For real-time RT-PCR, the “first-strand cDNA” (equivalent to approximately 10 ng of initial total RNA extracted from leaf tissues) was used in a final reaction of 20 μL containing 1X SYBR Master Mix, 625 nM forward primer and 625 nM reverse primer, using ABI optical tube and caps. All reactions were performed in triplicate and repeated in two independent experiments. The real-time RT-PCR were performed in ABI model 7000 sequence detection system (Applied Biosystems, Foster City, CA). Thermal cycling conditions consisted of 2 min at 94°C for denaturation and 40 cycles of amplification (15 s at 94°C, 30 s at 59°C, 20 s at 72°C), followed by standard dissociation procedure. PCR data were analyzed with the sequence detection software version 1.2.3.

PCR amplification efficiency of real-time RT-PCR was determined using the absolute fluorescence method (Ramakers et al., 2003), in which a serial cDNA template dilutions were conducted to obtain the standard curves. The resultant PCR efficiency for each gene's primers was calculated. Expression level of test gene (i.e., RcDhn 1-4) relative to reference gene (RcUbql) was calculated using the comparative CT method, i.e., by subtracting the CT of reference gene from the test gene CT according to the function ΔCT = CT (test gene)—CT (reference gene). To obtain the seasonal changes in expression levels of a certain RcDhn gene, the function ΔΔCT was determined using the equation ΔΔCT = ΔCT(test gene in a specific month's sample)—ΔCT(test gene in August sample). The final fold change of a specific month against August was then calculated by the formula 2−ΔΔCt in accordance with ABI sequence detection system user manual, with the gene expression level in August set as 1. For statistical analysis, the p-values were calculated using a Student's t-test on the fold change values, and the analyses were performed using Excel; significance was defined as p < 0.05, whereas high significance was defined as p < 0.01.

ESTs Source and Primer Walk to Obtain Full cDNA Sequence of Dehydrins

Previously, 423 and 439 5′ ESTs were generated from cold acclimated (CA) and non-acclimated (NA) leaves, respectively, of R. catawbiense (Wei et al., 2005a). These ESTs (GenBank accession nos. CV014938– CV015799) were clustered to produce a list of unique transcripts, which were annotated using PIR-NREF protein database (Protein Information Resource: Non-Redundant Reference) and BLASTX (Wei et al., 2005a). The study annotation led to the identification of five dehydrins, which were labeled as RcDhn 1-5, wherein “Rc” represents R. catawbiense, Dhn for dehydrin, and each gene has a unique number.

Sequences of full length dehydrin genes were obtained by primer-walking sequencing of the 5 RcDhn cDNA clones. The primers used were either the universal primers or designed based on the sequences of ESTs that also existed for cDNA clones. DNA multiple sequence alignments were conducted by using the Genetics Computer Group (GCG) PILEUP program (University of Wisconsin, Madison, WI, USA) to determine the full-length sequences of the cDNA clones.

Open Reading Frame (ORF) of the Nucleotide Sequences and Protein Sequence Alignment

The full-length sequences of the RcDhn clones were input into the NCBI's ORF to deduce the amino acid sequences of the dehydrin genes. The most feasible ORF was determined by comparing the deduced amino acid sequence with the sequences in GenBank databases using the BLAST server. The resultant amino acid sequences were used to (1) identify the potential YSK segments of dehydrins, (2) identify the expanded F-segment (see below), and (3) align specific dehydrins of interest from other plant sources.

Identification and Clustering of the Expanded F-Segment Containing Ortholog Proteins and Bioinformatics Analysis

The procedure for BlastP analyses to identify the homolog proteins that contain the conserved F-segment in protein database is outlined in Figure 2. The R. catawbiense dehydrin 2 (RcDhn 2) amino acid sequence obtained from NCBI (AGI36547) was used to search for other similar dehydrins using the local Protein-protein BLAST (BlastP) program against the non-redundant (NR) protein database. The e-value was set to 0.01 and other parameters kept at default. Consequently, 270 sequences were retained to do the next analysis after removing the 10 repeats in all 280 hits. Another local BlastP was performed to search for the similar amino acid consensus sequence using the 18 amino acid sequence initially identified in RcDhn 2 (ETKDRGLFDFLGKKEEEE) as the query and the 270 sequences as database. The e-value was set to 0.01 and other parameters kept at default. There were 212 hits with AGI36547 (i.e., RcDhn 2 deposited into GenBank by our group) containing three F-segments, XP_010474361 containing two F-segments (Camelina sativa dehydrin ERD14; F2S2Kn as illustrated in Figure 3, bottom panel), and the rest containing one F-segment.
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FIGURE 2. Flowchart for global and local BlastP analyses to identify the homologous proteins that contain the conserved, expanded F-segment in protein database. See the Materials and Methods section for details.
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FIGURE 3. Deduced amino acid sequences for Rhododendron dehydrins RcDhn 1-5 and C. sativa dehydrin ERD14. Amino-acid residues are designated in single-letter code. The Y-, S-, and K-segments are boxed. The defined expanded F-segments in RcDhn 2 are boxed and in boldface and yellow; the histidine-rich (H) segment are boxed and in pink. C. sativa dehydrin ERD14 was identified by our BlastP analysis hit against the NCBI protein database.



The start and end positions of the 212 F-segments in the BlastP result was extracted using a customized Perl script, which were then used for multiple sequence alignment. Four segments containing two amino acid “CG” insertions may belong to another family and were removed for alignment, as illustrated in Supplemental Figure S1. The rest 208 segments were used for consensus sequence analysis and the unrooted evolutionary tree construction by using CLC Genomics workbench 9. The consensus sequence Logo was then constructed by WebLogo online server (http://weblogo.berkeley.edu/logo.cgi) (Schneider and Stephens, 1990; Crooks et al., 2004).

Charge and Hydropathy Analyses of Conserved Segments of Dehydrins

For conserved segments, Peptide Analyzer (http://haubergs.com/peptide) was used to calculate the charge and hydropathy scores, and to generate hydropathy plot.

RESULTS

Sequence Analyses of Rhododendron Dehydrin Genes

BLASTX search of PIR-NREF protein database revealed that several ESTs from the CA library were identified as dehydrin transcripts encoding five distinct dehydrins (Table 2). Five corresponding cDNA clones from the cold-acclimated cDNA library (Wei et al., 2005a) were picked and cultured for plasmid extraction. The extracted plasmid DNA was sent to the DNA facility of Iowa State University for Primer Walking service to obtain the full-length sequence of these clones. The resultant sequence analysis showed that each cDNA contains the 3′ untranslated region, the start codon, stop codon, and the poly(A)+ tail, confirming that they represent the full-length genes (data not shown). The deduced amino acid sequences from these genes are shown in Figure 3.


Table 2. Characteristics of Rhododendron Dhn genes and their protein products.
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As noted before, the distinct Dhn genes were referred by a nomenclature composed of five-letter (RcDhn) plus a sequential number (1 to 5), in which “Rc” represents R. catawbiense, Dhn for dehydrin. The dehydrin protein names follow the same convention, except that the letters are capitalized and not italicized. Based on the presence of certain consensus regions of amino acids in their sequence, dehydrins are conventionally described by the “YSK” shorthand, according to which plant dehydrins can be categorized into five distinct structural types: (1) YnSKn, (2) SKn, (3) YnKn, (4) Kn, and (5) KnS (Close, 1996, 1997). Except for the type 5 (KnS), other four types, 1 to 4, have been identified in Rhododendron in this study (Table 2). The predicted size of dehydrins identified was from 81 to 303 in amino acids (Table 2), which fits within the reported wide range of dehydrins (82-648 amino acids) (Close, 1996). Variation in isoelectric point is in the range of 4.8 to 6.9. It is suggested that each YSK structure type may bear a distinctive functional role (Svensson et al., 2002), thus we characterized each identified dehydrin as below.

(1) Y3SK2 type RcDhn 1

Y3SK2 has been found widely across diverse plant species some of which include sunflower (Helianthus annuus), radish (Raphanus sativus) (Campbell and Close, 1997), Arabidopsis thaliana (Nylander et al., 2001; Svensson et al., 2002), Brassica juncea and B. napus (Yao et al., 2005). The transcript of sunflower Y3SK2 type dehydrin (HaDhn1) increased in abundance under water deficit stress (Cellier et al., 2000), while this type of dehydrins in B. juncea and B. napus were found to be expressed in germinating seeds and with enhanced cold tolerance during seedling emergence (Yao et al., 2005).

(2) Y2SK2 + F3 type RcDhn 2 (F3SK2)

RcDhn 2 (Z05B04) belongs to the Y2SK2 type and can be distinguished from the other four rhododendron dehydrins because it has three copies of an unusual, expanded F-segment (ETKDRGLFDFLGKKEEEE), one of which is always present near the N-terminus (Figure 3; Table 2). Dehydrins with all three consensus segments, Y, S, and K, have been widely reported to occur in plants (Close, 1996; Wisniewski et al., 2006).

(3) RcDhn 3 and RcDhn 4: the blueberry-type dehydrins

RcDhn 3 (CA1F12; Y1K1) belongs to Y1K1 type (Figure 3 and Table 2). Although YnKn dehydrins have been found in other species, such as Y2K2 (Pisum sativum) (Haider, 2012), and Y2K9 (Prunus persica) (Wisniewski et al., 2006), Y1K1 type has not been reported in literature based on our knowledge. RcDhn 4 (CA3E05; K1) belongs to K1 type (Figure 3 and Table 2); unlike RcDhn 3, it lacks Y-segment. Kn type dehydrins have been found in many other species, including K2 in Pseudotsuga menziesii, K3 in Medicago falcata, K6 in Triticum aestivum and A. thaliana, and K9 in Hordeum vulgare (Campbell and Close, 1997). In addition, K2 type dehydrins also exist in Pinus sylvestris (GenBank accession No. CAD54624.1, CAD54623.1, and CAD54621.1). However, K1 type has not been reported in other species so far. Since the defining feature of dehydrins is the conserved K-segment, the K1 type RcDhn 4 is among the groups of a few simplest dehydrins reported so far with regard to deduced amino acid sequences(Lee et al., 2005). Except for the Y-segment, both RcDhns 3 and 4 have K1 and also show considerable similarity to each other in their deduced amino acid sequences. BLAST search against NR-PIR database identified five blueberry (Vaccinium corymbosum) dehydrin orthologs (Dhanaraj et al., 2005). Since Rhododendron and blueberries both belong to the health family (Ericaceae), RcDhns 3 and 4 were thus labeled as blueberry-type dehydrins.

(4) RcDhn 5: the kidney bean-type dehydrins

RcDhn 5 (CA2D12; SK2) is an acidic, SK2 type dehydrin (Figure 3 and Table 2); it lacks the Y-segment. It also contains a histidine-rich segment (HHQHHHHVE) close to N-terminus. SK2 dehydrins have also been found in other woody plants like peach (Prunus persica) (GenBank accession No. AAZ83586) (Bassett et al., 2009) and birch in which the pre-exposure to short-day followed by low-temperature treatment led to a significant increase in the expression of a SK2 type dehydrin gene, compared with low-temperature-treated plants grown at long-day photoperiod (Puhakainen et al., 2004). Heterologous expression of this birch SK2 type dehydrin in Arabidopsis indicated that this short-day potentiation of gene expression could be tree-specific (Puhakainen et al., 2004).

Seasonal Expression Profiling of RcDhn Genes by Northern Blot: Approach I to Identify Quantitative Expression of RcDhns vis-à-vis Seasonal Changes in Freezing Tolerance

To further investigate seasonal changes of RcDhns during NA-CA-DA seasonal cycle, we used the respective gene probes to hybridize with the RNA extracted from the non-acclimated (NA), cold acclimated (CA), and deacclimated (DA) Rhododendron leaf tissues as described in the Materials and Methods. The northern blot results showed that the transcript levels of all five RcDhns followed a distinct seasonal cycle, i.e., relatively low levels in less-hardy tissues in summer followed by ~5–14-fold accumulation (densitometric analysis) in much cold-hardier tissues in winter and then substantial decline in concert with a seasonal transition to spring with the expected loss of freezing tolerance (Figure 4; Peng et al., 2008). The magnitudes of fold-change of these genes among NA CA, and DA tissues indicate that they were all cold-responsive dehydrin genes.
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FIGURE 4. Northern blot analysis for the seasonal expression levels of RcDhn 1-5 in NA, CA, and DA leaf tissues. Total RNA (8 μg) was isolated and hybridized with respective cDNA probes. Lower panel shows control hybridization of the filters to rRNA using a blueberry cDNA probe confirming equal loadings among the lanes. Fold change in the expression level during cold acclimation and deacclimation relative to non-acclimated state (defined as ‘1') was estimated by densitometry. The putative genes in red text showed at least 5-fold differences in the intensity of bands of northern blot between NA and CA, thus defined as highly cold-responsive genes. RcDhn 5's northern blot data were adapted from a previous study (Peng et al., 2008). CA, cold-acclimated; DA, de-acclimated; NA, non-acclimated.



It is noteworthy that northern blot analysis using RcDhn 4 EST probe revealed three hybridizing mRNA bands of 2.0, 1.1, and 0.5 kb (Figure 4). The predominant band was 0.5 kb, corresponding to the expected size of the RcDhn 4 EST, which had been previously deposited to GenBank by our group (accession no. CV015159, with mRNA length 491 bp) (Wei et al., 2005a). This RcDhn 4 EST sequence was used to design primers (as listed in Table 1) for real-time RT-PCR analysis for its monthly expression profiling as described below. The occurrence of three bands on northern blot of RcDhn 4 indicates the presence of three mature RcDhn 4 transcripts, which could arise by either alternative splicing, and/or due to alternative transcription initiation or polyadenylation sites.

Monthly Expression Profiling of RcDhns by RT-PCR: Approach II to Identify Cold Acclimation-Responsive Dehydrin Genes

The very hardy species, R. catawbiense, has the remarkable ability to increase their leaf freezing tolerance to cope with cold winters (Wei et al., 2005a; Wang et al., 2009). This study examined the monthly gene expression of five RcDhns using the samples collected monthly between August (summer) and January (winter); as well as late February. This work provides cold-acclimation-responsive dehydrin gene expression patterns with greater resolution than before, showing that leaf tissues progressively increase their freezing tolerance from summer through fall (Peng et al., 2008). Gene expression profiling was conducted using both regular RT-PCR and real-time RT-PCR. The relative expression levels in each cDNA sample were normalized by comparing the data to the reference gene (e.g., ubiquitin-like protein) in the same sample, which remained constant throughout the season changes. The threshold cycle (Ct) values and calculation worksheets for the fold changes of dehydrin gene expression are provided in Additional File 2, following the data presentation examples for semi-quantitative RT-PCR published in recent literature (Nguyen et al., 2014; Xiong et al., 2016; Feng et al., 2017; Sharma et al., 2017). The statistical analysis process and results are also included in the worksheets (Additional File 2).

The transcript levels of RcDhns 1, 2, 3, 4, and 5 followed an incremental accumulation pattern from late August (summer), through October (autumn) till January (winter). The accumulation of transcript began in early autumn (October), and reached a peak in January (Figures 5, 6). Such accumulation pattern mirrors the monthly increase in leaf freezing tolerance from August through January in this species (Peng et al., 2008). Overall, the magnitude of changes of RcDhns 1-5 genes in R. catawbiense between August and January, estimated by real-time RT-PCR, were in the range of 6- to 15-fold, confirming the results observed in the above Approach I for gene expression profiling and supported that they were all cold-acclimation-response dehydrins, which was also similar to the seasonal expression pattern of RcDhn 5 previously reported by our group (Peng et al., 2008).
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FIGURE 5. Regular RT-PCR DNA gel images for monthly expression patterns of dehydrin genes in leaf tissues of field-grown R. catawbiense collected in August, September, October, November, January, and February. Total RNA extracted from leaf tissues were used for cDNA synthesis. Regular RT-PCR was conducted by using each dehydrin's primers, while the Universal 18S Internal Standards primers (Ambion) and gene-specific primers of rhododendron ubiquitin-like (RcUbql) gene were used as the mixed primers for the reference genes; the cycle numbers were 32, which was in the exponential phase of the PCR amplification.
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FIGURE 6. Real-time RT-PCR analysis for monthly expression patterns of dehydrin genes in leaf tissues of field-grown R. catawbiense collected in August, September, October, November, January, and February (A-D) RcDhn 1-4. Total RNA extracted from leaf tissues were used for cDNA synthesis. Real-time RT-PCR was conducted by using each dehydrin's primers, while the gene-specific primers of rhododendron ubiquitin-like (RcUbql) gene for the reference gene. The monthly expression of each dehydrin gene was presented as the expression levels relative to its expression level in August (which was set at 1). * and ** indicate statistical significance of p < 0.05 and p < 0.01, respectively, comparing with the expression level in August.



Orthologous Proteins of Cold-Responsive RcDhn 2 and Distribution of Expanded F-Segment in Protein Database

To investigate if an expanded F-segment found in RcDhn 2 is conserved in amino acid sequences relative to other dehydrins from other plant species, a bioinformatic study was conducted by two rounds of BlastP search as described in the Materials and Methods and outlined in Figure 2. Briefly, the first round of search was conducted by using the RcDhn 2 amino acid sequence to search for other similar dehydrins using the local BlastP program against the non-redundant protein database (NR), which generated 270 hits. The second round of local BlastP was performed to search for the expanded F-segment consensus sequence using the expanded F-segment initially identified in RcDhn 2 (ETKDRGLFDFLGKKEEEE) as the query and the 270 hits as the database, which led to 208 hits containing the expanded F-segments. Accordingly, the start and end positions of the 208 expanded F-segments in the BlastP result was extracted, and the NCBI accession numbers of resultant hit protein sequences and their contained expanded F-segment sequences are listed in Supplemental Table S1. These 208 expanded F-segment sequences were used to generate the unrooted evolutionary tree using CLC Genomics Workbench 9. Expanded F-segments can be arranged into classes 1, 2, 3, 4, and 5, among which the expanded F-segment in RcDhn 2 belongs to class 3 based on sequence similarity, as illustrated in Figure 7.


[image: image]

FIGURE 7. Unrooted tree of total 208 expanded F-segment sequences using CLC Genomics Workbench. The labels beside each dot are protein NCBI accession numbers. The segments are arranged into 5 classes based on the genetic distance. The unique expanded F-segment (three copies from RcDhn 2) is highlighted by the blue box. All are eukaryotes.



Furthermore, the 208 expanded F-segment sequences listed in Supplemental Table S1 were used to generate the expanded F-segment consensus sequence, which is presented in two forms. The first form is the WebLogo graphic form (Figure 8, upper panel), which reveals the consensus sequence with a stack of amino acid letters, with the height of each letter representing the observed frequency of the corresponding amino acid at each position. The second form is the conventional form, which is illustrated in Figure 8, lower panel. Whereas, the original expanded F-segment identified in RcDhn 2 is ETKDRGLFDFLGKKEEEE, the expanded F-segment consensus sequence generated from 208 F-segment sequences is E197T67K92D188R207G207L150F200D198F204L123G167K142K149E93E114E105.
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FIGURE 8. Consensus amino acids of expanded F-segment in dehydrin protein hits from BLASTP search against rhododendron expanded F-segment containing RcDhn2. The sequence graphics in the upper panel was created using WebLogo program. Single letters are abbreviations for amino acids. The number after the letters in the lower panel indicates the occurrence of each amino acid residue at each position. “-” represents a gap in alignment. The most hydrophilic amino acids lysine (K), glutamate (E), aspirate (D) and arginine (R) are indicated by the star marks (*), and counted as K3E5D2R1.



Comparison of the Expanded F-Segment With K-Segment

As listed in the Supplemental Table S1, the 208 expanded F-segment containing dehydrins were found to exist broadly across a range of species.

Bioinformatics analyses of charge and hydropathy were conducted for the expanded F-segment and the K-segment, the signature sequence of all dehydrins (Campbell and Close, 1997). The results show that the expanded F-segment, explored in this study, contains K3E5D2R1; whereas the K-segment consensus contains K5E2D1, as illustrated in Figure 9. It is interesting to note that among the four most hydrophilic amino acids—glutamic acid (E), glutamine (Q), aspartic acid (D) and asparagine (N)—two of them (E and D) are present in the expanded F-segment and the K-segment, which lead to the overall hydrophilic nature of these two motifs. For these two motifs, the expanded F-segment has a more negative net charge (with a value of−3.0) (Figure 9A).
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FIGURE 9. Comparison of charge and hydropathy between the expanded F-segment and K-segment. (A) Charge profiling. (B) Hydropathy plot. K-segment was reported in literature as described in the text.



The hydropathy plots are shown in Figure 9B, in which the Kyte–Doolittle scale (Kyte and Doolittle, 1982) was used to compare hydrophobicity by which a positive score indicating hydrophobic and negative score indicating hydrophilic residues. The expanded F-segment has an unique hydropathy plot, which is significantly different from the K-segment (Figure 9B) and may have an implication for its role in interacting with other molecules and subcellular structures, differentiating it from the K-segment motif, as further explored below.

DISCUSSION

Possible Function for F-Segment Domain in Dehydrins

Although there is a general acceptance about a broad range of functions of dehydrins, a question still arises as to the fundamental biochemical role of F-segments in dehydrins. Strimbeck (2017) proposed that the F segment may form a short, amphipathic helix capable of binding with membranes or proteins (Strimbeck, 2017). Further biochemical characterization of the F-segments will provide more clues to its structural and functional roles, if any.

It is known that a group of calcium-binding proteins, including calreticulin, calsequestrin, calnexin, and calmegin, use the negatively charged, acidic amino acid region near the C-terminus to bind calcium at high capacity and low affinity (Corbett and Michalak, 2000; Alsheikh et al., 2003). Similarly, an acidic Arabidopsis dehydrin was also found to have the ion binding properties (Alsheikh et al., 2003). As described above, the expanded F-segment consensus contains K3E5D2R1, and has the lowest net charge (with a value of – 3.0) among three compared motifs. Not surprisingly, the expanded F-segment containing RcDhn 2 is an acidic dehydrin, with the lowest pI of all five RcDhns (a value of 4.8), and it is reasonable to speculate that RcDhn 2 and its orthologs in other species are also likely able to bind with ions, thus may play a role in water retention and/or directly replacing water for the “solvation” of the membrane.

Implications for the Genetic Engineering of Plants

Dehydrins are a group of intrinsically disordered proteins (lacking secondary and tertiary structure) (Graether and Boddington, 2014) with multiple potential roles, such as cryoprotection, antifreeze proteins (Wisniewski et al., 1999; Reyes et al., 2008), metal binding/ion sequestration, antioxidants (Svensson et al., 2000; Alsheikh et al., 2003; Hara et al., 2005, 2013), and chaperone properties (Kovacs et al., 2008). Current study identified five RcDhn genes related to stress tolerance traits. These can be used for genetic engineering of plants to enhance their cold adaptation capacity. A previous study conducted by co-authors and collaborators supports the feasibility of this approach, demonstrating that Arabidopsis plants overexpressing RcDhn 5 were significantly more freeze-tolerant than the wild-type controls (Peng et al., 2008); same dehydrin also was shown to provide cryoprotection and dehydration-stress tolerance, in vitro, to cold labile lactate dehydrogenase protein (Peng et al., 2008; Reyes et al., 2008).

Based on the amino acid sequence data (Figure 3), we propose here that RcDhn 5 may also have a metal/ion-binding property. This SK2-type acidic dehydrin contains a histidine-rich sequence. Published research suggests that metal/ion binding property may be restricted to acidic, SK-type dehydrins (Alsheikh et al., 2005) and that histidine-rich motif is characteristic of metal binding proteins (Hernández-Sánchez et al., 2014). Hernández-Sánchez et al. (2015) reported that the deletion of histidine-rich motif in cactus dehydrin OpsDHN1 restricted its localization to cytoplasm, and the deletion of its S-segment also affected its nuclear localization (Hernández-Sánchez et al., 2015). We speculate that the histidine-rich motif of RcDhn5 may also be involved in the similar function as both histidine- and serine-rich motifs exist in RcDhn5, and further studies are needed to test this proposal.

It has also been shown for several SK-type dehydrins (ERD14, ERD10, and COR47 of A. thaliana) that activation of their ion-binding (Ca2+−binding) property may require phosphorylation and that this phosphorylation site is contained within the serine (S) motif (Alsheikh et al., 2005). Presence of a serine tract in RcDhn 5 sequence (Figure 3) is in line with this proposition.

In addition, the transcript levels of all five RcDhns genes increased throughout the autumn and reached a peak in the middle of winter season (January), as illustrated in Figures 5, 6. This prompts us to further propose that the sequences of RcDhns promoters can be explored for the temporal control of expressing heterologous cold-hardiness related genes aiming to enhance cold acclimation of plants. Literature shows that promoters selected from highly expressed genes are effective to build expression vector for expressing heterologous genes in eukaryotic organisms (Poulsen et al., 2006).

Future Studies for Gene Structure Analysis of RcDhn4 and Its Variants

It is interesting that we identified three mature transcripts of the RcDhn 4 gene, which could arise by alternative splicing, and alternative transcription initiation or polyadenylation sites. Furthermore, it is noteworthy that SKn-type dehydrins are known to typically contain one intron sequence within the S-segment (Jiménez-Bremont et al., 2013). It would be interesting to determine, by obtaining and comparing the genomic sequence with the cDNA sequence of RcDhn 4 gene, whether this gene also contains intron(s). If the presence of intron is indeed confirmed, it can be used to design the intron-flanking PCR molecular markers for rhododendron genetic mapping, since it is assumed that intronic regions have richer polymorphism than exonic regions (Wei et al., 2005b).

CONCLUSION

Multiple approaches were taken to identify and characterize five RcDhns and examine their transcriptional profiling over the course of NA, CA and DA spanning from summer, autumn, winter, and spring. Their transcript expression patterns indicated that RcDhn 1-5 had 5- to 10-fold upregulation during the cold acclimation process, followed by a significant downregulation in spring as plants lose their previously acquired freezing tolerance, supporting the roles of these cold-responsive genes in plant freezing tolerance. The identification of an unique expanded F-segment consensus sequence in RcDhn 2 and its orthologs across a broad range of species, together with their negative charge and hydrophilic nature, highlight their potential to be used for genetic engineering of crops and bioenergy plants for improved cold tolerance.
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Northern populations of Arctic char (Salvelinus alpinus) can be anadromous, migrating annually from the ocean to freshwater lakes and rivers in order to escape sub-zero temperatures. Such seasonal behavior demands that these fish and their associated microbiomes adapt to changes in salinity, temperature, and other environmental challenges. We characterized the microbial community composition of anadromous S. alpinus, netted by Inuit fishermen at freshwater and seawater fishing sites in the high Arctic, both under ice and in open water. Bacterial profiles were generated by DNA extraction and high-throughput sequencing of PCR-amplified 16S ribosomal RNA genes. Results showed that microbial communities on the skin and intestine of Arctic char were statistically different when sampled from freshwater or saline water sites. This association was tested using hierarchical Ward's linkage clustering, showing eight distinct clusters in each of the skin and intestinal microbiomes, with the clusters reflecting sampling location between fresh and saline environments, confirming a salinity-linked turnover. This analysis also provided evidence for a core composition of skin and intestinal bacteria, with the phyla Proteobacteria, Firmicutes, and Cyanobacteria presenting as major phyla within the skin-associated microbiomes. The intestine-associated microbiome was characterized by unidentified genera from families Fusobacteriaceae, Comamonadaceae, Pseudomonadaceae, and Vibrionaceae. The salinity-linked turnover was further tested through ordinations that showed samples grouping based on environment for both skin- and intestine-associated microbiomes. This finding implies that core microbiomes between fresh and saline conditions could be used to assist in regulating optimal fish health in aquaculture practices. Furthermore, identified taxa from known psychrophiles and with nitrogen cycling properties suggest that there is additional potential for biotechnological applications for fish farm and waste management practices.

Keywords: Arctic char, salmonid fish, anadromous, microbiomes, bioprospecting, aquaculture, Arctic Ocean, aquatic biotechnology

INTRODUCTION

Fish carry a mucous layer on their epithelial surfaces that consists of mucins, immunoglobulins, antimicrobial peptides, and commensal bacteria, which serve roles in friction reduction, waste removal, osmoregulation, as well as an early line of defense against pathogens (Esteban and Cerezuela, 2015). In addition, variations in mucous layer microbiome composition occur across different life stages, among different species, and across distinct geographies in amphibians and marine mammals, which are known to share certain microbial species with the surrounding water (Boutin et al., 2013; Apprill et al., 2014; Kueneman et al., 2014; Chiarello et al., 2015). Indeed, in farmed Atlantic salmon (Salmo salar), the abundance of certain bacterial phyla in skin- and intestine-associated microbiomes changed depending on the water source (Lokesh and Kiron, 2016; Dehler et al., 2017). Structural changes to the microbiota, however, have not been well-described in wild fish populations. This research is noteworthy because it indicates that deliberate shifts in community structure could potentially hinder the development of dysbiosis.

Arctic char (Salvelinus alpinus), a salmonid species, is of particular interest given the increased popularity of the farmed product in temperate regions. Wild S. alpinus stocks from high latitude waters with an anadromous life history, such that they spend the winter in freshwater lakes to avoid freezing and subsequently migrate to the more nutrient-rich Arctic sea in the summer, could provide insight into the purported turnover in char microbiomes and be of interest to aquaculture biotechnologists.

Although relatively unexploited commercially, Arctic char stocks in the lower Northwest Passage of the Kitikmeot region of Nunavut, Canada represent an essential subsistence fishery to indigenous Inuit communities. With recent altered sea ice patterns as a consequence of climate change, and the potential for increasing stress of pollutants associated with future industrialization, we considered it important to undertake genomic, demographic, physiological and microbial analyses on these fish populations. At present, the stocks are considered healthy due a general lack of commercial fisheries in this region, as well as the relatively long-life span of individual fish, which has been reported as up to 33 years in our samples. As part of this effort, an assessment of the mucosa-associated microbiomes of the skin and intestines of S. alpinus from the area in, and surrounding, King William Island Nunavut, has been undertaken. We further explored whether this increased understanding of the microbial communities could inform future biotechnological applications in the management of commercially farmed fish, in addition to other biotechnologies.

MATERIALS AND METHODS

Study Area

Fishing was done within the Kitikmeot region of Nunavut, Canada in the Western Arctic, at seven distinct sites within 200 km of King William Island, located along the lower Northwest Passage (Figure 1; Table 1). Fishing sites were chosen based on Traditional Ecological Knowledge shared by local Inuit elders and in association with the Hunters and Trappers Association of Gjoa Haven, NU, as part of a large-scale fisheries project (Towards; www.arcticfishery.ca). At each fishing site, specific conductance of surface water was obtained with a conductivity meter (Traceable Fisherbrand, Fisher Scientific) to record conductivity and determine our site designations as either freshwater or saline sites (Table 1). The southern region of the study area is unique due to large freshwater influence from major river systems, including Murchison River, Legendary River, Back River, and Hayes River. Therefore, the major sea-water bodies within the region, namely Rasmussen Basin and Chantrey Inlet, are characterized by brackish salinities as defined by Watling (2007), with conductivities between 1,500 and 15,000 μS cm−1, diverging from sea salinities more characteristic of the Pacific and Atlantic Oceans (Carmack, 2007). Fishing sites within these locations are referred to as “saline” sites.
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FIGURE 1. A map of the lower Northwest Passage in Nunavut, Canada and the location of seven distinct fishing sites initially chosen based on Inuit Traditional Ecological Knowledge. The sites fished include five freshwater sites (Port Perry, Swan Lake, Koka Lake, Murchison River, and Back River); and two saltwater sites (Back House Point and Legendary River estuary). Inset A outlines Nunavut, Canada, in red, while inset B showcases the lower Northwest Passage, in red.




Table 1. Location and GPS coordinates for each fishing site, followed by designated water source categories and specific conductance measurements shown as conductivity that were determined by a conductivity meter on-site.
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Fish Collection

Commercial (140 mm mesh) and multi-mesh subsistence (5 or 8 panels of 38–140 mm) fishing nets were set during December-June (freshwater lakes under thick ice) and August-September (at open water river estuaries during sea-ice formation and char migration) at distinct geographic sites over a period of 3 years. After setting for several hours, nets were retrieved, and fish were pulled from the nets with nitrile gloves. Using either sterile cotton swabs or an ethanol-sterilized scalpel, the surface mucosal layer of each fish was sampled once per fish with the swabs, or skin scrapings, taken from above the lateral line. The fish were then photographed, weighed, and measured, followed by dissection in an on-site mobile lab. Full intestines were removed using sterile technique, and both skin and intestinal samples were placed in sterile sample tubes or bags, respectively, and frozen at −20°C in a freezer on-site. Samples were shipped frozen and subsequently stored at −20°C until further processing. In addition to the skin and intestine samples, water samples were also taken at each fishing site, in which up to 2 L of water was filtered through sterile 0.22 μm PALL filters in triplicate. The filters were then frozen at −20°C and were subsequently transported and stored at −80°C until further processing.

Fish were sampled in accordance with issued licenses to fish for scientific purposes in the waters of the Northwest Territories, Yukon north slope, and Nunavut (in accordance with section 52 of the general fishery regulations of the fisheries act, Fisheries and Oceans, Canada) along with an associated animal care permit issued by the Fresh Water Institute Animal Care Committee of the Department of Fisheries and Oceans (current permit numbers S-18/19-1045-NU and FWI-ACC AUP-2018-63).

Sample Processing and DNA Extraction

After initial optimization experimentation to determine the selection of appropriate DNA extraction kits for each sample type, DNA from the skin samples was extracted using a NucleoSpin Soil Extraction Kit (Machery-Nagel, Bethlehem, PA), with modifications following the procedures of Kueneman et al. (2014) in which samples were incubated at 65°C for 10 min before mechanical lysis. In order to maximize yield, the initial lysis step was conducted twice, and double-distilled sterile water was left on the filter for 5 min prior to elution. Extracted DNA concentrations were assessed using an Invitrogen Qubit 4 Fluorometer and a QuantiFluor ONE dsDNA system (Promega Corporation, Madison, WI, USA), followed by qualitative analysis with agarose gel electrophoresis and a NanoDrop One Microvolume spectrophotometer (Thermo Scientific) set to A260/280 absorbance. High concentration samples were diluted to 50 ng μL−1 prior to PCR amplification, in which starting material for PCR templates ranged from 1 to 50 ng μL−1. These skin-associated microbiome samples underwent a pre-amplification PCR step using primers 8F and 1406R (Lane, 1991; Coolen et al., 2005) to amplify the variable V1–V9 region of the bacterial 16S ribosomal RNA (rRNA) gene. The PCR mix for each reaction (50 μL total volume) contained 1X ThermoFisher DreamTaq Buffer (with 2 mM MgCl2), 0.4 μM forward and reverse primers, 200 μM dNTPs, 400 ng BSA, 2.5 U ThermoFisher DreamTaq DNA Polymerase, and 2 μL of template. The PCR was performed as follows: 95°C for 5 min, 25 cycles of 95°C for 1 min, 52°C for 1 min, 72°C for 1 min, with a final extension of 72°C for 7 min.

Intestinal samples were partially thawed to excise three slices within the distal intestine (~2 cm from the vent), comprising a total of 5–100 mg epithelial tissue, avoiding feces and connective tissue. The slices were pooled and DNA was extracted using MOBIO UltraClean Tissue and Cells DNA Isolation Kit (QIAGEN Inc., Toronto, ON) following the manufacturer's instructions, except that elution was achieved with double-distilled sterile water rather than EDTA. The DNA concentrations for the intestine-associated microbiome samples were estimated as described for the skin-associated microbiome preparations, but adjusted to 30 ng μL−1. Pre-amplified PCR products were also prepared as described above.

In addition, the V4 region of the 16S rRNA gene was amplified on an Illumina sequence platform from DNA isolated from the triplicate water filters using primers 515F and 806R (Caporaso et al., 2011).

16S rRNA Gene Sequencing of Mucosal Microbiomes

The V4-V5 region of the 16S rRNA gene was amplified from each of the skin and intestinal amplification products using primers 515F-Y (Parada et al., 2016) and 926R (Quince et al., 2011). Each primer contained a 6-base index sequence for sample multiplexing as well as Illumina flow cell binding and sequencing sites (Bartram et al., 2011). The PCR mix (25 μL total volume) contained 1X ThermoPol Buffer, 0.2 μM forward and reverse primers, 200 μM dNTPs, 15 μg BSA, 0.625 U Hot Start Taq DNA polymerase, and 1 μL of template. The PCR was performed as follows: 95°C for 3 min, 35 cycles of 95°C for 30 s, 50°C for 30 s, 68°C for 1 min, and a final extension of 68°C for 7 min. Each amplification reaction was done in triplicate. Equal quantities of each amplicon were pooled. Samples that did not yield a PCR product were not included. No-template controls were added to the Illumina sequencing pool (5 μL), even when amplicons were not detected. Pooled 16S rRNA gene amplicons were subsequently excised from an agarose gel and purified using the Wizard SV Gel and PCR Clean-Up System (Promega, WI, USA). A 5 pM library containing 15% PhiX Control v3 (Illumina Canada Inc, NB, Canada) was sequenced on a MiSeq instrument (Illumina Inc, CA, USA) using a 2 × 250 cycle MiSeq Reagent Kit v2 (Illumina Canada Inc., BC, Canada).

Sequence Data Analysis, OTU Tables, and Statistics

Sequence reads were demultiplexed using Illumina MiSeq Reporter software version 2.5.0.5. Reads were assembled using the paired-end assembler for Illumina sequences (PANDAseq version 2.8, Masella et al., 2012) with a quality threshold of 0.9, an 8 nucleotide minimum overlap, and 32 nucleotide minimum assembled read length. Assembled reads were analyzed using Quantitative Insights Into Microbial Ecology (QIIME version 1.9.0, Caporaso et al., 2010). Sequences were clustered into operational taxonomic units (OTUs) using UPARSE algorithm USEARCH version 7.0.1090 (Edgar, 2013) at 97% identity and aligned with the Python Nearest Alignment Space Termination tool (PyNAST version 1.2.2, Caporaso et al., 2010). All representative sequences were classified using the Ribosomal Database Project (RDP version 2.2, Wang et al., 2007) with a stringent confidence threshold (0.8) and the Greengenes database (McDonald et al., 2012) was used to assign taxonomy. Chimeric sequences were filtered with UCHIME (Edgar et al., 2011). Before performing statistical analysis, OTUs observed in no-template PCR controls for a sample type were filtered from all samples of that type. OTUs with three or fewer reads within negative PCR controls were retained within the samples, since their low representation in the negative controls rendered them viable representatives in the samples. The OTUs were then rarefied to ~2,000 reads for skin and intestinal microbiome samples. Alpha and beta diversity for samples were analyzed based on rarified OTU tables generated using QIIME with principal coordinate analysis (PCoA). Additional visualizations were done using EMPeror (Vázquez-Baeza et al., 2013). Primer 7 software version 7.0.13 was used for analysis of similarity (ANOSIM) and similarity percentages (SIMPER) analyses (Clarke et al., 2014). Clustering analysis was performed using Statistica 13.0 Academic software.

The hypothesis that skin microbial community composition was linked to salinity was tested by performing hierarchical Ward's linkage clustering (Dillner et al., 2005). Tree cluster analysis was carried out using Ward's method as the amalgamation rule and the distance measured as Euclidean units (Dillner et al., 2005). Using K-means clustering, the samples were divided into K clusters by selecting the number of iterations as 10, and the initial cluster centers chosen to maximize initial between-cluster distances. The output of this step is the list of fish samples that are present in each cluster. The sequence data is publicly available in the European Nucleotide Archive within the European Bioinformatics Institute, under the study: Characterization and Analysis of Skin- and Intestine-associated Microbiomes in the Lower Northwest Passage (Nunavut, Canada) with the following accession number, PRJEB29173.

RESULTS

Comparisons of Skin and Intestinal Microbiota Within Individual Fish

Based on fish sampled at seven distinct sites on or within 200 km of King William Island, located along the lower Northwest Passage (Figure 1; Table 1), microbiome sequences were successfully obtained for 118 skin mucosal samples and 202 intestinal samples. Grouping the skin microbiome consortia by environment showed that the freshwater samples contained significantly more Shannon diversity overall than those from saline water (R2 = 0.11, F = 16.0, p < 0.05), whereas log10 Chao1 OTU richness was not significantly different between the two environment types (R2 = 0.00, F = 0.1, p > 0.05). In contrast, when intestinal microbiomes were grouped by environment, the saline water samples were more diverse overall than freshwater samples when log10 Chao1 OTU richness was considered, though this difference was small (R2 = 0.03, F = 4.7, p < 0.05). A significant difference was not observed in the intestinal microbiomes between the two environment types when Shannon diversity was considered (R2 = 0.00, F = 0.1, p > 0.05). Of the 320 skin and intestine samples combined, 60 individual Arctic char had both sets of microbiome data, allowing a comparison of skin and intestinal flora from the same fish (Figure 2). When comparing across these 60 fish, skin-associated microbiomes were significantly more diverse than intestine-associated microbiomes when both log10 Chao1 OTU richness (R2 = 0.60, F = 180.0, p < 0.05) and Shannon diversity (R2 = 0.52, F = 127.4, p < 0.05) were considered. In addition, though the skin and intestine communities were distinct, the skin- and intestine-associated microbiomes among individual fish appeared to be more similar at freshwater sites (Figures 2A,B) compared to saline water sites (Figures 2C,D).
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FIGURE 2. Phyla comparison of skin and intestinal complementary microbiomes for individual fish, shown for samples collected at (A) freshwater sites Port Perry, Swan Lake, and Koka Lake for skin-associated microbiomes, (B) freshwater sites Port Perry, Swan Lake, and Koka Lake for intestine-associated microbiomes, (C) saltwater sites, Back House Point and Legendary River for skin-associated microbiomes, and (D) saltwater sites, Back House Point and Legendary River for intestine-associated microbiomes. Phyla with relative abundances (RA) ≥ 0.5% are shown. Phyla present at RA < 0.5% were pooled together.



The relative abundance of rarified OTUs identified to the genus level, if known, for each of the total 320 skin and intestinal microbiome samples is presented in supplemental tables (Tables S1, S2, respectively).

Skin and Intestinal Microbiota Compositions Linked to Salinity

At freshwater sites, most taxa from skin- and intestine-associated microbiome sequence data were affiliated with Proteobacteria, but many also classified to Actinobacteria, Cyanobacteria, and Firmicutes (Figures 2A,B; Tables S1, S2). Although fish skin from saline environments was also colonized by Proteobacteria and Actinobacteria (Figure 2C), other phyla, such as Acidobacteria and Bacteroidetes, were also prominent. Intestines derived from fish sampled in saline waters were similarly characterized by Proteobacteria, Actinobacteria, and Bacteroidetes, but also by Firmicutes, Spirochaetes and Tenericutes, with considerable variation across individual fish (Figure 2D). Given these observations, depending on whether fish were sampled from fresh or saline waters, skin or intestinal bacterial communities appeared to change. For example, relative abundance based on rarified data of the psychrophile Photobacterium increased 200-fold in relative abundance in skin-associated microbiomes from saline sites, compared to freshwater sites (Table 2A). Similarly, relative abundance for Deinoccoccus, known for its ability to resist a variety of environmental stresses, increased 150-fold between fresh- and saline-caught skin microbiome fish samples. Taxa in the intestinal bacterial communities were also shown to change between fresh and saline-caught fish, with similar increases, but to a lesser magnitude including those belonging to the order Vibrionales (18-fold), the genus Photobacterium (14-fold), and an unknown genus in the class Mollicutes (14-fold; Table 2B).


Table 2. (A) SIMPER analysis (Primer 7) output showing relative abundances and impact ratio of environmental change between freshwater and saline locations across 118 skin-associated microbiome samples (B) SIMPER analysis (Primer 7) output showing relative abundances and impact ratio of environmental change between freshwater and saline locations across 202 intestine-associated samples.
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Overall, PCoA combined with ANOSIM showed a statistically significant separation between samples obtained from freshwater and saline sites for both skin microbiomes (p < 0.001; Figure 3A), and intestinal microbiomes (p < 0.001; Figure 3B). This indicates that salinity is a primary factor in defining these microbial communities. For the 60 skin and intestinal microbiome samples used for within-fish comparisons where possible, ANOSIM showed that the communities obtained from the two sample types were significantly different (p < 0.001; Figure 4).
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FIGURE 3. Principal coordinate analysis (PCoA) showing grouping of (A) individual skin microbiomes at fresh (n = 55), and saline (n = 63) sites and (B) individual intestinal microbiomes at fresh (n = 144) and saline (n = 58) sites. PCoA ordinations are based on the Bray-Curtis dissimilarity metric. Freshwater sites include lake and river sites sampled in winter and spring while saline sites refer to sea shoreline locations sampled in autumn during the annual char run.
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FIGURE 4. Principal coordinate analysis (PCoA) showing clustering of individual skin and intestinal microbiome communities based on Bray-Curtis dissimilarity. For every skin-associated community represented, a counterpart intestine-associated community from the same S. alpinus individual is shown. Legend refers to the sample type and environment of where an S. alpinus individual was caught and includes skin microbiomes from freshwater sites (n = 30), and from saline sites (n = 30), as well as intestinal microbiomes from freshwater sites (n = 30) and from saline sites (n = 30). Fresh refers to lake and river sites sampled in winter and spring while saline refers to sea shoreline locations sampled in autumn during the annual char run.



In addition, preliminary results show that the community structure of identified bacteria from water samples at sites corresponding to where fish were caught (excluding Back River) differs from that of the fish, suggesting that the distribution of microbiota identified on the fish are influenced by physiological processes inherent to the fish (Figure S1). However, the phyla Proteobacteria, Bacteroidetes, and Actinobacteria are represented in both the water microbiomes and in both skin- and intestine-associated microbiota. Across water samples, no significant difference was observed between freshwater and saline sites overall for either Chao1 OTU richness (R2 = 0.01, F = 0.2, p > 0.05), or Shannon diversity (R2 = 0.07, F = 1.6, p > 0.05). The most similarity was observed between samples from similar geographic regions. For example, Port Perry, Swan Lake, and Koka Lake were from freshwater sites on King William Island whereas the saline sites Back House Point, Legendary River, and the freshwater site Murchison River were from Chantrey Inlet.

Characterization of the Skin Microbiota

When the 118 skin-associated microbiome samples were analyzed using hierarchical Ward's linkage clustering (Dillner et al., 2005), eight distinct clusters were apparent in the amalgamation schedule graph (Figure 5A), with the decreasing linkage distance after the seventh fusion step indicating a minimal difference for any newly formed clusters. Euclidean distances between the centers of clusters confirmed the distinct nature of each cluster, with all clusters largely apart from each other (Table S3). Subsequent K-means clustering was then carried out to identify members of each of the clusters (Table 3A). The largest cluster (#6) contained 98% of the freshwater (54/55) and 52% of the saline (32/62) samples, supporting the distinct grouping of saline and freshwater samples observed in the PCoA ordinations (Figure 3). Because many of the fish were netted in autumn, during the annual char migration, it is probable that some saline-associated microbiota could remain in the same cluster as the microbiota from freshwater fish. The ANOVA results show that of the 899 taxa used in the clustering analysis, 56 have a p-value below 0.05. These results also indicated that Proteobacteria, Cyanobacteria, and Firmicutes contributed most to the clustering analysis (Table S4). As an approach to identify a core microbiome for Arctic char skin, bacteria present across the eight clusters were identified (Table 4A). The fact that none of the nine taxa, except for Clostridium, matched to any known genus likely emphasizes the paucity of research for this wild species. For example, an unknown genus from the Acetobacteraceae family represents over 5% of the total microbiota. In contrast to the clustering based on a saline environment, no correlation was obtained between the presence of any of the microbial genus species and the sex, age, or size of the Arctic char samples (p > 0.05; data not shown).
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FIGURE 5. Amalgamation schedule used to identify the number of major clusters (K) for (A) OTUs from skin-associated microbiomes and (B) OTUs from intestine-associated microbiomes. Linkage distance is shown in addition to the visualization of steps.




Table 3. (A) Sample counts of each cluster, showing number of samples either caught in a saline or freshwater environment, as obtained using K mean clustering analysis using the skin microbiome data at genus level and (B) Sample counts of each cluster, showing number of samples either caught in a saline or fresh environment, as obtained using K mean clustering analysis using the intestinal microbiome data at genus level.
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Table 4. (A) Microorganisms, classified to genus where possible, present in eight clusters along with the percentage within the skin microbiome of Arctic char and (B) Microorganisms, classified to genus where possible, present in eight clusters along with the percentage within the intestinal microbiome of Arctic char.
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Characterization of the Intestinal Microbiota

The 202 intestinal microbiome samples were tested by hierarchical Ward's linkage clustering (Dillner et al., 2005) to investigate the link between salinity and intestine-associated microbiota. The amalgamation schedule graph again showed seven major fusion steps, resulting in eight distinct clusters (Figure 5B) with Euclidean distances between clusters showing their distinctive nature (Table S5). Of the 59 intestinal microbiome samples from freshwater and 143 from saline sites, two clusters (#6 and #8) were dominated by samples from saline water sites whereas another two clusters (#2 and #5) only showed samples from freshwater (Table 3B). Therefore, these clusters provide further support to the PCoA analysis (Figure 3) that salinity is a statistically significant variable defining the Arctic char intestine-associated microbiome. The ANOVA results indicate that of the 507 taxa used in the clustering analysis, 50 have a p-value below 0.05. The phylum Proteobacteria accounted for 25 of these taxa (Table S6). Members defined as belonging to an “unidentified kingdom” represented over 6% of the microbial community in two clusters (#4 and #5). Overall, the intestinal core microbiome appears more diverse than that of the skin, with 14 taxa present in all eight clusters (Table 4B). Clusters (#1–#7) included taxa that represented ~8% or more of the community, with 4 and 8 clusters with a single genus occupying over 50% of the entire intestinal microbiome. The taxa included unidentified genera from families Fusobacteriaceae, Comamonadaceae, Pseudomonadaceae, and Vibrionaceae. Other members of the intestinal-associated microbiome include Streptococcus, Sphingomonas, Shewanella, Pseudomonas, Aliivibrio, Photobacterium, and Mycoplasma (Table 4B). Again, no correlation was obtained between the presence of any of the microbial genus species and the sex, age, or size of the Arctic char (p > 0.05; not shown). Additionally, since hierarchical Ward's linkage clustering was implemented on skin and intestine samples without regard to fishing site, we postulate that the following results provide further evidence that the changes in microbiome between fish caught in saline and freshwater environments are strongly linked to salinity.

DISCUSSION

Microbial Structure in the Skin and Intestinal Mucous

The commensal microbes contributing to these Arctic char skin- and intestine-associated microbiome communities were found to be distinct from one another (Table 2; Figure 2; Tables S1, S2). There have been few published reports on skin-associated microbiomes, especially in wild fish, possibly because of the challenges associated with ensuring aseptic collection practices and optimal preservation techniques (Kueneman et al., 2014). Microbiome analysis on the skin of anadromous Atlantic salmon, S. salar, showed that Proteobacteria was the dominant phylum (Lokesh and Kiron, 2016), and it was also dominant in the majority of our skin samples taken from freshwater Arctic char (Figure 2A). Significant differences in the microbiome from fish caught in fresh and saline waters suggests that the skin microbial community changes as the fish swim from one environment to another. Part of the challenge, and likely reflecting the generally unstudied field, is the large proportion of unknown genera in the skin-associated microbiome; 8 of 9 organisms making up the putative core microbiome are currently unknown, and in addition, over 1% of the microbial community belonged to unknown phyla (Table 4A). Some of these currently unknown members likely serve important roles in the skin mucous, suggesting that metagenomic analysis could perhaps be used to assign putative roles in waste removal, osmoregulation, glycoprotein-mediated drag reduction, and in immune function, and would be of interest for future experiments.

In contrast to the paucity of information on skin-associated microbiomes, intestine-associated microbiomes have been better studied, although not extensively in wild, ocean-going fish (Egerton et al., 2018). Previously reported microorganisms present in the Arctic char gut include Aeromonas, Flavobacterium, Pseudomonas, Lactobacillus, and Vibrio (Ringø and Strøm, 1994; Ringø et al., 1995; Nyman et al., 2017). Lactic acid bacteria (phylum Firmicutes), Fusobacteria, Bacteroidetes, Gammaproteobacteria, Planctomycetes, Clostridia, Verrumicrobia and Bacilli have all been reported as a normal part of the intestine-associated microbiomes in several fish species (Ringø and Gatesoupe, 1998; Befring-Hovda, 2007; Ingerslev et al., 2014; Ghanbari et al., 2015). The results reported here are therefore consistent with the previous literature, demonstrating that the community found in wild adult S. alpinus intestine-associated microbiomes is not fundamentally different from other fish.

The core intestine-associated microbiome in Arctic char includes taxa from the Gammaproteobacteria class as well as three genera within the Vibrionaceae family (Table 4B), similar to observations from Antarctic notothenioid fish species (Ward et al., 2009). We also noted the presence of Streptococcus and Mycoplasma. Mycoplasma have been reportedly abundant in Antarctic fish and Atlantic salmon (Holben et al., 2002; Song et al., 2016; Dehler et al., 2017). Unlike in humans where Mycoplasma and certain Streptococcus are associated with dysbiosis, these genera are proposed to be important for lipid and sugar metabolism and are therefore included in the core intestinal microbiome for Atlantic salmon (Dehler et al., 2017). In vertebrates, Sphingomonas have been associated with the early-life education of the immune system (Olszak et al., 2012; Wingender et al., 2012; Caballero and Pamer, 2015; Gensollen et al., 2016), and therefore may play a similar role in the gut of Arctic char.

Notwithstanding the distinct profiles of the skin- and intestine-associated microbiomes, they appear to share certain taxa, including psychrophilic genera, such as Psychrobacter, Shewanella, Flavobacterium, Acinetobacter, Photobacterium, Planctomyces, and Psychromonas, and including bacteria belonging to the phyla Firmicutes and Cyanobacteria, which could contribute to geochemical cycles, including the nitrogen cycle. Certainly, both microbial community compositions were significantly influenced by the environment in which the fish were caught (Figure 3; Table 3), with Photobacterium and Deinococcus increasing over 1–2 orders of magnitude when intestine- and skin-associated microbiomes, respectively, were recovered from saline water samples. There was no apparent correlation with other measured biotic factors. Our results on wild Arctic char populations are in accord with previous reports including Atlantic salmon, in that they showed salinity-mediated turnover in microbial distributions across the skin and intestines (Schmidt et al., 2015; Lokesh and Kiron, 2016; Dehler et al., 2017). Manipulation of the skin and intestinal microbiomes by deliberate salinity changes in aquaculture has not yet been explored, but our results suggest that a directed turnover in taxa might be achieved by such a protocol, and should be considered to prevent or inhibit dysbiosis. Although there has been some examination of the survival of farmed S. alpinus at higher salinities, consensus has not yet been reached on best practices for inland recirculating systems (Jørgensen et al., 1993; Larsson and Berglund, 1998; Summerfelt et al., 2004; Duston et al., 2007). To date, existing aquaculture studies have focused on the osmoregulatory consequences of keeping stocks at low salinity or the transfer of young fish from freshwater to a potential saltwater grow-out phase (Arnesen et al., 1993; Aarset, 1999; Duston et al., 2007), but there has been little consideration of the Arctic char skin-associated microbiome, nor of skin- and intestine-associated microbiomes together, and yet the biotechnological applications for manipulation of the microbiota by probiotics is of considerable interest.

Bioprospecting in the Skin and Intestinal Microbiomes

Anadromous Arctic char from this high Arctic region grow more rapidly than other local salmonids and live several decades (McPhedran et al., unpublished data). Therefore, we posit that knowledge of the microbiota could be helpful in the development of sustainable and efficient aquaculture practices and to provide an alternate modality to overcome the adverse effects of antibiotics and drugs (Nayak, 2010). As suggested above, consideration could be given to the manipulation of salt concentrations in Arctic char aquaculture to deliberately direct bacterial communities and possibly bypass dysbiotic episodes. Alternatively, individual isolates may prove valuable. Previously, lactic acid bacteria including Streptococcus have been used as probiotics and specifically for furunculosis in rainbow trout, Oncorhynchus mykiss (Balcázar et al., 2007; Pandiyan et al., 2013). This is a serious infection of farmed fish causing skin lesions, hemorrhaging, intestinal tissue damage, and death (Ringø et al., 2004). Other studies have reported the beneficial effect of Shewanella and Vibrio probiotics (Kamei et al., 1988; Irianto and Austin, 2002; Díaz-Rosales et al., 2006a,b). The bacteria that we detected in Arctic char skin- and intestine-associated microbiomes, especially those identified as part of the core microbiome, therefore have potential in probiotic applications for aquaculture where they could play a role in immune development and promote the health and growth of farmed fish.

Many OTUs in the skin and intestinal microbiomes represented unidentified microorganisms, and it suggests that the microbial diversity associated with these wild Arctic char provides fertile ground for bioprospecting for psychrophiles and osmotolerant organisms. For example, some known organisms that are psychrophilic and halophilic are a good source for polyunsaturated fatty acids (PUFA) (Russell and Nichols, 1999). Russell (1998) proposed that PUFA in marine psychrophiles allows them to balance the requirement for a fluid membrane at low temperatures with the retention of a requisite level of order. Given these functions, PUFA-producing bacteria may represent an alternate source for human use, with the added advantage of containing only one long-chain PUFA rather than the multiple components present in fish or algal oils (de Pascale et al., 2012).

As indicated, taxa involved in nitrogen fixation (Cyanobacteria and Rhizobiales), nitrate oxidation (Nitrospirales), and nitrite oxidization (Nitrospira) are present in the skin- and intestine-associated microbiomes (Tables S1, S2). Their presence suggests that they may provide an inorganic source of nitrogen when organic nitrogen is low, such as when prey may not be as readily available during the winter under ice. Similar results have been observed by Lee and Childress (1994) and Shah et al. (in press) in marine invertebrates. Isolates of Nitrospirales, Nitrospira, and Paracoccus, identified in Arctic char that are adapted to low temperature conditions might be employed in municipal and domestic wastewater treatment facilities where wastewater temperatures fall below 10 °C in winter, and when microbial activity is normally severely depressed (Xu et al., 2018). Similarly, isolates of Pseudomonas, Shewanella, Bacillus, Arthrobacter, and Sphingobacterium in the intestine-associated microbiome (Table 4B) could play an important role in degradation of pollutants during wastewater treatment. Some bacteria (e.g., members of the Rhizobiales) could even find utility as nitrogen fixers if used for agricultural applications under low temperature conditions.

Bioprospecting need not be restricted to probiotics, however. Further exploration of identified extremophiles may be useful for other applications. For example, between 6 and 8 million tons of waste crab, shrimp, and lobster shells are produced globally, with the chitin-rich wastes dumped in landfills or the sea (Yan and Chen, 2015). The presence of OTUs representing Photobacterium, in the intestine-associated microbiome of Arctic char (Table 2B), with members of this taxon known to aid in chitin digestion (MacDonald et al., 1986; Ramesh and Venugopalan, 1989; Itoi et al., 2006) is noteworthy. It suggests that in the future, chitin-containing seafood waste could be used as supplements for fish food in aquaculture facilities, and also used as a probiotic supplement for Arctic char and other fish.

In general, our results highlight the need to further explore structural and functional aspects of the microbial communities that naturally inhabit S. alpinus. The turnover of both the skin- and intestine-associated communities together during migration represents a previously underappreciated stressor for the species that could be exploited for biotechnological applications including advanced aquaculture systems. The specific taxa observed suggest the potential for isolating useful probiotics, whilst the number of undefined taxa exposes a lack of understanding of this ecosystem, the resolution of which could benefit our understanding of Arctic marine ecosystems as a whole.
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The presence of fungi in pristine Antarctic soils is of particular interest because of the diversity of this microbial group. However, the extreme conditions that coexist in Antarctica produce a strong selective pressure that could lead to the evolution of novel mechanisms for stress tolerance by indigenous microorganisms. For this reason, in recent years, research on cold-adapted microorganisms has increased, driven by their potential value for applications in biotechnology. Cold-adapted fungi, in particular, have become important sources for the discovery of novel bioactive secondary metabolites and enzymes. In this study, we studied the fungal community structure of 12 soil samples from Antarctic sites, including King George Island (including Collins Glacier), Deception Island and Robert Island. Culturable fungi were isolated and described according to their morphological and phenotypical characteristics, and the richness index was compared with soil chemical properties to describe the fungal community and associated environmental parameters. We isolated 54 fungal strains belonging to the following 19 genera: Penicillium, Pseudogymnoascus, Lambertella, Cadophora, Candida, Mortierella, Oxygenales, Geomyces, Vishniacozyma, Talaromyces, Rhizopus, Antarctomyces, Cosmospora, Tetracladium, Leptosphaeria, Lecanicillium, Thelebolus, Bjerkandera and an uncultured Zygomycete. The isolated fungi were comprised of 70% Ascomycota, 10% Zygomycota, 10% Basidiomycota, 5% Deuteromycota and 5% Mucoromycota, highlighting that most strains were associated with similar genera grown in cold environments. Among the culturable strains, 55% were psychrotrophic and 45% were psychrophilic, and most were Ascomycetes occurring in their teleomorph forms. Soils from the Collins Glacier showed less species richness and greater species dominance compared with the rest of the sites, whereas samples 4, 7, and 10 (from Fildes Bay, Coppermine Peninsula and Arctowski Station, respectively) showed greater species richness and less species dominance. Species richness was related to the C/N ratio, whereas species dominance was inversely related to C and N content. Thus, the structure of the fungal community was mainly related to soil chemical parameters more than sample location and altitude.

Keywords: Antarctica, fungal community, biodiversity index, extreme environment, cold desert

INTRODUCTION

Antarctica is considered the “Land of Peace and Science” because it is the most extreme environment on the planet and represents an interesting and unique habitat for the colonization and survival of natural life. For these reasons, Antarctica is considered an “outdoor laboratory” where we can study different life forms subjected to multiple extreme conditions. The prevalent extreme conditions in Antarctic are low temperature, lack of water availability (cold desert) and precipitation, numerous freeze–thaw cycles, strong wind levels and high sublimation, evaporation and ultraviolet radiation (Selbmann et al., 2007). For this reason, it is very likely that strong selective pressures may have led to the evolution of still unknown mechanisms for stress tolerance by indigenous microorganisms.

Similar to other environments, among the biota present in Antarctica, the microbial life is mainly represented by archaea, bacteria, and fungi (Teixeira et al., 2013; Purves et al., 2016). However, fungi are the most diverse group in the different Antarctic ecosystems, including the soils (Godinho et al., 2015). The survival of fungi in extreme environments is a consequence of both ecological selection and evolutionary adaptations expressed at physiologic, metabolic, structural and genetic levels (Cowan et al., 2014). Selbmann et al. (2007) stated that Antarctic fungi could be cosmopolitan, where some propagules could be transported externally but are unable to grow under Antarctic conditions, while other indigenous well-adapted fungi, mainly psychrotolerants, are able to grow and reproduce even at low temperatures. Both psychotrophic and psychrophilic fungi have the ability to grow at 0°C. Psychotrophic fungi have a maximum growth temperature above 20°C, whereas psychrophilic fungi have an optimum growth temperature of 15°C or lower and a maximum growth temperature of 20°C (Robinson, 2001).

Some studies have determined that these specialized microorganisms are able to tolerate a wide range of stresses, including desiccation, hypersalinity, solar radiation, and low temperatures, by developing functional strategies, such as the production of bioactive compounds (Godinho et al., 2013), cold-active enzymes and antifreeze proteins (Robinson, 2001; Krishnan et al., 2011, 2018). In fact, Pacelli et al. (2017) characterized the effects of spaceflight-relevant radiation on the cryptoendolithic black fungus Cryomyces antarcticus, noting that the fungus maintained high survival and metabolic activity with no detectable DNA and ultrastructural damage, even after the highest dose of radiation. To date, the Cryomyces genus is considered one of the best eukaryotic models for astrobiological studies and has been used as a model for space experiments over the last decade (Coleine et al., 2018). However, although fungi represent the main microbial group in Antarctica, they are rarely studied (Selbmann et al., 2007).

In this context, Ding et al. (2016) studied the diversity and biological activities of 150 cultivable fungal strains isolated from Fildes Bay (King George Islands), where 18 isolates produced biologically active compounds. In contrast, Siciliano et al. (2014) characterized fungal and bacterial communities from a broader range of soil conditions, highlighting the importance of edaphic factors in controlling microbial communities, especially fungal communities. Because the vast majority of studies about microbial communities have been confined to bacteria (Maida et al., 2015; Cid et al., 2016; Tedesco et al., 2016; Sannino et al., 2017), very little is currently known about the ecology of fungi inhabiting the Antarctic continent.

Therefore, in this study, we focus on determining, analyzing, and comparing the fungal community structure and composition of twelve Antarctic soils from King George Island (including the Collins Glacier), Deception Island and Robert Island. In addition, culturable fungi were isolated and described according their morphological and phenotypical characteristics.

MATERIALS AND METHODS

Sampling

Bulk soil (without plant influence) samples were collected from South Shetland Island (62°00′S, 59°30′W) during the Antarctic campaign ECA-53, during the austral summer (2017) (Table 1). Twelve samples were collected from the top 0–20 cm without the presence of plants (bulk soil). Sample 1 corresponds to the Collins Glacier; samples 2, 3 and 4 correspond to Fildes Bay; samples 5 and 6 correspond to Deception Island; samples 7 and 8 correspond to Coppermine; and samples 9, 10, 11, and 12 correspond to Arctowski Station (Figure 1). The samples were transported in coolers (~4°C) and processed at the Laboratory of Research in Biocontrol located in Universidad de la Frontera.


Table 1. Chemical parameters of Antarctic soil samples.
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FIGURE 1. Antarctic soil sampling from the South Shetland Islands during expedition ECA53.



The chemical properties of the soil samples were determined as follows: carbon and nitrogen concentrations were determined by combustion in a Vario MicroCube elemental analyzer (DIN ISO 10694; Elementar Analysen systeme, Hanau, Germany) according to DIN ISO 10694 (1996). Samples were air dried and finely ground with a mortar and pestle before measurement. Samples did not contain inorganic C; hence, TC equals OC. Soil pH was measured in 1:2.5 soil/deionized water suspensions.

Isolation of Culturable Fungi

Fungi were isolated from each soil sample according to Gonc et al. (2015). Briefly, 1 g of each sample was added to 9 mL of sterile saline solution (0.85% NaCl) in triplicate and vortexed. One hundred microliters of homogenized soil dilutions at 100 and 10−2 were spread onto YM media (0.3% yeast extract, 0.3% malt extract, 0.5% peptone, 2% glucose, 2% agar, pH 6.2 ± 2). Plates were supplemented with chloramphenicol (100 μg mL−1) to prevent bacterial growth. The plates were incubated at 4, 15, and 25°C for 30 days to evaluate the optimal growth temperature of each fungal strain to determinate the existence of psychrophilic and/or psychrotrophic fungi. Pure cultures were visualized by scanning electron microscopy (VP-SEM) with an energy dispersive X-ray spectrometer detector (EDX, Hitachi, Japan).

Identification of Fungal Strains

Genotypic characterization of selected fungal strains was performed based on sequencing of the ribosomal internal transcribed spacer 2 (ITS2) region. ITS2 was amplified by touchdown polymerase chain reaction (PCR) with the primer set fITS9 (5′-GAACGCAGCRAAIIGYG-3′) and ITS4 (5-′TCCTCCGCTTATTGATATGC-3′) as described by Ihrmark et al. (2016), using the following conditions: an initial denaturation at 95°C for 3 min; followed by 25 cycles each at 95°C for 30 sec; an annealing step with a 0.5°C decrease each cycle from 65 to 52.5°C; and extension at 72°C for 30 sec. Twenty-five additional cycles were carried out with denaturation at 95°C for 30 sec; a 55 °C annealing step; and primer extension at 72°C for 30 sec; with a final extension step of 7 min at 72°C. The PCR products were purified and sequenced by Austral-Omics (Universidad Austral of Valdivia-Chile). The sequence was compared with those present in the GenBank database and were deposited in the GenBank nucleotide sequence data library under the accession numbers in Table 2.


Table 2. Fungal strains isolated from South Shetland Island.
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Fungal Community Structures by PCR-DGGE

Total DNA was extracted from both fungal and soil samples using the PowerPlant® DNA isolation kit for plants and the PowerSoil® DNA Isolation Kit for soil (MO BIO Laboratories, Inc., CA) according to the manufacturer's instructions.

The fungal community composition was evaluated by denaturing gradient gel electrophoresis (PCR-DGGE) according to Iwamoto et al. (2000). First, touchdown PCR was performed with reagents supplied with GoTaq® Flexi DNA Polymerase (Promega, Co.) using the primer sets NS1 (5′-GTA GTC ATA TGC TTG TCT C-3′)/NS8 (5′-TCC GCA GGT TCA CCT ACG GA-3′). A second PCR with the primer sets NS7-GC (5′-GAG GCA ATA ACA GGT CTG TGA TGC-3, GC-clamp: CGC CCG GGG CGC GCC CCG GGC GGG GCG GGG GCA CGG GGG)/F1Ra (5′-CTT TTA CTT CCT CTA AAT GAC C-3′) was performed with 94°C for 1 min; followed by 30 cycles of 55°C for 1 min; and 72°C for 3 min; with a final extension at 72°C for 7 min. The primer set NS1/NS8 amplifies a 1700 bp fragment of the 18S rRNA gene and NS7-GC/F1Ra amplifies a 400 bp fragment nested within the NS1/ NS8 target. The DGGE analysis was performed using a DCode system (Bio-Rad Laboratories, Inc.). Twenty-five μL of PCR product was loaded onto a 6% (w/v) polyacrylamide gel with a 40–70% gradient (urea and formamide). The electrophoresis was run for 16 h at 75 V. The gel was then stained with SYBR Gold (Molecular Probes, Invitrogen Co.) for 30 min and photographed on a UV transilluminator. Clustering of DGGE banding profiles using a dendrogram was carried out using Phoretix 1D analysis software (TotalLab Ltd., UK). The in silico analysis was also used to estimate the bacterial diversity by richness (S) and the Shannon-Wiener index and dominance by the Simpson Index (D) represented by 1- D or 1- λ (Sagar and Sharma, 2012).

Statistical Analyses

Data normality was analyzed according to Kolmogorov's test. Data were analyzed by a one-way analysis of variance (ANOVA) and compared by Tukey's test using SPSS software (SPSS, Inc.). Values are given as the means ± standard errors. Differences were considered significant when the P-value was lower than or equal to 0.01. For chemical soil parameters, all tests were performed in triplicate. For the fungal community composition, data normality was analyzed according to Kolmogorov's test. The similarity between bacterial communities was visualized with distance-based redundancy analyses (dbRDA) using Primer 7 software (Primer-E Ltd., Ivybridge, UK), which showed a Bray–Curtis similarity index at 60 and 30% and stress values <0.14 (Clarke, 1993). Values are given as the means ± standard errors. Differences were considered significant when the P-value was lower than or equal to 0.01.

RESULTS

Chemical Parameters of Antarctic Soils

To determine the chemical composition of the 12 collected Antarctic soils, chemical analyses (C, N, and pH) were performed using triplicate samples of each soil (Table 1). In general, soil samples showed total C values from 0.10 (soil 10) to 2.65% (soils 1) and total N values from 0.01 (soils 4 and 10) to 0.36 (soil 1). Because of the low N content, soil 4 showed the highest C/N ratio (42.10) in comparison with the rest of the samples (from 5.53 to 15.80). The pH ranged from 5.46 (soils 7) to 7.23 (soil 4).

Principal component analysis showed that the soils were not grouped based on their location, where samples varied significantly (Figure 2). Soil 4 and soil 1 were grouped independently because of the high C/N ratio and high altitude of soil 4, and the high C and N content of soil 1. In soils 7 and 9, the C and N concentrations were also high, and along with their similar altitudes, they were grouped in the same cluster at a distance of 2.5. The other soil samples (soils 2, 3, 5, 6, 8, 10, 11, and 12) were similar to each other.
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FIGURE 2. Principal component analysis (PCA) analysis based on the chemical properties of 12 Antarctic soil samples.



Presence of Culturable Fungi

Our results revealed that in the pristine Antarctic environment, multiple culturable fungal taxa naturally occur. Thus, we isolated 54 fungal strains that, according to identification and phylogenetic affiliation based on the sequencing of the ribosomal internal transcribed spacer 2 (ITS2) region, belonged to 19 genera: Penicillium, Pseudogymnoascus, Lambertella, Cadophora, Candida, Mortierella, Oxygenales, Geomyces, Vishniacozyma, Talaromyces, Rhizopus, Antarctomyces, Cosmospora, Tetracladium, Leptosphaeria, Lecanicillium, Thelebolus, Bjerkandera, and an uncultured Zygomycete. Among these, 70% belonged to the Ascomycota, 10% to the Zygomycota, 10% to the Basidiomycota, 5% to the Deuteromycota and 5% to the Mucoromycota.

We also found a wide variety of phenotypes, as was observed in scanning electron micrographs (SEM) of each genus (Figure 3). The SEM images from spores revealed the presence of teleomorph forms of the following genera from the Ascomycota: Cadophora, Talaromyces, Antarctomyces, Thelebolus, Lecanicillium; from the Basidiomycota: Vishniacozyma and Bjerkandera and from the Zygomycota: Mortierella and Rhizopus. The most frequently represented genus was Mortierella, and the soil samples with the highest richness of culturable fungi were soils 3, 5, 8, and 9 (Table 3).
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FIGURE 3. Scanning electron micrographs of genera of cultivable fungi isolated from South Shetland Islands.




Table 3. Presence of culturable fungal strains in each soil samples.
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Among culturable fungi, ~70% were associated with similar genera grown in cold environments according to GenBank database (Table 2, light blue rows). This was confirmed by the phylogenetic tree with representative 18S rRNA gene sequences (Supplementary Figure 1). Our isolates (blue letter) showed no similarity with other reported fungal strains belonging to the same genera growing in tropical or temperate areas (red letter).

Optimal Fungal Growth Temperatures

Of the total culturable fungi, 55% were psychrotrophs and 45% were psychrophiles (Table 4). All strains were able to grow at 4°C, but psychrotrophs were able to grow above 20°C, whereas psychrophiles showed a maximum of growth at 15°C but were not able to grow at 25°C (Supplementary Figure 2).


Table 4. Fungal growth at different temperatures.
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Fungal Community Composition in Antarctic Pristine Environment

The dominance and diversity of fungal community composition was not related to soil location as revealed by dbRDA, with which microbiological and soil chemical/environmental properties were analyzed (Figure 4). The fungal community structure of sample 1 (Collins Glacier) was grouped independently and was influenced by high N content at 60% similarity. The fungal community of sample 10 was also grouped independently, probably due to the lower altitude and N content compared with the rest of the samples. At 60% similarity, the communities of soils 2, 3, and 4 were grouped independently, but at 30% similarity, they were grouped with the rest of the samples (soils 5, 6, 7, 8, 9, 11, and 12) without significant differences among their communities.
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FIGURE 4. Dendrogram (A) and nonmetric multidimensional scaling (B) analysis of DGGE profiles (18S rRNA gene) from soil communities of the Antarctic pristine environment.



Fungal Richness and Diversity and Relation to Chemical Parameters

Regarding the microbial diversity in the pristine Antarctic environment, in general, samples 1 (Collins Glacier), 2 (Fildes Bay), 11 and 12 (Arctowski Station) showed less richness expressed in species number (S), which ranged from 15 to 33. A similar tendency was observed for N (individual number), ranging from 1,500 to 3,500. The most richness was observed in samples 4 (Fildes Bay), 7 (Coppermine Peninsula) and 10 (Arctowski Station). The Shannon index (H′) that represents richness and dominance ranged from 2.5 to 3.3. Likewise, samples 1, 2, 11, and 12 showed major dominance expressed as Simpsons (D) index represented by 1-ƛ (Figure 5).
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FIGURE 5. Biodiversity indices S (species number), N (individual number), Shannon-Wiener (H) and Simpson (represented by 1- λ) of the soil samples. Tukey's test was used to compare treatment means, and values followed by the same letter do not differ at P < 0.05 (n = 5).



We noted that a positive correlation exists between C/N and index of richness expressed as S (species number) and N (individual number) (p < 0.05* and p < 0.01**, respectively, Figure 6). The index related to richness and dominance such as the Shannon Wiener index (H') and the index related to dominance only, such as the Simpsons (D) index, represented by 1-ƛ was inversely related to C and N. Thus, we noted high dominance (low diversity) when soil samples showed higher C and N contents (Figure 6).
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FIGURE 6. The most important correlation between biodiversity index: S (species number), N (individual number, Shannon-Wiener (H) and Simpson (represented by 1- λ) and C/N ratio (gray), C (blue) and N (orange).



DISCUSSION

During the Antarctic campaign ECA-53, 12 bulk soils (0–20 cm) were collected from South Shetland Island (62°00′S, 59°30′W), eight from King George Island (including Collins Glacier), two from Deception Island and two from Robert Island. According to the chemical parameter measurements, pH values were near neutral, from 5.46 to 7.23, with C ranging from 0.10 to 2.65% and N ranging from 0.01 to 0.36%, and Collins Glacier showed the greatest values. Moorhead et al. (2003) showed that wetlands in Taylor Valley (Antarctica) showed an accumulation of soil organic C and total N concentrations of 0.12% and 0.013%, respectively. However, pH values were more alkaline than in our study (~8.5). Bölter et al. (1997) reported values of pH more acidic, from 3.7 to 7.2 for Arctowski Station and values of 0.09 to 2.60% C and 0.16 to 0.48% N. This variation could be attributed to the high influence of sea birds (penguins) and other birds (Lee et al., 2009).

Fifty-four fungal strains belonging to 20 genera were isolated from King George Island (including Collins Glacier), Deception and Robert Island soils. The predominance of filamentous Ascomycetes (70%) in studies of Antarctic soils has been reported, with Geomyces and Cadophora widely reported (Högberg et al., 2007). We also found the presence of Zygomycota, Basidiomycota, Deuteromycota, and Mucoromycota. Similar genera isolated from Antarctic and Arctic environments were reported in other studies by Krishnan et al. (2018), and according to our study, 70% of isolates were associated with similar genera grown in cold environments according to the GenBank database (Supplementary Figure 1). Ding et al. (2016) reported high dominance of Pseudogymnoascus (or Geomyces) in Fildes Peninsula and Antarctomyces and Thelebolus, which are considered cold-environment-specific genera (Ding et al., 2016). Thus, among all culturable isolates from our study, 100% were able to grow at 4°C, 55% were considered psychrotrophic fungi that were able to grow above 20°C, whereas psychrophilic microorganisms (45%) showed maximum growth at 15°C but were not able to grow at 25°C (Robinson, 2001).

Interestingly, we noted less richness and major dominance in samples collected in Collins Glacier compared with the rest of the soils analyzed, despite the large content of C and N. However, the C/N ratio seems to be a more important parameter influencing soil fungal richness because our results showed that a positive correlation exists between C/N and the index of richness expressed as S (species number) and N (individual number). Calandra et al. (2016) showed that the C:N ratio had an important role in spore shelf life of Trichoderma harzianun. Similarly, Dumbrell et al. (2010) showed that ß-diversity of arbuscular mycorrhizal fungi was positively correlated with the C/N ratio. However, the indices related to richness and dominance, such as the Shannon Wiener index (H′) and dominance only, such as Simpsons (D) were inversely related to C and N. Therefore, high fungal dominance (low diversity) was found when soil samples showed a larger C and N content. In this context, Siciliano et al. (2014) reported that soil fertility (i.e., organic matter, nitrogen and chloride content) was consistently the most important driver influencing bacterial and fungal species richness, speculating that soil fertility provides nutritive properties that allow the more adapted species within a community to grow rapidly and to dominate and exclude other members of the community. Thus, it has been reported that the Antarctic microbial community seems to be structured solely by abiotic processes (Cary et al., 2010). Altitude was not a determinate parameter influencing the fungal community, as was the case in a study recently reported by Coleine et al. (2018).

In relation to soil fungal community compositions, our results showed that soil location was not a parameter that defined the microbial community structure, as revealed by dbRDA, as soil parameters were the most prominent influencing factor. For example, soil collected from Collins Glacier (sample 1) was strongly influenced by N and sample 10 by low N and low altitude. Siciliano et al. (2014) noted that soil pH was a major factor determining the bacterial community composition in polar soil because fungi can adapt to different pH ranges. In the case of fungal community compositions, we found that C content was the most important factor.

Because PCR-DGGE is a simple and relatively inexpensive method, it is considered a valuable tool to detect gross shifts in the entire microbial community (Hume et al., 2011; Rychlik et al., 2016). However, further studies considering omics technology (such as genomics, transcriptomics, proteomics, etc.) are needed to identify functional roles of fungal adaptations to extreme environments in order to better understand the endemic nature of these communities for further biotechnological applications.

CONCLUSIONS

Our results reveal fungi occurrence in twelve soils from South Shetland Island, Antarctica. The most representative group were the Ascomycetes (70%), with Geomyces and Cadophora widely reported in Antarctic lands. Seventy percentage of isolates were associated with similar genera grown in cold environments, and among the total culturable fungal strains, 55% were considered psychrotrophic (able to grow above 20°C), and 45% were considered psychrophilic with a maximum growth at 15°C and no growth at 25°C. Remarkably, the occurrence of fungi in soils was not correlated with soil locations but was correlated with soil chemical properties. Thus, richness was associated with the C/N ratio, and dominance was inversely correlated with C and N. Most fungal strains were observed in the teleomorph phase, with clear survival structures to allow resistance to extreme environments. Future omic analyses are required to identify the ecological role and fungal adaptation mechanisms at low temperature as well as the to examine potential applications of these fungal strains in biotechnology.
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Univ. Toyama

Sample ID

20000916H
200909168
20100820H
201008208
20100924H
201009248
20110827H
201108278
20110914H
201109148

Average
temperature (°C)

2.4
229
13.3
333

6.4
211
114
277
13.2
30.7

Average relative
humidity (%)

100
64.5
87.5
65.1
206
636
95.3
724
855
595

Average wind
velocity (m/s)

43
22
24
21
19
6.1
2
52
13
3.1

Predominant
wind direction

N
NNE
NNE
NNE
ESE

NE

NNE
SE
NNE
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Substrate Sibe-EH? CH65-EH?
Specific Selectivity®  Specific Selectivity?
activity (U-g~") activity (U-g~1)
U] 12 eep (%) =66 ndC -
(1R.2R)
@ 80 oep (%) =80 68 oep (%) =85
(1R.2R) (1R.2R)
@ 107 eep (%)= 99% n.d® -
@R3R)
@ 7 E=1 87 E=1
[C) 1730 E=5@/) 6,359 E=2(/)
© 1628 (trans) 95 (trans)
nde (cis) 34 (cis)

“Reactions catalyzed by Sibe-EH were performed at 30°C, while reactions catalyzed by
CHB5-EH were performed at 45°C.
bselectivity is indicated as enantiomeric excesses of the products (eep) in the case of
meso-epoxides (1-3), and E values in the case of the racemic substrates (4-5).

n.d., not detected.
9substrate (6) is a commercially availeble mixture of cis and trans isomers of (4R)-
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Diffraction source
Wavelength (A)
Space group
a,b,c(A)

By ()
Resolution range (A)

Number of unique
reflections

Completeness (%)
Average redundancy
<llofl)>

Raym (%)

€5

Overall 8 factor from Wiison
plot (A%

React (%)

Riree (%)

Refined protein atoms
Refined solvent atoms
Average B factor (A2)
Protein

Solvent

R.m.s.d. bond lengths (A)
R.m.s.d. bond angles (°)

Ramachandran plot
analysis, residues in (%)°

Most favored regions.
Additional allowed regions.
Generously allowed regions
Disallowed regions

2Values for the highest resolution shell are given in parentheses.

Sibe-EH

104, 103, Diamond

09795
c222;

41.20,84.18, 157.45
90.0, 90.0, 90.0
39.36-1.60 (1.64-1.60)2
35.698 (2,070)

97.4(78.3)
60 (4.1)
95(1.3)
10.6 (101.6)
0995 (0.516)
269

162
19.8
2,635
386

198

37.1
0.011

1.42

89.8
8.9
12

0

PRoym = Zn Zillns = <h >/ n Zinj.
€CC yy2 is defined in Karplus and Diederichs (2012).

9Wilson B-factor was estimated by SFCHECK (Vaguine et al., 1999).

CH65-EH

104, 103, Diamond

0.9795
c2

163.94, 46.22, 73.87
90.0, 106.9, 90.0
39.53-1.39 (1.41-1.39)
104,819 (4,187)

98.2 (79.0)
32(25)
15.6(1.2)
35(77.0)

99.9 (48.2)

249

173
20.4
5,401
645

235
355
0.013
1.64

91.2
7.3
08
0.8

®Ramachandran plot analysis was performed by PROCHECK (Laskowski et al,, 1993).
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Location and GPS coordinates

Port Perry (N69°33'28.764", W97°26'13.884")
Swan Lake (N68°40'13.62, W95°56'57.408")
Koka Lake (N68°32'6.1", W96°12'45.899")

Back House Point (N67°27'27.2", W95°2138.6")
Legendary River (N67°31/17.8", W96°26'21.8")
Murchison River (N68°34'1.2", W 93°22'37.462")
Back River (N66°57'30.70", W95°18'5.20")

Water
source

Fresh
Fresh
Fresh
Saline
Saline
Fresh
Fresh

Conductivity
(kS em=T)

286
880
670
8,240
3,450
225
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Strain Temperature of growth Psychrophile/

psychrotroph
ac 15°C 25°C
Pericilum sp. ++ +++ ++ Psychrotroph
Pseudogymnoascus sp. + +++ - Psychrophie
Lambertella sp. + ++ ++ Psychrotroph
Cadophora sp. + Fht ++ Psychrotroph
Unculture zygomycete + + - Psychrophie
Mortierella sp. + ++ ++ Psychrotroph
Onygenales sp. + ++ - Psychrophile
Geomyces sp. + ++ - Psychrophile
Vishniacozyma sp. + +++ - Psychrophile
Talaromyces sp. + +++ - Psychrophile
Rhizopus sp. + + - Psychrophie
Ascomycota sp. + + - Psychrophie
Antarctomyces sp. +++ + + Psychrotroph
Uncultures fungus + ++ + Psychrotroph
Cosmospora sp. + +++ ++ Psychrotroph
Tetracladium sp. + +++ ++ Psychrotroph
Leptosphaeria sp. + . - Psychrophie
Lecanicidium sp. + +++ ++ Psychrotroph
Thelebolus sp. + ++ ++ Psychrotroph
Bejerkendera sp. + +4+  +++  Psychrotroph

Growth rate capacity was measured as follows: + + +, very high capacity; ++, high
capacity; +, normal capacity; and -, no capacity.
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Strain

Penicillum sp.SA1.3
Pseucogymnoascus sp.SA1.4
Pericillum sp:SA2:2

Lambertella sp.SA3.1
Cadophora sp:SAB:2
Cadophora sp.SA3.3
Candida sp.SA3.5

Uncultured Zygomycete SAS.6
Mortierelia sp.SAB.7
Cadophora sp.SA3.8
Mortierella sp-SA4-1
Onygenales sp.SA4.4
Geomyces sp.SA45
Vishniacozyma sp.SA4.6
Telaromyces sp.SA4.T
Mortierelia sp.SAS.1
Mortierelia sp.SA5.2.
Mortierelia sp.SA5.3
Peudogymnoascus sp.SAS 5
Rhizopus sp.SA5.6
Mortierella sp.SAS5.7
Rhizopus sp.SA5.8
[Ascomycota sp-SAE.10
Mortierelia sp.SAG.1

Rhizopus sp.SA6.2
WAntarstomyces spSA63
Rhizopus sp.SAG.4
Uncultured fungus SAG
Mortierela sp.SAT.1
Peudogymnoascus sp.SAT.3
Onygenales sp.SAB.1
Rhizopus sp.SAB.4

Mortierella sp.SA.5
Mortierela sp-SABT
Cosmospora sp.SAB.8
Cosmospora sp.SA8.9
Rhizopus sp.SA8.13
Psaudogymnoascus sp.SA92
Mortierela sp.SA9.3
Geomyces sp.SA9.4
Pseudogymnoascus sp.SA9.6
Rhizopus sp.SA9.7

Rhizopus sp.SA9.8

Rhizopus sp.SA9.9
Tetracladium sp.SAT0.1
Leptosphaeria sp.SA10.2
Lecanicidlium sp.SAT03
Mortierella sp.SA10.4
Thelebolus sp.SA10.7
Pseudogymnoascus sp.SAT1.1
Pseudogymnoascus sp.SA11.2
Rhizopus sp.SA11.3
Bjerkandera sp.SAT2:1
Geomyces sp.SA12.2

Closest relatives or cloned sequences (accession N°)

Penicilium commune , wine cellar fungi (KT316690)
Pseudogymnoascus pannorum, cave bear bones (KY465766)

Panicillum brevicompacturn, cold environments of Western Himalaya
(AM248950)

Lambertella viburni, molecular phylogenetic studies (AB926098)
Cadophora malorum; King George Isiand, Antarctic (VIG8T3381)
Cadophora sp. King George Isiand, Antarctic (MG813382)

Candida zeylanoices, Pomegranate Fruits (KY366245)

Fungal'sp, Antarctic Peninsula (FJ236010)

Mortierellaceae sp, Antarctic Peninsula (HM589297)

Cadophora sp., roots of Populus deltoids (KF428355)

Mortierella sp., Antarctic Peninsula (MG0O0140)

Onygenales sp., altitude lakes in the Indian trans-Himalayas (MF826618)
Geomyces sp. King George Island, Antarctic (MG813416)
Vishniacozyma victoriae, Antarctic Peninsula (LC208739)
Talaromyces radicus, cooling tower systems (KX090340)

Mortierella amoeboidea, Indian Himalaya(MFA67879)

Mortierella sp., King George Island, Antarctic (JQ670951)

Mortierella sp., Deception Island Antarctica (KC514910)
Peudogymnoascus sp., Antarctic Peninsula (LCOB5196)

Rhizopus microsporus, Indonesian Tempeh Inoculant (KF709998)
Wortierella'sp:, Ross Sea Antarctica region (DQ317354)

Rhizopus microsporus, maize thizosphere soil (MF945552)
TAscomycota sp-, Deception Island Antarctica (KC514882)
Mortierella sp., Deception Island Antarctica (KC514910)

Rhizopus microsporus, maize rhizosphere soil (MFO45552)
Antarstomyces pelizariae, Antarctic Peninsula (KX576510)

Rhizopus microsporus, maize rhizosphere soil (MF945552)
Uncultured fungus, Antarctic soi fungal (KUS59753)

Mortierella sp., Antarctic Peninsula (MG001404)
Pseudogymnoascus pannorum, Arctic soil (MGO00968)

Onygenales sp., alttude lakes in the Indian trans-Himalayas (MF326613)
Rhizopus microsporus, maize thizosphere soil (MF945552)
Mortierella sp., Humulus lupulus (AY842393)

Mortierelia sp:, Deception sland Antarctic (KO514910)

Cosmospora sp., King George Island, Antarctic (MG813394)
Cosmospora viridescens, King George Isiand, Antarctic (MG813394)
"Rhizopus microsporus, maize thizosphere soil (MF945552)
Pseudogymnoascus sp., King George lsland, Antarctic (VG813409)
Mortierella sp., forest soil of Poland (EF152521)

Geomyces sp., Arctic soil (JNG30629)

Pseudogymnoascus sp., King George Isiand, Antarctic (MG813409)
Rhizopus microsporus, maize rhizosphere soil, (MF945552)
Rhizopus microsporus, maize rhizosphere soil, (MF945552)

Biogas plant, Hydrolysis tank sludge (MF919345)

Tetracladium sp., Glacier National Park, British Columbia (KP411581)
Leptosphaeria veronicae, from Veronica austriaca plants (JF740255)

Lecanicilium attenuatum, seawater gradients Antarctica Peninsula (KY786076)

Mortierella polygonia, soil from Pit Clave Glacier National Park (KP411578)
Thelebolus sp., King George Isiand, Antarctic (MG813440)
Pseudogymnoascus sp. , King George Island, Antarctic (VG813409)
Pseudogymnoascus sp. , King George lsland, Antarctic (MG813409)
Rhizopus microsporus, maize thizosphere soil (MFO45552)

Bjerkandera adusta, National park of Chilos (KF562019)

Geomyces sp., Antarctic Peninsula (JN630629)

Blue rows indicate sequence isolated from cold environment.

Similarity (%)

91
97

96
98
99
99
95
100
100
88
88
89!
96
99
99
99
100
97
89
99
97
92
99
99
99
99
76
99
99
99
99
99
100
89!
96
85
99
99
100
99
98
100
99
99
94
99
98
100
99
100
99
85
99
99

Accesion N°

MG754011
MG754012

MG845129
MG845130
MG754013
MG754014
MG754015
MG845131
MG754016
MG754017
MG754018
MG754019
MG754020
MG754021
MG754022
MG754023
MG754024
MG754025
MG754026
MG845132
MG754027
MG754028
MG754029
MG754030
MG754031
MG845133
MG754032
MG754033
MG754034
MG754035
MG754036
MG754060
MG845134
MG754037
MG754038
MG754039
MG754055
MG754042
MG845135
MG845138
MG754043
MG754058
MG754044
MG754045
MG754046
MG754047
MG754057
MG845136
MG754051
MG754052
MG754053
MG754054
MG754059
MG845137
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Samplinglocation  Latitude °S  Longitude °W  Elevation (m)  pH MAP  MAT

Electric %C %N
conductivity
(mS/om)
s —23.83 -68.15 4314 85 619" 85 ND 243x1078 398 x 1074
rt ~23.50305 —67.72371 4,480 523 1619 42 006 016 001
et ~23.32856 ~67.79890 3,870 577 754 69 004 032 0.02

*Lejia Lake Soil (Mandakovic et al,, 2018a); **MAP from LLS was extrapolated from TLT1 given the proximity of the sites; 1 TLT, Talabre-Lejia Transect (Diaz et al., 2016); ND, No Data.
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Genus Biomedical Plant growth promotion Bioremediation

Anthrobacter 2
Bacilus 3 8
Halomonas

Microbacterium
Paenibacillus 2
Pseudomonas
Rhodococeus 2
Stenotrophormonas
Streptomyces 9

A daaaaaan

Variovorax
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Dhn genes GenBank Dehydrintype Amino MW Pl Picked

Protein No. acid (kDa) times®
(cDNA clone number
No)

ReDhn 1 KC425881 YaSKo 177 20 65 1
(CABA12) potato type

ReDhn2 — KCA17479  YpSKp +Fg 303 34 48 1
(CASBO4)

RcDhn 3 KC425882 YKy 85 10 69 4
(CATF12)

ReDhn4 — KC425883 K 8 10 69 1
(CA3EDS) blueberry type

ReDhn5 — ACB41781  SKp 200 29 52 1
(CA2D12) Kidhey bean type

#Number of times that a particular cDNA was picked from cONA library (containing 423
5 end ESTs) of rhododendron cold acclimated (CA) leaf tissues (Wei et al., 2005z).
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Dhn Forward primer Amplicon

genes size (bp)

ReDhn 1 F: CCACCAGTCCCACGACACTA 57
R: TACCCACCACCTGCTCCAG

RcDhn 2 F: AAGGATGGGTTGTTGACGAAGT 51
R: TTCCTCCGAAGAGCTTGAGC

ReDhn 3 F: ATCGCCCCGTCCTAATCTTCT !
R: CCCTCGAGACTCCGTCCAC

RcDhn 4 F: CGTGGACAAGGTGAAGGACAA 11
R: ACTAGCGGCGGAAAAGAAGAT

RcDhn 5 F: AAGTTCCACCGTTCCGATAGC 128
R: ATTCGTGTCCTCCTCGTGCT

ReUbgl F: AGAGGTGGTGTTGAACGATCG 254

R: TCTCGCACTTATTACCGCACA

GenBank accession No. for RcDhn 1-6 can be found in Table 2, while that for ReUbgl is
CV015651.
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Taxonomy Relative abundance  Impact ratio (Saline: Fresh)
Saline  Fresh
(Y]

p: Proteobacteria c: Gammaproteobacteria o Vibrionales f: Vibrionaceae g: Photobacterium 422 0.02 211
: Deinococcus c: Deinococci o: Deinococcales f: Deinococcaceae g: Deinococcus 7.72 0.05 154

roteobacteria c: Alphaproteobacteria o: Rhodospirilales f: Acstobacteraceae g: Unknown 858 152 564

imicutes c: Clostridia o: Clostridiales f: Clostridiaceae g: Clostridium 384 250 1.54

p: Proteobacteria c: Betaproteobacteria o: Burkholderiales f: Comamonadaceae g: Other 297 801 037

roteobacteria c: Alphaproteobacteria o: Sphingomonadles f: Sphingomonadaceae g: Sphingomonas 1.69 5.00 034

: Bacteroidetes c: Saprospirae o: Saprospirales f: Chitinophagaceae g: Unknown 123 490 025

: Proteobacteria c: Alphaproteobacteria o: Rhodospirillales f: Rhodospirilaceae g: Unknown 090 5.69 0.16

p: Proteobacteria c: Alphaprotecbacteria o: Caulobacterales f: Caulobacteraceae g: Other 069 439 0.16

: Proteobacteria c: Betaproteobacteria o: Other f: Other g: Other 073 527 014

: Proteobacteria c: Alphaproteobacteria o: Sphingomonadales f: Sphingomonadaceae g: Novosphingobium ~ 0.75 6.42 0.12

: Proteobacteria c: Gammaproteobacteria o: Xanthomonadales f: Sinobacteraceae g: Unknown 0.40 676 0.06

p: Proteobacteria c: Betaproteobacteria o: Burkholderiales f: Oxalobacteraceae g: Cupriavidus 0.12 490 0.02

: Gyanobacteria o: Nostocophycideae o: Stigonematales f: Rivulariaceae g: Rivularia 480 0.00 0.00

p: Cyanobacteria c: Oscillatoriophycideae o: Oscillatoriales f: Phormidiaceae g: Phormidium 727 0.00 0.00
®)

p: Proteobacteria c: Gammaproteobacteria o: Vibrionales f: Other g: Other 3.10 0.17 18.23

p: Tenericutes c: Molicutes o: Unknown f: Unknown g: Unknown 732 052 14.08

: Proteobacteria c: Gammaproteobacteria o: Vibrionales f: Vibrionaceae g: Photobacterium 208 1.48 14.03

pirochaetes c: Brevinematae o: Brevinematales f: Brevinemataceae g: Unknown 454 054 8.41
roteobacteria : Gammaproteobacteria o Vibrionales f: Vibrionaceae g: Other 606 1.09 556

p: Proteobacteria c: Gammaproteobacteria o: Vibrionales f: Vibrionaceae g: Alivibrio 508 122 416
: Proteobacteria c: Alphaproteobacteria o: Sphingomonadales f: Sphingomonadaceae g: Sphingomonas 591 4.06 1.46

: Tenericutes c: Mollicutes o: Mycoplasmatales f: Mycoplasmataceae g: Mycoplasma 447 442 094

: Fusobacteria c: Fusobacteriia o: Fusobacteriales f: Fusobacteriaceae g: u114 b g 4.12 0.67
p: Proteobacteria c: Gammaproteobacteria o: Pseudomonadales f: Pseudomonadaceae g: Pseudomonas 165 350 047
: Proteobacteria c: Betaproteobacteria o: Burkholderiales f: Comamonadaceae g: Other 250 5.96 0.42
p: Proteobacteria c: Gammaproteobacteria o: Pseudomonadales f: Pseudomonadaceae g: Other 223 791 028
Unclassified Taxa 123 7.65 0.16
p: Proteobacteria c: Aphaprotecbacteria o: Caulobacterales f: Caulobacteraceae g: Phenylobacterium 040 571 007
: Proteobacteria c: Betaproteobacteria o: Neisseriales f: Neisseriaceae g: Defgea 005 286 0.02

Taxonomy from phylum (o) to clade (c) to order (o) to family ) to genus (g) is shown.
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Sites  LatitudeS  Longitude W  Altitude (n.a.sl)  Watertemperature°C ~ pH  Op(mg/l)  NaCl(mg/l) Ca(mg/l) Mg (mg/L)

Lst 23°39' 5’ 68° 10 0 2203 1470 7.56 5.44 274,000 2760 4880
Ls2 23° 3912 68°8 24" 2282 25.00 7.98 6.41 274,000 3240 800
Ls3 23°39'12' 68°8 19" 2203 13.20 8.13 1652 93,000 2320 1600
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Soil C (%)

Soll 1 2.65+ 0297
Soil2  1.08 +0.04>
Soil3 027 £0019
Soil4 0.6 +0.05%
Soil5 034 +0049
Sol6  021£001¢
Soil7 113 +005°
Soils  0.25+0019
Soll9  0.79 +0.01%¢
S0il 10 0.10 % 0.00¢
Soil 11 0.14 £ 0,019
Soil 12 0.26 %0019

N (%)

0.36 & 00012
0.08 # 0.000¢
0.02 % 00019
0.01 £ 0,002
0.04 & 0.001°
0.04 + 0001°
0.20 £ 0.001®
0.04 = 0.001°
0.11 £ 0.001¢
0.01 £ 00017
0.03 + 0,001
0.04  0.000°

C/N

7.36 £ 0816
126 & 0.48%°
15.8 & 1530
421 £ 4.46°
863 + 1.068%
592 +0.15°
623 % 0.30°
6.96 % 0.33°
7.42 £ 0.18°
7.47 £ 044°
553 & 0.64°
721+ 062°

pH

6.13 £ 0.309
653 + 0.08'
6.73 £ 0.13°
7.28 0,228
6.74 £ 0.14°
588 +0.18
5.46 + 0.23¢
5614028
5.98 + 0.020
658 £ 0.15°
6.62 + 0,049
6.77 £ 0.13°

Tukey test to compare different soil samples, values followed by the same letter do not

differ at P < 0.05 (r

3.
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Bacterial strain
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LN8B
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LN16CAN
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Closest species in BLASTN®

Becilus subtils S1
Porphyrobacter sp.

Bacillus subtlls NZ2-4-2
Pseudomonas gessardi N13
Salinivibrio sp. S10B
Halomonas venusta CTF741-X1
Bacillus subtilis NZ2-4-2
Bacilus subtilis 1

Salinivibrio sp. S10B

Salinivibrio sp. S108
Halomonas sp. GOS-3a
Bacillus subtilis $1

Becilus axarquiensis CHMS 186
Bacillus subtilis CH11 165
Saliivibrio sp. S10B

Bacillus subtilis H184 16S
Bacillus subtilis S1

Halomonas sp. JAM42
Salinivibrio sp. $10B

Bacillus axarquiensis CHMS 186
Bacilus subtilis CRB115
Halomonas alkaliantarctica CRSS
Becilus sp. XJ24DR3
Halomonas sp. JAM42

aSequence homology was determined with BLASTN.
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Identity (%)

100
9
100
09
98
9
100
100

100

88888888888

Homolog GenBank accession no.

KT381023
EU839360
KR999922
KT883843
FRE68583
KJ416384
KR999922
KT381023
FRE68583
FR668583
JQ246431
KT381023
KJ787122
KM492820
FRE68583
JX516670
KT381023
GUS67817
FRE68583
KJ787122
GQ161967
NR114902
AB773230
GUs67817
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Strain

Penicillium sp.
Pseudogymnoascus sp.
Lambertela sp.
Cadophora sp.
Candida sp.
Uncultured Zygomycete
Mortierelia sp.
Onygenales sp.
Geomyces sp.
Vishniacozyma sp.
Talaromyces sp.
Rhizopus sp.
Ascomycota sp.
Antarctomyces sp.
Uncultured fungus
Cosmospora sp.
Tetracladium sp.
Leptosphaeria sp.
Lecanicillum sp.
Thelebolus sp.
Bjerkandera sp.
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Taxonomy

Q)

Other bacteria
: Actinobacteria c: Actinobacteria o: Actinomycetales f: Other g: Other
p: Proteobacteria c: Other o: Other f: Other g: Other

roteobacteria ¢:

: Iphaprotecbacteria o: Rhodospirillales f: Acetobacteraceae g: Unknown
: Gyanobacteria c: Other o: Other f: Other g: Other
: Firmicutes c: Bacill o: Lactobacillales f: Other g: Other
: Firmicutes c: Clostridia o: Clostriciales f: Clostriciaceae g: Clostridium
p: Proteobacteria c: Alphaprotecbacteria o: Rhodobacterales f: Rhodobacteraceae g: Other

p: Proteobacteria c: Betaproteobacteria o: Burkholderiales f: Comamonadaceae g: Other
®

Unclassified

Other Bacteria

p: Actinobacteria c: Actinobacteria o: Actinomycetales f: Other g: Other

p: Firmicutes ¢: Bacill o: Lactobacillales f: Streptococcaceae g: Streptococcus
usobacteria c: Fusobacteriia o: Fusobacteriales f: Fusobacteriaceae g: u114

p: Proteobacteria c: Alphaproteobacteria o: Sphingomonadles f: Sphingomonadaceae g:
Sphingomonas

p: Proteobacteria

p: Proteobacteria c: Gammaproteobacteria o: Alteromonadles f: Shewanellaceae g:
Shewanella

Betaproteobacteria o: Burkholderiales f: Comamonadaceae g: Other

p: Proteobacteria c: Gammaproteobacteria o: Pseudomonadales f: Pseudomonadaceae g:
Other

p: Proteobacteria c: Gammaproteobacteria o: Pseudomonadales f: Pseudomonadaceae g:
Pseudomonas

: Proteobacteria c: Gammaproteobacteria o: Vibrionales f: Vibrionaceae g: Other

roteobacteria

Gammaproteobacteria o: Vibrionales : Vibrionaceae g: Alivibrio
p: Proteobacteria c: Gammaproteobacteria o: Vibrionales f: Vibrionaceae g: Photobacterium
: Tenericutes c: Molicutes o Mycoplasmatales f: Mycoplasmataceae g: Mycoplasma

Taxonomy from phylum (o) to clade (c) to order (o) to family () to genus (g) is shown.

0.96
0.30
0.07
0.45
0.41
267
242
0.1
0.13

216
0.39
3.59
0.08
0.03
9.56

0.07
2.74

0.08

0.01

0.1

0.20

0.24
738

Cluster number and percent abundance

2

1.61
0.81
0.20
414
3.99
0.20
0.22
0.30
021

217
0.38
0.01
028
0.04
0.02

0.1
0.67

8.23

0.70

0.01
0.01
027
0.20

3

204
0.85
0.03
4.73
0.19
0.02
720
0.14
0.08

1.48
3.62
0.02
1.02
84.2
0.17

0.01
0.03

246

0.14

0.17
0.13
0.68
1.37

4

0.28
0.06
0.17
0.05
0.00
0.02
0.00
0.02
87.42

8.20
1.37
0.14
235
0.79
105

248
1.29

1.27

2.66

2.43
3.20
1.78
2.1

5

052
0.19
0.09
152
0.19
0.00
0.14
702
047

6.26
1.03
0.01
181
0.02
023

525
1.50

132

147

047
0.80
0.02
0.36

6

1.93
0.80
0.55
5.15
0.32
0.17
078
0.94
273

021
0.38
0.03
0.08
1.64
0.62

061
057

045

0.31

6.11

347
710

119

0.81
0.05
0.05
0.14
0.05
3.94
0.09
0.00
0.00

1.28
0.16
0.05
0.34
0.01
0.06

1.01
0.04

85.0

3.80

0.01
0.01
0.38
0.42

074
0.30
0.03

0.08
571
027
0.09
0.03

0.15
1.09
0.16
0.44
270
0.46

017
0.03

0.20

0.15

0.09
0.04
4.49
214





OPS/images/fbioe-07-00022/fbioe-07-00022-t001.jpg
Response Source of variation dfnum dfgen  F P
variable

72 9084458 <0.0001
36 12268  <0.0001
36 5478  <0.0001
72 366.3  <0.0001
36 1491 <0.0001
72 3964  <0.0001
72 165.6  <0.0001
32 16724.88 <0.0001
16 816.535 <0.0001

Photochemical Stress (S)
efficiency Symbiont (Sy)
(Fu/Fm) Time ()
Stress x Symbiont
Stress x Time
Symbiont x Time
SxSyxT

Lipid peroxidation ~ Stress (S)
(TBARS [MDA)) Symbiont (Sy)

Time (1) 16 382987 <0.0001
Stress x Symbiont 3% 48753  <0.0001
Stress x Time 16 330013 <0.0001
Symbiont x Time 32 452058 <0.0001
Sx8yxT 32 207.78  <0.0001
Proline Stress (5) 16 901.146  <0.0001
concentration  Symbiont (Sy) 16 137.003 <0.0001
(mmol/g FW) Time (T) 32 185671 <0.0001

16 117.081 <0.0001
32 171.692  <0.0001
32 30.934  <0.0001

Stress x Symbiont
Stress x Time
Symbiont x Time

SxSyxT 32 20946 <0.0001
NHXT gene Stress (S) 32 51841 <0.0001
expression Symbiont (Sy) 16 9069  <0.0001
(Relative fold Time (T) 16 1065.19 <0.0001
change)

3.2 23.23 0.0002
16 786.79  <0.0001
32 9231 <0.0001
32 31.47  <0.0001

Stress x Symbiont
Stress x Time
Symbiont x Time
SxSyxT

[ T T O R O

The table shows the probabilty value (p) obtained for the significance of each factor in the
fitted linear mixed model, which was obtained by maximizing the restricted log-likefihood
for the data.
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Genus

Arthrobacter
Bacillus
Chryseobacterium
Hymenobacter
Paenibacillus
Pseudomonas
Rhodococcus
Stenotrophormonas
Streptomyces.
Variovorax
Microbacterium
Carnobacterium
Planococous
Halomonas

LLs*

[SRE SN

Tt

14
14

TLTs’

*Lejia Lake Soil (Mandakovic et al,, 2018a); T TLT, Talabre-Lejia Transect.

Total
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