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The goal of this project was to document the autophagy response in human neonatal skin organ culture (SOC) after infection with varicella-zoster virus (VZV). The VZV-infected SOC model has attributes of herpes zoster, in that an injection of virus into the skin is analogous to exit of virus from the sensory nerve termini into skin during herpes zoster. Cultures were maintained for 28 days and periodically examined for an autophagy response by quantitation of autophagosomes with Imaris software. Expression of the STAT3 protein was plentiful in the VZV-infected SOC. Abundant autophagy was observed in VZV-infected SOC between 14 and 28 days after infection, while autophagy in mock-infected SOC was minimal (p = 0.0003). The autophagic response after infection of SOC with a recombinant VZV genome containing the herpes simplex virus ICP34.5 neurovirulence gene was similar to wild-type VZV (p = 0.3). These results suggested that the VZV-infected SOC system resembled biopsy data from herpes zoster infection of skin. An enhanced autophagy response has now been reported after infection with two additional alpha herpesviruses besides VZV, namely, pseudorabies virus and duck enteritis herpes virus; both lack the ICP34.5 protein.
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INTRODUCTION

Herpesviruses are ancient viruses that have retained autophagy as a modulator of innate immune mechanisms (Grose, 2012; Moreau et al., 2015). varicella-zoster virus (VZV) is one of nine human herpesviruses (Davison, 2010).VZV is a human pathogen that causes the primary infection varicella in children and reactivates later in life as zoster or shingles (Weller, 1983). Abundant autophagy has now been detected after infection with VZV and two other alpha herpesviruses: pseudorabies virus (PRV) and duck enteritis herpes virus (Grose et al., 2016; Yin H.C. et al., 2017; Xu et al., 2018).

In earlier studies, we have demonstrated that VZV infection induces both an unfolded protein response (UPR) and an autophagy response (Carpenter et al., 2011; Carpenter and Grose, 2014). We have observed that VZV-induced autophagic flux is easily detectable in infected monolayers, without evidence of a block (Buckingham et al., 2014, 2015). In this manuscript, we describe our adaptation of the human skin organ culture (SOC) model to further assess the innate immune response to VZV infection (Taylor and Moffat, 2005; Jarosinski et al., 2018). We proposed that VZV infection of human SOC would provide a more accurate representation of innate immunity than analysis solely of infected monolayer cultures. Many earlier VZV studies were carried out after infection of human skin xenografts inserted under the skin of the severe combined immunodeficient mouse (Moffat et al., 1998; Arvin, 2006). The human SOC model is a simpler methodology for VZV infection of human skin that obviates the need for a severe combined immunodeficient mouse (Jarosinski et al., 2018). The chronology of the VZV infectious cycle is very similar in both skin models.

Because of previously documented differences in VZV pathogenesis between cultured cells and skin xenografts in the mouse model, we first examined transcription of antiviral innate immune transcripts in mock-infected SOC and infected SOC. We found unexpectedly that both interleukin-6 (IL-6) transcription as well as protein expression were upregulated following VZV infection (Jarosinski et al., 2018). Recent evidence points to IL-6 as a keystone immunomodulatory cytokine in both healthy and diseased tissues, including its role as a pro-autophagy cytokine in the phosphorylated signal transducer and activator of transcription 3 (STAT3) pathway (Xue et al., 2016). Since elevated IL-6 transcription was not observed in VZV-infected fibroblast monolayers, this discovery would not have been made without the studies in the SOC model. In this report, we further assess and quantify the autophagy response in SOC after infection with wild type VZV and recombinant VZV containing the herpes simplex virus 1 (HSV1) ICP34.5 neurovirulence gene.



MATERIALS AND METHODS

Viruses and Cells

VZV-32 is a low passage laboratory strain; its genome has been completely sequenced (GenBank DQ479961.1) (Peters et al., 2006). rVZV/34.5 is a recombinant virus, in which herpes simplex virus 1 (HSV1) ICP34.5 gene (F strain) previously cloned into a pSG5 expression vector (Stratagene) was cut out along with its SV40 early promoter and poly A signal and inserted into rVZV-Oka (Cohen and Siedel, 1993). MRC-5 human fibroblast cells were grown on coverslips in six well tissue culture plates in Minimum Essential Medium (MEM; Gibco, Life Technologies) supplemented with 7% fetal bovine serum (FBS), L-glutamine, non-essential amino acids, and penicillin/streptomycin. When monolayers were nearly confluent, they were inoculated with trypsin-dispersed VZV-infected cells at a ratio of one infected cell to eight uninfected cells (Grose and Brunel, 1978).

Culture of Explant Skin Samples

De-identified foreskins from circumcision procedures were collected at the University of Iowa Hospital under an exempt Institutional Review Board protocol. As described (Taylor and Moffat, 2005; Jarosinski et al., 2018), we prepared the foreskin for culture by sterilizing the outside of the skin with 1 min incubation in 10% providone-iodine solution followed by rinsing in 70% ethanol and MEM. The skin was then divided into 6 mm round pieces with a biopsy punch and placed onto the mesh bottom of tissue culture inserts in a 12 well plate (Corning) containing 1.4 ml of complete MEM supplemented with nystatin and ciprofloxin. Thereafter, the plate was incubated at 32oC in a humidified incubator with 5% CO2. We have carried out 9 independent explant procedures.

Infection and Sectioning of Explant Skin Samples

After 24–48 h in culture, pieces of explanted human skin were inoculated with cell associated VZV. A VZV infected monolayer (25 sq. cm.) at 70–80% cytopathology was trypsin-dispersed, sedimented by low speed centrifugation and resuspended into 1 ml of MEM. Each skin piece was pierced to the depth of 1 mm in multiple sites with a hypodermic needle and then an aliquot (500,000 cells in 200 μl) of VZV-infected cells was injected onto the surface of the epidermis and allowed to penetrate into the holes created by piercing the skin surface. Infected skin explants were then incubated for as long as 28 days. Mock infections were handled similarly except for inoculation with uninfected cells. Preparation of the skin samples for cryosectioning and subsequent immunohistochemistry (IHC) protocols have been described in detail (Jarosinski et al., 2018).

Imaging and Quantitative Analysis of Autophagy by Confocal Microscopy

Slides containing the skin samples were prepared for confocal microscopy by published methods (Carpenter et al., 2008). The primary antibody (1:1000) was added for 2 h at ambient temperature and overnight at 4oC; the secondary antibody (1:1250) and Hoechst 33342 DNA stain (1:1000) were added for 2 h. All samples were viewed on a Zeiss 710 confocal fluorescent microscope. Murine monoclonal antibody (MAb) 3B3 against VZV gE, MAb 233 against gC and MAb 251D9 against the capsid protein were produced in this laboratory (Grose et al., 1983; Friedrichs and Grose, 1986; Storlie et al., 2008); rabbit antibody against microtubule-associated protein light chain 3 (LC3) was obtained from Santa Cruz (sc-28266) and mouse MAb against STAT3 was obtained from ThermoFisher Scientific (13-7000). Rabbit monospecific antibody against HSV1 ICP34.5 was given to us by Dr. Ian Mohr (New York University).

Quantitation of autophagosomes by visual inspection of 2D confocal micrographs is highly specific when combined with appropriate controls (Klionsky et al., 2007; Carpenter et al., 2011). Quantitation has been further improved by the Imaris software program (BitPlane), which converts z-stacks of confocal images into 3D animations; the Spot function within Imaris software locates and enumerates autophagosomes within each 3D animation based on size and intensity threshold (Jackson et al., 2013; Lamb et al., 2017). We examined at least 3 separate images from each experimental group in order to determine the number of autophagosomes per cell in each image. The standard error of the mean (SEM) across each set of images was used to generate error bars. The P values were determined by unpaired, two-tailed Student’s t tests, using GraphPad Prism software.



RESULTS

Expression of the True Late gC Protein in VZV Infected SOC

A major difference between VZV infection of cultured cells and human skin biopsies during herpes zoster is that mature viral particles are produced in human skin in abundance whereas most viral particles produced in cell culture are aberrant (Tournier et al., 1957; Storlie et al., 2008; Carpenter et al., 2009). A representative example of a VZV-infected SOC is shown in Figure 1. In this figure, the cells were prepared for IHC and labeled with an anti-capsid antibody because the nuclei at 14 dpi are filled with capsids. Cell-to-cell virus spread within the epidermis is designated by arrows (Figure 1A); higher magnifications of the capsid-labeled infected cells within the SOC are shown in panels B and C.
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FIGURE 1. Visualization of a representative VZV-infection within epidermis of human skin explant. Pieces of human skin obtained with a punch that measured 6 mm in diameter were placed in culture medium. As described in Methods, each piece of skin was pierced multiple times with a syringe needle before the infected cell inoculum was layered onto the surface of the same explant. At 14 dpi, infection was analyzed by IHC after labeling with an antibody to a VZV small capsid protein. Since the capsid protein is found mainly in the nuclei of infected cells, the IHC pattern outlined the nuclei within an infectious focus in the SOC epidermis. Two piercing sites in the biopsy are marked with arrows (A). Enlargements of panel A are shown in panels B,C. The infectious focus contains around 30 nuclei (dark brown color).



A marker of the late phase of the alpha herpesvirus infectious cycle is the true late protein gC (Honess and Roizman, 1974). Expression of VZV gC is sparse in cultured cells but plentiful in human skin during herpes zoster (Storlie et al., 2008). Therefore, we investigated the appearance of the gC protein in the VZV infected SOC by confocal microscopy. As seen in the 3D images of the infected SOC, gC expression was easily detected along the linear piercing sites in the skin explant created with the syringe needle (Figure 2). As demonstrated by 6 different orientations of the Imaris animation (panels A–F), VZV infection had spread cell-to cell via a piercing site into the epidermis by 14 dpi and then outward from this site. This outward spread into the epidermis was not uniform, rather the spread was meandering.
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FIGURE 2. The true late phase of the VZV-infectious cycle in human skin explants. At 14 dpi, VZV infection was analyzed by confocal microscopy with subsequent creation of 3D animations of infected SOC by merging the z-stacks with Imaris software. In order to document that viral replication had entered the late phase of the VZV infectious cycle in human skin, the infectious foci in the skin were immunolabeled with antibody to the true late VZV gC glycoprotein (red color). Six different orientations of the infectious focus are shown in panels A–F. In panel E, VZV-induced syncytia are visible as clusters of nuclei surrounded by the gC glycoprotein (white arrows). Nuclei are colored blue by the Hoechst dye.



Expression of STAT3 in the VZV Infected SOC

We previously detected elevated levels of the IL-6 protein in media overlying infected SOC (Jarosinski et al., 2018). A recent report has provided evidence that IL-6 can act as a pro-autophagy cytokine within the IL-6-STAT3 pathway (Xue et al., 2016). Therefore, we looked for evidence of STAT3 expression in the VZV infected SOC. We observed STAT3 immunoreactivity in the VZV-infected skin, in particular, STAT3 expression was found in bystander cells in the near vicinity of an infectious focus as well as within numerous cells of an infectious focus (Figures 3A–H). In uninfected skin, only a few randomly distributed STAT3-immunoreactive cells were seen, while no foci of reactivity were observed with the anti-VZV gE antibody (Figures 3I,J). The lower panel K represents a landscape image of another infectious focus at a higher magnification (Figure 3K).


[image: image]

FIGURE 3. STAT3 expression in VZV infected human skin explants. (A–H) STAT3 expression at 14 dpi (A–D) and 28 dpi (E–H). The panels show infectious foci outlined by VZV gE immunolabeling mainly in the outer cell membranes, with STAT3 positive cells in the vicinity of the infected cells. (A,E) Blue, Hoechst 33342. (B,F) Red, STAT3. (C,G) VZV gE, green. Panels D,H are the merged images of infected explants. (I,J) Control images of mock-infected skin explants. The white bar in panelJ represents all prior panels. (K) A higher magnification landscape image of an infectious focus at 14 dpi with a merge of all colors. Arrows designate cells with immunolabeling for STAT3.



Quantitation of Autophagosomes in the VZV Infected SOC

We also carried out a series of confocal microscopy experiments on the VZV infected SOC, in order to investigate the degree of autophagy (Figure 4). We first examined a mock-infected SOC during each of 6 experiments and observed a minimal number of autophagosomes (Figure 4A). After examination of numerous confocal images of VZV infected SOC, we concluded that we had visualized a very robust autophagy response. Measurement of changes in autophagy by enumeration of LC3-positive puncta is one of the most specific assays, especially when combined with analysis by the Imaris software program, which creates a 3D rendering of each z-stack of confocal micrographs as described in Methods. It was apparent that the maximal autophagy response in each cell within VZV-infected human skin was statistically greater than that seen in mock-infected skin (p = 0.0003) (Figure 4B). As expected, the number of autophagosomes counted within a 3D image of an infected cell was also greater than the number counted in a single 2D image (Figures 4C,D). Finally, we selected two images created by the Imaris animation. There were 3,740 autophagosomes detectable in the cytoplasm above the infectious focus when we set the estimated XY diameter of an autophagosome at 500 nm (Figure 4), much higher when performed on 3D renderings of cells rather than on 2D images seen in a confocal micrograph.
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FIGURE 4. Autophagy in VZV-infected human skin explants. (A) Autophagosome formation in mock-infected skin explants. This micrograph is representative of micrographs taken during 6 different experiments. This micrograph includes 27 nuclei in the skin. (B) Graph of the number of autophagosomes per cell in infected monolayers versus infected human SOC versus mock-infected human SOC. Data in the infected SOC bar represent 3 separate experiments; data in the uninfected SOC bar represent 6 separate experiments. (C) Enumeration of autophagosomes after rendering z-stacks of 2D images of VZV-infected SOC into 3D images by Imaris software. Top-view frame from the 3D animation shows 3740 autophagosomes (green spheres) within the cytoplasm surrounding an infectious focus when the estimated diameter within the Imaris Spot function is set at 500 nm. (D) A more enlarged side-view of the prior animation seen in panel C. VZV gE, red; LC3, green; Hoechst stain, blue. Three asterisks ∗∗∗indicates highly significant result.



Autophagy After SOC Infection With Recombinant VZV/34.5 Virus

After our analyses in SOC described previously as well as the above new data (Jarosinski et al., 2018), we carried out an experiment with a recombinant VZV genome containing the HSV ICP34.5 neurovirulence gene. In our earlier publication, we showed that infection of SOC with wild type VZV closely followed the SCID/human skin model: namely, VZV infection progressed and achieved near maximal distribution by 14 dpi. Although ICP34.5 contributes to HSV neurovirulence in the brain by attaching to Beclin-1 and suppressing autophagy (Orvedahl et al., 2007), the role of ICP34.5 in HSV1-infected non-neuronal tissues has been a subject of debate in the HSV1 literature (Yordy and Iwasaki, 2013). We propose that repeating similar experiments in a VZV/SOC system is an appropriate control in which to explore the effects of ICP34.5 on autophagy outside of the neuronal system. To this end, the ICP 34.5 gene was cloned into the varicella vaccine genome. We first documented that the ICP34.5 protein was expressed by immunolabeling the protein after rVZV/34.5 infection (Figure 5A). As in the SCID model of VZV infection, spread of varicella vaccine virus occurred more slowly in SOC than wild-type VZV (Moffat et al., 1998); at 14 dpi, there were only small foci of infection with the rVZV/34.5 virus (Figure 5C).
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FIGURE 5. Studies with the recombinant VZV/34.5 virus. (A) Immunolabeling of the HSV1 ICP34.5 protein after infection with rVZV/34.5. The ICP34.5 protein is labeled green. (B) Control immunolabeling with the anti-ICP34.5 antibody in wild-type VZV infection. No ICP34.5 protein was detected. (C) Small focus of VZV/34.5 infection in SOC at 14 dpi. Larger infectious foci were first seen at 28 dpi. (D) Graph of autophagosome counts for VZV-32 and VZV/34.5 strains in SOC at 28 dpi. Six individual sections were examined. There was no statistical difference. (E–H) Imaris renderings of confocal micrographs in SOC infected with VZV/34.5 for 28 days. VZV-induced syncytia were apparent in each panel because VZV gE immunolabeling was detectable around multiple nuclei without evidence of any barriers by individual cellular membranes. VZV glycoprotein gE is labeled red; autophagic puncta are labeled green; nuclei are labeled blue.



Thereafter, we examined the infected SOC culture at 28 dpi (Figures 5D–H). Time points beyond 21 dpi were not examined often in the SCID model. But at 28 dpi in SOC, we observed that the foci of infection with the rVZV/34.5 virus had enlarged and were similar in size to foci with wild type virus at 14 dpi (compare Figures 4,5). Since wild type virus infection does not progress greatly between 14 and 28 dpi, the foci in a control experiment with wild type virus were similar in size to that of rVZV/34.5 at 28 dpi. Then, we obtained images from 6 individual infectious foci in order to quantitate puncta by confocal microscopy combined with Imaris software. Since the samples were labeled with antibody to VZV gE, the predominant VZV glycoprotein, we documented the extensive production of VZV gE throughout the cytoplasm of the infected SOC (Figures 5E–H). When we enumerated the puncta within individual infected cells by the Imaris Spot program, we found no significant difference in puncta per infected cell when wild-type and rVZV/34.5 infection were compared (Figure 5D; p = 0.3). We have previously shown that autophagy and LC3 production were not diminished in cells infected with vaccine virus (Buckingham et al., 2016). This further experiment documented that ICP34.5 when expressed within a VZV genome did not limit autophagosome production in human skin tissue.



DISCUSSION

A goal of the current study was to investigate autophagy in the human SOC model for herpes zoster. A prior investigation in the SOC model documented a dramatic increase in IL-6 transcription in VZV-infected skin explants (Jarosinski et al., 2018). IL-6 has multiple functions that involve both pro-inflammatory and anti-inflammatory effects (Hunter and Jones, 2015). Prior skin studies have shown an induction of IL-6 transcription in injured human keratinocytes (Sugawara et al., 2001). Our result also supports an earlier report that found IL-6 transcripts in skin biopsies from human subjects with herpes zoster (Uceyler et al., 2014). Increased levels of IL-6 also have been found in the cerebrospinal fluid of patients with vasculopathy in the brain (Jones et al., 2016), and IL-6 inhibits VZV replication in stem-cell derived neuronal cultures (Como et al., 2018). Further, IL-6 transcription is upregulated in the spleen during an avian herpesvirus infection, while increased IL-6 expression is found in the diseased eye after HSV1 infection (Heidari et al., 2010; Bryant-Hudson et al., 2014; Chucair-Elliott et al., 2016). The VZV IL-6 data are strongly supported by an independent investigation of cytokines present in the skin disease called “mad itch” found in animals infected with the closely related PRV, an alpha herpesvirus in the Varicellovirus genus (Laval et al., 2018). The PRV-induced systemic inflammatory response responsible for “mad itch” included elevated IL-6 protein levels in the mouse footpad.

The above VZV IL-6 data are relevant because a recent paper describes a previously unrecognized pathway between elevated IL-6 and autophagy. Hypoxia within a brain tumor stimulated IL-6, which acted upstream as an inducer of autophagy in glioblastoma tumor cells via the IL-6-STAT3-MIR155-3p-CREBRF-CREB3-ATG5 pathway (Xue et al., 2016). In addition to IL-6 studies, we have shown the importance of ATG5 in the VZV induced autophagy pathway (Buckingham et al., 2014). In a prior important study from another laboratory, VZV infection led to increased phosphorylation of STAT3 in skin xenografts; in turn, STAT3 activation was critical for VZV replication in the skin xenograft (Sen et al., 2012). We have confirmed STAT3 activation in infected SOC. Thus, we have now documented the presence of three of the six components of the above autophagy pathway.

Further, our autophagy quantification after infection of SOC with the rVZV/34.5 virus may support HSV1 data that the primary anti-autophagy effects of the ICP34.5 protein are recognized mainly in HSV1-infected neuronal tissues (Yordy and Iwasaki, 2013). A complementary hypothesis is that anti-autophagy effects of ICP34.5 may require or be facilitated by the presence of additional HSV1 proteins not expressed by the smaller VZV genome, for example, US11 (Lussignol et al., 2013). A more recent investigation suggests a non-autophagy mechanism to explain some proviral effects of ICP34.5, namely, that HSV1 ICP34.5 restricts the type 1 interferon response to HSV1 infection indirectly by sustaining expression of the immediate-early HSV1 immunomodulatory gene ICP0 (Manivanh et al., 2017). During VZV infection, the VZV ICP4 homolog (ORF62) is the dominant immediate-early protein, while the VZV ICP0 homolog (ORF61) plays an accessory role (Perera et al., 1992).

When these VZV data about IL-6/STAT3/ATG5 are considered together with the results from the glioblastoma/autophagy study, we conclude that the elevated levels of IL-6 may also facilitate elevated levels of autophagy in VZV-infected skin explants. In support of this hypothesis, we point out the robust autophagosome formation seen in the 3D images of our SOC model of VZV skin infection (Figure 4). There were ∼100 autophagosomes per cell in the syncytium with approximately 30 nuclei; this result matches closely with a prior imaging of a biopsy of a human zoster vesicle, where we also enumerated ∼100 autophagosomes per cell (Jackson et al., 2013). In earlier studies using 2D confocal micrographs, we had found a lower range of autophagosomes (10–20) per infected cell, while uninfected and unstressed cells had <4/ cell (Carpenter et al., 2011). The number of <4 puncta/cell is generally accepted in the autophagy literature as a standard marker for unstressed cells in 2D images (Klionsky et al., 2007).

Finally, we would like to point out papers that describe enhanced autophagy following infection with two other alpha herpes viruses: PRV and duck enteritis herpes virus (Yin H. et al., 2017; Yin H.C. et al., 2017; Xu et al., 2018). The data within these manuscripts were mutually supportive, for example, the similarities between innate immunity in response to VZV and PRV infection (Jarosinski et al., 2018; Laval et al., 2018). When autophagy was inhibited, viral titers decreased (Grose et al., 2015). With regard to VZV, we note that the abundant autophagy response observed in our SOC model of herpes zoster confirms the abundant autophagy previously reported in skin vesicle biopsies from patients with herpes zoster (Takahashi et al., 2009). We also point out that studies of innate immunity in cultured cells may not always reflect results in human tissue explants, for example, there is no Il-6 production in VZV-infected fibroblast cells while IL-6 production is detected after VZV infection of a human retinal pigment cell line (ARPE-19) (Graybill et al., 2017; Jarosinski et al., 2018). Similar experiments are needed in biopsies of PRV-infected swine and duck tissue infected with duck enteritis virus, in order to validate positive autophagy results in cultured cells.
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Varicella zoster virus (VZV) is a neurotropic alphaherpesvirus and the causative agent of varicella (chickenpox) in humans. Following primary infection, VZV establishes latency in the sensory ganglia and can reactivate to cause herpes zoster, more commonly known as shingles, which causes significant morbidity, and on rare occasions mortality, in the elderly. Because VZV infection is highly restricted to humans, the development of a reliable animal model has been challenging, and our understanding of VZV pathogenesis remains incomplete. As an alternative, infection of rhesus macaques with the homologous simian varicella virus (SVV) recapitulates the hallmarks of VZV infection and thus constitutes a robust animal model to provide critical insights into VZV pathogenesis and the host antiviral response. In this model, SVV infection results in the development of varicella during primary infection, generation of an adaptive immune response, establishment of latency in the sensory ganglia, and viral reactivation upon immune suppression. In this review, we discuss our current knowledge about host and viral factors involved in the establishment of SVV latency and reactivation as well as the important role played by T cells in SVV pathogenesis and antiviral immunity.
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INTRODUCTION AND KNOWLEDGE GAPS

Varicella zoster virus (VZV) is one of the nine human herpesviruses. Primary VZV infection results in varicella (also known as chickenpox), a disease characterized by a vesicular rash, fever, headache, and loss of appetite (Heininger and Seward, 2006). Like other alphaherpesviruses, VZV exhibits neurotropism and establishes latency in sensory ganglia neurons. VZV transmission is thought to occur through either inhalation of saliva droplets containing infectious particles and by direct contact with virus in varicella or zoster skin lesions (Leclair et al., 1980; Sawyer et al., 1994; Suzuki et al., 2004). Subsequently, VZV is presumed to undergo initial replication in the upper respiratory tract and tonsillar lymph nodes before viremia and dissemination to the skin leading to the development of varicella (Zerboni et al., 2014). Although primary VZV infection in immunocompetent individuals usually results in a benign disease, serious complications can occur in immune compromised individuals, including pneumonia, secondary bacterial infection, and stroke (Gnann, 2002; Chiner et al., 2010; Wiegering et al., 2011). Two hypotheses are proposed to explain how VZV reaches the ganglia: (Heininger and Seward, 2006) VZV infects sensory neurons via retrograde axonal transport from the infected skin, and (Suzuki et al., 2004) VZV is carried by infected T cells to the ganglia through the hematogenous route (Depledge et al., 2018b). During reactivation, VZV travels from the ganglia to the skin via anterograde axonal transport to cause herpes zoster (HZ, also known as shingles), a painful and debilitating disease that primarily affects the elderly and immunocompromised. HZ is characterized by severe prodromal pain followed by a rash restricted to the dermatome innervated by the ganglia from which the virus reactivated (Wareham and Breuer, 2007). The incidence of HZ is estimated to be 3 per 1000 adults between the age of 40 and 50 years old and increases to 11 cases per 1000 adults above the age of 80 years old (Keating, 2016). VZV reactivation can also cause other complications such as HZ ophthalmicus, vasculitis, stroke, as well as pain without development of a rash, referred as zoster sine herpete (Dayan and Peleg, 2017). Routine vaccination of children against chickenpox was implemented in several countries including Japan (1988), the United States (1995), and Canada (1999) using the live attenuated VZV vaccine that was derived from the Oka strain (Gershon, 2017). There are currently two available vaccines to prevent HZ in the elderly: a live-attenuated (Zostavax®, licensed 2005, ∼55% efficacious) and a recombinant (Shingrix®, licensed 2018, 97% efficacious) vaccine (Arnold and Messaoudi, 2017a; James et al., 2018).

Despite extensive studies, our understanding of VZV pathogenesis remains incomplete. First, the mechanisms by which VZV disseminates from the initial site of infection to the skin and ganglia are poorly understood. The prevailing model proposes that VZV initially replicates within mucosal epithelial cells at the sites of entry, followed by spread to tonsils and other regional lymphoid tissues, where VZV gains access to T cells that deliver the virus to cutaneous sites of replication and sensory ganglia (Zerboni et al., 2014). However, this model was constructed primarily using data obtained from in vitro studies carried out using the attenuated Oka vaccine strain and in vivo studies utilizing a severe-combined immunodeficient (SCID) mouse model implanted with human fetal tissues (SCID-hu) (Moffat et al., 1995; Ku et al., 2004). Moreover, the exact timeline as well as the mechanisms through which the latency is established and maintained following primary infection still remains unclear. In order to address these questions, a reliable animal model that recapitulates the key hallmarks of VZV infection is necessary.



SIMIAN VARICELLA VIRUS INFECTION: AN IN VIVO MODEL TO STUDY VARICELLA ZOSTER VIRUS PATHOGENESIS

Numerous attempts have been made to develop a reliable animal model that recapitulates the hallmarks of VZV infection. However, the success of these models remains limited due to the strict human specificity of VZV. Although seroconversion was observed following VZV inoculation in different rodent models including guinea pigs, mice, and rats; no virus was detected in circulation in these models (Haberthur and Messaoudi, 2013). Infection of guinea pigs was rendered possible through the derivation of a guinea pig-adapted VZV strain (by passaging the virus multiple times in fetal guinea pig cells) and injection of peripheral blood mononuclear cells (PBMCs) that are first infected in vitro (Gan et al., 2014). Although VZV was shown to establish latency in enteric neurons in vivo, the inconsistent development of both viremia and rash in addition to the inability to induce VZV reactivation in vivo limits the use of this small animal model (Haberthur and Messaoudi, 2013). Reactivation can be induced in vitro through overexpression of VZV ORF61 in latently infected guinea pigs enteric neurons (Gershon et al., 2008). Subcutaneous injection of VZV-infected cells in rats was reported to lead to establishment of a latency-like quiescent state in sensory ganglia although the virus was not shown to be able to reactivate (Annunziato et al., 1998; Sadzot-Delvaux et al., 1990). In addition, footpad inoculation of VZV-infected cells in the rat model has been used to study post-herpetic neuralgia (PHN), long-term chronic pain associated with zoster (Dalziel et al., 2004). Inoculation of non-human primates with VZV also resulted in latency and the development of immunity in the absence of viremia or varicella, suggestive of abortive infection (Felsenfeld and Schmidt, 1979; Meyer et al., 2015a; Myers et al., 1987, Provost et al., 1987; Cohen et al., 1996; Willer et al., 2012). Intradermal inoculation of chimpanzees resulted in a local rash, however, several restrictions have been placed on the use of apes for biomedical research (Myers et al., 1987; Cohen et al., 1996).

In order to overcome the host specificity restriction of VZV, a humanized SCID mouse model was developed using human tissue xenografts. The engraftment of different human fetal tissues (thymus/liver, skin, ganglia, and lung) in this model allowed direct inoculation of VZV and resulted in several important insights into VZV pathogenesis (Moffat et al., 1995; Ku et al., 2004; Zerboni et al., 2005; Reichelt et al., 2008; Wang et al., 2017). However, this model also presents several limitations including: (1) direct inoculation into the human xenografts tissues does not mimic natural route of transmission; (2) the lack of adaptive immunity, which is critical to control viral infection; and (3) the possibility that the strict human host specificity of VZV may alter virus behavior in this model; (4) the use of the attenuated Oka vaccine strain in some of these studies, which compared to the parent wild type strain contains numerous nucleotide substitutions found in multiple open reading frames (ORFs) and may therefore not accurately model the behavior of wild type virus strains (Jones and Arvin, 2003; Yamanishi, 2008; Sen et al., 2015).

To overcome these limitations an alternative animal model was developed where non-human primates are inoculated with Simian varicella virus (SVV), an alphaherpesvirus that causes a vesicular rash in Old World monkeys. SVV and VZV virions have a diameter of 170–200 nm and 80–120 nm, respectively, and are composed of a nucleocapsid of icosahedral symmetry surrounded by a viral envelope (Gray, 2010). The nucleocapsid of both SVV and VZV contains a linear double-stranded DNA genome of 124,138 and 124,884 bp, respectively. The viral genomes of SVV and VZV include a unique long sequence of 104.1 and 104.8 kb, respectively, and a unique short region that comprises a 4.9 and 5.2 kb sequence for SVV and VZV, respectively, as well as internal repeat and terminal repeat regions (Clarke et al., 1992). SVV and VZV genomes share 70–75% DNA homology (Gray and Oakes, 1984) and an amino acid identity ranging from 27 to 75% (Gray et al., 2001). Both VZV and SVV encode 74 ORFs of which 71 are distinct and 3 (ORFs 69, 70, and 71) are duplicated within the repeat regions (Mahalingam and Gilden, 2007; Zerboni et al., 2014). Despite exhibiting co-linearity with respect to gene organization, SVV ORFA is absent in VZV genome while SVV does not include a gene homolog of VZV ORF2 (Gray et al., 2001).

The first outbreak of a varicella-like disease in non-human primates was reported in 1967 followed by several epizootics in primates facilities worldwide (Clarkson et al., 1967; Gray, 2008). Depending on the non-human species, SVV infection can cause disease that ranges from a mild varicella (in rhesus macaques also called Macaca mulata) to a severe and life-threatening disease associated with high morbidity and mortality rates [cynomolgus monkeys (Macaca fascicularis) and African green monkeys (Chlorocebus sabaeus)] (Gray, 2008). This spectrum of disease outcomes is a hallmark of herpesvirus infection in species that are closely related to the natural host, e.g., Macacine herpesvirus 1 (also known as herpes simian B virus) infection in humans (Elmore and Eberle, 2008), Elephant endotheliotropic herpesvirus infection in Asian elephants (Long et al., 2016), and Alcelaphine herpesvirus 1 in cattle (Sorel et al., 2017). Moreover, SVV infection in cynomolgus monkeys and African green monkeys results in persistent viremia which limits the use of these models to study the adaptive immune response against SVV (White et al., 2002; Mahalingam et al., 2007). In contrast, intra-bronchial inoculation of rhesus macaques with SVV faithfully recapitulates the hallmarks of VZV pathogenesis including: viremia, development of varicella, generation of robust cellular and humoral immune responses, establishment of latency in the sensory ganglia, and viral reactivation following immune suppression (Messaoudi et al., 2009; Meyer et al., 2011; Haberthur et al., 2013, 2014; Arnold et al., 2017; Figure 1).
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FIGURE 1. Model of Simian Varicella Virus (SVV) pathogenesis in rhesus macaques following intrabronchial inoculation. Intrabronchial inoculation of rhesus macaques with SVV results in primary infection associated with viral replication in the lung, T cell viremia and the development of varicella. SVV reaches sensory ganglia as early as 3 days post infection. Initial viral replication is followed by the establishment of latency in the sensory ganglia. SVV can reactivate upon immune suppression. Both primary infection and viral reactivation induce robust cellular and humoral immune responses.





ROLE OF T CELLS IN SVV TRAFFICKING

Data from several studies carried out using the hu-SCID mouse model strongly suggest a critical role for T cells in VZV dissemination. First, direct inoculation of VZV-infected fibroblasts into human fetal thymus and liver xenografts placed under the kidney capsule of SCID mice revealed that T cells support VZV replication (Moffat et al., 1995). Furthermore, injection of VZV-infected T cells into human skin xenografts implanted in the SCID model demonstrated the importance of the type I interferon response in restricting VZV replication in the skin (Ku et al., 2004). More importantly, intravenous injection of VZV-infected T cells but not fibroblasts resulted in vesicular rash of human skin implants suggesting that T cells can traffic the virus to the skin (Ku et al., 2004). These observations gave rise to the current model which stipulates that VZV gains access to T cells that deliver the virus to cutaneous sites of replication (Zerboni et al., 2014). However, given the limitations of this mouse model, findings from these studies cannot be extrapolated to decisively uncover the mechanisms by which VZV hijacks T cells to disseminate to the ganglia in the human host in vivo.

In both rhesus macaques and African green monkeys, different subsets of immune cells, including T cells, were shown to reach the ganglia as early as 3 days post intrabronchial inoculation (dpi) during acute infection (Ouwendijk et al., 2013b; Arnold et al., 2016a), prior to the detection of anti-SVV specific T cell immunity, these results suggest that T cells play an important role in SVV dissemination to sensory ganglia. Interestingly, CD8 memory T cells were the most abundant subset of immune cells infiltrating the ganglia of SVV-infected African green monkeys and rhesus macaques (Arnold et al., 2016a; Ouwendijk et al., 2016). In support of the potential role of T cells as Trojan horse for SVV, T cells isolated from bronchial alveolar lavage (BAL) samples during primary infection supported viral replication (Arnold et al., 2016a). Similarly, T cells infiltrate the enteric nervous system during acute SVV infection in African green monkeys (Ouwendijk et al., 2018). These results obtained in the SVV infection model along with the studies reporting that VZV infected T cells can traffic the virus to human xenografts in the SCID-hu mouse model further emphasize the importance played by T cells in varicella viruses dissemination and pathogenesis (Ku et al., 2004; Zerboni et al., 2005).

In order to improve our understanding of the mechanisms by which SVV alters T cells migratory behavior and to in SVV trafficking, a recent study analyzed the transcriptional profile of T cells in BAL samples following SVV infection in rhesus macaques (Arnold and Messaoudi, 2017b). This study reported that multiple cellular processes were dysregulated in T cells upon SVV infection, including genes involved in chromatin assembly, immune response, cell cycle, and cellular metabolism. These results suggest that SVV might alter T cell functions in order to achieve efficient viral replication and allow the virus to spread in the host while evading the immune system. Interestingly, in line with this hypothesis, previous in vitro studies using single-cell mass-spectrometry analysis (CyTOF) have reported that VZV infection of human tonsil T cells leads to upregulation of several immune genes including components of the TCR signaling machinery (Sen et al., 2014, 2015).



SVV LATENCY PATTERN IN THE RHESUS MACAQUE MODEL

Transcriptomic analysis of BAL cells collected from rhesus macaques during SVV primary infection showed that all ORFs were expressed between 3 and 7 dpi with increasing intensity that correlated with viremia (Meyer et al., 2011). The most highly expressed SVV ORFs detected at 3 dpi in BAL samples were ORF 57 (unknown function), ORF 41 (capsid protein), ORF 55 (component of the DNA helicase-primase complex), and ORF 63 (transactional activator) (Meyer et al., 2011). At 7 dpi, ORF63, ORF41 as well as ORF49 (structural protein) were the most abundant transcripts expressed in BAL cells (Meyer et al., 2011). Parallel analysis of the viral transcriptome profiles of PBMCs derived from rhesus macaques infected with SVV revealed that only 18 SVV ORFs were expressed at 10 dpi in these samples, consistent with significantly lower viremia (Meyer et al., 2011). However, similarly to the BAL samples, the most highly expressed viral genes included ORFs 23, 41, and 63 (Meyer et al., 2011).

Latency is a state that is characterized by a restricted viral gene expression pattern. In line with that expectation, only 12 SVV ORFs were detected sporadically during SVV latent infection in the sensory ganglia. Importantly, ORF61 was the most abundant and consistently detected transcript in the ganglia during latent infection (Meyer et al., 2011). More specifically, the antisense transcript of ORF61 was found to be 5–9 times more abundant than sense transcripts (Messaoudi et al., 2009). Similar findings were reported for latently infected ganglia collected from Vervet and African green monkeys (Ou et al., 2007; Ouwendijk et al., 2013a). Recently, the presence of an ORF61 anti-sense transcript was reported for VZV latent infection (Depledge et al., 2018a). Although multiple isoforms of VZV ORF61 antisense transcripts were detected during lytic infection, only one isoform was predominant during latency and was shown to suppress VZV ORF61 expression (Depledge et al., 2018a). Taken together, these results suggest that cessation of ORF61 expression by the anti-sense transcript may be critical in the establishment and maintenance of latency. Interestingly, establishment of latency was not impaired in animals infected with an SVV mutant deleted of ORF61 (SVVΔORF61) (Meyer et al., 2013c). Since ORF61 is thought to be shut off by the anti-sense transcript in order to prevent reactivation during latency, the lack of the ORF61 anti-sense transcript following infection with SVVΔORF61 would explain why establishment and maintenance of latency are not affected by the deletion.

SVV ORF61 is an immediate early gene that encodes a protein with a RING finger motif at the amino terminus, which is important for potential E3 ubiquitin ligase activity as well as a nuclear localization signal at the N terminus (Gray et al., 2007). Previous in vitro studies showed that ORF61 protein can transactivate its own promoter as well as promoters of SVV genes of all kinetic classes (Gray et al., 2007). Although SVV ORF61 is non-essential for SVV lytic cycle in vitro, SVVΔORF61 replicates 2- to 5-fold less efficiently compared to the wild-type (WT) virus (Gray et al., 2007). Similarly, in vivo infection with SVVΔORF61 was associated to a decreased expression of all viral transcripts and decreased viral loads in rhesus macaques (Meyer et al., 2013c). Infection with SVVΔORF61 also led to increased infiltration of plasmacytoid dendritic cells (pDC) into the lungs and expression of interferon stimulated genes in vivo suggesting a potential role of ORF61 in evasion of the host innate immune response (Meyer et al., 2013c). Indeed, both SVV and VZV ORF61 were shown to interfere with NF-κB signaling in vitro (Whitmer et al., 2015).



THE IMPORTANT ROLE OF T CELLS IN THE ESTABLISHMENT AND MAINTENANCE OF LATENCY

Intrabronchial infection of rhesus macaques with SVV results in the development of both innate and adaptive immune responses in the lungs concomitant with a decrease in the SVV viral loads observed (Arnold et al., 2016b). The mucosal innate immune response is characterized by a significant production of pro-inflammatory cytokines, chemokines (including T cell chemoattractants) and IFNα into the alveolar space that correlates with increased frequency of pDCs (Haberthur et al., 2014; Arnold et al., 2016b). This initial response is followed by a robust proliferation and infiltration of B and T cells in the lungs (Haberthur et al., 2014). Although CD8 T cells were found to be more abundant, a higher proportion of CD4 T cells were specific to SVV in the BAL (Haberthur et al., 2014). This observation is in line with several studies that reported a critical role for CD4 T cells in controlling both SVV and VZV acute infection (Haberthur et al., 2011; Duncan and Hambleton, 2015; Sen et al., 2015; Sen and Arvin, 2016). Indeed, whereas depletion of B cells and CD8 T cells showed no or limited effect on disease severity, CD4 depletion led to higher viral loads, prolonged viremia, and disseminated varicella (Haberthur et al., 2011). These results explain why children with T cell deficiencies are more prone to developing serious complications following VZV infection whereas children with B cell deficiencies have uncomplicated disease (Arvin et al., 1978; Wilson et al., 1992; Nader et al., 1995; Redman et al., 1997; Zerboni et al., 1998).

The anti-SVV T cell responses during acute infection in rhesus macaques is broad with CD8 T cell responses directed mainly against immediate-early (IE) and early (E) viral proteins whereas CD4 T cell responses were mostly specific to late (L) proteins (Haberthur et al., 2013). During latency, the magnitude of the T cell response decreases dramatically and becomes more restricted (Haberthur et al., 2013). Specifically, T cell responses directed against only 5 ORFs (ORF 4, 11, 19, 31, and 37) were maintained during latency whereas specific T cell responses to ORFs 10, 20, 29, 31, 62, 63, 68 showed a significant decrease compared to primary infection (Haberthur et al., 2013). Amongst these viral antigens, ORF68 (gE) is the most abundant glycoprotein, a critical determinant of VZV pathogenesis (Moffat et al., 2004; Berarducci et al., 2009; Zerboni et al., 2011), and a highly immunogenic viral antigen (Vizoso Pinto et al., 2010). These data suggest that boosting T cell responses against these viral antigens that are highly immunogenic during acute infection but poorly recognized during latency may be a promising direction for HZ vaccine. Indeed, the highly efficacious new recombinant subunit HZ vaccine (Shingrix®) contains an adjuvanted form of VZV gE that was shown to elicit a robust humoral and cell-mediated immunity (Mo et al., 2002; James et al., 2018; Syed, 2018). In contrast, ZostavaxTM induces a lower VZV-specific cell-mediated immunity including a reduced gE-specific memory T cell responses compared to Shingrix®(Levin et al., 2018; Weinberg et al., 2018).

The importance of T cell responses during acute infection in the establishment of latency is evidenced by the detection of high level of viral transcription in ganglia of animals depleted of CD4 T cells during acute infection (Meyer et al., 2013b). It should be noted that at the time of ganglia analysis, the animals were no longer viremic. These results strongly suggest that loss of CD4 T cell immunity during acute infection impaired the establishment of a latency in sensory ganglia of infected macaques (Meyer et al., 2013b). In accordance with this observation, SVV infection of aged rhesus macaques was also characterized by dampened T cell responses and high levels of viral transcription inconsistent with latent infection (Meyer et al., 2013b). More recently, direct inoculation of VZV-infected fibroblasts into human fetal dorsal root ganglia (DRG) implanted under the kidney capsule as well as intravenous transfer of VZV-infected CD4 T cells showed persistent viral replication in the ganglia tissue followed eventually by latency (Zerboni et al., 2005; Reichelt et al., 2008). These data from the hu-SCID mouse suggest that adaptive immune responses may not be critical for the establishment of latency. However, the CD4 T cells were most likely obtained from VZV-seropositive individuals and therefore the fact that they may harbor VZV-specific T cells cannot be dismissed. Similarly to VZV, stress and immune suppression can induce SVV reactivation leading to anterograde axonal transport of virions to the skin causing HZ lesions (Soike et al., 1984; Mahalingam et al., 2007, 2010; Traina-Dorge et al., 2014). Because T cells were shown to be critical in the establishment of latency, a recent study investigated the specific role of T cell immunity in preventing SVV reactivation (Arnold et al., 2017). This study showed that depletion of either CD4 or CD8 T cells in latently infected animals led to subclinical reactivation (defined as viremia detected in the absence of zoster rash) and an increase in the viral loads in the ganglia (Arnold et al., 2017). Moreover, large transcriptional changes of genes involved in inflammation and neuronal functions were reported in the ganglia obtained from animals that experienced subclinical reactivation (Arnold et al., 2017). Taken together, these results support the critical role of T cell immunity in maintaining SVV latency.



IMMUNOLOGICAL OUTCOMES FOLLOWING REACTIVATION

Other studies have attempted to induce reactivation in SVV-latently infected rhesus macaques using a combination of total body irradiation (2–8 Gy) and immune suppressant regimens (cyclosporine and tacrolimus). In some of these studies, cynomolgus and rhesus macaques were irradiated before receiving tacrolimus and prednisone, resulting in clinical reactivation in 25 and 100% of animals, respectively (Mahalingam et al., 2007; Traina-Dorge et al., 2014). In another study, treatment with only immune suppressants resulted in 75% reactivation (Ouwendijk et al., 2013a). The incidence of HZ obtained following these experimental treatments is significantly higher than the reactivation rate reported in humans. Another perplexing outcome of these studies includes the very high incidence of reactivation in the non-treated controls which is often ∼100%. Other groups failed to reproduce these findings using the same approaches (Meyer et al., 2015b), potentially due to a higher level of stress induced by a longer transportation to the irradiation site for the animals in the compared to those housed in the Oregon National Primate Center.

Following reactivation, SVV antigens were detected in multiple tissues, including skin and lymph nodes in rhesus macaques despite the lack of viremia at the time of HZ (Traina-Dorge et al., 2015). In skin tissues, SVV antigens were found mainly in sweat glands, whereas in lymph nodes, they were detected in macrophages, dendritic cells (DCs), and T cells. It is possible that DCs containing SVV antigens are activating T cells in the peripheral lymph nodes or that infected DCs are transferring SVV to T cells as previously described for VZV (Abendroth et al., 2001). Additionally, SVV reactivation in rhesus macaques induces the development of a strong systemic pro-inflammatory response (Traina-Dorge et al., 2014) associated with an overall increased in the number of total T cells compared to latency (James et al., 2014). T cell infiltration was detected in the sensory ganglia of cynomolgus macaques experiencing reactivation where neurons were found to be surrounded mainly by CD8 rather than CD4 T cells (Ouwendijk et al., 2013a). Moreover, as previously reported for post-mortem human sensory ganglia derived from patients who suffered from HZ at the time of death (Steain et al., 2011), the authors detected elevated levels of CXCL10, a chemokine involved in T cell migration (Ouwendijk et al., 2013a). Taken together these results suggest that the pro-inflammatory response play an important role in initiating T cell recruitment to the site of SVV/VZV reactivation. However, the high reactivation rates in the control animals raises concerns about the clinical significance of these findings.



CONCLUSION AND FUTURE PERSPECTIVES

Although studies over the last few decades have led to significant advances in our understanding of VZV pathogenesis, several questions remain unanswered. Specifically, although it is now well established that that T cells play a critical in the pathogenesis of both VZV and SVV, the exact mechanisms by which VZV/SVV modulate T cell functions to alter their migratory properties and confer ability to access into the central nervous system are not known. Furthermore, the viral and cellular factors that control establishment and maintenance of SVV/VZV latency in sensory ganglia remain poorly understood. Notably, the role of the ORF61 anti-sense transcript during the transition from lytic to latent phases has yet to be investigated. Similarly, the role of epigenetic modifications (such as histone/DNA methylation or histone acetylation) in the maintenance of latency remains to be studied. Future studies should uncover the impact of persistent transcriptional changes within the ganglia on neuronal function. SVV infection in rhesus macaques provides a model well-suited to further our knowledge of varicella viruses’ pathogenesis. The availability of this model together with a versatile bacterial artificial chromosome (Gray et al., 2011; Meyer et al., 2013a) that facilitates manipulation of the viral genome will play a critical role in addressing these remaining gaps in our knowledge.
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After primary infection, herpesviruses persist for life in their hosts in a latent stage (Adler et al., 2017). Different subfamilies of herpesviruses establish latency in specific and different sets of cells (Pellett and Roizman, 2013; Lieberman, 2016). The latent stage can be interrupted by periods of lytic replication, termed reactivation. Reactivation is important for viral spread to new hosts or for the maintenance of the viral reservoir in the host. Usually, reactivation is not associated with disease but under certain circumstances, it may be accompanied by clinical symptoms. The stimuli and the precise molecular mechanisms that lead to reactivation from the latent state are not fully understood and can differ from one herpesvirus to another.


HERPESVIRUS REACTIVATION IN THE HUMAN HOST BY “CLASSICAL” TRIGGERS

A number of stimuli that trigger reactivation in humans are known for a long time – we term them as “classical” triggers of herpesvirus reactivation (Figure 1): (i) Alphaherpesviruses, e.g., latent HSV-1 in neurons of various ganglia, are for example reactivated by local injury to tissues innervated by latently infected neurons or by systemic physical or emotional stress, fever and microbial co-infection as well as UV-exposure or hormonal imbalance (Roizman and Whitley, 2013; Roizman et al., 2013). (ii) Reactivation of betaherpesviruses, for example CMV, is observed commonly in the setting of immunosuppression, particularly where allogeneic stimulation and pro-inflammatory cytokines are present and stimulate cellular differentiation to macrophages or dendritic cells (Stinski and Meier, 2007; Liu et al., 2013; Dupont and Reeves, 2016; Lieberman, 2016). (iii) Stimuli that induce reactivation of gammaherpesviruses, for example EBV, are differentiation of B cells into plasma cells through antigen stimulation of the B-cell receptor. In vitro, and potentially likewise in vivo, also cytokines including TGF-beta can induce B-cell activation and thus result in lytic EBV infection. Additionally, host cell stress, induced for example by chemotherapy or body irradiation, can reactivate latent EBV. In cell culture, EBV reactivation can also be triggered by phorbol ester 12-0-tetradecanoyl phorbol-13-acetate (TPA), sodium butyrate or calcium ionophores (Kenney, 2007; Murata, 2014). Many of these reactivation triggers activate classical signal transduction pathways, including protein kinase C, p38 kinase, c-Jun N-terminal kinase (JNK), ERK kinase and PI3 kinase. In conclusion, there are many settings of a specific herpesvirus, a specific host cell and a specific stimulus, determining the transition from latency to lytic cycle (Kenney, 2007; Murata, 2014; Dupont and Reeves, 2016; Cliffe and Wilson, 2017).
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FIGURE 1. “Classical” and “novel” triggers of herpesvirus reactivation. Both types of triggers are able to induce reactivation of latent herpesviruses. The respective signal transduction pathways that are activated may be shared, or may vary depending on the stimulus, the cell type and the virus. Although reactivation is usually not associated with disease, it may be accompanied by clinical symptoms under certain circumstances.





“NOVEL” TRIGGERS OF HERPESVIRUS REACTIVATION

Beside the above described “classical” triggers of herpesvirus reactivation, we propose the existence of additional, so far unappreciated “novel” triggers of herpesvirus reactivation (Figure 1). This proposal is based on recent findings by us and by others. Reese et al. found that helminth co-infection reactivated murine gammaherpesvirus 68 (MHV-68) in vivo in an IL-4/Stat6-dependent manner (Reese et al., 2014; Reese, 2016). We demonstrated that cells persistently infected with murine or human gammaherpesviruses responded to nanoparticle (NP) exposure by reactivation of latent virus and by restoring a molecular signature found during productive infection (Sattler et al., 2017). In our study, we exposed cells or mice latently infected with MHV-68 to different NP. In vitro, NP-exposure resulted in expression of lytic viral genes and virus production. In vivo, an increase in lytic viral proteins and gene expression was observed in lungs and cells from bronchoalveolar lavage. The patterns of gene and metabolite expression in whole lung tissue were strikingly similar to acute virus infection. In human cells latently infected with EBV, NP-exposure also induced virus production. The carbonaceous NPs used in our study were (i) carbon black like surrogates of environmental NPs, derived for example from combustion or mass production, as well as (ii) carbon nanotubes (CNTs) as examples for promising new materials in technology and biomedicine. Thus, it is well-conceivable that other types of NPs, derived from different materials, might also be able to induce herpesvirus reactivation. Furthermore, a variety of additional factors, present in the environment but so far not considered to be triggers of herpesvirus reactivation, might be relevant too.



POTENTIAL HEALTH RELEVANCE OF “NOVEL” INDUCERS OF HERPESVIRUS REACTIVATION

The finding, that helminth co-infection wakes up dormant gammaherpesviruses might have major implications for human health. This has already been discussed by Maizels and Gause (Maizels and Gause, 2014). Equally, our discovery that exposure to NP is able to activate gammaherpesviruses that are dormant in the lung may have consequences for human health in an environment with an increasing exposure to NP. Both innate and adaptive immune responses are modulated by NP, leading for example to immunosuppression or hypersensitivity (Pallardy et al., 2017). Exposure to ambient respirable particles such as man-made mineral fibers or vehicle exhaust emissions have been associated with various adverse health effects (Seaton et al., 2010). When inhaled, NP deposit efficiently and persistently in the alveolar region of the respiratory tract. Their pro-inflammatory properties shape chronic lung diseases like asthma, chronic obstructive pulmonary disease (COPD), pulmonary fibrosis or cancer (Byrne and Baugh, 2008; Morgenstern et al., 2008; Bonner, 2010; Sese et al., 2018; Siroux and Crestani, 2018). The rapid expansion of nanotechnology bears the risk of increasing the incidences of these diseases. Herpesvirus infections may also contribute to the development of chronic pulmonary diseases (Meneghin and Hogaboam, 2007; Vannella and Moore, 2008; Naik and Moore, 2010; Kropski et al., 2012). However, potentiation by a combined exposure to both triggers has not been investigated. We propose that repeated NP exposure and concomitant herpesvirus reactivation result in chronic inflammatory and remodeling processes in the lung, for example by permanently stimulating an aberrant immune response, finally leading to immunopathology and disease development. It is tempting to speculate that inhaled NP might also be among the unknown triggers suspected to enable propagation of additional resident viruses of the airway virome, thereby causing exacerbations of various lung diseases (Marsland and Gollwitzer, 2014).

Following exposure via various routes including inhalation, NP are not only found in the lung but also deposited in numerous organs including the central nervous system (Hong et al., 2017; You et al., 2018). Inhaled nanoparticles can translocate into the systemic circulation and have been shown to accumulate at sites of vascular inflammation and disease (Miller et al., 2017). There is a long term controversy with regard to the contribution of herpesviruses to other chronic diseases beyond the lung: For example, CMV has been associated with coronary heart disease (atherosclerosis) (Du et al., 2018), and EBV, HHV-6 and VZV with multiple sclerosis (Geginat et al., 2017). We propose that also in these disease entities, an interaction of NP with latent herpesviruses may result in reactivation with subsequent chronic inflammation and disease development.

Taken together, future studies on effects of NP-induced herpesvirus reactivation on human health, possible treatments and potential regulatory measures are warranted.
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Gammaherpesviruses are important pathogens that establish latent infection in their natural host for lifelong persistence. During latency, the viral genome persists in the nucleus of infected cells as a circular episomal element while the viral gene expression program is restricted to non-coding RNAs and a few latency proteins. Among these, the genome maintenance protein (GMP) is part of the small subset of genes expressed in latently infected cells. Despite sharing little peptidic sequence similarity, gammaherpesvirus GMPs have conserved functions playing essential roles in latent infection. Among these functions, GMPs have acquired an intriguing capacity to evade the cytotoxic T cell response through self-limitation of MHC class I-restricted antigen presentation, further ensuring virus persistence in the infected host. In this review, we provide an updated overview of the main functions of gammaherpesvirus GMPs during latency with an emphasis on their immune evasion properties.
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INTRODUCTION

Herpesviruses are enveloped double-stranded DNA viruses that are in general responsible for persistent infections in a large number of animal species. In 2008, the International Committee on Taxonomy of Viruses (ICTV) created the order Herpesvirales comprising three families: the family Malacoherpesviridae composed of viruses infecting molluscs such as oysters, the family Alloherpesviridae composed of viruses infecting fish species and amphibians, and the predominantly studied family Herpesviridae that includes viruses of mammals and birds, itself classified into the three subfamilies Alpha-, Beta-, and Gammaherpesvirinae. A hallmark of all herpesviruses is their unique capacity to induce lifelong infection through establishing and maintaining latent infection. The definition of herpesvirus latency involves: (i) the presence of the viral genome in the nucleus of the infected cell (either as an episome or integrated in cellular chromosomes), (ii) reduced viral gene expression together with the absence of virion production, and (iii) the ability of latently infected cells to reactivate lytic viral replication either in vivo and/or in vitro (Lieberman, 2016). In addition, latent lifelong infection requires evasion mechanisms from the host immune response. Most alphaherpesviruses such as herpes simplex virus (HSV-1 or human alphaherpesvirus 1 – HHV-1) establish latency in non-dividing sensory neurons through maintenance of a quiescent episomal genome and expression of viral transcripts, in the absence of viral protein detection (Roizman and Whitley, 2013). In betaherpesviruses, myeloid cells such as macrophages are the main target of latent infection but the latency mechanisms in this subfamily have yet to be fully deciphered (Goodrum, 2016; Collins-McMillen et al., 2018). Gammaherpesviruses essentially establish latency in either B or T lymphocytes, although some species such as bovine gammaherpesvirus 4 (BoHV-4) seem to infect cells of the monocyte/macrophage lineage (Machiels et al., 2011, 2013). The mechanisms regulating latency establishment, maintenance of such a dormant infection in actively dividing cells, and how gammaherpesviruses escape the immune system of the infected host have been thoroughly studied (Stevenson and Efstathiou, 2005; Blake, 2010; Barton et al., 2011; White et al., 2012; Lieberman, 2013; Schuren et al., 2016; Dong et al., 2017; Ueda, 2018).

Most significant advances in the understanding of herpesvirus latency mechanisms have been identified in gammaherpesviruses, which can probably be explained by the fact that one major latency protein, named the “genome maintenance protein” (GMP): (i) is encoded by the genome of all described gammaherpesvirus species, (ii) is expressed during latent infection, (iii) regulates the maintenance of viral episomes in actively dividing lymphocytes through tethering the viral genome to cellular chromosomes, and (iv) evades immune detection (Verma et al., 2007; Frappier, 2015). The main objective of this review is to briefly summarize the importance of gammaherpesvirus infections and how GMPs maintain viral episomes in infected lymphocytes, before focusing on a more detailed description of the mechanisms mediated by GMPs to escape immune surveillance, in particular CD8+ cytotoxic T cells (CTLs), during latent infection.



THE SUBFAMILY Gammaherpesvirinae

Based on genomic and biological characteristics, gammaherpesviruses have been classified into four genera: the Lymphocryptovirus genus, the Rhadinovirus genus, the Percavirus genus and the Macavirus genus (Davison et al., 2009). Lymphocryptoviruses mainly infect human and non-human primates, and include one of the two gammaherpesviruses infecting humans: Epstein-Barr virus (EBV or human gammaherpesvirus 4 – HHV-4) (Jha et al., 2016). Rhadinoviruses also infect human and non-human primates, and include the second human gammaherpesvirus, Kaposi’s sarcoma-associated herpesvirus (KSHV or human gammaherpesvirus 8 – HHV-8) (Li et al., 2017). In addition to KSHV and viruses infecting Old World primates such as macaques, gorillas and chimpanzees, some rhadinoviruses also infect New World monkeys. Two examples are saimiriine gammaherpesvirus 2 (or SaHV-2) also known as herpesvirus saimiri (HVS); and ateline gammaherpesvirus 3, which infects spider monkeys (Damania and Desrosiers, 2001). In addition to viruses infecting primates, rhadinoviruses also include a number of viral species infecting other mammalians (Davison et al., 2009). For instance, murid gammaherpesvirus 4 (MuHV-4), also referred to as murine gammaherpesvirus 68 (MHV-68) is a natural pathogen of the yellow-necked field mouse (Ehlers et al., 2007) and is largely used in the laboratory mouse (Mus musculus). Furthermore, Bovine herpesvirus 4 (BoHV-4) infection is prevalent in cows while this virus is thought to have originally evolved in another Bovinae, the African buffalo (Syncerus caffer) (Dewals et al., 2005). Macaviruses are viruses infecting ruminants and are mainly associated with a lymphoproliferative disease named malignant catarrhal fever (MCF). Among these, alcelaphine gammaherpesvirus 1 (AlHV-1) and ovine gammaherpesvirus 2 (OvHV-2) naturally infect wildebeest (Connochaetes taurinus) and sheep (Ovis aries). They are responsible for wildebeest-derived and sheep-associated MCF in ruminants, respectively. The genus Percavirus is less well-defined and includes virus species infecting horses or mustelids.

The importance of latent infection by gammaherpesviruses is evident, both in term of lifelong persistence and related clinical diseases. The majority of epidemiological and clinical data comes from human gammaherpesviruses, although some veterinary viruses also induce latency-associated malignancies. EBV infects >90% of the human population, with seroconversion occurring early during childhood (Henle et al., 1969; Andersson, 2000). Whereas EBV latent infection is mostly asymptomatic, a number of clinical manifestations are associated with EBV infection. Beside infectious mononucleosis when primary infection occurs during adolescence (Callan et al., 1996), EBV is further associated with malignancies including Burkitt’s and Hodgkin’s lymphomas and other types of cancers (Rezk et al., 2018). In addition, EBV infection has been positively correlated with multiple sclerosis (MS). Nonetheless, the exact mechanisms and the causative role of EBV in MS induction remain open for investigation (Levin et al., 2010; Munger et al., 2011; Pender, 2011; Pakpoor et al., 2013; Moreno et al., 2018). The prevalence of KSHV is more variable and ranges from 5 to 50% depending on regions across the world. Like EBV, KSHV infection is in general asymptomatic but can be responsible for severe malignancies such as Kaposi’s sarcoma in immunocompromised patients but also other cancers such as multicentric Castlemans’s disease or primary effusion lymphoma (Li et al., 2017). Just like EBV and KSHV, animal gammaherpesviruses are also extensively studied, either for their veterinary importance or used as experimental models to study the biology of gammaherpesvirus infection in vivo. The former category includes MCF-inducing AlHV-1 that is responsible for the induction of a deadly peripheral T cell lymphoma-like disease in cattle caused by latently infected CD8+ T lymphocytes (Dewals et al., 2008, 2011; Dewals and Vanderplasschen, 2011; Palmeira et al., 2013). MuHV-4 and SaHV-2 are two examples of animal gammaherpesviruses of the latter category. Whereas the functions of gammaherpesvirus GMPs have been extensively investigated for EBV and KSHV in cell culture in vitro, animal gammaherpesviruses have provided important insights on the role of GMPs during in vivo infection.



GENOME MAINTENANCE PROTEINS AND THEIR ROLES DURING GAMMAHERPESVIRUS INFECTION

After primary infection of target cells, gammaherpesviruses enter the lytic cycle that leads to production of viral particles and cell death. However, and depending on the infected cell type, the latent phase of the infection is in general rapidly established and is accompanied with the production of latency transcripts, including GMP. All sequenced gammaherpesviruses encode a predicted GMP (Table 1). In lymphocryptoviruses, GMPs are encoded by open reading frame (ORF) BKRF1 and are named according to Epstein-Barr virus (EBV) nuclear antigen 1 (EBNA-1). The GMPs in Rhadinovirus, Percavirus, and Macavirus genera are encoded by ORF73 and can be named after KSHV latency-associated nuclear antigen 1 (LANA-1). GMPs are DNA-binding proteins able to bind sequences within the viral genome while at the same time interacting with cell chromosome-associated proteins, to ensure partitioning to daughter cells during mitosis. Early studies have already demonstrated that GMPs, such as EBNA-1 and LANA-1, are essential for episome persistence (Ballestas et al., 1999; Ballestas and Kaye, 2001; Sears et al., 2003). Similar data have been generated for SaHV-2 and MuHV-4 for which it has been demonstrated that the gene ORF73 is required for efficient establishment of latency (Fowler et al., 2003; Calderwood et al., 2005). Likewise, deletion from the BoHV-4 genome of ORF73 impaired viral persistence in a macrophage cell line in vitro and in vivo in the rabbit model (Thirion et al., 2010). In addition, the ORF73-encoded protein of strain H26-95 of macacine gammaherpesvirus 5 was shown to bind to the viral episome and to be essential for establishment of latency (DeWire and Damania, 2005; Wen et al., 2009). The deletion of ORF73 from the genome of AlHV-1 also rendered AlHV-1 unable to persist and induce MCF in vivo, whereas impairment of its expression did not affect viral lytic replication (Palmeira et al., 2013). To enable partitioning in proliferating cells and avoid losing the episomal genomes in the cytoplasm, GMPs bind viral episomes to host chromosomes. Tethering of viral episomes to host DNA is accomplished by the ability of GMPs to simultaneously bind to several chromosome-associated proteins, other cellular components of the mitotic apparatus and specific viral DNA sequences (Yates et al., 1984; Cotter and Robertson, 1999; Shire et al., 1999; Cruickshank et al., 2000; Wu et al., 2000; Ballestas and Kaye, 2001; Cotter et al., 2001; Kapoor and Frappier, 2003; Verma and Robertson, 2003; Barbera et al., 2004, 2006; Calderwood et al., 2004; Waldmann et al., 2004; Kapoor et al., 2005; You et al., 2006; Kelley-Clarke et al., 2007; Habison et al., 2012; Verma et al., 2013; Gupta et al., 2016).

TABLE 1. Gammaherpesvirus genome maintenance proteins based on functional evidence and/or sequence prediction.
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Genome maintenance proteins are nuclear proteins with very little sequence similarity among gammaherpesviruses, even though GMPs within one genus show higher sequence similarity. The C-terminal region shows the highest degree of sequence similarity and is involved in DNA-binding (Tellam et al., 2012). Regarding protein primary structure, most GMPs contain a central repeat (CR) domain composed of repeated amino acid motives that are divergent between gammaherpesvirus species. Interestingly, the size of the different GMPs greatly varies due to the presence of the CR domain (Figure 1). However, such variation in size does not seem to alter its role in maintaining the viral genome and the CR domain appears to be dispensable for genome maintenance properties with some gammaherpesviruses being devoid of a CR domain, such as MuHV-4 or BoHV-4 (Lomonte et al., 1995; Bennett et al., 2005). In addition to genome-maintenance functions, studies performed essentially on EBV EBNA-1 and KSHV LANA-1 have revealed additional roles for GMPs during latency and latency-associated diseases. GMPs are involved in initiating viral DNA replication during latency to generate sufficient copies of viral episomes prior to cell division (Wysokenski and Yates, 1989; Harrison et al., 1994; Yates et al., 2000; Ballestas and Kaye, 2001; Cotter et al., 2001; Stedman et al., 2004; Wong and Wilson, 2005; Verma et al., 2006; Lu et al., 2012), modulating viral gene expression to promote latency and repress reactivation (Gahn and Sugden, 1995; Evans et al., 1996; Schafer et al., 2003; Lu et al., 2006; Sivachandran et al., 2012), promoting tumorigenesis (Radkov et al., 2000; Humme et al., 2003; Altmann et al., 2006; Cai et al., 2006, 2012), and evading the immune system.
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FIGURE 1. Schematic representation of representative gammaherpesvirus GMPs. N- and C- terminal domains are separated by a central amino acid repeat domain (CR), highlighted in orange. Repeat residues are indicated. The RG-rich regions of EBNA-1 are depicted in blue. Genus Lymphocryptovirus: EBNA-1 (EBV, strain B95.8), rhEBNA1 (rhLCV, strain LCL8664) and baEBNA-1 (baLCV, strain S594). Genus Rhadinovirus: AtHV3 ORF73 (strain 73), LANA-1 (KSHV, strain JK-18), sLANA (SaHV-2, strain C488), rhLANA (M78114). Genus Percavirus: EHV-2 ORF73 (strain 86/87), EHV-5 (strain 2-141/67). Genus Macavirus: oLANA (OvHV-2, strain BJ1035), and aLANA (AlHV-1, strain C500).





GENOME MAINTENANCE PROTEINS AND THEIR IMMUNE EVASION PROPERTIES

To ensure lifelong latency, gammaherpesviruses must maintain their genomes in dividing cells and remain undetected by virus-specific CD8+ CTLs. Thus, the GMPs must overcome the dilemma of efficiently maintaining viral episomes within infected cells while, at the same time, evading immune surveillance. Viral proteins are expressed endogenously within cells and are thus degraded by the proteasome into antigenic peptides before being translocated from the cytosol to the endoplasmic reticulum (ER) and loaded on major histocompatibility class I (MHC class I) molecules to form MHC-I-peptide (MHCp) complexes. MHCp complexes are exported to the cell surface for recognition by CD8+ cytotoxic T lymphocytes (CTLs) (Blum et al., 2013) (Figure 2).
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FIGURE 2. Cis-acting immune evasion of MHC Class I antigen presentation of gammaherpesvirus GMPs. The MHC class I antigen presentation pathway is depicted with described GMP-mediated cis-acting immune evasion mechanisms. Cytoplasmic endogenously expressed viral proteins are degraded by the proteasome into antigenic peptides that are then translocated from the cytosol to the endoplasmic reticulum (ER) through the transporter for antigen processing (TAP). Then, antigenic peptides are loaded on MHC class I molecules to form MHC-I-peptides complexes that are subsequently exported to the cell surface through the Golgi apparatus for recognition by CD8+ cytotoxic T lymphocytes. GMPs have been demonstrated to inhibit this process through various mechanisms: (1) sLANA and aLANA were shown to decrease their own steady-state RNA levels; (2) EBNA-1 can inhibit pre-mRNA processing of the primary EBNA-1 transcript; (3) structural constraints, such as G-quadruplexes (G4), contained in aLANA and EBNA-1 mRNA rather than protein sequences can regulate self-translation; (4) EBNA-1, aLANA, LANA-1, sLANA, and mLANA are able to induce retardation of self-translation; (5) EBNA-1, mLANA, and LANA-1 were shown to be protected from proteasomal degradation; (6) LANA-1 was reported to hold an inhibitory effect prior to translocation of its own cytoplasmic peptides into the ER.



The main source of viral antigens was previously thought to uniquely arise from the turnover of mature proteins. However, more recent studies highlighted an alternate hypothesis regarding the origin of MHC class I-restricted viral peptides, pointing to a major role of defective ribosomal products (DRiPs) as the main source of antigenic peptides during viral infection (Yewdell et al., 1996; Yewdell, 2011). DRiPs are translational products derived from prematurely terminated or misfolded polypeptides. Prioritizing DRiPs as the main source of antigenic peptides is believed to provide opportunities for the immune system to rapidly detect an active viral infection and thus optimize immune surveillance (Anton and Yewdell, 2014; Wei and Yewdell, 2018). Nevertheless, data supporting this hypothesis are still limited and further studies are necessary to exactly quantify whether MHC class I antigen presentation can be attributed to DRiPs of newly synthesized proteins. Indeed, the MHC class I-presented peptides seem to come from both short-lived and stable mature proteins depending on the origin of proteins and the biological status of the cell environment (Rock et al., 2014, 2016). Although autophagy is in some key aspects involved in the induction of adaptive immunity and control of some viral infections (Paludan et al., 2005), it appears that gammaherpesviruses have rather evolved to develop strategies to co-opt autophagy for viral benefit, during the lytic cycle but also during latency. However, GMPs do not seem to be directly involved in such mechanisms [see recent review (Lussignol and Esclatine, 2017)].

Gammaherpesviruses have evolved to acquire different strategies to escape the immune response. These mechanisms have been extensively reviewed in the past (Stevenson and Efstathiou, 2005; Means et al., 2007; Blake, 2010; Feng et al., 2013; Hu and Usherwood, 2014; Ressing et al., 2015; Sorel and Dewals, 2016; Zuo et al., 2017). The significant downregulation of viral gene expression during latent infection contributes to immune evasion, with viral gene expression being restricted to non-coding RNAs and latency proteins, including GMPs. GMPs must indeed be expressed in infected cells due to their key functions during long-term latency but at the same time need to remain hidden from the immune system. In order to evade CTL recognition of latently infected cells, all studied gammaherpesvirus GMPs have evolved to put into place immune evasion mechanisms consisting of the inhibition of their own presentation in the context of MHC class I on the cell surface, a mechanism that has been termed “cis-acting immune evasion” (Figure 2). Pioneer work came from studying EBV GMP where the CR domain could directly be involved in self-inhibition of antigen presentation (Levitskaya et al., 1995). Although most GMPs encoded by gammaherpesviruses contain a CR domain and are generally involved in the described cis-acting immune evasion mechanism, GMPs encoded by MuHV-4 (mLANA) or BoHV-4 (boLANA) do not have a CR domain (Lomonte et al., 1995; Bennett et al., 2005). While no data are available for immune evasion mechanism by boLANA, mLANA was able to inhibit self-presentation in MHC class I despite its lack of a CR domain (Bennett et al., 2005). Intriguingly, despite the conserved functions of gammaherpesviruses GMPs, the peptidic sequence in their repeat regions differs to a great extent from one ortholog to another. In contrast, comparative mRNA sequence analysis revealed that the internal repeat regions of GMP mRNAs displayed high nucleotide sequence similarities (Tellam et al., 2012). The results detailed in the next sections suggest that GMPs have evolved to adopt various strategies depending on the viral species, in order to achieve the ultimate goal consisting of the inhibition of their own presentation by MHC class I.



GENUS LYMPHOCRYPTOVIRUS

Epstein-Barr Virus (EBV)

Epstein-Barr virus EBNA-1 is one of the most studied GMPs with regards to its different functional aspects, from genome maintenance (Yates et al., 1984, 1985), to cis-acting immune evasion. Early studies have demonstrated that EBNA-1 is able to prevent MHC class I-restricted self-peptide presentation in cis to CTLs through a mechanism involving its CR domain (GAr) (Levitskaya et al., 1995). The GAr domain is a region rich in glycine (G) and alanine (A) residues, which corresponds to 239 aa in strain B95.8 of EBV (Baer et al., 1984). Although its size can vary based on the strain, all isolates contain a GAr region (Falk et al., 1995). In order to decipher the immune evasion mechanism driving this effect, several studies have shown that the GAr domain provides increased stability to the EBNA-1 protein by inhibiting proteasome-mediated degradation (Levitskaya et al., 1997; Sharipo et al., 1998; Heessen et al., 2002, 2003; Hoyt et al., 2006; Coppotelli et al., 2011). In these studies, increased CTL responses could be induced with EBNA-1ΔGAr recombinant proteins, where the GAr was removed. Using conventional chromium-51 cytotoxicity assays, MHC-tetramer stains and/or peptide restimulation, it appeared that removal of the GAr domain resulted in increased presentation of a model T-cell epitope inserted into the GMP backbone but also increased presentation of T-cell epitopes of EBNA-1 itself, including the HLA-B∗35:01-restricted CTL epitope (HPVGEADYFEY). Despite the potential self-protection of EBNA-1 from MHC class I antigen presentation, several studies found that EBNA-1-specific CTLs exist in EBV-seropositive patients (Blake et al., 1997, 2000; Subklewe et al., 1999; Sim et al., 2013). Whereas inhibition of proteasome degradation was initially suggested, other reports found that GAr would more likely self-inhibit protein translation efficiency to reduce presentation of CTL epitopes from EBNA-1. These latter observations led to the conclusion that the GAr domain could inhibit the production of translation-dependent DRiPs. However, it remains unresolved whether control of the production of DRiPs during de novo translation is the only mechanism explaining EBNA-1 cis-acting immune evasion. Indeed, additional data contradicted the direct implication of the GAr domain in protecting EBNA-1 from proteasome degradation and increased protein stability (Yin et al., 2003; Lee et al., 2004; Tellam et al., 2004, 2007a; Voo et al., 2004; Daskalogianni et al., 2008).

What is clear from the studies investigating cis-acting immune evasion of EBNA-1 is that the GAr-mediated self-inhibition of antigen presentation to CTLs is not absolute. Indeed, although reduced in presence of GAr, EBNA-1 can be immunogenic and lead to the development of EBNA-1-specific CTLs in humans (Blake et al., 1997, 2000; Subklewe et al., 1999; Sim et al., 2013), but also in a mouse model where EBNA-1 was transduced using an adenovirus expression vector (Tellam et al., 2014). Recent advances have put forward a hypothesis to explain how the GAr domain is able to reduce self-translation efficiency. Studies which investigated mRNA translation of EBNA-1 suggested that the nascent GAr peptide alone was able to delay the assembly of the translation initiation complex mRNA, therefore reducing mRNA translation (Apcher et al., 2009, 2010). However, more recent reports suggested that EBNA-1 mRNA structure itself rather than the GAr peptidic sequence could regulate EBNA-1 protein translation (Tellam et al., 2008). Further findings supported this hypothesis by demonstrating that mRNA sequence could regulate the level of self-synthesis and antigen presentation of EBNA-1 in vitro through the GAr domain (Tellam et al., 2012). These authors highlighted the fact that the GAr domain, but also most GMP CR domains, display a nucleotidic sequence bias with enrichment of purines that is associated with reduced efficiency of protein translation. The role of purine-rich domains was demonstrated when replacement of the third base position of codons by pyrimidines led to increased translation of the protein and CTL activation (Tellam et al., 2008, 2014). Moreover, generating frameshifts in the EBNA-1 GAr internal repeat sequence to create alternate peptidic repeats had no effect on the cis-acting immune evasion (Tellam et al., 2012). Indeed, EBNA-1 frameshift mutants expressing GQE-rich or GRS-rich repeats could inhibit the presentation of a linked model epitope with an efficacy similar to native EBNA-1. Shortly after, the same group highlighted a key role played by clusters of unusual structural elements within the EBNA-1 mRNA sequence, named G-quadruplexes (G4), in the modulation of protein synthesis (Murat et al., 2014). G4 are secondary structures of nucleic acids that form within G-rich DNA or RNA sequences (Murat and Tellam, 2015). Four guanine bases can associate through hydrogen bonding to form a guanine tetrad and two or more guanine tetrads can stack on top of each other to constitute a G4 structure (Metifiot et al., 2014). Globally, these structures are present in telomeres, promoters, and gene bodies where they perform important regulatory roles in diverse biological processes including replication, transcription and translation (Rhodes and Lipps, 2015). Bioinformatics analysis of the EBNA-1 mRNA sequence revealed the presence of multiple putative G4 structures within the GAr domain (Murat et al., 2014). These authors further demonstrated that destabilization of G4 structures using antisense oligonucleotides led to an increase of EBNA-1 mRNA translation (Murat et al., 2014). To go further, as mentioned above, a modification of codon usage to reduce the purine bias in GAr resulted in reverted in vivo MHC class I epitope presentation and early priming of CD8+ T cells (Tellam et al., 2014). The mechanism underlying this effect was suggested to be determined by a capacity of G4 structures present in GAr to alter the association of ribosomes with EBNA-1 mRNA by inducing premature termination and/or ribosome stalling, therefore impeding protein translation (Murat et al., 2014). Nonetheless, whether G4 structures are present in all gammaherpesvirus GMPs and involved in self-inhibition of protein translation for immune evasion, needs to be further elucidated. Interestingly, the generation of memory T cell response was not affected by the codon-modification within the GAr domain (Tellam et al., 2014). These results were of high interest as they reported that promoting CTL priming against EBNA-1 through impairment of the GAr-dependent cis-acting immune evasion mechanisms could result in a more rapid CTL response and the establishment of efficient immune memory. In addition to translation regulation, previous studies have also established that EBNA-1 could act at the transcriptional level through inhibition of pre-mRNA processing of the primary EBNA-1 transcript (Yoshioka et al., 2008).

Other Lymphocryptoviruses

Studies on the GMPs encoded by baboon lymphocryptovirus (baLCV) and rhesus lymphocryptovirus (rhLCV), namely baEBNA-1 and rhEBNA-1, respectively, provided conflicting data. Indeed, the first results suggested that both the ba- and rhGSAr domains were not able to prevent MHC class I restricted peptide presentation in cis (Blake et al., 1999), whereas a second study showed that rhEBNA-1-specific CTLs expanded in vitro from rhLCV-infected animals failed to recognize endogenously expressed rhEBNA-1 (Fogg et al., 2005). A more recent study provided data supporting the hypothesis whereby rhEBNA-1 and baEBNA-1 proteins do not possess cis-acting immune evasion properties (Tellam et al., 2007b). Both proteins were translated at a higher rate than EBV EBNA-1 with no effect of deletion of the GSAr domains on translation rates and the rhGSAr domain could not avoid cis-acting presentation of a model epitope. A potential explanation for the adversarial result regarding the lack of recognition of rhEBNA-1 by the rhEBNA-1-specific CTLs reported in a study by Fogg and collaborators, could be that the specific clones isolated were of low affinity against the GMP (Blake, 2010).



GENUS RHADINOVIRUS

Kaposi’s Sarcoma-Associated Herpesvirus (KSHV)

LANA-1 is also able to act in cis to inhibit MHC class I-restricted epitope presentation to CTLs through involvement of the CR domain (Zaldumbide et al., 2007). LANA-1 is subdivided into three domains based on the peptidic sequence, with imperfect repeats: CR1 (aa 330–442) is a DE-rich region, CR2 (aa 442–768) is a DEQ-rich region, and CR3 (aa 769–920) consists of an EQL-rich region (Figure 1). Interestingly, the size of the CR domain varies between different KSHV strains or isolates (Gao et al., 1999). While a junctional domain between LANA-1 CR2 and CR3 has been mapped to contribute to retardation of translation and inhibition of proteasomal degradation of LANA-1 (Kwun et al., 2007), neither the CR2 nor CR3 domains were found to be involved in the inhibition of peptide presentation (Kwun et al., 2011). These data suggested that, in contrast to EBNA-1, the mechanism combining protection of LANA-1 from proteasomal degradation and reduction in the DRiPs generation level is not sufficient to block peptide presentation on MHC class I. Another notifiable difference with EBNA-1 is that the retardation of LANA-1 translation seems to be due to CR amino acid sequence rather than to the nucleotide level. Indeed, the introduction of a stop codon between CR2 and CR3 resulted in increased translation (Kwun et al., 2007). This observation is of importance considering the high degree (about 50% for CR1 and CR2, and about 70% for CR3) of similarity between EBNA-1 and LANA-1 in terms of nucleotidic sequence (Tellam et al., 2012). Conversely, CR1 has been implicated in LANA-1 cis-acting immune evasion through an apparent inhibitory effect prior to translocation of cytoplasmic peptides into the ER (Kwun et al., 2011). Here, fusion of a signal peptide to LANA-1 led to efficient processing of the protein for MHC Class I presentation. However, the presence or absence of CR1 had no effect on protein translation or proteasomal degradation. Using interferon-dependent induction of proteasomal degradation and proteasome inhibitor MG132, Kwun and collaborators further highlighted that LANA-1 is processed for MHC I presentation through the canonical proteasome pathway with little contribution of autophagy (Kwun et al., 2007, 2011). Thus, LANA-1 seems to have evolved to adopt immune evasion mechanisms that differ from EBNA-1, despite having conserved nucleotide sequence similarities. Although G4 structures have been involved in KSHV DNA replication and episomal persistence (Madireddy et al., 2016), it remains unappreciated whether G4 structures are present in LANA-1 or not, as demonstrated for EBNA-1. EBNA-1-specific CD8+ CTLs could be identified in patients (Blake et al., 1997, 2000; Subklewe et al., 1999; Sim et al., 2013). Likewise, several studies have identified LANA-1-specific CD8+ T-cell responses in KSHV seropositive subjects, highlighting the premise that the self-protection of GMPs against MHC class I-restricted epitope presentation is not absolute (Brander et al., 2002; Woodberry et al., 2005; Bihl et al., 2007; Lepone et al., 2010). Nonetheless, to our knowledge, no LANA-1-specific T cell clone is available to be tested in vitro.

Other Rhadinoviruses

Infection of squirrel monkeys with SaHV-2 results in asymptomatic latency in T lymphocytes. However, co-species transmission to New World non-human primates can lead to the development of acute T-cell lymphomas (Fickenscher and Fleckenstein, 2001). Interestingly, SaHV-2 can induce transformation of human and rabbit T lymphocytes (Fleckenstein and Ensser, 2004). The transforming capability of SaHV-2 has been identified to be mainly driven by two viral proteins termed Stp and Tip (Fleckenstein and Ensser, 2007). SaHV-2 infection of T lymphocytes is associated with episomal maintenance in absence of production of viral particles and the GMP encoded by SaHV-2 (sLANA) has been demonstrated to be essential for episomal maintenance (Calderwood et al., 2005). The CR domain of sLANA varies between strains, with a EG-rich domain of 15 aa in strain A11 or of 111 aa in strain C488; and a EA-rich region of 147 and 132 aa in both strains, respectively. One study thoroughly investigated the role of sLANA in evading CTL recognition (Gao et al., 2009). In this study, Gao and collaborators demonstrated that sLANA could reduce the MHC class I presentation of the linked-OT1 epitope SIINFEKL (Gao et al., 2009). The authors further observed that the steady-state levels of sLANA protein were reduced due to the presence of the CR domain rich in EG and EA residues, an observation that could be explained by a decrease in the steady-state levels of sLANA mRNA. Unexpectedly, the CR domain was not responsible for an increased turnover of sLANA mRNA but for a better stability over time of sLANA mRNAs compared to constructs deleted of the EG-EA repeat. Moreover, the authors showed that neither protein stability nor the efficiency of protein translation were influenced by the CR region, which revealed significant differences compared to both EBNA-1 and LANA-1. Finally, a single copy of the motif EEAEEAEEE, which is present multiple times in the EA-rich domain of two strains of SaHV-2, was shown to be sufficient to inhibit MHC class I-restricted antigen presentation when fused in frame with the sequence of the heterologous ovalbumin protein (Gao et al., 2009). The mechanism underlying this effect was suggested to be due to both stabilization of mRNA and repression of self-transcription. Thus, the presence of the EA-rich region could potentially influence the total amount of translated sLANA and protein synthesis efficiency, which in turn could potentially reduce the generation of DRiPs although this aspect has not been directly addressed.

MuHV-4 infects and persists in the laboratory mouse. Following primary infection, usually experimental intranasal or intra-tracheal infection, MuHV-4 replicates in epithelial cells and macrophages before reaching secondary lymphoid organs where the virus is maintained as episomal genomes in memory B lymphocytes (Barton et al., 2011; Gillet et al., 2015). MuHV-4 GMP (mLANA) has been demonstrated to be essential for episome maintenance in vitro but also in vivo as shown using recombinant strains of MuHV-4 impaired for the expression of mLANA (Fowler et al., 2003; Forrest et al., 2007; Habison et al., 2012). Among gammaherpesvirus GMPs, mLANA is probably one of the most intriguing proteins. Indeed, despite a lack of CR domain, mLANA has retained the ability of its orthologs to act in cis to self-inhibit MHC class I antigen presentation through a region mapped to amino acids 170–220 of mLANA (Bennett et al., 2005). This region was shown to be able to decrease the steady-state levels of mLANA protein while at the same time contributing to enhancing protein stability and protection from proteasomal degradation (Bennett et al., 2005), similar to EBNA-1. However, the exact mechanisms of action have not been fully deciphered and it remains unclear how protein translation efficiency and potential G4 structures could be involved. MuHV-4 provides an invaluable model to study gammaherpesvirus infection in vivo, including viral pathogenesis and latency (Barton et al., 2011). Using recombinant strains of MuHV-4 expressing model T-cell epitopes in tandem under the control of ORF73, Bennett and collaborators used an internal ribosome entry site following the ORF73 coding sequence to bypass the cis-acting evasion of ORF73 and to force expression of a tandem sequence of three T-cell epitopes in vivo. By doing so, latently-infected cells could express, in trans, CTL epitopes encoded by the ORF73 mRNA. Using this recombinant virus, infected mice showed a critical MHC class I-restricted and CTL-dependent reduction in viral latency, demonstrating that trans-acting immune evasion could not inhibit peptide presentation to CTLs during latency but rather indirectly suggests that cis-acting evasion by the GMP is critical for normal establishment of long-term latency in vivo. This study was the first to tackle the immune evasion mechanisms of GMPs in vivo. Interestingly, three recent studies used chimeric MuHV-4 recombinant viruses where mLANA was replaced by functional KSHV LANA-1 (Gupta et al., 2017; Habison et al., 2017; Pires de Miranda et al., 2018). These studies demonstrated the ability of LANA-1-expressing chimeric MuHV-4 to be maintained and establish latency in vivo, although at lower levels compared to wildtype MuHV-4. These studies are encouraging for future prospects to further investigate the role of immune evasion mechanisms in vivo that are directly mediated by LANA-1 or even other related GMPs.



GENUS PERCAVIRUS

Numerous clinical syndromes have been identified in equid species in association with EHV-2 or EHV-5 infection. However, true evidence for causal implication in the described diseases remain elusive (Marenzoni et al., 2015), with the exception of pulmonary fibrosis induced by EHV-5 infection (Williams et al., 2013). The full sequence of only two members of the Percavirus genus has been recently obtained. Although originally thought to not express a GMP (Telford et al., 1995), a recent report identified ORF73-encoding GMPs in two strains of equid gammaherpesvirus 2 (EHV-2), including the initially sequenced strain, and one strain of equid gammaherpesvirus 5 (EHV-5) (Wilkie et al., 2015). Whereas strain 86/67 of EHV-2 expresses a GMP of 985 amino acids, strain G9/92 expresses a 949-aa GMP. Strain 2-141/67 of EHV-5 encodes a GMP of 996 residues. Although GMPs of EHV-2 and EHV-5 contain a predicted CR domain, no data is currently available on a potential cis-acting immune evasion. More studies need be performed to uncover the role of EHV-2 and EHV-5 GMPs in infection of equids with these viruses.



GENUS MACAVIRUS

All sequenced macaviruses encode a GMP but only the role of AlHV-1 GMP (aLANA) has recently been investigated experimentally (Palmeira et al., 2013; Sorel et al., 2017). AlHV-1 infects and persists in wildebeest asymptomatically and one can assume that the entire population of free-ranging wildebeest are infected. However, upon reactivation events, AlHV-1 can be transmitted to a range of phylogenetically related ruminant species, like cattle. In these susceptible species, AlHV-1 induces MCF that ultimately leads to the death of the infected animal. In both wildebeest and cattle, AlHV-1 establishes latency but results either in true quiescent/latent infection (in wildebeest) or latency-associated lymphoproliferation of CD8+ T lymphocytes (in cattle). During AlHV-1-associated MCF, aLANA is highly expressed (Palmeira et al., 2013). Thus, an adaptive immune response is likely induced against the protein, potentially including CD8+ CTLs that are specific to aLANA-derived antigenic peptides. However, if such a putative response exists, it fails to be protective as MCF-susceptible animals ultimately develop MCF and die upon infection. In our recent study, aLANA was shown to have acquired cis-acting immune evasion properties similarly to its orthologs (Sorel et al., 2017). In particular, this immune evasion mechanism was shown to be mediated through the CR domain of aLANA that is rich in G and E residues (termed GE). Importantly, the inhibitory properties of GE could be transferred to a heterologous protein such as enhanced green fluorescent protein, which is consistent with the data obtained with the EA-rich domain of sLANA (Gao et al., 2009). Mutant constructs expressing aLANA deleted for the GE-rich domain exhibited similar protein and mRNA turnover suggesting that GE inhibits proteasome-dependent antigen presentation through a mechanism that does not involve protein or mRNA degradation processes (Sorel et al., 2017). Although these data are consistent with the results obtained with sLANA (Gao et al., 2009), the internal region of several GMPs, including LANA-1 and EBNA-1, as well as the amino acid region 170–220 of mLANA were shown to mediate decreased protein turnover (Levitskaya et al., 1997; Bennett et al., 2005; Kwun et al., 2007). However, the CR2CR3 region of LANA-1 that was mapped to inhibit proteasomal degradation was, however, not found to be involved in the self-inhibition of antigen presentation (Kwun et al., 2011). Although the mechanisms involved in immune evasion are not necessarily shared by all gammaherpesvirus GMPs, these data are nonetheless strengthened by another study that revealed that the half-life of a polypeptide does not determine antigen presentation (Apcher et al., 2010). Thus, it can be suggested that protection of GMPs from proteasomal degradation might not be sufficient to block antigen presentation. The lack of aLANA GE resulted in increased protein expression levels due to a combination of enhanced translation efficiency and increased steady-state RNA levels (Sorel et al., 2017), which resulted in increased proteasome-dependent processing of aLANA for MHC-I presentation. This mechanism was, however, independent of autophagy, as treatments with the autophagy inducer rapamycin, or autophagy inhibitors chloroquine or 3-methyladenine, did not affect peptide presentation by MHC-I. Thus, these results suggested that the GE-rich domain could inhibit self-antigen presentation through regulation of both protein translation and RNA transcription levels, leading as a consequence to a decrease in DRiPs generation. Several related gammaherpesviruses were shown to have acquired mechanisms that lead to reduced steady-state protein levels of their respective GMPs (Tellam et al., 2007a; Yoshioka et al., 2008; Gao et al., 2009), resulting in a potential reduction of DRiPs production. Thus, targeting pathways leading to DRiPs production seems to be a valuable mechanism to ensure episome persistence during latency while avoiding detection by the immune system. Furthermore, replacing the native GE-rich region of aLANA by a synthetic codon-modified sequence, in order to reduce the purine bias in the mRNA sequence without modifying the protein sequence, similar to EBNA-1 GAr (Tellam et al., 2014), led to significantly enhanced antigen presentation and increased activation of antigen-specific CTLs in a mouse model of DNA immunization (Sorel et al., 2017). These results were suggestive of potential constraints, such as G4 structures, within native GE mRNA structure that could limit antigen presentation in a similar manner as EBNA-1 (Tellam et al., 2008; Murat et al., 2014). Then, mRNA constraints contained in the GE-rich domain of aLANA, rather than peptidic sequence, is likely responsible for CTL immune evasion. However, the GE-mediated cis-limitation of MHC class I antigen presentation of aLANA was further shown to be dispensable for the induction of MCF in the experimental rabbit model (Sorel et al., 2017). Indeed, a recombinant virus expressing a GE-deleted form of aLANA could induce MCF in rabbits in a similar manner to a wild type virus expressing aLANA. Although the viral-specific CTL response could not be monitored to determine the role of the GE-rich domain in the efficient priming of CTLs by aLANA in vivo, it clearly appears that aLANA-mediated cis-acting immune evasion is not determinant during MCF. While the mechanisms explaining this finding in the context of MCF remain to be identified, these results suggest that the immune evasion functions of aLANA are more likely to play a role in the context of lifelong infection of the natural host of AlHV-1, the wildebeest.



CONCLUSION

All sequenced gammaherpesviruses encode a GMP that tethers viral genomes to the cellular chromosomes, ensuring even segregation of viral episomes in daughter cells during cell division (Blake, 2010). Besides their role in viral persistence, GMPs can also modify the cellular environment to promote cell immortalization and tumorigenesis in gammaherpesvirus-induced malignancies. Because of their essential roles in gammaherpesvirus latency, GMPs need to be expressed while remaining hidden from immune surveillance in the infected host. Evasion mechanisms of the cytotoxic T cell response through self-limitation of MHC class I antigen presentation constitute unique properties developed by GMPs to ensure gammaherpesvirus long-term persistence. Importantly, more questions need to be addressed for a complete understanding of how GMPs successfully achieve both viral persistence and escape of the CTL response. Such future understanding is of interest to develop potential treatments to target and efficiently disrupt latency. Among these questions, we could ask whether the presence of G4 structures does represent a major and common mechanism in gammaherpesviruses to control the production of DRiPs from nascent GMP proteins during latency? Moreover, how important is the cis-acting immune evasion during lymphoproliferation, a hallmark of gammaherpesvirus-associated malignancies? Indeed, a recombinant strain of AlHV-1 expressing a mutated aLANA unable to self-inhibit protein processing for presentation by MHC class I was, however, fully able to induce normal MCF. Whether this observation after AlHV-1 infection represents a general rule or just an exception is unknown. Thus, it makes no doubt that understanding the degree of involvement of GMP cis-acting immune evasion during gammaherpesvirus latency will be determined depending on our understanding of latency mechanisms themselves and, for instance, how distinct are silent latency in healthy individuals and latency-dependent lymphoproliferative diseases. In other words, would self-inhibition of antigen presentation by GMP represent the essential mechanism to avoid CTL recognition during gammaherpesvirus-induced lymphoproliferation? We are eager to uncover future investigations that will clarify these questions.
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Latent herpes virus reactivation has been demonstrated in astronauts during shuttle (10–16 days) and International Space Station (≥180 days) flights. Following reactivation, viruses are shed in the body fluids of astronauts. Typically, shedding of viral DNA is asymptomatic in astronauts regardless of mission duration; however, in some cases, live/infectious virus was recovered by tissue culture that was associated with atopic-dermatitis or skin lesions during and after spaceflight. Hypothalamic-pituitary-adrenal (HPA) and sympathetic-adrenal-medullary (SAM) axes activation during spaceflight occurs as indicated by increased levels of stress hormones including cortisol, dehydroepiandrosterone, epinephrine, and norepinephrine. These changes, along with a decreased cell mediated immunity, contribute to the reactivation of latent herpes viruses in astronauts. Currently, 47/89 (53%) astronauts from shuttle-flights and 14/23 (61%) astronauts from ISS missions shed one or more herpes viruses in saliva/urine samples. Astronauts shed Epstein–Barr virus (EBV), varicella-zoster virus (VZV), and herpes-simplex-1 (HSV-1) in saliva and cytomegalovirus (CMV) in urine. Larger quantities and increased frequencies for these viruses were found during spaceflight as compared to before or after flight samples and their matched healthy controls. The shedding did not abate during the longer ISS missions, but rather increased in frequency and amplitude. These findings coincided with the immune system dysregulation observed in astronauts from shuttle and ISS missions. VZV shedding increased from 41% in space shuttle to 65% in ISS missions, EBV increased 82 to 96%, and CMV increased 47 to 61%. In addition, VZV/CMV shed ≤30 days after ISS in contrast to shuttle where VZV/CMV shed up to 5 and 3 days after flight respectively. Continued shedding of infectious-virus post-flight may pose a potential risk for crew who may encounter newborn infants, sero-negative adults or any immunocompromised individuals on Earth. Therefore, developing spaceflight countermeasures to prevent viral reactivation is essential. Our spaceflight-developed technologies for saliva collection/rapid viral detection have been extended to include clinical applications including zoster patients, chicken pox, post-herpetic neuralgia, multiple sclerosis, and various neurological disorders. These protocols are employed in various clinics and hospitals including the CDC and Columbia University in New York, as well as overseas in Switzerland and Israel.

Keywords: herpes, latency, viral reactivation, spaceflight, immunity


INTRODUCTION

Herpes Virus

Herpes viruses have co-evolved with humans for millennia and subsequently employ sophisticated strategies to evade the host immune response. Consequently, after primary infection, they persist lifelong in a latent or dormant phase, and are generally asymptomatic in immunocompetent individuals. However, they may reactivate during periods of increased stress, isolation, and during times of immune challenge. Eight major herpes viruses parasitize humans with worldwide infection rates of 70–95%. Four of the eight are shed in the body fluids of NASA astronauts during both short and long duration spaceflight. Though viral load (virus detected in the body fluids) can be high, these astronauts often have no clinical symptoms associated with reactivation (Mehta et al., 2004). Post-reactivation, replication of the virus may also be enhanced which could account for the significant increase in viral shedding during spaceflight. Yet, there have been a few cases where the reactivation culminated in commensurate atopic dermatitis and/or viral lesions (Crucian B. E. et al., 2016).

Astronaut Stress/Exposures

Exposure of astronauts, during both short and long duration spaceflight, to non-terrestrial hazards such as variable gravitational forces including acceleration/deceleration, cosmic radiation, and microgravity result in a unique set of stressors that contribute to the dysregulation of the immune and endocrine systems (Crucian and Sams, 2009; Crucian et al., 2013). In addition, they also endure some common stressors including but not limited to social separation, confinement, sleep deprivation, circadian rhythm disruption, and anxiety. There is increasing evidence to suggest that these spaceflight-associated stressors chronically amplify the release of stress hormones, which negatively affects the immune system, especially the adaptive immune system facilitating latent herpes virus reactivation during and after spaceflight. Increased levels of salivary, plasma and urinary stress hormones such as cortisol and catecholamines commonly accompany spaceflight (Stowe et al., 2001a).

Altered Immunity

Maintenance of viral latency requires a vigorous and vigilant immune system, highly dependent upon competent cytotoxic T-cells, and any changes in immune status tend to promote viral reactivation. This is evident in both terrestrial space-analog studies (Crucian B. et al., 2014) and spaceflight studies (Stowe et al., 2001b, 2011; Mehta et al., 2014, 2017). The alterations in immune status for terrestrial analog studies are minor and coincide with mild viral reactivation. Spaceflight studies illustrate major immune dysregulation and functional changes in conjunction with significant viral reactivation, regardless of mission duration. In fact, substantial changes in cell-mediated immunity exist in most astronauts that reactivated one or more herpes viruses (Mehta et al., 2014; Crucian et al., 2015). This was also highlighted by Glaser et al. (1993), who previously showed an association of EBV reactivation and diminished cell-mediated immunity.

The hypothalamus-pituitary-adrenal (HPA) axis along with the sympathetic-adrenal-medullary (SAM) axis partially mediate the stress response where glucocorticoids and catecholamines are secreted in proportionate concentrations relative to the stress stimulus (Figure 1) (Padgett and Glaser, 2003; Webster and Glaser, 2008; Goldstein, 2010). Though acute responses to stress can be positive, long duration or chronically high levels of stress hormones can negatively affect the regulation of the immune system and its individual components (Crucian B. E. et al., 2014). Changes in a variety of immune cells, both in form (phenotype) and function (killing capacity), result in decreased cell-mediated immunity, which facilitates opportunistic reactivation of latent viruses (Crucian et al., 2015; Bigley et al., 2017).


[image: image]

FIGURE 1. Spaceflight is a stressful environment with various stressors acting through the hypothalamus-pituitary-adrenal (HPA)-axis and the sympathetic-adrenal-medullary (SAM)-axis. Increases in stress hormones, such as cortisol from the adrenal glands, result in reductions in cellular immunity which facilitates opportunistic viral reactivation.



Stress Hormones/Cytokines

Cortisol and dehydroepiandrosterone (DHEA) are glucocorticoid steroid hormones released by the adrenal glands in response to stress. Cortisol is anti-inflammatory and immunosuppressive, but DHEA is an important antagonist to cortisol. For that reason, the molar ratio of cortisol to DHEA [C]/[D] is an important indicator of immune regulation. In recent flight studies, the regular diurnal release of these hormones was tracked in saliva samples to evaluate any changes/trends occurring through the various phases of flight; launch/pre-flight, flight, and return (Mehta et al., 2014). Salivary cortisol was present in significantly higher concentrations in samples taken before and during flight. Salivary DHEA followed its normal daily decline kinetics in the samples taken before, during and after flight, but has been found to have significantly lower waking concentrations during the flight phase in comparison to samples taken before and after flight. Altogether, diurnal patterns of salivary cortisol were significantly higher during flight while DHEA was significantly lower. The cortisol area under the curve relative to ground (AUCg) did not change significantly during flight relative to baseline whereas DHEA AUCg significantly declined during flight relative to baseline. Ultimately, this results in an increased [C]/[D] molar ratio during spaceflight (Figure 2) which potentially indicates immune challenge, and has been linked to immune modulation (Christeff et al., 1997), including the increased inflammatory cytokine response and the TH2 shift observed in earlier spaceflight studies (Mehta et al., 2013a; Crucian B. E. et al., 2014).
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FIGURE 2. Cortisol and DHEA were analyzed in saliva from astronauts before, during and after the space flights using a commercially available ELISA assays (Salimetrics, LLC, State College, PA, United States). There was a significant increase in the molar ratio of cortisol to DHEA during the flight phase for both Space Shuttle (N = 17) or ISS (N = 10). The increase in this ratio may be associated with lower cellular immunity and innate immunity; potentially contributing to greater inflammatory cytokines that may affect bone remodeling and bone growth. ∗ Indicates significance when comparing flight against pre-flight and post-flight. p < 0.01.



Cytokines are small cell-signaling proteins that play a crucial role in the modulation of the human immune response. They can facilitate both pro- and anti-inflammatory immune states and are generally analyzed in the categories of inflammatory cytokines (IL-1α, IL-1β, TNFα, IL-6, IL-8), lymphoid growth factors (IL-2, IL-7, IL-15), Th1/17 cytokines (IFNγ, IL-12, IL-17), Th2 cytokines (IL-4, IL-5, IL-10, IL-13), myeloid growth factors (G-CSF, GM-CSF), and chemokines (eotaxin, MCP-1, M1P1α, IP-10). Recent flight studies (Mehta et al., 2013a; Crucian B. E. et al., 2014; Crucian et al., 2015) have shown that astronauts displayed significant increases in the pro-inflammatory plasma cytokines IL-1α, IL-6, IL-8, IFNγ, IL-4, eotaxin, and IP-10 in samples taken 10 days before launch (L-10), in comparison to their baseline samples taken 180 days before launch (L-180). The increase of IL-6, IL-8, IL-4, eotaxin, and IP-10 is also evident immediately upon return to Earth at landing, designated as R+0. The Th2 cytokine IL-4 was the most sensitive/responsive to the phases of flight with 35- and 21-fold increases from baseline values at L-10 and R+0, respectively.

When analyzing plasma cytokine levels in the context of virus shedding, there seems to be a connection between astronauts who shed virus and significantly elevated levels of cytokines (IL-1α, IL-6, IL-8, IFNγ, IL-12p70, IL-4, IL-10, IL-13, eotaxin, and IP-10) (Mehta et al., 2013a). Lymphoid and myeloid growth factors are also elevated in virus shedding astronauts, by about twofold. As mentioned earlier, the Th2 cytokine IL-4 shows the largest fold increases through launch and return flight phases, and this is evident again when restricting the analysis to only viral-shedding astronauts at the return time point R+0. For these astronauts, the single largest plasma cytokine increases were IL-4 (21-fold increase) and IL- 6 (33-fold increase). This indicates a dynamic shift from a Th1 antiviral immune state to a Th2 antibacterial/antifungal immune state. Further emphasizing the Th1-Th2 shift is an analysis of the ratio of IFNγ: IL-4. The results from some of the most recent flight studies suggest a significant decrease in the IFNγ: IL-4 ratio for shedders compared to astronauts who did not shed any viruses during their duty rotation (Mehta et al., 2013a; Crucian B. E. et al., 2014).

Viral Specific T-Cell and NK-Cell Function

Alterations in the aforementioned cytokines play a critical role in the fate of many important leukocyte populations. The cytokine profile changes, acting either independently or in conjunction with microgravity, generate a variety of immune vulnerabilities by significantly changing the numbers, proportions, and functions of leukocytes. Monocyte (Kaur et al., 2005), granulocyte (Stowe et al., 1999), and lymphocyte functions (Crucian et al., 2015; Bigley et al., 2017) are diminished, critically reducing the effectiveness of the immune response to pathogens, as well as its capacity to prevent viral reactivation. T-Cells and NK-Cells in particular, which function to attack and destroy viruses/virally infected cells, are substantially debilitated during spaceflight. Flight studies focusing on T-Cell function have elucidated that both CD4+ and CD8+ T-Cells taken from astronauts during the flight phase respond ineffectively against a variety of stimuli. Under normal circumstances, these same stimuli would have elicited a more profound response by the T-Cells. The weakened response can last the duration of the flight phase (Crucian et al., 2015). Additional flight studies focusing on the function of NK-Cells have shown decrements in cytotoxicity due to decreased production of the enzymes perforin and granzyme B (Bigley et al., 2017). Without these enzymes, NK-Cells are rendered ineffective against the target cell/pathogen and this impairment may last up to 60 days post-flight. In both cases, reductions in T-Cell and NK-Cell function lead to the inability of the immune system to suppress/sequester/eliminate opportunistic viral reactivation.

Viral Latency

As stated earlier, herpes viruses share a long-term co-evolutionary history with humankind. This promotes a relatively benign life-long persistence of the virus within the host. In healthy individuals with robust immune surveillance, viral activity can occur in the absence of clinical symptoms (Grinde, 2013). Injury to the host is antithetical to viral survival. Viral persistence in the host is aided by viral strategies for latency. Latency is a well-orchestrated series of concomitant events that allow for viral genome maintenance, while actively repressing lytic (replicative) gene expression and promoting latent gene expression. A hallmark of viral latency is that infectious viral progeny are not produced, so the surrounding cells remain uninfected or naïve. Viral latency is the culmination of a handful of factors; infection of cell types permissive to latency, viral promotion of infected cell survival, and the general evasion of the host immune response. Cellular tropism is dictated by cell surface receptor expression, as well as intracellular conditions permissive to viral activity, and is very specific to the individual herpes viruses. HSV and VZV infect neurons in ganglia, while EBV and CMV preferentially infect the cells of the immune system, B cells and myeloid progenitor cells, respectively. Other cell types can be infected by the viruses, but the aforementioned cell types serve as the greater viral latent reservoirs. The promotion of infected cell survival is the product of viral manipulation of host cell machinery. For example, the manipulation of Bcl-2 family proteins promotes survival of CMV infected monocytes (Collins-McMillen et al., 2015). Not only can herpes viruses manipulate the cells they infect, but they can also affect the host immune response. Interestingly, latent viruses are still very genetically active even in the absence of replication. There is emerging evidence of significant miRNA activity during latency that can act to override lytic transcription, as well as to alter the cell secretome. Though the role of miRNA are yet to be fully teased out, they seem to facilitate the transcription of proteins that mimic host cytokines and chemokines which ultimately inhibit host anti-viral activity. For the many nuances of viral latency, specific to each virus, the reader is directed to the following review articles (Eshleman et al., 2011; Nicoll et al., 2012; Kempkes and Robertson, 2015; Wills et al., 2015).

Viral Reactivation

Reactivation and shedding of latent herpes viruses has been reported in astronauts during space shuttle, Russian Soyuz and International Space Station missions (Pierson et al., 2005, 2007; Mehta and Pierson, 2007; Mehta et al., 2014, 2017). Virus reactivation has also been observed in ground-based models of spaceflight including Antarctica, undersea habitat, artificial gravity and bed rest studies, though not to the extent seen during spaceflight studies. So far, 47 out of 89 (53%) astronauts from short duration space shuttle flights, and 14 out of 23 (61%) from long duration ISS spaceflight missions shed at least one or more herpes viruses in their saliva or urine samples. Significant reactivations of EBV, CMV, and VZV occurred during flight phase and the magnitude and frequency of viral shedding during spaceflight directly correlates with duration of spaceflight. VZV shedding increased from 41% in space shuttle to 65% in ISS missions, EBV increased from 82 to 96%, and CMV increased from 47 to 61%. In addition, VZV and CMV shed up to a month post-long duration flight. Percent distribution of these viruses during shuttle and ISS missions is depicted in Figure 3. These viruses often reactivate in concert with one another, but they may also reactivate independently of the other viruses. Reactivation of latent viruses during long-duration spaceflight could increase risk for adverse medical events during exploration-class deep-space missions (Crucian and Sams, 2009). Taken altogether, and to our knowledge, there have been six incidences of astronauts with complaints of symptoms related to herpes viral reactivation (Crucian B. et al., 2016). VZV is an important health risk to crewmembers (several have experienced shingles during flight). Furthermore, CMV can be immuno-suppressive and may play a role in the well-documented immune dysfunction observed in crewmembers.
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FIGURE 3. Percent distribution of astronauts shedding VZV. EBV and CMV before, during the mission at time point early-mission, mid-mission, late-mission, and after either short and long duration space flights. Saliva and urine samples were collected from 112 astronauts (89 short duration and 23 long duration) before, during, and after the spaceflight. Saliva was analyzed for Epstein–Barr virus (EBV) and varicella-zoster virus (VZV), and urine was analyzed for Cytomegalovirus CMV by real time PCR assay using Taqman 7900 (Thermofisher, Inc.). The shedding of EBV. VZV and CMV DNA in body fluids is significantly higher during spaceflight as compared to pre-flight, post-flight, and the control p < 0.01 (Mehta et al., 2014, 2017). However, when comparing these shedding patterns between space shuttle and ISS missions, the differences were not significant.



Epstein–Barr Virus

Epstein–Barr virus (EBV) is responsible for infectious mononucleosis and is associated with several malignancies (Niedobitek et al., 2001; Thompson and Kurzrock, 2004; Bravender, 2010). It is a highly infectious DNA virus transmitted by aerosolized micro-droplets and by direct contact with saliva. It has a 95% infection rate among adults worldwide, which makes it an ideal target for investigation among a limited and unique astronaut population. EBV preferentially infects B-lymphocytes and these cells serve as a latent virus reservoir. Early flight studies from the shuttle missions were the first to demonstrate that EBV DNA was shed in astronaut saliva samples taken before, during, and after space flight (Stowe et al., 2001b; Pierson et al., 2005; Mehta et al., 2014). These studies highlighted a 10-fold increase in viral load during the flight phase in comparison to samples taken before or after flight. Additionally, EBV copies shed during space flight seemed to increase as a function of time in space, and as a result of diminished cell immunity (Mehta et al., 2000a). These early findings have been repeatedly corroborated in longer duration ISS missions (Stowe et al., 2011; Mehta et al., 2017). Altogether, flight studies have illustrated that approximately 90% of astronauts, regardless of mission duration, shed EBV during spaceflight.

Varicella Zoster Virus

Varicella Zoster virus (VZV) is highly communicable and responsible for both chicken pox (primary infection) and shingles (secondary infection). The virus is transmitted via saliva and can be aerosolized by sneezing and coughing. After primary infection, VZV becomes latent in various nerve ganglia (Reichelt et al., 2008) (cranial, dorsal root, autonomic) along the entire length of the neuroaxis, and reactivation often results in characteristic skin lesions that range from aggravating to painful. Though reactivation of VZV is evident from flight studies where viral DNA was found in saliva of astronauts from both shuttle and ISS missions, astronauts do not often develop symptoms or rash (Mehta et al., 2004; Cohrs et al., 2008). Additionally, we have found that saliva samples taken 2–6 days following landing were infectious by culturing that saliva with human fetal lung (HFL) cells. Infectious VZV was present and confirmed by visual inspection of the culture where viral plaques were obvious, as well as by antibody staining and real-time PCR DNA analysis. This poses a risk to the welfare of both astronauts and their seronegative contacts back on Earth, as VZV viral load also increases with time in space and is present in saliva of about 60% of astronauts from combined shuttle and ISS missions.

Herpes Simplex Virus-1

Herpes Simplex virus-1 is highly prevalent and communicable and persists as a latent virus lifelong. Generally referred to as oral herpes, reactivation can be either asymptomatic or lead to lesions/rash anywhere on the body. Incidences of HSV-1 reactivation are very low with only 8% of astronaut saliva samples test positive for viral DNA, though recently, an astronaut suffering persistent dermatitis during a long duration spaceflight, >180 day, was positive for HSV-1 viral DNA in saliva and lesion samples. The saliva containing virus was infectious, as evidenced by a culture of the saliva atop HFL cells, where visual disruption of HFL cells was apparent at 3 days post-infection with saliva, with viral load verified/quantified by real-time PCR.

Cytomegalovirus

Cytomegalovirus is the only beta-herpes virus known to reactivate in astronauts. It is typically acquired asymptomatically during childhood and has a worldwide prevalence of 75–90%. Though it remains asymptomatic in immunocompetent people, it may reactivate in individuals whose immune systems are either immature or immunocompromised causing multiple diseases such as encephalitis, gastroenteritis, pneumonia, and chorioretinitis (Seitz, 2010). Moreover, several studies have suggested that CMV infection is immunosuppressive because it directly infects leukocytes as well as hematopoietic cells (Varani and Landini, 2011; O’Connor and Murphy, 2012; Stevenson et al., 2014). Additionally, CMV has been uniquely linked to early immune senescence (Pawelec, 2014; Sansoni et al., 2014). However, a study was able to illustrate a benefit of CMV infection specifically to young adults (20–30 years old) regarding increased antibody response to the influenza vaccine (Furman et al., 2015). Spaceflight studies have shown that 27% of the astronauts from short-term space missions shed CMV DNA in either pre- or post-flight urine samples, and that anti-CMV IgG antibody titers increased significantly for all shedders from each time point compared to their baseline values (Mehta et al., 2000b). In long duration spaceflight, 61% of astronauts shed CMV DNA in their urine during and after spaceflight in stark contrast to the absence of CMV DNA in urine samples taken 180 days before flight. These findings demonstrate that CMV reactivation occurs in astronauts regardless of mission duration, and this may pose additional threats to the health of crewmembers during longer-duration missions (Mehta et al., 2014, 2017).

Rapid Detection of Virus for Application in Patient Populations

The most obvious signs of VZV reactivation are the vesicular rash and the pain associated with zoster, however even in the absence of rash, the virus is active and can spread to the retina causing blindness, to the spinal cord causing paralysis and incontinence, and to cerebral arteries resulting in stroke (Kleinschmidt-DeMasters and Gilden, 2001; Orme et al., 2007). Associating VZV with a disease asymptomatically can be challenging. For example, when stroke occurs in the elderly, especially many months following zoster, the association with VZV reactivation requires cerebral spinal fluid (CSF) analysis for VZV antibodies (Nagel et al., 2007). Likewise, detection of asymptomatic VZV reactivation, which often is only seen as an increase in antibody titer against VZV (but may also result in virus transmission), is difficult to detect. In such instances, virological verification of VZV disease has relied on the detection of VZV DNA or anti-VZV IgG antibodies in CSF or, less often, the presence of VZV DNA in blood mononuclear cells or anti-VZV IgM antibodies in serum.

However, VZV DNA has been detected in the saliva samples from patients with acute zoster (Mehta et al., 2008), zoster sine herpete (Hato et al., 2000), chickenpox (Mehta et al., 2013b) and post-herpetic neuralgia (PHN) (Nagel et al., 2011) even before the rash appears, which now makes diagnosis less invasive and less time consuming. In fact, a rapid and sensitive virus detection method has been developed and used to detect virus in saliva samples taken from asymptomatic patients with neurologic and other VZV related disease (Mehta et al., 2013b). Figure 4 illustrates VZV copy numbers in saliva from shingles patients before anti-viral treatment. For this method, the saliva is collected by passive drool or by way of a synthetic swab and then processed for DNA within an hour from sample collection. The results from a few studies using this technique have shown that VZV DNA is present in 100% of patients tested before antiviral treatment and is exclusively in the cell pelleted fraction of saliva. These studies further showed that VZV, isolated from zoster patient saliva, was primarily associated with the epithelial cell membrane but could also be inside the cell. Epithelial cells with VZV continued to be present in the saliva of a single zoster patient up to 10 months after recovery. These kinds of studies are ongoing and our spaceflight-developed technology for rapid viral detection continues to be used locally and around the world for patients with zoster (Mehta et al., 2013b), chicken pox (Mehta et al., 2008), PHN (Nagel et al., 2011), multiple sclerosis (Ricklin et al., 2013), and various other neurological disorders (Gilden et al., 2010; Pollak et al., 2015).


[image: image]

FIGURE 4. Varicella-zoster virus (VZV) copy number per mL of saliva in Fifty-four zoster patients treated with valacyclovir and 14 healthy subjects. On treatment days 1, 7-, and 14 later, pain was scored (data not given here) and saliva examined for VZV-DNA by real time PCR. Patients were divided into two groups based upon the infected dermatome, Trigeminal Cervical and Thoracic/Lumbar. VZV-DNA was found in every patient the day treatment was started and disappeared in 82% with the treatment. Analysis of human saliva has potential usefulness in diagnosing neurological disease produced by VZV without rash. When comparing patient shedding against normal healthy controls, it was significantly higher, p < 0.01 (Mehta et al., 2008).





CONCLUSION

Reactivation of latent viruses is a powerful biomarker of immune status for astronauts deployed to space. There are multiple factors that influence reactivation including increases in glucocorticoid/catecholamine secretion, cytokine profile shifts, and decreased function in the major leukocyte and lymphocyte subsets designed to suppress and eliminate viruses/virally infected cells. Viral reactivation is evident through the shedding of viral DNA in the body fluids of astronauts, and the viral load only increases with more time in space. Additionally, more than one virus generally reactivates at a time, potentially compounding the physiological ramifications of uncontrolled viral reactivation to not only rashes, but also severe target organ failures, and permanent vision and hearing loss. The occupational hazards for astronauts are profound, but research into the causes and mechanics of viral reactivation not only benefit the astronaut but also the general patient population. As our understanding of viral reactivation widens, we are better able to develop and implement effective countermeasures for our astronaut professionals, as well as targeted treatment regimens for immunocompromised individuals suffering the consequences of viral reactivation. As a result, this research has tremendous clinical relevance.

Ultimately, the information gleaned from these space studies will shape the way we prepare for and design exploration-class missions, beyond the moon and mars, where reactivation of latent viruses could result in increased risk for wide-ranging adverse medical events. Partial-gravity environments, e.g., on Mars, might be sufficient to curtail serious viral reactivation, but this needs to be addressed in future research. In the interim, because astronaut saliva contains increasingly significant viral DNA, during and after spaceflight that can be infectious, we recommend prophylactics (vaccines), where available, to the astronauts before they go into space.



AUTHOR CONTRIBUTIONS

SM designed and executed the study, collected and processed the samples from astronauts, analyzed the data, and wrote the manuscript. DP designed the study and wrote the manuscript. BC executed the study and wrote the manuscript. BR wrote the manuscript. ML contributed to the measurement of salivary cortisol and DHEA processing and manuscript preparation.



FUNDING

This work was supported by NASA (Grant Nos. 111-30-10-03 and 111-30-10-06) to DP.



ACKNOWLEDGMENTS

We gratefully acknowledge the conscientious participation of the astronauts in the study.



REFERENCES

Bigley, A. B., Agha, N., Baker, F. L., Rezvani, K., Crucian, B. E., and Simpson, R. J. (2017). “Dysregulated NK-cell function during long-duration spaceflight,” in Proceedings of the 13th ISEI Symposium, Coimbra.

Bravender, T. (2010). Epstein-Barr virus, cytomegalovirus, and infectious mononucleosis. Adolesc. Med. State Art Rev. 21, 251–264.

Christeff, N., Gherbi, N., Mammes, O., Dalle, M. T., Gharakhanian, S., Lortholary, O., et al. (1997). Serum cortisol and DHEA concentrations during HIV Infection. Psychoneuroendocrinology 22(Suppl. 1), S11–S18. doi: 10.1016/S0306-4530(97)00015-2

Cohrs, R. J., Mehta, S. K., Schmid, D. S., Gilden, D. H., and Pierson, D. L. (2008). Asymptomatic reactivation and shed of infectious varicella zoster virus in astronauts. J. Med. Virol. 80, 1116–1122. doi: 10.1002/jmv.21173

Collins-McMillen, D., Kim, J. H., Nogalski, M. T., Stevenson, E. V., Chan, G. C., Caskey, J., et al. (2015). HCMV promotes survival of infected monocytes via a distinct temporal regulation of cellular Bcl-2 family proteins. J. Virol. 90, 2356–2371. doi: 10.1128/JVI.01994-15

Crucian, B., Babiak-Vazquez, A., Johnston, S., Pierson, D. L., Ott, C. M., Sams, C., et al. (2016). Incidence of clinical symptoms during long-duration orbital spaceflight. Int. J. Gen. Med. 9, 383–391. doi: 10.2147/IJGM.S114188

Crucian, B., and Sams, C. (2009). Immune system dysregulation during spaceflight: clinical risk for exploration-class missions. J. Leukoc. Biol. 86, 1017–1018. doi: 10.1189/jlb.0709500

Crucian, B., Simpson, R. J., Mehta, S., Stowe, R., Chouker, A., Hwang, S. A., et al. (2014). Terrestrial stress analogs for spaceflight associated immune system dysregulation. Brain Behav. Immun. 39, 23–32. doi: 10.1016/j.bbi.2014.01.011

Crucian, B., Stowe, R., Mehta, S., Uchakin, P., Quiriarte, H., Pierson, D., et al. (2013). Immune system dysregulation occurs during short duration spaceflight on board the space shuttle. J. Clin. Immunol. 33, 456–465. doi: 10.1007/s10875-012-9824-7

Crucian, B., Stowe, R. P., Mehta, S., Quiriarte, H., Pierson, D., and Sams, C. (2015). Alterations in adaptive immunity persist during long-duration spaceflight. NPJ Microgravity 1:15013. doi: 10.1038/npjmgrav.2015.13

Crucian, B. E., Johnston, S., Mehta, S. K., Stowe, R., Uchakin, P., Quiriarte, H., et al. (2016). A case of persistent skin rash and rhinitis with immune system dysregulation onboard the international space station. J. Allergy Clin. Immunol. Pract. 4, 759–762.e8. doi: 10.1016/j.jaip.2015.12.021

Crucian, B. E., Zwart, S. R., Mehta, S. K., Uchakin, P., Quiriarte, H. D., Pierson, D. L., et al. (2014). Plasma cytokine concentrations indicate that in vivo hormonal regulation of immunity is altered during long-duration spaceflight. J. Interferon Cytokine Res. 34, 778–786. doi: 10.1089/jir.2013.0129

Eshleman, E., Shahzad, A., and Cohrs, R. J. (2011). Varicella zoster virus latency. Future Virol. 6, 341–355. doi: 10.2217/fvl.10.90

Furman, D., Jojic, V., Sharma, S., Shen-Orr, S. S., Angel, C. J. L., Onengut-Gumuscu, S., et al. (2015). Cytomegalovirus infection enhances the immune response to influenza. Sci. Transl. Med. 7:281ra43. doi: 10.1126/scitranslmed.aaa2293

Gilden, D., Cohrs, R. J., Mahalingam, R., and Nagel, M. A. (2010). Neurological disease produced by varicella zoster virus reactivation without rash. Curr. Top. Microbiol. Immunol. 342, 243–253. doi: 10.1007/82-2009-3

Glaser, R., Pearson, G. R., Bonneau, R. H., Esterling, B. A., Atkinson, C., and Kiecolt-Glaser, J. K. (1993). Stress and the memory T-cell response to the Epstein-Barr virus in healthy medical students. Health Psychol. 12, 435–442. doi: 10.1037/0278-6133.12.6.435

Goldstein, D. S. (2010). Adrenal responses to stress. Cell. Mol. Neurobiol. 30, 1433–1440. doi: 10.1007/s10571-010-9606-9

Grinde, B. (2013). Herpesviruses: latency and reactivation – viral strategies and host response. J. Oral Microbiol. 5, 1–9. doi: 10.3402/jom.v5i0.22766

Hato, N., Kisaki, H., Honda, N., Gyo, K., Murakami, S., and Yanagihara, N. (2000). Ramsay hunt syndrome in children. Ann. Neurol. 48, 254–256. doi: 10.1002/1531-8249(200008)48:2<254::AID-ANA17>3.0.CO;2-V

Kaur, I., Simons, E. R., Castro, V. A., Ott, C. M., and Pierson, D. L. (2005). Changes in monocyte functions of astronauts. Brain Behav. Immun. 19, 547–554. doi: 10.1016/j.bbi.2004.12.006

Kempkes, B., and Robertson, E. S. (2015). Epstein-Barr virus latency: current and future perspectives. Curr. Opin. Virol. 14, 138–144. doi: 10.1016/j.coviro.2015.09.007

Kleinschmidt-DeMasters, B. K., and Gilden, D. H. (2001). Varicella-zoster virus infections of the nervous system: clinical and pathologic correlates. Arch. Pathol. Lab. Med. 125, 770–780.

Mehta, S. K., Cohrs, R. J., Forghani, B., Zerbe, G., Gilden, D. H., and Pierson, D. L. (2004). Stress-induced subclinical reactivation of varicella zoster virus in astronauts. J. Med. Virol. 72, 174–179. doi: 10.1002/jmv.10555

Mehta, S. K., Crucian, B. E., Stowe, R. P., Simpson, R. J., Ott, C. M., Sams, C. F., et al. (2013a). Reactivation of latent viruses is associated with increased plasma cytokines in astronauts. Cytokine 61, 205–209. doi: 10.1016/j.cyto.2012.09.019

Mehta, S. K., Laudenslager, M. L., Stowe, R. P., Crucian, B. E., Sams, C. F., and Pierson, D. L. (2014). Multiple latent viruses reactivate in astronauts during space shuttle missions. Brain Behav. Immun. 41, 210–217. doi: 10.1016/j.bbi.2014.05.014

Mehta, S. K., Tyring, S. K., Cohrs, R. J., Gilden, D. H., Feiveson, A. H., Lechler, K. J., et al. (2013b). Rapid and sensitive detection of varicella zoster virus in saliva of patients with herpes zoster. J. Virol. Methods 193, 128–130. doi: 10.1016/j.jviromet.2013.05.019

Mehta, S. K., Laudenslager, M. L., Stowe, R. P., Crucian, B. E., Feiveson, A. H., Sams, C. F., et al. (2017). Latent virus reactivation in astronauts on the international space station. NPJ Microgravity 3:11. doi: 10.1038/s41526-017-0015-y

Mehta, S. K., and Pierson, D. L. (2007). Reactivation of latent herpes viruses in cosmonauts during a Soyuz taxi mission. Microgravity Sci. Technol. 19, 215–218. doi: 10.1007/BF02919485

Mehta, S. K., Pierson, D. L., Cooley, H., Dubow, R., and Lugg, D. (2000a). Epstein-Barr virus reactivation associated with diminished cell-mediated immunity in antarctic expeditioners. J. Med. Virol. 61, 235–240.

Mehta, S. K., Stowe, R. P., Feiveson, A. H., Tyring, S. K., and Pierson, D. L. (2000b). Reactivation and shedding of cytomegalovirus in astronauts during spaceflight. J. Infect. Dis. 182, 1761–1764. doi: 10.1086/317624

Mehta, S. K., Tyring, S. K., Gilden, D. H., Cohrs, R. J., Leal, M. J., Castro, V. A., et al. (2008). Varicella-zoster virus in the saliva of patients with herpes zoster. J. Infect. Dis. 197, 654–657. doi: 10.1086/527420

Nagel, M. A., Choe, A., Cohrs, R. J., Traktinskiy, I., Sorensen, K., Mehta, S. K., et al. (2011). Persistence of varicella zoster virus DNA in saliva after herpes zoster. J. Infect. Dis. 204, 820–824. doi: 10.1093/infdis/jir425

Nagel, M. A., Forghani, B., Mahalingam, R., Wellish, M. C., Cohrs, R. J., Russman, A. N., et al. (2007). The value of detecting anti-VZV IgG antibody in CSF to diagnose VZV vasculopathy. Neurology 68, 1069–1073. doi: 10.1212/01.wnl.0000258549.13334.16

Nicoll, M. P., Proença, J. T., and Efstathiou, S. (2012). The molecular basis of herpes simplex virus latency. FEMS Microbiol. Rev. 36, 684–705. doi: 10.1111/j.1574-6976.2011.00320.x

Niedobitek, G., Meru, N., and Delecluse, H. J. (2001). Epstein-Barr virus infection and human malignancies. Int. J. Exp. Pathol. 82, 149–170. doi: 10.1046/j.1365-2613.2001.00190.x

O’Connor, C. M., and Murphy, E. A. (2012). A myeloid progenitor cell line capable of supporting human cytomegalovirus latency and reactivation, resulting in infectious progeny. J. Virol. 86, 9854–9865. doi: 10.1128/JVI.01278-12

Orme, H. T., Smith, A. G., Nagel, M. A., Bert, R. J., Mickelson, T. S., and Gilden, D. H. (2007). VZV spinal cord infarction identified by diffusion-weighted MRI (DWI). Neurology 69, 398–400. doi: 10.1212/01.wnl.0000266390.27177.7b

Padgett, D. A., and Glaser, R. (2003). How stress influences the immune response. Trends Immunol. 24, 444–448. doi: 10.1016/S1471-4906(03)00173-X

Pawelec, G. (2014). Immunosenenescence: role of cytomegalovirus. Exp. Gerontol. 54, 1–5. doi: 10.1016/j.exger.2013.11.010

Pierson, D. L., Mehta, S. K., and Stowe, R. P. (2007). Reactivation of latent herpes viruses in astronauts. Psychoneuroimmunology II, 851–868 doi: 10.1016/B978-012088576-3/50047-2

Pierson, D. L., Stowe, R. P., Phillips, T. M., Lugg, D. J., and Mehta, S. K. (2005). Epstein-Barr virus shedding by astronauts during space flight. Brain Behav. Immun. 19, 235–242. doi: 10.1016/j.bbi.2004.08.001

Pollak, L., Mehta, S. K., Pierson, D. L., Sacagiu, T., Kalmanovich, S. A., and Cohrs, R. J. (2015). Varicella-zoster DNA in saliva of patients with meningoencephalitis: a preliminary study. Acta Neurol. Scand. 131, 417–421. doi: 10.1111/ane.12335

Reichelt, M., Zerboni, L., and Arvin, A. M. (2008). Mechanisms of varicella-zoster virus neuropathogenesis in human dorsal root ganglia. J. Virol. 82, 3971–3983. doi: 10.1128/JVI.02592-07

Ricklin, M. E., Lorscheider, J., Waschbisch, A., Paroz, C., Mehta, S. K., Pierson, D. L., et al. (2013). T-cell response against varicella-zoster virus in fingolimod-treated MS patients. Neurology 81, 174–181. doi: 10.1212/WNL.0b013e31829a3311

Sansoni, P., Vescovini, R., Fagnoni, F. F., Akbar, A., Arens, R., Chiu, Y. L., et al. (2014). New advances in CMV and immunosenescence. Exp. Gerontol. 55, 54–62. doi: 10.1016/j.exger.2014.03.020

Seitz, R. (2010). Human cytomegalovirus (HCMV)-revised. Transfus. Med. Hemother. 37, 365–375. doi: 10.1159/000322141

Stevenson, E. V., Collins-McMillen, D., Kim, J. H., Cieply, S. J., Bentz, G. L., and Yurochko, A. D. (2014). HCMV reprogramming of infected monocyte survival and differentiation: a goldilocks phenomenon. Viruses 6, 782–807. doi: 10.3390/v6020782

Stowe, R. P., Kozlova, E. V., Sams, C. F., Pierson, D. L., and Walling, D. M. (2011). Latent and lytic Epstein-Barr virus gene expression in the peripheral blood of astronauts. J. Med. Virol. 83, 1071–1077. doi: 10.1002/jmv.22079

Stowe, R. P., Pierson, D. L., and Barrett, A. D. T. (2001a). Elevated stress hormone levels relate to Epstein-Barr virus reactivation in astronauts. Psychosom. Med. 63, 891–895. doi: 10.1097/00006842-200111000-00007

Stowe, R. P., Pierson, D. L., and Barrett, A. D. T. (2001b). “Space flight-induced reactivation of latent Epstein-Barr virus,” in Proceedings of the Conference and Exhibit on International Space Station Utilization, Cape Canaveral, FL.

Stowe, R. P., Sams, C. F., Mehta, S. K., Kaur, I., Jones, M. L., Feeback, D. L., et al. (1999). Leukocyte subsets and Neutrophil function after short-term spaceflight. J. Leukoc. Biol. 65, 179–186. doi: 10.1002/jlb.65.2.179

Thompson, M. P., and Kurzrock, R. (2004). Epstein-Barr virus and cancer. Clin. Cancer Res. doi: 10.1158/1078-0432.CCR-0670-3 [Epub ahead of print].

Varani, S., and Landini, M. (2011). Cytomegalovirus-induced immunopathology and its clinical consequences. Herpesviridae 2:6. doi: 10.1186/2042-4280-2-6

Webster, J. I., and Glaser, R. (2008). Stress hormones and immune Function. Cell. Immunol. 252, 16–26. doi: 10.1016/j.cellimm.2007.09.006

Wills, M. R., Poole, E., Lau, B., Krishna, B., and Sinclair, J. H. (2015). The immunology of human cytomegalovirus latency: could latent infection be cleared by novel immunotherapeutic strategies? Cell. Mol. Immunol. 12, 128–138. doi: 10.1038/cmi.2014.75

Conflict of Interest Statement: BR was employed by GeoControl Systems Incorporated and SM was employed by Jes Tech, KBR Wyle Laboratories.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Rooney, Crucian, Pierson, Laudenslager and Mehta. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	REVIEW
published: 12 March 2019
doi: 10.3389/fmicb.2019.00358






[image: image]

Arachidonic Acid Derived Lipid Mediators Influence Kaposi’s Sarcoma-Associated Herpesvirus Infection and Pathogenesis

Jayashree A. Chandrasekharan† and Neelam Sharma-Walia*†

Department of Microbiology and Immunology, H.M. Bligh Cancer Research Laboratories, Chicago Medical School, Rosalind Franklin University of Medicine and Science, North Chicago, IL, United States

Edited by:
Benoit Muylkens, University of Namur, Belgium

Reviewed by:
Masahiro Fujimuro, Kyoto Pharmaceutical University, Japan
Carlos Arterio Sorgi, Universidade de São Paulo Ribeirão Preto, Brazil

*Correspondence: Neelam Sharma-Walia, neelam.sharma-walia@rosalindfranklin.edu; nsharmawalia@gmail.com

†These authors have contributed equally to this work

Specialty section: This article was submitted to Virology, a section of the journal Frontiers in Microbiology

Received: 09 August 2018
Accepted: 11 February 2019
Published: 12 March 2019

Citation: Chandrasekharan JA and Sharma-Walia N (2019) Arachidonic Acid Derived Lipid Mediators Influence Kaposi’s Sarcoma-Associated Herpesvirus Infection and Pathogenesis. Front. Microbiol. 10:358. doi: 10.3389/fmicb.2019.00358

Kaposi’s sarcoma-associated herpesvirus (KSHV) infection, particularly latent infection is often associated with inflammation. The arachidonic acid pathway, the home of several inflammation and resolution associated lipid mediators, is widely altered upon viral infections. Several in vitro studies show that these lipid mediators help in the progression of viral pathogenesis. This review summarizes the findings related to human herpesvirus KSHV infection and arachidonic acid pathway metabolites. KSHV infection has been shown to promote inflammation by upregulating cyclooxygenase-2 (COX-2), 5 lipoxygenase (5LO), and their respective metabolites prostaglandin E2 (PGE2) and leukotriene B4 (LTB4) to promote latency and an inflammatory microenvironment. Interestingly, the anti-inflammatory lipid mediator lipoxin is downregulated during KSHV infection to facilitate infected cell survival. These studies aid in understanding the role of arachidonic acid pathway metabolites in the progression of viral infection, the host inflammatory response, and pathogenesis. With limited therapeutic options to treat KSHV infection, use of inhibitors to these inflammatory metabolites and their synthetic pathways or supplementing anti-inflammatory lipid mediators could be an effective alternative therapeutic.
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INTRODUCTION

Kaposi’s sarcoma-associated herpesvirus or human herpesvirus 8 (HHV8) is the causative agent of KS, PEL, MCD, and KICS (Cesarman and Knowles, 1999; Greene et al., 2007; Kalt et al., 2009; Ganem, 2010). KS lesions are characterized by proliferating spindle shaped endothelial cells while PEL is characterized by a null lymphocyte immunophenotype (CD45+, but neither T cells nor B cells) arising in body cavities (Chen et al., 2007; Saini et al., 2013). KS occurs in less than 1% of the population in the United States mostly found in HIV infected patients, while PEL, an aggressive AIDS-linked KSHV-associated non-Hodgkin’s lymphoma (NHL) occurs in about 4% of the population in the United States (Chen et al., 2007; Saini et al., 2013). While the number of AIDS-KS and PEL cases has been dramatically reduced in the United States since the widespread use of combined antiretroviral therapy, KSHV still causes major mortality in the developing world (Mesri et al., 2010). PEL has complications such as extracavitary KSHV associated solid lymphoma (solid PEL) without serous effusions that involves mainly extranodal tissues (De Paoli and Carbone, 2016). KSHV is detected in all clinical forms of KS, including classical KS, endemic KS in Africa, epidemic AIDS-related KS, and iatrogenic/organ-transplant KS. KICS is a newly characterized condition caused by lytic KSHV infection (Uldrick et al., 2010; Tamburro et al., 2012).

Kaposi’s sarcoma-associated herpesvirus was discovered using representational difference analysis of DNA extracted from an AIDS-KS specimen and DNA from healthy skin of the same patient in 1994 by Yuan Chang, Patrick S. Moore, and colleagues (Chang et al., 1994; Boshoff et al., 1995a,b; Cesarman et al., 1995; Schulz and Weiss, 1995; Soulier et al., 1995). KSHV has a double-stranded DNA genome of approximately 165k bases inside a capsid, which is then surrounded by a proteinaceous layer called the tegument (Sathish et al., 2012). Upon infection, KSHV can undergo two distinct types of life cycle (Figure 1), lytic where the genome replicates to produce more virions and a latent cycle where the viral genome remains as an episome (Ye et al., 2011). Recently, with structured illumination microscopy (SIM), it was shown that KSHV tethers its genomes not only to nucleosome bound chromosomal DNA but also to nucleosome-bound viral DNA to form clusters of genomes that partition as units and that is predicted to help in the rapid establishment of high viral copy numbers in infected cells (Chiu et al., 2017). During both cycles, KSHV transcribes several genes which can subvert a variety of host cell processes such as cell death and proliferation (Murtadak et al., 2015), glucose uptake and energy management, immunosuppression, and inflammation (Mesri, 1999; Morini et al., 1999).
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FIGURE 1. KSHV life cycle: KSHV infects a variety of cells including endothelial, epilthelial, B cells, monocytes, and keratinocytes. Upon infection, KSHV aims at lifelong persistence by adopting two lifestyles including a long persistent latency cycle and a short reproductive lytic cycle. The KSHV genome (165–170 kbp) consists of dsDNA that is linear within the viral particle but circularizes after it traverses to the host nucleus. This circular form is known as the viral episome (Hu et al., 2002; Si et al., 2008). During latency, the virus replicates via the host DNA synthetic machinery, viral genome remains as an episome tethered to the host chromosome and is characterized by the expression of a limited repertoire of genes, including LANA1, vCyclin, vFLIP, and kaposin. LANA1 is a predominant latency gene that plays an important role in episome maintenance and it drives latency. KSHV can then enter lytic cycle, which is marked by the viral replication, virion assembly, and release of infectious virions from the infected cells. Lytic genes can be classified into immediate early, early, and late. RTA (ORF50) is a critical lytic gene that helps the transition of genome from latency to the lytic cycle. During the lytic cycle, KSHV expresses many other proteins including K1 and viral interleukin 6 (vIL6), which plays important roles in promoting oncogenesis by activating multiple signaling pathways driving cellular growth.



Latency is characterized by the expression of the following gene open reading frames OrfK12/Kaposin, viral FLICE, FADD-like interferon converting enzyme-like inhibitory protein (Orf71/K13/vFLIP), Orf72/vCyclin, latency associated nuclear antigen-1 (Orf73/LANA1), and a cluster made up of 12 pre-miRNAs (Gottwein, 2012; Qin et al., 2017). The KSHV lytic cycle is characterized by expression of over 80 genes classified into immediate early, early, and late, which aid in infectious virus production (Figure 1; Jenner et al., 2001). Immediate early genes such as OrfK8 (bZIP), Orf45, and OrfK4.2 help in a transition from latency to the lytic phase. Early lytic genes including PAN/nut-1/T1.1 RNA (OrfK7) and OrfK14 encode for proteins involved in DNA replication while late lytic genes code for various structural proteins. Late lytic genes include Orf22, Orf25, and Orf64 (Wakeman et al., 2017). Orf50/RTA (replication and transcriptional activator), master latency/lytic switch, an important player as both an initiator and a controller of KSHV lytic DNA replication is an immediate-early protein that disrupts the latency and promotes lytic cycle (Figure 1; Wakeman et al., 2017). Orf50/RTA auto-activates its own promoter and transactivates the expression of several downstream lytic genes such as K5, K8, K2, K12, ORF6, ORF57, ORF74, K9, ORF59, vIL6, PAN-RNA, vIRF1, K1, and ORF65, either through an RTA-responsive element (RRE) or via other viral regulatory genes (Deng et al., 2000).

Arachidonic acid is an unsaturated (ω-6 fatty acid) fatty acid which is transformed into a variety of lipid mediators to modulate primarily inflammatory reactions (Samuelsson, 1991). Arachidonic acid is released from the membrane by the action of phospholipase A2 (PLA2; Figure 2). Arachidonic acid is metabolized by the COX and LO pathways, to produce eicosanoids, which include PGs and LTs and their derivatives (Fanning and Boyce, 2013; Chandrasekharan et al., 2016; Figure 2). PLA2 also result in the formation of lysoglycero-phospholipids, which are the precursors for lysophosphatidic acid (LPA) and sphingosine-1-phosphate (S1P; Fanning and Boyce, 2013; Chandrasekharan et al., 2016). The arachidonic acid pathway widely influences the process of inflammation through its lipid mediators (Bennett and Gilroy, 2016). These lipid mediators are known to play a pivotal role(s) in cancer and inflammation associated diseases like arthritis, allergy, and asthma (Greene et al., 2011). Viral infection also alters the lipid mediators of this pathway to establish infection and pathogenesis (Chandrasekharan et al., 2016; Figure 2).
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FIGURE 2. Schematic for arachidonic acid (AA) pathway: phospholipids from the plasma membrane are mobilized and converted to AA by phospholipase A2 (PLA2) enzyme activity. Cyclooxygenase 1 (constitutive) and cyclooxygenase 2 (inducible) enzymes catalyze the synthesis of prostaglandin H2 (PGH2) from AA through an unstable intermediate PGG2 (Vane et al., 1998; Smith et al., 2000). PGH2 is converted by microsomal prostaglandin E synthase (mPGES) to PGE2, which is released in the microenvironment. Besides PGE2, other prostanoids formed from PGH2 include PGI2, TXA2, PGD2, and PGF2α (Hyde and Missailidis, 2009). In human cells, generally, four types of LOs, namely, 5-, 12-, and 15-LO-1 and -2 have been identified. 5LO in conjunction with its activating protein, FLAP, catalyze the dioxygenation of AA into give 5-hydroperoxy eicosapentaenoic acid (5-HpETE). 5LO, with FLAP, then catalyze a second step, the dehydration of 5-HpETE to the intermediate LTA4, that leads to the formation of the leukotrienes and lipoxins (Hyde and Missailidis, 2009). Hydrolysis of LTA4 is catalyzed by LTA4 hydrolase (LTA4H) to produce LTB4. LTA4 is also metabolized by the enzyme LTC4 synthase to produce LTC4, which is acted upon by γ-glutamyl-transpeptidases to yield LTD4. LTD4 is acted upon by a dipeptidase (DiP) to produce LTE4. The combination of LO, -5, -12, or -15 on the same arachidonic acid molecule produces lipoxins.



Kaposi’s sarcoma-associated herpesvirus is known to alter several host pathways for its survival and one such extensively studied is the arachidonic acid pathway (Sharma-Walia et al., 2006, 2010b, 2012, 2014; George Paul et al., 2010; Paul et al., 2011, 2013a,b; Chandrasekharan and Sharma-Walia, 2015; Marginean and Sharma-Walia, 2015; Chandrasekharan et al., 2016). KSHV triggers a pro-inflammatory microenvironment to promote its latency and pathogenesis (Chandrasekharan et al., 2016). Arachidonic acid pathway is a key connection between KSHV infection and its associated inflammatory responses (Mesri, 1999; Zhong et al., 2017). Having stated the importance of the arachidonic acid pathway in KSHV infection/pathogenesis one can envisage the role of lipid mediators in the treatment of KS and PEL. This review summarizes the key findings of the role of several enzymes and metabolites of the arachidonic acid pathway during KSHV infection.



ROLE OF ARACHIDONIC ACID METABOLISM IN KSHV INFECTION AND PATHOGENESIS

Cyclooxygenase-2, a Prominent Enzyme Upregulated During KSHV Infection

Cyclooxygenase, an enzyme involved in the synthesis of PGs, regulated by the popular non-steroidal anti-inflammatory drugs (NSAIDs; Sasaki et al., 2017). Aspirin inhibits the COX pathway by downregulating the levels of pro-inflammatory PGs, particularly PG E2 (PGE2; Vane and Botting, 1997; Botting, 2010). COX-1 and COX-2 are the two isoforms of this enzyme (Williams et al., 1999a,b,c; Rouzer and Marnett, 2009; Greene et al., 2011; Schneider et al., 2011; Yu et al., 2016; Grosch et al., 2017) with COX-1 produced constitutively while COX-2 is inducible (Dubois et al., 1998; Figure 2). COX-1 and COX-2 catalyze two sequential reactions to initiate the COX pathway and produce PGG2. An endoperoxidase then reduces PGG2 to PGH2. PGH2 then gets converted into bioactive prostanoids PGD2, PGE2, PGF2α, PGI2, and TXA2 by H-PGDS, mPGESs mPGES-1, mPGES-2/cytosolic PGES, PGF synthase (PGFS), PGI synthase (PGIS), and TXS, respectively (Fanning and Boyce, 2013; Chandrasekharan et al., 2016; Figure 2). Cycloxygenase is a clinically important enzyme and its inhibitors are widely used to treat inflammation (Fitzpatrick, 2004; Suleyman et al., 2007; Greene et al., 2011; Yu et al., 2016; Grosch et al., 2017; Figure 2).

De novo KSHV infection of primary HMVEC-d or HFF cells is a good in vitro model for KS and is characterized by the sustained expression of latency-associated ORF73/LANA1, ORF72/vCyclin, and ORF71/K13/vFLIP genes (Krishnan et al., 2004). However, a unique aspect of this in vitro infection is the concurrent transient expression of a limited number of lytic KSHV genes, such as the lytic cycle switch gene ORF50/RTA and the immediate early lytic K5, K8, and vIRF2 genes (Krishnan et al., 2004). In the first step of identifying host molecules involved in KSHV pathogenesis, a variety of genes involved in cellular apoptosis, transcription, cell cycle, signaling, inflammatory response and angiogenesis were identified and COX-2 was one of the upregulated genes (Naranatt et al., 2004). Further studies performed on HMVEC-d cells infected with KSHV for various time points showed that COX-2 levels were induced as early as 30 min postinfection, reached a high level at 2 h and gradually started returning to basal level by 72 h (Sharma-Walia et al., 2006). No change in the level of COX-1 was observed in endothelial cells infected with KSHV (Sharma-Walia et al., 2006). COX-2 induction could be triggered by KSHV binding and entry while the augmented levels require KSHV genome (Sharma-Walia et al., 2006). This was identified by screening levels of COX-2 in HMVEC-d cells infected with UV inactivated KSHV. UV inactivated KSHV was generated by inactivating KSHV in UV (365 nm) for 20 min. UV inactivated KSHV efficiently binds and enters into host cells but it does not express viral genes (Sharma-Walia et al., 2004). UV inactivated KSHV infection could enhance COX-2 levels suggesting the role of KSHV binding and entry stages of infection involving the interplay of viral glycoprotein’s (Sharma-Walia et al., 2006). Like COX-2, the level of its metabolite PGE2 was elevated at 2 h post infection and gradually decreased to basal levels at 72 h (Sharma-Walia et al., 2006). Since COX-2 induction by UV-inactivated KSHV suggested stimulation during the binding and entry stages of infection, the ability of KSHV envelope glycoproteins gB and gpK8.1A to induce COX-2 was examined (Sharma-Walia et al., 2006). Both glycoproteins induced COX-2 but to a lesser extent than KSHV live virus, suggesting that viral gene expression early during infection, and possibly together with viral gene-induced host genes are probably essential for the increased and sustained induction of COX-2 and PGE2 (Sharma-Walia et al., 2006).



OUTCOMES OF ELEVATED COX-2

Since elevated levels of COX-2 were found in KS patient tissue sections, its role in pathogenesis events such as secretion of inflammatory cytokines, angiogenesis, cell survival, and invasion were explored (Sharma-Walia et al., 2010b). HMVEC-d cells infected with KSHV at various time points secreted a high level of inflammatory cytokines such as growth regulated oncogene (GRO), GROα, IL1α, IL1β, ILs-(2, 3, 6, 7, and 12-p40), TNFα, TNFβ, and SDF-1 [a ligand for the chemokine receptor CXCR4 or fusin or CD184 (cluster of differentiation 184)], and IFNγ in their spent culture supernatants (Sharma-Walia et al., 2010b). The levels of these inflammatory cytokines were constantly increased 2 h post infection and at 8 h post infection reached a high (3–3.5-fold increase) level. Chemokines such as RANTES (cytokine regulating T cell response), MCPs-2 and 3, thymus and activation-regulated chemokine, MIP, macrophage derived chemokine, monokine induced by IFN-γ, epithelial neutrophil-activating peptide and inflammatory cytokine were found upregulated in de novo KSHV infected HMVEC-d cells. Similarly, several growth and angiogenic factors such as EGF, insulin-like growth factor-1, platelet-derived growth factor-BB (PDGF-BB), macrophage colony stimulating factor, G-CSF, GM-CSF, angiogenin, oncostatin-M, thrombopoietin, VEGF, stromal cell derived factor-1, stem cell factor, TGFβ1, and leptin were elevated in KSHV infected HMVEC-d cells.

To validate the involvement of KSHV induced COX-2 on inflammatory cytokines and angiogenic factors, HMVEC-d cells were either pretreated with COX-2 inhibitors NS-398 or indomethacin or silenced for COX-2 gene expression (Sharma-Walia et al., 2010b). VEGF-A, VEGF-C (angiogenic molecules), GRO (cytokine with inflammatory and growth-regulatory properties), RANTES, and SDF-1 were alleviated upon blocking COX-2 (Sharma-Walia et al., 2010b). IL-8 was not affected by COX-2 inhibition (Sharma-Walia et al., 2010b). Many of the observed upregulated molecules such as PGE2, VEGF, and b-FGF play a vital role in endothelial cell migration and tube formation. KSHV-induced COX-2 enhanced the levels of these molecules and promoted endothelial cell tube formation, while this effect was reversed upon blocking COX-2 using chemical inhibitors (Sharma-Walia et al., 2010b). VEGF-A levels were reduced in latently infected TIVE-LTC cells treated with COX inhibitors, plus a significant reduction in capillary tube formation was observed (Sharma-Walia et al., 2010b). MMPs play an important role in maintaining tissue homeostasis and are often seen to be upregulated in several cancers. KSHV infection enhanced expression and secretion of MMPs including MMP-1, -2, -8, -9, and -13 (Sharma-Walia et al., 2010b). KSHV-induced COX-2 significantly induced MMP-2 and -9 in de novo infected HMVEC-d cells and blocking it drastically reduced their levels (Sharma-Walia et al., 2010b). This study demonstrated that COX-2 and its metabolite PGE2 are upregulated during KSHV infection of primary endothelial cells; KSHV utilizes those to target several pathways that facilitate pathogenesis and angiogenesis (Sharma-Walia et al., 2010b).



UNDERSTANDING COX-2 REGULATION BY KSHV INFECTION

Since COX-2 and PGE2 are upregulated during KSHV infection, understanding the mechanism of induction could help in designing therapeutic strategies for KS and PEL. To determine if regulation occurs at the transcriptional level, HMEVC-d cells were pretreated with transcriptional inhibitor actinomycin D prior to de novo KSHV infection (Sharma-Walia et al., 2010b). Pretreatment of HMVEC-d cells with actinomycin D drastically inhibited the effect of KSHV infection on both COX-2 mRNA levels and PGE2 secretion. To determine if a KSHV-induced signal cascade and/or viral gene expression is required for COX-2 induction, COX-2 promoter activity in HMVEC-d cells were monitored. These HMVEC-d cells were transfected with the COX-2 promoter and then infected with 30 DNA copies of KSHV/cell (either live or UV inactivated and replication incompetent; Sharma-Walia et al., 2010b). Compared to live virus UV-KSHV could not induce sustained levels of COX-2, thus suggesting that virus entry and binding induces COX-2 but KSHV gene transcription is required to sustain COX-2 (Sharma-Walia et al., 2010a). It is well known that COX-2 promoter activity is regulated by several transcription factors, including NFkB, nuclear factor IL-6, activator protein AP-1, cAMP response element binding (CREB) protein, and nuclear factor of activated T cells (NFAT; Iniguez et al., 1999, 2000). The COX-2 promoter has distal NFAT (dNFAT) and proximal NFAT (pNFAT) cis-acting elements. Promoter assays show that dNFAT plays an important role in KSHV-induced COX-2 promoter activity (Sharma-Walia et al., 2010a). cAMP response element (CRE) recognition sequences in the human COX-2 promoter are also important for KSHV infection-induced transcriptional activity as promoter deletion experiments show that these regions are vital for transcriptional activation upon KSHV infection. CRE and NFAT together are important for KSHV infection-induced COX-2 regulation (Sharma-Walia et al., 2010b). To identify the role of KSHV-induced signal transduction pathways in COX-2 regulation, several signaling inhibitors were used to study COX-2 promoter activity and its gene expression. PI3K, PKC, FAK, MEK, P38, and JNK inhibition strongly reduced COX-2 promoter activity and its gene expression (Sharma-Walia et al., 2010a). PGE2 being the end product its influence on COX-2 promoter and gene expression was studied by supplementing PGE2 exogenously (Sharma-Walia et al., 2010a). It was found that PGE2 could stimulate both COX-2 promoter activity and gene expression concluding that PGE2 autoregulates COX-2 (Sharma-Walia et al., 2010a). PGE2 amplifies COX-2 levels by cAMP/PKA signaling mediated inactivation of GSK3 (Sharma-Walia et al., 2010a).

In another study, the interplay between KSHV latency protein vFLIP and host protein COX-2 was demonstrated (Sharma-Walia et al., 2012; Paul et al., 2013b). Studies showed that vFLIP activates COX-2/PGE2 in a NF-κB-dependent manner and conversely, COX-2/PGE2 is required for vFLIP induced NF-κB activation, extracellular matrix (ECM) interaction, FAK/Src/AKT, Rac1-GTPase activation, mitochondrial antioxidant enzyme manganese superoxide dismutase (MnSOD) level, and anoikis resistance (Sharma-Walia et al., 2012; Paul et al., 2013b). vFLIP expression mediated the secretion of pro-inflammatory cytokines, and spindle cell differentiation activated the phosphorylation of p38, RSK, FAK, Src, Akt, and Rac1-GTPase (Sharma-Walia et al., 2012; Paul et al., 2013b). Celecoxib, a selective inhibitor of COX-2, has demonstrated its chemotherapeutic properties in a variety of cancers including colon, breast, skin, prostate, and pancreatic cancer cells, but was never tested in KSHV-associated malignancies (Jendrossek, 2013). Blocking COX-2 with celecoxib or NS398 [N-(2-cyclohexyloxy-4-nitrophenyl)-methanesulfonamide] decreased activation of signaling molecules including NFKB (reduced nuclear translocation of p65), FAK, Src, AKT, ERK, P-38, RSK, and Rac1-GTPase, and thereby decreased vFLIP-mediated protection of HMVECs from anoikis (Sharma-Walia et al., 2012). KSHV vGPCR (G-protein coupled receptor), vFLIP have been shown to induce expression of COX-2/PGE2 but not COX-1, and its paracrine effects in KS pathogenesis (Matta et al., 2007; Shelby et al., 2007). Another elegant study linked STE20 kinase family member-MAP4K4 (MEK kinase kinase kinase) to COX-2, which contributed to KSHV lytic reactivation (Haas et al., 2013; Mariggio et al., 2017).



UTILIZING COX-2 AS A THERAPEUTIC TARGET

To determine the role of KSHV induced COX-2 on the secretion of PGE2, indomethacin and NS 398 (inhibitors of COX-2) were used to pretreat KSHV infected HMVEC-d cells. A 93 and 88% reduction in levels of PGE2 was observed thereby concluding that KSHV infection associated COX-2 upregulation was the reason for enhanced PGE2 levels. Pretreating HMVEC-d and HFF cells with COX-2 inhibitors did not interfere in KSHV binding, entry, and trafficking (Paul et al., 2011). However, viral latency gene Orf73/LANA1 was significantly reduced by 80% at 24 h post infection in HMVEC-d cells pretreated with indomethacin, an NSAID (Ghosh et al., 2015). The level of lytic gene Orf50/RTA was not affected by indomethacin or NS-398 pretreatment. NS-398 is a COX-2-specific inhibitor that has been shown to have chemotherapeutic potential against colon and pancreatic cancer cells (Paul et al., 2011). Exogenous PGE2 supplementation could reverse this inhibitory effect of indomethacin and NS-398 (Sharma-Walia et al., 2006). Treating PEL cells with orally active COX-2 selective inhibitor Nimesulide (4-nitro-2-phenoxymethanesulfonanilide) to disrupt latency has shown to be beneficial (Paul et al., 2011). Effect of nimesulide treatment was tested on PEL (BCBL-1, BC-3, JSC-1), EBV-infected (Raji) and non-infected (Akata, Loukes, Ramos, BJAB) human Burkitt’s lymphoma (BL), and EBV harboring lymphoblastoid (LCL), KSHV infected (TIVE-LTC), TIVE, and primary endothelial HMVEC-d cells (Paul et al., 2011). KSHV positive PEL cells (BCBL-1, BC-3) reduced cell proliferation, colony formation, and enhanced apoptosis when compared to KSHV negative B-lymphoma cells (BJAB; Paul et al., 2011). Nimesulide treatment of PEL cells blocked LANA1 and vFLIP latency genes. Targeting COX-2 is effective in downregulating latency in PEL cells; however, further studies are required using in vivo models as these inhibitors are associated with cardiovascular diseases (Pawlosky, 2013).



ROLE OF PROSTAGLANDIN E2 (E-TYPE PROSTANOID RECEPTORS, EP) RECEPTORS IN KSHV INFECTION

Prostaglandin E2, the most versatile prostanoid exerts its pleiotropic effects through a group of four G-protein-coupled receptors (GPCRs) designated subtypes EP1, EP2, EP3, and EP4 (Sugimoto and Narumiya, 2007; Yokoyama et al., 2014; Figure 3). These GPCRs have seven transmembrane helices (Funk, 2001). There are multiple splicing isoforms of the subtype EP3 (α, β, γ), which are generated by alternative splicing of the C-terminal tail (Sugimoto and Narumiya, 2007). Among all EP receptors, EP1 is known to regulate Ca2+ channel gating (Sugimoto and Narumiya, 2007) and increase intracellular calcium via receptor-activated Ca2+ channels (RACC; Katoh et al., 1995; Tabata et al., 2002; Figure 3). EPs, both EP2 and EP4 are coupled to induction of cAMP via adenylate cyclase (AC; Sugimoto and Narumiya, 2007; Figure 3). However, EP3 receptor inhibits AC and decreases cAMP concentrations (Sugimoto and Narumiya, 2007; Figure 3). EP4 is widely distributed in the body and it can activate PI3K and can be coupled to GPCR kinases (GRK), β-arrestin, and β-catenin signaling pathways during carcinogenesis (Yokoyama et al., 2013). Therapeutic potential of EP modulators has been shown in colorectal cancer, neurologic disease, glaucoma, ocular hypertension, bone formation, cardiovascular disease, ulcerative colitis, solid tumors, and B cell lymphoma (Markovic et al., 2017). Functional EP receptors EP1, EP2, EP3α, and EP4 have been reported to be present on perinuclear sites and nuclear membranes of a variety of cell types and tissues but the signaling pathways for these have not been investigated (Gobeil et al., 2003, 2006; Zhu et al., 2006).
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FIGURE 3. EP receptors and their downstream signaling: PGE2 binds to its cognate receptors, the E-series of prostaglandin receptors (EP1–EP4) on the plasma membrane and nuclear membrane. These receptors are also present on tumor cells, stromal cells and immune effector cells such as neutrophils, mast cells, monocytes, macrophages, myeloid dendritic cells, natural killer (NK) cells, plasma cells, and lymphoid dendritic cells (inset). Major signaling pathways involve activation of activation of phospholipase C (PLC) resulting in the increase in intracellular calcium (EP1), also the activation of PKC, NF-κB, adenylate cyclase; AC (EP2 and EP4) and subsequent surge in cAMP, and inhibition of adenylate cyclase (EP3). EP4 stimulates cAMP-independent signaling through activation of GRK/β-arrestin/Src/PI3K/GSK3 pathway, leading to the nuclear translocation of β-catenin. These signaling pathways subsequently induce the nuclear translocation/activation of transcription factors, which bind to the promoters of genes involved in cell cycle survival, anti-apoptosis, angiogenesis, immune evasion, and cell proliferation.



Cyclooxygenase-2 has been shown as a major player of tumor progression in melanoma as COX-2 has strong relationship with the dynamic expression of programmed cell death protein ligand 1 (PD-L1) on tumor cells (Botti et al., 2017). The tumor-induced PGE2 due to overexpression of PGE2 synthase 1 and reduction of PGE2 degrading enzyme 15-hydroxyprostaglandin dehydrogenase induces PD-L1 expression in bone marrow-derived cells, macrophages, and myeloid-derived suppressor cells (MDSCs; Prima et al., 2017). COX2 inhibitors or PGE2 receptors EP2 and EP4 antagonists combined with anti-PD-1 blockade have shown the therapeutic potential in improving eradication of tumors and augmenting the numbers of functional tumor-specific cytotoxic T lymphocytes (CTL) function in tumor-bearing hosts (Miao et al., 2017). Follicular dendritic cells (FDCs) of the lymphoid tissue produce PGE2, and it plays an immunoregulatory function. Targeting PGE2 receptors using EP2 and EP4 antagonists along with COX-2 inhibitors results in synergistic inhibition of PGE2-mediated Akt phosphorylation/activation in FDC like (Harizi et al., 2003; Lee et al., 2008).

Prostaglandin E2 suppresses effector functions of macrophages and neutrophils and the Th1-, CTL-, and NK cell-mediated immunity (Kalinski, 2012; Agard et al., 2013; Turcotte et al., 2017). PGE2 promotes Th2, Th17, and regulatory T cell responses, impairs CD4+ T cell activation (Chemnitz et al., 2006; Kalinski, 2012; Sreeramkumar et al., 2012), and also tempers chemokine production (Kalinski, 2012). PGE2 can promote the tissue influx of neutrophils (Yu and Chadee, 1998), macrophages (Nakayama et al., 2006), and mast cells (Weller et al., 2007). PGE2 suppresses the cytolytic effector functions of NK cells (Bankhurst, 1982; Goto et al., 1983). PGE2 inhibits NK cell production of IFN-γ, abolishes NK cell “helper” function in the DC-mediated induction of Th1 and CTL responses (Mailliard et al., 2005), and facilitates the establishment of metastases in experimental animals (Yakar et al., 2003). PGE2 inhibits granulocyte functions (Smith, 1977) and underwrites to the defective innate host defense in patients after bone marrow transplantation (Ballinger et al., 2006). PGE2 limits the phagocytosis by alveolar macrophages and their pathogen-killing function (Serezani et al., 2007) partly via EP2 (Aronoff et al., 2004). PGE2 promotes mast cell induction, their local attraction, and degranulation via EP1 and EP3 (Hu et al., 1995; Gomi et al., 2000; Nakayama et al., 2006; Wang and Lau, 2006). Murine splenic NK cells express all EP1-4 receptors and inhibiting PGE2 production or preventing signaling through the EP4 receptor could suppress NK cell functions including migration, cytotoxicity, and cytokine release (Holt et al., 2012; Park et al., 2018).

Prostaglandin E2 disturbs early stages of DC differentiation and adds to systemic DC dysfunction in cancer (Kalinski et al., 1997; Sombroek et al., 2002; Sharma et al., 2003; Heusinkveld et al., 2011). PGE2 subdues the differentiation of functionally competent Th1-inducing DCs and the subsequent “PGE2 DCs” characterize MDSCs, which can suppress CTL responses (Obermajer et al., 2011). Besides these functions, PGE2 acts as an inhibitory damage-associated molecular pattern (DAMP) and negatively regulates cell death-induced inflammatory responses, which may have translational magnitudes in therapeutic interventions for inflammation-associated diseases (Hangai et al., 2016).

Previous studies (Sharma-Walia et al., 2006, 2010a,b, 2012; George Paul et al., 2010; Paul et al., 2011, 2013a,b) revealed that COX-2 and its metabolite PGE2 are two pivotal molecules controlling KSHV latency. PGE2 binds to EP1-4 receptors (Buchanan and DuBois, 2006; Dubois, 2014). KS patient tissue section staining revealed higher levels of PGE2 receptors EP1-4 and mPGES when compared to tissue sections obtained from healthy controls (George Paul et al., 2010). TIVE-LTC exhibited upregulated expression of EP1, 3, and 4 with downregulated EP2. Blocking EP1 in TIVE-LTC cells reduced KSHV latency protein LANA1 while blocking EP4 downregulated COX-2 gene expression and PGE2 levels suggesting that KSHV utilizes EP receptors to maintain latency and COX-2/PGE2 levels. Blocking EP receptors also downregulated several cell signaling molecules such as pPI3K, pPKCζ/λ, Ca2+, pNFκB, and pERK, which impact KSHV infection and pathogenesis (Figure 4). EP1 (8-chloro-2-[3-[(2-furalphanylmethyl)thio]-1-oxopropyl] hydralphazide, dibenze [b,f] oxalphazepine-10 (11H)-calpharboxylic acid) and 2 (6-isopropoxy-9-oxoxanthene-2-carboxylic acid) antagonists reduced levels of pSrc. EP1, 2, and 3 antagonists reduced levels of p-PI3K. In addition, EP2 and EP4 (4-(4,9-diethoxy-1, 3-dihydro-1-oxo-2H-benz[f]isoindol-2-yl)-N-(phenylsulfonylbenzenacetamide)) antagonists downregulated p-PKCζ/λ whereas EP1, EP2, and EP4 antagonists treatment abrogated p-NFκB activation (George Paul et al., 2010). The mechanism of EP receptor regulation of LANA1 was found to be linked to its Ca2+ inducing property (George Paul et al., 2010). KSHV induced PGE2 induced Ca2+ levels, which sequentially enhanced signaling via EP1 receptor (George Paul et al., 2010). PGE2 then alters the LANA promoter in the −262 and −159 region. Blocking Ca2+ abrogated the effect of PGE2 induced LANA1 (George Paul et al., 2010). This study helped in understanding latency in a whole new breadth of calcium signaling via EP receptors in KSHV infected cells. This study advanced the role of COX-2 and PGE2 in latency establishment (George Paul et al., 2010). Studies were performed to understand how blockade of both COX and EP receptors would work in combination to treat KSHV infection and pathogenesis (Paul et al., 2013a). A combination of COX-2 inhibitor celecoxib, EP1 antagonist SC-51322, and EP4 antagonist GW 627368X induced apoptosis and promoted expression of tumor suppressors such as ATM, FHIT, HIC1, MCL1, NCAM1, RASSF1, TIMP2, TIMP3, and TP53 in PEL cells. One of the major issues with this treatment is the risk of thrombotic and cardiovascular events due to the absence of aspirin-like platelet aggregation inhibiting properties (Paul et al., 2013a). Due to the abundance of EP2 and EP4 receptors in cancer, it is considered as an appropriate target for treating breast and colorectal cancer (Reader et al., 2011; Ma et al., 2015). The highly specific and potent EP4 antagonist BGC20-1531 was also under clinical trial for treating headaches caused by a PGE2 outburst (Cai et al., 1999).
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FIGURE 4. Combating inflammation promoted by KSHV infection: KSHV infection promotes pro-inflammatory lipid mediators of arachidonic acid pathway and the enzymes involved in their synthesis. Inhibiting these lipid mediators and the enzymes involved in their synthesis has shown efficacy in downregulating KSHV latent gene expression. This schematic has been divided into two sections showing inflammatory COX-2 (Sharma-Walia et al., 2006, 2010a,b, 2012; George Paul et al., 2010; Paul et al., 2011, 2013a,b), and LO pathways induced upon KSHV infection (Sharma-Walia et al., 2014). Upregulation of COX-2/PGE2 in KSHV infected cells promotes tube formation, angiogenesis, pro-inflammatory cytokine and chemokine release, cell survival, and cell invasion. 5LO/LTB4 upregulation promotes monocyte adhesion, chemotaxis, and transmigration. Reducing the levels of these lipid mediators by using their specific inhibitors (indomethacin, nimesulide, NS-398, Zileuton, MK866), gene silencing, or blocking PGE2 receptors (EP receptors) showed promise in downregulating KSHV gene expression (LANA1, vFLIP, vCyclin, LANA2, K5, vMIPs), angiogenesis (VEGFs), inflammatory cytokines (GRO, RANTES), and inflammation associated signaling cascades (pSrc, PI3K, and pNFκB; Sharma-Walia et al., 2006, 2010a,b, 2012, 2014; George Paul et al., 2010; Paul et al., 2011, 2013a,b).



5-Lipoxygenase (5LO), an Enzyme of the Leukotriene Pathway, Upregulated During KSHV Infection

Yet another pro-inflammatory metabolite of the arachidonic acid pathway is leukotriene B4 (LTB4). Enzyme arachidonate 5-oxidoreductase [EC1.13.11.34] (5LO), its activating protein FLAP (5LO activating protein), and LTA4H are responsible for the synthesis of potent chemotactic LTB4 (Haeggstrom, 2004). LTB4 has been shown to impact the immune response and spread of viral infections, including those caused by HIV, respiratory syncytial virus (RSV), and Epstein-Barr virus (EBV). 5LO, LTA4H, and LTB4 are found at high levels in most of the inflammation and oxidative stress-associated cancers, such as breast, lung, prostate, pancreatic, colon, bladder, esophageal, and testicular cancers; glioma; chronic myelogenous leukemia; Mantle cell lymphoma (MCL); and NHLs. 5LO pathway inhibitors have been tested as chemoprevention agents in many cancers. Since LTB4 is linked to inflammation and immune modulation and KS, PEL, and MCD are chronic inflammation-associated malignancies, the regulation of 5LO/LTB4 cascade was tested as one of the virus’s triggered host factors involved in KSHV pathogenesis. It was demonstrated that KSHV infection induces the 5LO/LTB4 cascade to support its latent infection and in the induction of the inflammatory milieu (Sharma-Walia et al., 2014). Targeting of 5LO/LTB4 provides a new avenue of treatment against KSHV associated malignancies (Sharma-Walia et al., 2014).

To study the role of 5LO and LTA4H in KS, the skin tissue sections of healthy subjects and KS patients for the presence of 5LO and LTA4H were analyzed. KS patient tissue sections showed higher levels of 5LO and LTA4H when compared to healthy patient tissue sections (Sharma-Walia et al., 2014). 5LO is generally found in the cytoplasm but on activation it moves to the nuclear membrane with the help of FLAP to actively synthesize LTB4. 5LO also requires Ca2+ or NF-κB for its nuclear translocation. Latently infected TIVE-LTC cells showed a dense staining for 5LO in the nucleus when compared to uninfected TIVE cells (Sharma-Walia et al., 2014). The presence of 5LO in the nucleus determines its active state. This indicated that TIVE-LTC cells have a higher capacity to synthesize LTB4 when compared to TIVE cells (Sharma-Walia et al., 2014). TIVE-LTC cells also express high levels of LTA4H and FLAP enzymes when compared to TIVE cells (Sharma-Walia et al., 2014). HMVEC-d cells were de novo latently infected with KSHV and the status of 5LO pathway genes was examined. When compared to uninfected control HMVEC-d cells, latently infected HMVEC-d cells expressed higher levels of 5LO, LTA4H, and FLAP. Similar upregulation of 5LO pathway enzymes was seen in KSHV infected BCBL-1 than KSHV negative BJAB cells (Sharma-Walia et al., 2014). The induction of 5LO was dependent on the presence of the KSHV transcriptome, as UV-KSHV was unsuccessful in upregulating 5LO levels (Sharma-Walia et al., 2014). As KSHV infection has been shown to enhance levels of enzymes that synthesize LTB4, the level of this metabolite was measured in latently infected HMVEC-d cells. When compared to uninfected cells, latently infected HMVEC-d cells secreted high levels of LTB4. Cytoplasmic and nuclear fractions were isolated from KSHV infected HMVEC-d cells and TIVE LTC cells then the levels of 5LO, FLAP, and LTA4H were evaluated against respective controls. When compared to uninfected HMVEC-d cells, KSHV infected HMVEC-d cells showed high levels of 5LO, FLAP, and LTA4H in the nuclear fractions. A similar enrichment of 5LO pathway enzymes was seen in the nuclear fractions of TIVE-LTC when compared to TIVE cells (Sharma-Walia et al., 2014).



INHIBITING 5LO PATHWAY

5 Lipoxygenase is localized in the nucleus as well as the cytosol, but on cellular activation, 5LO undergoes Ca+2 or NF-κB-dependent translocation to the nuclear envelope (Balcarek et al., 1988; Dixon et al., 1988; Funk, 2001; Peters-Golden and Brock, 2001). The mechanism of nuclear translocation involves the necessary association of 5LO with a novel 18-kDa membrane protein known as 5LO-activating protein, or FLAP (Miller et al., 1990). KSHV infection has already been shown to upregulate NF-κB (Cannon et al., 2003; Sadagopan et al., 2007). Treating BCBL-1 cells with NF-κB inhibitor Bay11-7082 has shown to drastically reduce the levels of 5LO (Figure 4). 5LO activation also requires Ca2+ for its nuclear translocation. Using Ca2+ inhibitors BAPTA-AM and TMB-8 showed no change in levels of 5LO suggesting that KSHV-induced NF-κB plays an important role in 5LO activation (Sharma-Walia et al., 2014). KSHV infection promoted 5LO and FLAP interaction (Sharma-Walia et al., 2014). Blocking 5LO either by silencing (5LO short hairpin RNA (h) lentiviral particle (5LO)-transduction) or by using inhibitors (MK866 and zileuton) reduced the levels of LTB4 secreted (Sharma-Walia et al., 2014). MK866 is an orally active anticancer drug that blocks binding of 5LO to the membrane by specifically interacting with the membrane-bound activating protein FLAP, which is necessary for cellular LT biosynthesis (Rouzer et al., 1990). Zileuton is a FDA-approved orally active inhibitor of 5LO and thus inhibits LTB4 formation. Zileuton is used to prevent difficulty in breathing, chest tightness, wheezing, and coughing due to asthma and has also been tested for its antineoplastic properties in colon, lung, and prostate cancers (Chen et al., 2004; Li et al., 2005). Inhibiting 5LO affected a lot of viral gene expression, including the lytic gene K5, which is involved in the downregulation of major histocompatibility complex class I (MHC1), intercellular adhesion molecule 1 (ICAM-1), and B7.2 (Russo et al., 1996; Neipel et al., 1997). 5LO inhibition also had a significant impact on reducing vMIP-1 and vMIP-2 gene expression as well as downregulates KSHV latent vCyclin and LANA2 gene expression (Sharma-Walia et al., 2014; Figure 4). KS lesions are prominent sites for leukocyte infiltration consisting of monocytes, lymphocytes, and mast cells (Ensoli and Sturzl, 1998; Ensoli et al., 2000; Remenyik et al., 2005). KSHV infection has been shown to shift the immune response from a TH1 to a TH2 microenvironment (Stine et al., 2000). 5LO inhibition on the other hand could reverse this by promoting TH1-related cytokines such as interferon gamma (IFNγ) and IL-2 (Figure 4). KSHV infection promotes lipogenesis (Bhatt and Damania, 2012) to aid in latency establishment (Delgado et al., 2012). Blocking 5LO reduces lipogenesis and is a target in treating obesity and its related disorders (Neels, 2013). KSHV infection promotes lipogenesis by stimulating fatty acid synthase (FASN) transcription via enhancing the levels of 5LO. Silencing 5LO reversed lipogenesis by lowering FASN promoter activity and its expression (Sharma-Walia et al., 2014). Since FASN, a key enzyme required in lipogenesis, is important in KSHV latency, study (Sharma-Walia et al., 2014) suggested that 5LO/LTB4 play important roles in KSHV biology and that effective inhibition of the 5LO/LTB4 pathway could potentially be used to control KS/PEL (Figure 4).



LIPOXINS AS ANTI-INFLAMMATORY PATHWAYS OF ARACHIDONIC ACID

Kaposi’s sarcoma-associated herpesvirus infection apart from triggering a lot of pro-inflammatory molecules of the arachidonic acid pathway also influences anti-inflammatory molecules such as lipoxins (Chandrasekharan et al., 2016). KS-IMM is a human Kaposi’s sarcoma tumor-derived cell line (AIDS-KS spindle cells), which was chosen as a model to study the influence of lipoxins on KSHV pathogenesis (Albini et al., 2001). KS-IMM (human Kaposi’s sarcoma tumor-derived cell line), which represents KSHV reprogrammed and transformed cells, is a spontaneously immortalized cell line obtained from a KS biopsy (Albini et al., 2001). KS-IMM cells no longer carry the KSHV genome and lack viral latency gene expression but form highly vascularized, rapidly growing tumors when injected into immunocompromised mice. In nude mice, subcutaneously injected KS-IMM cells mixed with matrigel develop palpable tumors. KS cells have been used to test the antiangiogenic, antioxidant, and anti-inflammatory potential of many clinical compounds in vivo (Albini et al., 1994, 2001, 2010; De Flora et al., 1996; D’Agostini et al., 1998; Cai et al., 1999; Aluigi et al., 2000; Tosetti et al., 2002; Vannini et al., 2007). It was reported that KS-IMM cells express abundant levels of enzymes COX-2 and 5LO along with their respective metabolites PGE2 and LTB4 (Marginean and Sharma-Walia, 2015). Similar to the previously published reports (Albini et al., 1994, 1995, 2001; Morini et al., 1999), recent study found that KS-IMM cells have a rich angiogenic and inflammatory microenvironment comprised of cytokines such as IL-6, IL-8, and VEGF-A and VEGF-C (Marginean and Sharma-Walia, 2015). Treating these cells with lipoxins decreased the levels of enzymes COX-2, 5LO, and their metabolites PGE2 and LTB4 (Marginean and Sharma-Walia, 2015; Figure 5). PGE2 receptors/EPs, as previously shown to influence KSHV latency, were also affected by lipoxin treatment (Marginean and Sharma-Walia, 2015). The level of EP1 receptor was reduced while EP2 and EP4 did not change on lipoxin treatment of KS-IMM cells (Marginean and Sharma-Walia, 2015). The levels of pro-inflammatory cytokines IL-6 and IL-8 secretion were markedly reduced upon lipoxin treatment of KS-IMM cells (Marginean and Sharma-Walia, 2015; Figure 5). A significant decrease in the phosphorylation status of FAK, AKT, NF-κB, and ERK1/2 upon lipoxin treatment was observed (Marginean and Sharma-Walia, 2015). These signaling pathway molecules are generally upregulated during KSHV infection. In addition to influencing signaling molecules, lipoxin treatment also altered the levels of transcription factors to control gene expression of various pro-inflammatory molecules such as interferons, and cytokines (Marginean and Sharma-Walia, 2015). Angiogenic factor VEGF-C secretion was lowered on lipoxin treatment while VEGF-A levels were not affected (Marginean and Sharma-Walia, 2015). VEGFs are primarily involved in endothelial cell tube formation, which was abrogated in cells treated with lipoxins. VEGFs interact with VEGFRs, which consist of three types VEGF-R1, -R2, and -R3 (Neufeld et al., 1996, 1999; Poltorak et al., 1997, 2000). This interaction between VEGF and its receptor promoted KSHV pathogenesis (Montaner et al., 2001; Bais et al., 2003; Zhang et al., 2005; Sivakumar et al., 2008; Dai et al., 2012). When compared to HMVEC-d cells, KS-IMM cells express higher levels of VEGFR2 (Marginean and Sharma-Walia, 2015). Lipoxin treatment of KS-IMM cells markedly reduced the activity (phosphorylation) of VEGFR2 by translocating it from lipid raft to non-lipid raft domains (Marginean and Sharma-Walia, 2015). Lipoxins exert their anti-inflammatory activity by binding to a GPCR called lipoxin A4 receptor/formyl peptidyl receptor (ALX/FPR) (Serhan et al., 1984; Maderna and Godson, 2009). The status of ALXR/FPR was examined on KS-IMM cells. When compared to HMVEC-d cells, KS-IMM cells express reduced numbers of ALXRs (Marginean and Sharma-Walia, 2015).
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FIGURE 5. Lipoxins as anti-inflammatory lipid mediators in KSHV infection and pathogenesis: this schematic summarizes our findings (Sharma-Walia et al., 2010b; Marginean and Sharma-Walia, 2015; Chandrasekharan et al., 2016) that KSHV utilizes its miRNA cluster to target enzyme 15 lipoxygenase (15LO) to downregulate anti-inflammatory lipoxin secretion. Treating KSHV infected cells with lipoxins has been shown to provide a more resolving anti-inflammatory microenvironment (Sharma-Walia et al., 2010b; Marginean and Sharma-Walia, 2015; Chandrasekharan et al., 2016). Key inflammatory cytokines IL-6 and IL-8 were downregulated, levels of PGE2 and LTB4 were reduced, and several cellular signaling molecules such as NF-κB, AKT, FAK, and ERK levels were also lowered. Lipoxin treatment reduced angiogenic VEGF-C secretion and downregulated the phosphorylation of VEGFR (Marginean and Sharma-Walia, 2015). Lipoxin receptor ALX is a vital component of lipoxin signaling (Chandrasekharan et al., 2016). ALX silencing enhanced KSHV infection-induced NF-κB and ERK activation (Chandrasekharan et al., 2016). Lipoxin treatment also regulates KSHV infection-induced multiple transcription factors such as SRF, EGR1, and NAB1 (Marginean and Sharma-Walia, 2015).



This study was further expanded to a more relevant model of KSHV infection using HMVEC-d cells. De novo KSHV infection in HMVEC-d cells shows a time of infection dependent decrease in lipoxin secretion. Similarly, KSHV positive PEL cell lines including BCBL-1, BC-3 have a reduced level of lipoxin secretion when compared to KSHV negative BJAB cells and healthy B cells (Chandrasekharan et al., 2016). This observation shows that KSHV infection downregulates lipoxin secretion. The role of lipoxin receptor in this process was then studied. Immunohistochemistry of an array of KS patient tissue sections shows that ALXR is widely present in infected cells and the levels of ALXR/FPR in KS cells are like those in healthy cells (Chandrasekharan et al., 2016). Treating latently infected HMVEC-d cells with lipoxin/epilipoxin reduced levels of signaling molecules (NF-κB, AKT, and ERK1/2) as well as pro-inflammatory enzymes and their metabolites (COX-2/PGE2 and 5LO/LTB4; Chandrasekharan et al., 2016; Figure 5). The ALXR receptor is vital for lipoxin to exert its anti-inflammatory activity. Knocking down ALXR/FPR in Osteosarcoma U2OS cells using CRISPR/CAS9 technology affected lipoxin signaling as high levels of NFKB, AKT, ERK1/2, and inflammatory proteins (COX-2, 5LO) were still persistent in lipoxin treated cells (Chandrasekharan et al., 2016). This observation of increased levels of pro-inflammatory proteins despite lipoxin/ epilipoxin treatment could be attributed to the absence of the ALX/FPR receptor.

Since both KS and PEL are associated with latency, the influence of latency genes on lipoxin secretion was studied. Lipoxin secretion was measured in HMVEC-d cells transduced with various viral latency genes such as vCyclin, vFLIP, and LANA1. No significant change in lipoxin secretion was observed when latency genes were expressed in HMVEC-d cells (Chandrasekharan et al., 2016). The latency cluster also contains a group of KSHV 12 pre-miRNAs. To evaluate the effect of KSHV miRNA on lipoxin secretion, EA.hy 926 endothelial cells were modified lentivirally to express KSHV miRNA. As a control, EA.hy cells were lentivirally transduced with GFP. On comparing the lipoxin levels in these lentivirally modified cells, the KSHV miRNA cluster was identified as a potential cause for the observed decrease in lipoxin levels in EA.hy cells carrying KSHV miRNA (Chandrasekharan et al., 2016). miRNAs function by targeting the 3′ end of mRNA for degradation. The KSHV-miRNA cluster was found to lower levels of the enzyme 15LO, which is involved in the synthesis of lipoxins (Figure 5). This study identified that KSHV utilizes lipoxin pathway for its own advantage and treating infected cells with lipoxins could be an alternative therapeutic approach (Chandrasekharan et al., 2016). Further studies are required to understand the mechanism of lipoxins action on the KSHV life cycle. Understanding the mechanism of action of lipoxins could help to develop novel therapeutic options for KSHV infection. Our studies on KSHV and lipoxins could be extended to other viral mediated pathogenesis. Lipoxins could possibly be used in conjunction with existing therapeutics to enhance a resolving environment in PEL cells.



CONCLUSION AND PERSPECTIVES

Studies so far have shown that KSHV alters the lipid mediators of the arachidonic acid pathway for its own advantage. Several herpesviruses induce COX-2 expression and PGE2 production to enhance and establish efficient infection (Shelby et al., 2005). Like KSHV, EBV has also been shown to induce COX-2 (Gandhi et al., 2017). High levels of COX-2 were reported in Hodgkin’s lymphoma patients (Al-Salam et al., 2013). This enhanced COX-2 helps in establishing angiogenesis by upregulating VEGF. COX-2 inhibition by NS 398 has been shown to decrease VEGF levels suggesting that COX-2 plays a vital role in angiogenesis (Murono et al., 2001).

With the newly identified clinical manifestations of KSHV infection, KICS, and the IRIS, controlling inflammation could be a key strategy for treating KSHV infected patients (Gasperini et al., 2012; Polizzotto et al., 2012; Ray et al., 2012; Uldrick et al., 2012). KS and IRIS patients show high morbidity (Chandrasekharan et al., 2016). KICS is expected to be an unknown cause of mortality in HIV patients. KICS patients show extremely high levels of IL-6 and IL-10 along with other inflammatory cytokines (Polizzotto et al., 2012; Ray et al., 2012). Arachidonic acid, being a key pathway in inflammation and resolution, is a potential solution to combat KSHV associated pathogenesis. Although KSHV utilizes the pro-inflammatory arm of the arachidonic acid pathway to promote inflammation but anti-inflammatory metabolites from this pathway could be beneficial to treat/resolve inflammation induced by KSHV infection. Hence, understanding how every molecule of this pathway interacts with KSHV is essential to design therapeutic strategies. The arachidonic acid pathway provides multiple ways of targeting the virus. On one hand, using inhibitors for the inflammatory metabolites/enzymes and on the other hand promoting anti-inflammatory lipid mediators can provide benefits. Further studies are required to understand the other lipid mediators of this pathway and its relation to KSHV. With limitations in the current treatment options for KS and PEL, there is an urge to develop safer, more powerful therapeutics. Although the introduction of HAART therapy significantly reduced death due to KSHV infection, and KSHV is therefore no longer a threat to human health but treating advanced cases of KS, which do not respond to any treatment, is still challenging. Additionally, understanding viral interaction with the host is essential as similar pathways are involved in other pathogenic infections. Current treatment strategies for KS and PEL involve the use of conventional chemotherapeutics such as anthracyclines, antimitotic agents, and microtubule stabilizers, and CHOP (cyclophosphamide, doxorubicin, vincristine, and prednisone) which provide no specific cure for PEL (Okada et al., 2014). Many studies describing specific anti-PEL therapies are underway, which include development of pro-apoptotic agents (proteasome inhibitor bortezomib and azidothymidine), anti-proliferative antibiotic rapamycin, anti-proliferative (PI3K/AKT, NFkB inhibitors), p53 activator nutlin-3a, antiviral compounds cidofovir and interferon-α, and KSHV latency gene blocking agents such as glycyrrhizic acid (GA), and G-quadruplex stabilizers (Hocqueloux et al., 2001; Toomey et al., 2001; An et al., 2004; Curreli et al., 2005; Klass and Offermann, 2005; Luppi et al., 2005; Halfdanarson et al., 2006; Sarek and Ojala, 2007; Sarek et al., 2007; Sin et al., 2007; Carbone et al., 2009; Bhatt et al., 2010; Madireddy et al., 2016). Antiviral drugs such as acyclovir, adefovir, foscarnet, and cidofovir are in clinical use and have shown moderate benefits in reducing viral load (Hocqueloux et al., 2001; Luppi et al., 2005; Halfdanarson et al., 2006). KSHV is commonly co-infected with HIV and effective control of the latter by HAART therapy has been shown to be effective; however, treating advanced KS remains a problem (Casper, 2008).
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Previous studies have provided evidence suggesting a role for apoptosis in the control of Herpes Simplex Virus 1 (HSV-1) latency. HSV-1 induces and then later blocks apoptosis in infected cells. The immediate early viral gene α0, which synthesizes the ICP0 protein, is necessary and sufficient for HSV-1-induced apoptosis in human epithelial (HEp-2) cells. While previous research showed that ICP0 protein synthesis is not necessary for HSV-1-induced apoptosis in infected HEp-2 cells, circumstantial evidence suggested that it might be needed in infected African green monkey kidney (Vero) cells. In this study, we determined the specific aspects of α0 needed to trigger apoptosis in these two cell types. HEp-2 cells transfected with α0 expressing plasmids that generated either full-length, truncated, or no detectable (multiple stop codons) ICP0 protein died through apoptosis. This indicates that ICP0 protein is not necessary for α0-induced apoptosis and that α0 mRNA alone has apoptotic induction properties in HEp-2 cells. We next investigated the primary structure of α0’s mRNA to better define its proapoptotic ability. Since α0 is one of the few HSV-1 genes that are spliced, we transfected cells with a plasmid expressing ICP0 from cDNA copy, pcDNAICP0. The cells transfected with pcDNAICP0 underwent apoptosis at a level equivalent to those transfected with the genomic copy of α0, which indicates that neither splicing events nor introns are required for the apoptotic function of α0 in HEp-2 cells. Next, we studied the ability of α0 to cause apoptosis in Vero cells. Since HSV-1-induced apoptosis in Vero cells requires protein synthesis early in infection, proteins synthesized with immediate early kinetics may facilitate apoptosis. Vero cells were transfected with plasmids producing either full-length ICP0 or ICP0 truncated at codon 212. Full-length ICP0, but not truncated ICP0, induced apoptosis in Vero cells. Together, these results suggest that α0 gene expression triggers apoptosis, but ICP0 protein is needed to facilitate apoptosis in Vero cells. In addition, ICP0’s facilitation activity may lie in its carboxyl-terminated domain. Thus, our results demonstrate that α0’s mRNA and protein possess proapoptotic properties. The requirement for ICP0 protein during HSV-dependent apoptosis appears to be cell type specific.

Keywords: apoptosis induction, α0 gene, ICP0 protein, HEp-2, Vero cells


INTRODUCTION

Herpes simplex virus 1 (HSV-1) is a large, enveloped DNA virus belonging to the Herpesviridae family. The most common clinical manifestation of HSV-1 infections is herpes labialis, commonly referred to as a cold sore. However, when the virus enters tissues outside of the oral epithelium, more serious disease outcomes occur. For example, HSV-1 infections of the cornea cause herpes simplex keratitis, which is the leading cause of infectious blindness in the United States (Liesegang et al., 1989). Furthermore, neonatal HSV infections often spread to the brain, causing life threatening encephalitis. The majority of neonate infections are the result of HSV transmission from maternal genital infections to newborn infects during childbirth. There has been an increase in genital HSV-1 infections in young women in the United States (Peñna et al., 2010). Therefore, insights in the HSV replication cycle have the potential to significantly impact human disease.

One of the defining features of the Herpesviridae family is the ability to form a latent state, from which reactivation events lead to subsequent virus replication and often clinical symptoms. HSV establishes a latent infection in the sensory neurons located at the sites of initial infection, e.g., trigeminal ganglia for oral HSV infections. Reactivation events throughout the lifespan of infected individuals lead to new rounds of lytic virus replication in adjacent epithelial tissues and recurrent herpetic lesions. There is evidence for cellular apoptotic events playing a role in controlling the latent and lytic states of the HSV life cycle (reviewed in Nguyen and Blaho, 2007).

Apoptosis is a form of programmed cell death that has been shown to be important for proper tissue development, prevention of tumors, and cellular responses to pathogens (reviewed in Koyama et al., 2003). Apoptotic cell death is distinguished from other forms of cell death by defined morphological and biochemical features displayed by the dying cells. These features include blebbing and alterations in the chemical makeup of the plasma membrane, condensation and eventual fragmentation of the chromosomal DNA, and loss of mitochondrial membrane potential (Kerr et al., 1972; Wyllie et al., 1980; Takano et al., 1991). One class of enzymes required for most forms of apoptotic cell death are the caspases (reviewed in Salvesen and Dixit, 1997; Villa et al., 1997). Caspases are synthesized as large inactive precursors, which are cleaved and form active tetramers during apoptosis. The caspases cleave their targets at specific peptide motifs containing aspartate residues. Caspase targets include caspases themselves and a variety of other cellular proteins, many which are involved in maintaining the structural or chemical integrity of the cell, e.g., lamin B, DFF/ICAD, and poly(ADP)ribose polymerase (PARP) (reviewed in Sanfilippo and Blaho, 2003).

There are two types of gene products abundantly produced during HSV latency. Both are transcripts from the RL and surrounding regions of the genome. The long transcripts have been the most well-studied and are called the latency associated transcripts (LATs) (Stevens et al., 1987; Spivack and Fraser, 1988). More recently, microRNAs have also been found to be produced during latent infection (reviewed in Phelan et al., 2017). Infections with recombinant viruses harboring LAT deletions have been reported to yield reduced numbers of latently infected neurons compared to wild-type (Sawtell and Thompson, 1992; Thompson and Sawtell, 1997). Other studies reported a reduced ability for LAT mutants to reactivate from latently infected explants (Leib et al., 1989a). LATs have been shown to possess anti-apoptotic activities (Perng et al., 2000; Inman et al., 2001a; Ahmed et al., 2002; Jin et al., 2003). The anti-apoptotic regions of LATs have been correlated with the domains needed for latency (Perng et al., 2000; Inman et al., 2001a; Ahmed et al., 2002). Furthermore, replacement of LAT domains with other anti-apoptotic genes, such as the bovine herpesvirus 1 LR and Baculovirus cpIAP, restore LAT latency functions in rabbit and mouse HSV infection models (Perng et al., 2002; Jin et al., 2005, 2008). Finally, inducting apoptosis in latently infected trigeminal ganglia with dexamethasone accelerated their reactivation (Du et al., 2012). Thus, investigations into apoptosis in HSV-1 infected cells may provide insight into the establishment, maintenance, and/or reactivation from latency.

Previous studies have provided evidence that an intricate balance between apoptotic agonists and antagonists exists within herpes simplex virus-infected cells in both tissue culture and animal models (Nguyen and Blaho, 2009). Seven viral genes have been reported to possess apoptotic antagonistic properties. When these antagonists are not efficiently produced, such as infections in the presence of protein synthesis inhibitors or in the absence of key immediate early genes (vBSΔ27 infection) the apoptotic balance is upset, and the infected cells die through the intrinsic apoptotic pathway (Aubert et al., 2007).

The trigger of this HSV-dependent apoptosis has been mapped to the HSV-1 α0 gene (Sanfilippo and Blaho, 2006). Initial studies into the viral factors triggering apoptosis in HEp-2 cells utilized the protein synthesis inhibitor, cycloheximide (CHX) (Aubert and Blaho, 1999). The human carcinoma HEp-2 cells infected in the presence of CHX underwent apoptosis, suggesting that at least in these cells, triggering of HSV-dependent apoptosis does not require de novo protein synthesis. Further studies using actinomycin D or a recombinant virus lacking all immediate early genes (IE), d109, demonstrated that IE gene transcription was required to trigger apoptosis during infection (Sanfilippo et al., 2004a). HSV encodes four immediate early genes, α4, α27, α22, α0. Infections with recombinant viruses containing mutations in the α4 (CgalΔ3), α27 (vBSΔ27), or α22 (R7802) gene maintained the ability to trigger HSV-dependent apoptosis. In contrast, infection with a recombinant virus lacking expression of the α0 gene (7134) failed to induce apoptosis (Sanfilippo and Blaho, 2006). Furthermore, a virus lacking expression of all immediate early genes except for α0, d106, maintained the ability to trigger apoptosis. The α0 gene encodes a multifunctional protein of 110 kDa in size, ICP0 (reviewed in Everett, 2000; Hagglund and Roizman, 2004). In HEp-2 cells, infection with a virus containing a nonsense mutation at amino acid 212 of ICP0 (n212), which was therefore, unable to produce full length ICP0 protein, was still capable of inducing apoptosis. Finally, one series of experiments determined that expression of ICP0 from a plasmid outside of an HSV infection induced apoptosis in a dose dependent manner in HEp-2 cells (Sanfilippo and Blaho, 2006). Together, these studies demonstrated that the ability of HSV to trigger apoptosis within infected cells maps to the α0 gene, and that translation of the full-length protein was not required for induction of HSV-dependent apoptosis in HEp-2 cells. The α0 gene is located in the long repeat regions of the HSV-1 genome and is unique compared to other HSV-1 genes in that it contains three exons and two introns (Figure 1, line 2). α0 is also unique because the spliced introns remain stable in the cytoplasm and accumulate in a cell-type-dependent manner (Carter and Roizman, 1996). In this study, we go on to further investigate the nature of α0’s pro-apoptotic activities in HEp-2 cells.
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FIGURE 1. Schematic representation of HSV-1 viral constructs and ICP0 plasmids. HSV-1 (line 1) contains two copies of the α0 gene (line 2), encoding ICP0, in the inverted repeated regions (abc a′b′c′) that flank the unique long region (UL) in the HSV-1 genome. The α0 introns and exons are represented by lines and boxes, respectively. The n212 virus generates full-length α0 mRNA but a truncated ICP0 protein. It contains the same α0 sequences as wild-type HSV-1 but there are nonsense mutations in all three reading frames inserted after codon 212 in both copies of ICP0 (line 3). The vCPc0 virus generates cDNA-expressed ICP0 protein from both copies of α0 (line 4). The 7134 virus contains deletions of both copies of α0 and does not produce ICP0 (line 5). The pICP0 plasmid contains the entire genomic ICP0 coding region and flanking sequences (810 bases and 0.4 kB at the 5′ and 3′ ends, respectively) within the pUC8 vector (line 6). The pcDNAICP0 plasmid includes the cDNA copies of ICP0 and flanking sequences from ICP0 coding region (810 bases and 1.1 kB at the 5′ and 3′ ends, respectively) within the pUC19 vector (line 7). pTruncICP0 generates full-length ICP0 mRNA and a truncated protein due to a nonsense mutation after codon 212 (line 8). pα0RNAn12/106 contain nonsense codons at a.a. 12 and 106 (line 9). pα0RNAn12/212 contain nonsense codons at a.a. 12 and 212 (line 10). pICP0GFP contains an internal ribosome entry site (IRES) and the efficient green fluorescent protein (GFP) immediately following the ICP0 gene of pICP0 (line 11). Similarly, pcDNAICP0GFP and pα0RNAn12/106GFP contain the IRES-GFP inserted into pcDNAICP0 and pα0RNAn12/106, respectively (lines 12 and 13).



We also expanded our analysis to investigate the role of α0 and ICP0 in apoptosis in primate kidney Vero cells, which have been previously been shown to possess different requirements for HSV-dependent apoptosis compared to HEp-2 cells (Nguyen et al., 2005). Vero cells undergo HSV-dependent apoptosis when infected with the vBSΔ27-mutant virus, but, unlike HEp-2 cells, fail to undergo apoptosis when infected with wild-type HSV in the presence of cycloheximide. In fact, cycloheximide treatment at or before 3 hpi suppressed the apoptosis induced by vBSΔ27 infection. This data led to the conclusion that as opposed to HEp-2 cells, Vero cells require de novo synthesis of a protein produced by 3 hpi in order to undergo HSV dependent apoptosis. This protein was named the facilitator of apoptosis (FAP), due to its key role in viral apoptosis (Nguyen et al., 2005). FAP could be either a cellular protein produced prior to 3 hpi, or one of the immediate early proteins. In this study we explore whether the ICP0 protein itself can facilitate viral apoptosis during HSV infection in Vero cells.



MATERIALS AND METHODS

Cell Lines and Viruses

Human epithelial (HEp-2) and African green monkey kidney (Vero) cells were obtained from the American Type Culture Collection (Rockville, MD, United States). It has been shown that the HEp-2 strain, which was previously described to be derived from laryngeal carcinoma, is a HeLa contaminant; we have referred to this HeLa-derived strain as HEp-2 (Nguyen et al., 2005). Vero and HEp-2 cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM) and supplemented with 5% fetal bovine serum (FBS). FO6 cells are a Vero derivative, which express the ICP0, ICP4, and ICP27 genes from their respective viral promoters (Samaniego et al., 1998). FO6 cells were grown in DMEM supplemented with 5% FBS containing 400 μg/ml G418 and 300 μg/ml hygromycin. The Vero-derived cell line expressing ICP0 from its viral promotor, L7 (Samaniego et al., 1998), was grown in DMEM supplemented with 5% FBS containing 400 μg/ml G418. HSV-1 strain KOS1.1 (KOS) and HSV-1 strain 17+ (17) are the wild-type strains of HSV-1 used in this study. The HSV-1 mutant, vCPc0, was generously provided by Dr. Saul Silverstein (Columbia University) and has both ICP0 genomic coding regions of 17 replaced by cDNA copies of the ICP0 transcript (Panagiotidis et al., 1997). Vero cells were used for growth and tittering of wild-type HSV-1 strains and of vCPc0. 7134 and n212 viruses were generously provided by Dr. Pricilla Schaffer (Harvard Medical School). 7134 is an ICP0-null virus, which has both copies of ICP0 in KOS replaced by the E. coli lacZ gene (Cai and Schaffer, 1989). This virus was propagated and tittered on FO6 cells. The KOS-derived HSV-1 n212 (n212) contains a stop codon in all three reading frames at amino acid 212 of ICP0 (Cai and Schaffer, 1989). This virus was propagated and tittered on L7 cells. All virus titers were determined at 48 h post-infection by standard dilution techniques.

Viral Infection and Protein Synthesis Inhibition by CHX

HEp-2 cells were seeded in DMEM supplemented with 5% new born calf serum (NBCS) 24 h prior to infection. Cells were infected at a multiplicity of infection (MOI) of 10 and incubated at 37°C for 1 h. Media was aspirated and replaced with 5% NBCS and incubated at 37°C and 5% CO2 for 24 h. In experiments designed to inhibit de novo protein synthesis, cycloheximide (CHX) was added directly to the medium of monolayers at a final concentration of 10 μg/ml, which has been previously shown to sufficiently block viral protein synthesis in KOS-infected cells (Aubert and Blaho, 1999). One hour prior to infection, CHX is added at 37°C and was maintained in the medium until 24 h post-infection when morphological and biochemical analyses were performed (described below).

Plasmids

The pSH, pn212, pn12/106, and pn12/212 plasmids were generously provided by Pricilla Schaffer (Harvard Medical School) and were previously described (Cai and Schaffer, 1989). Briefly, pSH includes the entire ICP0 coding region (3.2 kB) as well as the flanking sequences (0.81 kB 5′ and 0.4 kB 3′) in a pUC8 backbone and for clarity in this study is hereafter referred to as pICP0 (Figure 1, line 6). The plasmid expressing ICP0 from a cDNA copy of ICP0 in pUC19, pDS-16 (Panagiotidis et al., 1997), was generously provided by Saul Silverstein (Columbia University) and hereafter is referred to as pcDNAICP0 (Figure 1, line 7). pn212 is a derivative of pICP0 (Cai and Schaffer, 1989) containing a stop codon in all three reading frames at amino acid 212 and therefore generates full-length α0 transcript and a truncated ICP0 protein, referred to as pTruncICP0 (Figure 1, line 8). pα0RNAn12/106 (Figure 1, line 9) and pα0RNAn12/212 (Figure 1, line 10) are related to pTruncICP0 and contain additional stop codons at a.a. 12 and 106 or 212 respectively. In pICP0, pcDNAICP0, pTuncICP0, pα0RNAn12/106, and pα0RNAn12/212, ICP0 synthesis is regulated by the viral α0 promotor, which is contained in the 5′ flanking region.

pICP0GFP simultaneously expresses ICP0 and the efficient green fluorescent protein (GFP) from the same transcript. To create it, an internal ribosome entry site (IRES) and the GFP gene from the pHR′-CMV MCS IRES GFP delta B plasmid (generously obtained from Mary Klotman, Mount Sinai School of Medicine), were cloned directly after the ICP0 3′ flanking region of the pICP0 plasmid (Figure 1, line 11). pcDNAICP0GFP (Figure 1, line 12) and pα0RNAn12/106GFP (Figure 1, line 13) were created by replacing the ICP0 in pICP0GFP with the cDNA and α0RNAn12/106 versions. The BAK plasmid (pBAK) was obtained from Peter Palese (Mount Sinai School of Medicine) and expresses an HA-tagged BAK protein from the CMV promotor. pUC19 was obtained from New England Biolabs. In several previous studies, the amount of apoptosis in DNA-negative, control transfected cells is undetectable (Goodkin et al., 2003; Sanfilippo et al., 2004a,b; Sanfilippo and Blaho, 2006).

Transfections

HEp-2 and Vero cells were seeded at 2.5 × 105 cells/2 cm2-surface area dish in DMEM containing 5% FBS and transfected 24 h later (approximately 80% confluence) using Lipofectamine 2000 (Invitrogen) according to the manufacturer’s protocol. Briefly, purified plasmid DNA (0.4 and 1.0 μg, respectively) was diluted in 25 μl DMEM. Lipofectamine 2000 reagent (1.0 and 1.5 μl, respectively) was diluted in 25 μl DMEM. After 5 min, the diluted Lipofectamine was added to the DNA solution, and complexes formed at room temperature for 20 min. The media was aspirated off cell monolayers and replaced with 200 μl DMEM, and 50 μl of the DNA-Lipofectamine complex solution was added to each well. Cells were incubated at 37°C and 5% CO2 for 4 to 6 h when the media was aspirated and replaced with DMEM supplemented with 10% FBS and incubated until the time of harvest, as denoted in the text.

Microscopic Analyses and Quantification of Chromatin Condensation

Infected and transfected cell phenotypes were documented using phase-contrast light microscopy with an inverted fluorescence microscope. Images were obtained using QCapture software. For analysis of chromatin condensation in live cells, the DNA dye, Hoechst 33258 (Sigma), was added to media at a final concentration of 5 μg/ml for at least 1 h at 37°C. Phase-contrast (phase) and fluorescent (Hoechst and/or GFP) images were taken for each well. Merged (overlay) images were generated using Adobe Photoshop CS software. The percentage of nuclei containing condensed chromatin to total cells was determined for triplicate wells and the mean (M) and standard deviation (SD) of apoptotic cells were determined for each treatment. Typically, 100–300 cells were counted for each well. For HEp-2 experiments, raw data from five experiments with identical conditions was pooled and overall M and SD were determined:

i = Treatment, j = Well
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Since Vero experiments were done in a time course, data from each time-point was standardized by dividing the percentage of apoptotic cells for each treatment by the percentage of apoptotic cells in pUC19-transfected cells. The M and SD was calculated from three independent experiments using the following formula:

i = Treatment, j = Well, k = Time Point

[image: image]

Cellular Extractions, Denaturing Gel Electrophoresis, and Immunoblotting

Whole cell extracts were obtained as previously described (Nguyen et al., 2007). Briefly, cells were scraped into the media, combined and collected by centrifugation for 5 min at 4°C and 1000 × g. For transfection experiments, cells from three identically treated wells were combined for protein analysis. Pellets were washed in cold phosphate buffered saline (PBS) containing the inhibitors: 2 mM phenylmethylsulfonyl fluoride (PMSF), 1% Transylol, 0.1 mM L-1-chloro-3-(4-tosulamido)-4-phenyl-2butanone (TPCK), and 0.01 mM L-1-chloro-3-(4-tosylanmido)-7-aminoheptanonhydrochloride (TLCK). Cells were lysed in RIPA buffer (50 mM Tris-HCl, pH 7.5, 150 mM NaCl, 1% Triton X-100, 1% deoxycholate, 0.1% SDS) containing the inhibitors described above and vortexed for 30 s. Lysates were cleared by centrifugation for 10 m at 4°C and 16,000 × g. Protein concentrations were determined using a modified Bradford assay (BioRad) as recommended by the vendor. Equal amounts of cell proteins were separated in denaturing 12% N,N′-diallyltartardiamide (DATD)-acrylamide gels and electrically transferred to nitrocellulose membranes in a tank apparatus (BioRad). Membranes were blocked for at least 1 h at room temperature in PBS containing 5% non-fat dry milk (blocking buffer), washed with Tris-buffered saline containing 0.1% Tween-20 (TBS-T), and incubated overnight in primary antibody at 4°C. The mouse monoclonal antibodies anti-PARP (PharMingin), -procaspase-7 (BD Transduction), -ICP0 (Goodwin Institute for Cancer Research, Plantation, FL, United States), -VP22 (Blaho et al., 1994), -ICP27 (Goodwin) and -actin (Sigma) were used at a 1:1000 dilution in Tris-buffered saline containing 0.1% Tween 20 and 0.1% BSA. Mouse anti-HA monoclonal antibody (Southern Biotech) (to screen for HA-tagged BAK protein) was used at a 1:5000 dilution. After washing with TBS-T, membranes were treated with secondary anti-mouse antibodies conjugated with alkaline phosphatase (AP) (Southern Biotech) or with horseradish peroxidase (HRP) (GE Healthcare) at a 1:1000 dilution in blocking buffer. Membranes treated with AP secondary were developed using AP buffer containing 5-bromo-4-chloro-3-indolyl phosphate and 4-nitrobluetetrazolium chloride. Membranes treated with HRP antibodies were immersed in western blotting substrates (Roche) and exposed to Biomax XAR film (Kodak). Complete blots were cut with razor blades and sections were probed using specific, relevant antibodies. Blots were reassembled and scanned in a single run. The resulting digital images were cropped as necessary to create figures.

Densitometric Analysis

To quantify PARP and procaspase-7 cleavage densitometry of images was performed and analyzed using NIH image software. For PARP cleavage, the mean density (MD) of the cleaved PARP band was divided by the sum of MD cleaved and MD uncleaved PARP bands and expressed in a percentage: i = Treatment

[image: image]

Procaspase-7 cleavage was determined by dividing MD procaspase-7 band by the MD of the respective band in the actin loading control. Values were normalized to the pUC19 procaspase-7 to actin ratio to determine percentage of procaspase-7 compared to pUC19 as follows. i = Treatment

[image: image]

Statistical Analysis

To determine statistical significance, Microsoft Excel was used to perform the Student’s t-test on apoptotic morphology data (Figures 3, 5, 6, 8). p-Values of 0.05 or lower were considered statistically significant.



RESULTS

Introns Are Not Required for ICP0’s Proapoptotic Activity in HEp-2 Cells

Because α0 appeared able to confer its pro-apoptotic activity through an RNA-mediated mechanism (Sanfilippo and Blaho, 2006), we asked whether the two ICP0 introns are necessary for inducing apoptosis in HEp-2 cells. We tested whether cDNA-expressed α0 induced apoptosis upon HSV-1 infection in the presence of CHX. HEp-2 cells were treated with CHX and infected with vCPc0, which is a virus derived from the wild-type HSV-1 strain 17 that generates both copies of ICP0 using the viral promotor and cDNA copies of α0. Infection of HEp-2 cells with both wild-type strains of HSV-1, 17 and KOS, in the presence of CHX were used as positive controls. Infection with wild-type HSV-1 strains and vCPc0 in the absence of CHX and infection with the ICP0-null virus, 7134, in the absence and presence of CHX were used as negative controls. At 24 h post-infection, Hoechst DNA dye was added to the media to allow for visualization of chromatin and cellular and nuclear morphologies were assessed. Following imaging, whole-cell extracts were prepared, separated on a denaturing gel, and probed with anti-PARP, -ICP27, -ICP0 and -VP22 antibodies as described in Section “Materials and Methods.” VP22 detection is a marker for late phase viral replication (Blaho et al., 1994).

This experiment was repeated twice and the results from a representative experiment are shown in Figure 2. Phase contrast, Hoechst images, and apoptotic cell percentages are displayed in Figure 2A. The morphological results show that cells infected with wild-type HSV-1 strains, vCPc0 and 7134 in the absence of CHX show enlarged cell size and diffuse cytoplasmic DNA patterns indicative of infectious cytopathic effect (CPE). This morphology results when the HSV-1 virus is regulating cellular machinery and generating HSV-1 virions. Eventually, cells are lysed and viral progeny are released. These treatments show very low levels of apoptosis, since HSV-1 generates anti-apoptotic proteins to prevent programmed cell death to result in infected cells. Cells treated with CHX in the absence of infection show a baseline level of chromatin condensation and membrane blebbing (13%) due to CHX treatment. Cells infected with ICP0-null HSV-1 in the presence of CHX show a baseline level of apoptosis that is slightly increased from CHX treatment alone (26%). This is consistent with previous results (Sanfilippo and Blaho, 2006). KOS and 17 infection in the presence of CHX shows marked increase in apoptotic morphologies (52 and 62%, respectively). Infection with vCPc0 in the presence of CHX shows chromatin condensation and membrane blebbing morphologies at levels (51%) similar to that of KOS.


[image: image]

FIGURE 2. Morphological and biochemical assessment of infected HEp-2 cells at 24 h post-infection. (A) HEp-2 cells were infected at MOI of 10 with wild-type HSV-1 (KOS), HSV-1 (17+), and recombinant ICP0 viruses vCPc0 and 7134. Twenty-four hours following post-infection Hoechst DNA dye was added to the media at a concentration of 5 μg/ml to visualize chromatin condensation. Phase contrast and Hoechst-stained images were obtained at 24 h post-infection (40X magnification). Numbers in the lower right corner of Hoechst panels represent the percentage of nuclei displaying chromatin condensation in that treatment. (B) Whole-cell extracts were obtained from these cells. Subsequently, the extracted proteins were immunoblotted for PARP, ICP0, ICP27, and VP22. Cropped images of blots were prepared as described in Section “Materials and Methods.”



Additionally, we assessed biochemical markers for apoptosis. When CHX is not present, all wild-type and mutant HSV-1 infections show the presence of VP22, indicating late viral replication and verifying the morphological results (Figure 2B, lanes 2–5). All HSV-1- cells infected in the absence of CHX also generated ICP27 and, with the exception of 7134, ICP0. 7134-infected cells do not generate ICP0 since this is an ICP0-null virus. Conversely, wild-type and mutant infections in the presence of CHX did not synthesize VP22, ICP0, and ICP27 (Figure 2B, lanes 7–10). In the presence of CHX, all HSV-1-infected cells generate low levels of modified ICP27 compared to infection in the absence of CHX. The production of these ICP27 immune reactive triplet forms was previously reported and is likely due to a unique feature of the ICP27 transcript that allows for translation in the presence of CHX (Sanfilippo et al., 2004b). When the apoptotic marker, PARP, was analyzed in this experiment, all wild-type and mutant HSV-1-infected cells without CHX had low levels of PARP cleavage (lanes 2–5). This indicates that little to no apoptosis occurring in these wells, which confirms the morphological results (Figure 2A). CHX-treated cells show baseline PARP cleavage for this treatment (lane 6). 7134-infected cells in the presence of CHX had PARP cleavage similar to CHX-treated cells (compare lane 10 with 6), which indicates that HSV-1 infection without α0 does not induce apoptosis. Whole-cell extracts from KOS- and 17-infected cells in the presence of CHX resulted in nearly complete PARP cleavage (lanes 7–9), indicating high rates of apoptosis and verifying morphological results (Figure 2A). Importantly, vCPc0-infection in the presence of CHX caused PARP cleavage at rates equivalent to KOS-infected cells plus CHX. Together, these morphological and biochemical results indicate that in the absence of protein synthesis intron-less, cDNA-expressed α0 induces apoptosis in infected cells at similar rates to wild-type-infected cells.

Previous studies have indicated that transfection with a plasmid expressing ICP0 induces apoptosis in cells (Inman et al., 2001b; Sanfilippo and Blaho, 2006). To test whether α0 introns are needed for induction of apoptosis in this setting, we transfected cells with a plasmid expressing ICP0 from a cDNA copy of the α0 gene (pcDNAICP0) and compared the response to cells transfected with a plasmid expressing ICP0 from the intron-containing, genomic copy of the gene (pICP0). The pUC19 plasmid was used as a negative control. In addition, a plasmid (pBAK) expressing the proapoptotic BCl-2 family member, BAK, which induces the intrinsic apoptotic pathway, was used as a positive control. This experiment was repeated five times in triplicate. At 24 h post-transfection, cellular and nuclear morphologies were assessed and the results from a representative experiment are displayed in Figure 3A. The overall means and standard deviations of chromatin condensation from all five experiments are graphed in Figure 3B. Cells transfected with pcDNAICP0 showed more chromatin condensation (52.8 ± 10.3%) compared to pUC19 transfected cells (18 ± 11.4%). This difference was deemed to be statistically significant (p < 0.05) using Student’s t-test. Cells transfected with positive control plasmids, pICP0 and pBAK, showed levels near and above that for pcDNAICP0, respectively.
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FIGURE 3. Apoptosis in HEp-2 cells following transfection with pICP0 and pcDNA. (A) Cell morphologies of HEp-2 cells transfected with 0.4 μg of pICP0, pcDNAICP0, and pBAK. Twenty-four hours following transfection Hoechst DNA dye was added to the media at a concentration of 5 μg/ml to visualize chromatin condensation. Phase contrast, Hoechst-stained, and overlayed images were captured with a digital camera (40X magnification). Images are representative of a single experiment. (B) Statistical analysis of percentages of condensed chromatin for each treatment was conducted using Student’s t-test (p < 0.05). The results represented in the bar graphs are from five independent experiments performed in triplicate. The mean of the percentage of cells exhibiting chromatin condensation following transfection is graphed. Error bars represent standard deviation for each treatment group. (C) Immune reactivities of transfected cells from triplicate wells that were combined, harvested, separated in a denaturing gel, transferred to nitrocellulose, probed with anti-PARP, -ICP0, -actin, -procaspase-7 and -HA primary antibodies. PARP and procaspase-7 band intensities were quantified using NIH image software, as described in Section “Materials and Methods.” Percent PARP cleavage was calculated as a ratio of the band intensity of cleaved PARP relative to the sum of uncleaved and cleaved bands. For procaspase-7 protein, the band intensity for cells transfected with pUC19 was set to 100% and all other groups are displayed relative to this number. Cropped images of blots were prepared as described in Section “Materials and Methods.”



Previously, we have demonstrated that procaspase-7 is cleaved and activated during HSV-dependent apoptosis (Kraft et al., 2006); we used immunoblots for this and PARP as markers for apoptosis (Figure 3C). Immunoblotting was also used to detect ICP0 and BAK produced in transfected cells. Transfection with pcDNAICP0 led to an increase in PARP cleavage (35.31%) and a decrease in procaspase-7 protein (80.22%) from pUC19 (24.23% PARP cleavage and 100% procaspase-7 protein). It is of note that the magnitude of biochemical markers for apoptosis in these groups was less than the magnitude of the difference in apoptotic morphologies (Figure 3B). Because we are looking at whole cell lysates from both transfected and non-transfected cells, some of the differences in protein levels can be more difficult to detect, than distinctions in morphologies that are quantitated on a per cell basis. Although pcDNAICP0 produces less ICP0 protein than pICP0 as seen in the ICP0 blot (Figure 3B, compare lane 3 with 1), pcDNAICP0-transfected cells show increased levels of apoptosis from the pUC19 baseline. Based on the results presented in Figures 2, 3, we conclude that the α0 introns are not required for the apoptotic activity of ICP0.

Apoptosis Is Cell-Autonomous in ICP0-Transfected HEp-2 Cells

The apoptosis induction by α0 transfection could either be explained by ICP0 expression directly causing apoptosis in transfected cells or indirectly causing apoptosis in nearby non-expressing cells via the secretion of a pro-apoptotic factor. To distinguish between these possibilities, we constructed plasmids expressing either the full-length ICP0 open reading frame or the cDNA version, containing GFP driven from an adjacent IRES, termed pICP0GFP and pcDNAICP0GFP, respectively (Figure 1, lines 11 and 12). Transfecting HEp-2 cells with these GFP-expressing constructs allowed us to identify the cells expressing ICP0 and assess their morphologies. HEp-2 cells were transfected with control GFP-expressing plasmid (pGFP), pcDNAICP0GFP, or pICP0GFP. At 24 h following transfection, GFP fluorescence, stained chromatin, and morphological changes were assessed using phase contrast and fluorescence microscopy (Figure 4A). Green fluorescence indicative of GFP expression was evident in pGFP-, pcDNAICP0GFP-, and pICP0GFP-transfected cells. The majority of the GFP positive cells from the pGFP transfection displayed a cobblestone morphology and their chromatin was evenly distributed throughout the nuclei, indicative of a healthy cell monolayer, and similar to the morphologies of the surrounding non-transfected cells. In contrast, the majority of the GFP-positive cells from the pcDNAICP0GFP- and pICP0GFP-transfected wells were smaller, exhibited membrane blebbing, and displayed smaller, more brightly stained nuclei than pGFP-transfected cells. These phenotypes are indicative of cells undergoing apoptosis. We quantitated the percentage of GFP-positive cells displaying apoptotic morphologies to surrounding non-expressing cells in 12 individual wells. 82.11 ± 1.54% of the cells transfected with pICP0GFP and 79.37 ± 4.92% of pcDNAICP0GFP-transfected cells were apoptotic, while only 6.23 ± 2.33% of the cells transfected with pGFP were apoptotic. Cell lysates from transfected cells were assessed for the biochemical features of apoptosis via immunoblotting. pICP0GFP- and pcDNAICP0GFP-tranfected cells showed more PARP and caspase-7 cleavage than control pGFP (Figure 4B, compare lanes 1 and 2 with 3). These results indicate ICP0 expression leads to apoptosis in a cell autonomous manner in the HEp-2 cells.
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FIGURE 4. Morphological and biochemical assessment of transfected HEp-2 cells at 24 h post-transfection. (A) Cell morphologies of HEp-2 cells transfected with 0.4 μg of pICP0GFP, pcDNAICP0GFP, or pGFP. Fluorescence images were obtained to identify Hoechst DNA staining (Hoechst) and the presence of the GFP. Phase contrast, Hoechst-stained, and GFP images were layered to obtain a merged image (overlay). The numbers inside each frame refers to the percentage of GFP positive cells exhibiting condensed chromatin. (B) Whole-cell extracts of HEp-2 cells transfected with pICP0GFP, pcDNAICP0GFP, and a GFP expressing control plasmid (pGFP) were obtained from triplicate wells, separated in a denaturing gel, transferred to nitrocellulose, and probed with anti-PARP, -procaspase-7 and -actin antibodies. PARP and procaspase-7 band intensities were quantified using NIH image software, as described in Section “Materials and Methods.” Percent PARP cleavage was calculated as a ratio of the band intensity of cleaved PARP relative to the sum of uncleaved and cleaved bands. For procaspase-7 protein, the band intensity for cells transfected with pUC19 was set to 100% and all other groups are displayed relative to this number. Cropped images of blots were prepared as described in Section “Materials and Methods.”



Full-Length ICP0 Protein Is Not Required for Apoptosis Induction in HEp-2 Cells

Previous studies showed that HSV-1 infected cells undergo HSV-dependent apoptosis when protein synthesis is inhibited and when both copies of genomic ICP0 contain a stop codon (Sanfilippo and Blaho, 2006). This finding suggests that the ICP0 RNA is a proapoptotic stimulus in infected HEp-2 cells. The next investigation was to determine whether partial ICP0 protein synthesis could facilitate α0’s proapoptotic activity in HEp-2 cells. HEp-2 cells were transfected with a plasmid expressing a mutant of ICP0 with a nonsense mutation after codon 212, pTruncICP0 (Figure 1, line 8). The vector pUC19 was transfected as a negative control. The pBAK and pUC19 plasmids were used as positive and negative controls, respectively. At 24 h post-transfection, cellular and nuclear morphologies were assessed. This experiment was repeated in five times in triplicate. Phase contrast and Hoechst images from a representative experiment are displayed in Figure 5A. The overall means and standard deviations of chromatin condensation from all five experiments are graphed in Figure 5B. The cumulative results (Figure 5) were as follows. 14.07 ± 10.7% of the pUC19-transfected cells showed chromatin condensation, which indicates a baseline level of apoptosis due to transfection. 61.7 ± 22% of the pBAK-transfected cells exhibited chromatin condensation. Transfection of HEp-2 cells with pICP0 showed a statistically significant increased in chromatin condensation (34.8 ± 19.4%) compared to pUC19-transfected cells. Cells transfected with pTruncICP0 showed comparable amounts of chromatin condensation (36.9 ± 19.4%) to pICP0-transfected cells.
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FIGURE 5. Apoptosis in HEp-2 cells following transfection with pICP0 and pTruncICP0. (A) Cell morphologies of HEp-2 cells transfected with 0.4 μg of pUC19, pBAK, pICP0, or pTruncICP0. Phase contrast, Hoechst and overlay images were captured with a digital camera (40X magnification). Images are representative of a single experiment. (B) Statistical analysis of percentages of condensed chromatin for each treatment was conducted using Student’s t-test (p < 0.05). The results represented in the bar graphs are from five independent experiments performed in triplicate. The mean of the percentage of cells exhibiting chromatin condensation following transfection is graphed. Error bars represent the standard deviation for each treatment group. (C) Immune reactivities of transfected cells from triplicate wells that were combined, harvested, separated in a denaturing gel, transferred to nitrocellulose, probed with anti-PARP, -procaspase-7, -ICP0, -actin, and -HA (to recognize HA-tagged BAK protein) primary antibodies. PARP and procaspase-7 band intensities were quantified using NIH image software, as described in Section “Materials and Methods.” Percent PARP cleavage was calculated as a ratio of the band intensity of cleaved PARP relative to the sum of uncleaved and cleaved bands. For procaspase-7 protein, the band intensity for cells transfected with pUC19 was set to 100% and all other groups are displayed relative to this number. Cropped images of blots were prepared as described in Section “Materials and Methods.”



Additionally, we assessed the biochemical markers of apoptosis by immunoblotting (Figure 5C). Procaspase-7 and the downstream caspase substrate PARP were used as markers for apoptosis. pUC19 transfection led to 30.53% PARP cleavage, showing background levels of apoptosis due to transfection protocols. We set the levels of procaspase-7 protein present in this group to 100%. pBAK-transfected cells displayed 49.7% PARP cleavage and 64.45% procaspase-7 protein relative to pUC19. This is consistent with the majority of cells undergoing apoptosis as based on the morphological assessment above. pICP0- and pTruncICP0-transfected cells displayed similar levels of PARP cleavage (36.64 and 36.82%, respectively) and procaspase-7 protein (57.11 and 41.33%, respectively). The above morphological and biochemical results show that full-length ICP0 protein is not necessary for ICP0-induced apoptosis in transfected cells. These findings suggest other properties of the α0 gene may affect apoptosis induction in HEp-2 cells.

ICP0 RNA Is Sufficient to Induce Apoptosis in HEp-2 Cells

We next investigated the ability of ICP0 gene expression to induce apoptosis in the absence of ICP0 protein production in transfected cells HEp-2 cells. HEp-2 cells were transfected either with a plasmid expressing genomic α0 with two stop mutations after codons 12 and 106, pα0RNA12/106, or after codons 12 and 212, pα0RNAn12/212 (Figure 1, lines 9 and 10). The vector pUC19 was transfected as a negative control, and pICP0 and pBAK were used as positive controls. At 24 h post-transfection, cellular and nuclear morphologies were assessed. This experiment was repeated in triplicate wells two times. Phase contrast and Hoechst images from a representative experiment are displayed in Figure 6A. The cumulative means and standard deviations of chromatin condensation from both experiments are graphed in Figure 6B. 5.1 ± 2.2% of the pUC19-transfected cells showed chromatin condensation. 37.5 ± 8.5% of the pBAK-transfected cells exhibited chromatin condensation. Transfection of HEp-2 cells with pICP0 showed a statistically significant increased in chromatin condensation (22.9 ± 5.4%) compared to pUC19-transfected cells. Cells transfected with pα0RNAn12/106 and pα0RNAn12/212 showed comparable amounts of chromatin condensation to pICP0-transfected cells (22.1 ± 7.0 and 20.6 ± 6.2%, respectively).
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FIGURE 6. Apoptosis in HEp-2 cells following transfection with pα0RNAn12/106, and pα0RNAn12/212. (A) Cell morphologies of HEp-2 cells transfected with 0.4 μg of pα0RNAn12/106, pα0RNAn12/212, pICP0, pBAK, or pUC19. Phase contrast, Hoechst-stained, and overlayed images were captured with a digital camera (40X magnification). Images are representative of a single triplicate experiment. (B) Statistical analysis of percentages of condensed chromatin for each treatment was conducted using Student’s t-test (p < 0.05). The results represented in the bar graphs are from five independent experiments performed in triplicate. The mean of the percentage of cells exhibiting chromatin condensation following transfection is graphed. Error bars represent standard deviation for each treatment group. (C) Immune reactivities of transfected cells from triplicate wells that were combined, harvested, separated in a denaturing gel, transferred to nitrocellulose, probed with anti-PARP, -procaspase-7, -ICP0, -actin, and -HA primary antibodies. PARP and procaspase-7 band intensities were quantified using NIH image software, as described in Section “Materials and Methods.” Percent PARP cleavage was calculated as a ratio of the band intensity of cleaved PARP relative to the sum of uncleaved and cleaved bands. For procaspase-7 protein, the band intensity for cells transfected with pUC19 was set to 100% and all other groups are displayed relative to this number. Cropped images of blots were prepared as described in Section “Materials and Methods.”



PARP and procaspase-7 cleavage were assessed for biochemical indication of apoptosis using immunoblotting (Figure 6C). pUC19 transfection leads to 18.01% PARP cleavage, showing background levels of apoptosis due to transfection protocols, and again we set the levels of procaspase-7 protein in this group to 100%. pBAK-transfected cells displayed 35.34% PARP cleavage and 73.63% procaspase-7 protein relative to pUC19, which is consistent with a significant portion of cells undergoing apoptosis as based on the morphological assessment above. pICP0-, pα0RNAn12/106- and pα0RNAn12/212-transfected cells displayed similar levels of PARP cleavage (27.78, 27.95, and 27.96, respectively) and procaspase-7 protein (88.15, 85.84, and 88.75, respectively).

Together, the above morphological and biochemical findings show that ICP0 protein is not necessary for ICP0-induced apoptosis in transfected cells. These results support previous findings which suggest that ICP0 RNA is responsible for HSV-1-induced apoptosis in HEp-2 cells.

ICP0 Protein Is Not Required for Autonomous Proapoptotic Activity in HEp-2 Cells

Results above (Figure 4) indicate that transfection of the wild-type ICP0 gene causes apoptosis in a cell autonomous manner. To determine whether this was also true for α0 RNA expression alone the ICP0 open reading frame of pICP0GFP was replaced with α0 with two stop mutations after codons 12 and 106, pα0RNA12/106, termed pα0RNAn12/106GFP. This plasmid was transfected into HEp-2 cells; pcDNAICP0GFP, pICP0, and pGFP were transfected into cells as controls. At 24 h following transfection, GFP fluorescence, chromatin condensation, and morphological changes were assessed using phase and fluorescence microscopy (Figure 7). Green fluorescence indicative of GFP expression was evident in all transfected cells. The majority of the GFP positive cells from the pGFP transfection displayed cobblestone morphology and their chromatin was evenly distributed throughout the nuclei, indicative of a healthy cell monolayer, and similar to the morphologies of the surrounding non-transfected cells. In contrast, the majority of the GFP-positive cells from the pICP0GFP-, pcDNAICP0GFP-, and pα0RNAn12/106GFP-transfected wells were smaller, exhibited membrane blebbing, and displayed smaller, more brightly stained nuclei than surrounding non-transfected cells. These phenotypes are indicative of cells undergoing apoptosis. We quantified the percentage of GFP-positive cells displaying apoptotic morphologies to surrounding non-GFP-expressing cells in 12 individual wells. 80.01 ± 5.67, 97.53 ± 2.50, and 99.52 ± 1.26% of the cells transfected with pcDNAICP0GFP, pICP0GFP, pα0RNAn12/106GFP were apoptotic, while only 11.67 ± 2.06% of the cells transfected with pGFP were apoptotic. Together, these results indicate that ICP0 protein is not required for the autonomous proapoptotic activity of α0 in HEp-2 cells.
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FIGURE 7. Apoptosis in HEp-2 cells following transfection with pα0RNAn12/106GFP. Cell morphologies of HEp-2 cells transfected with 0.4 μg of pcDNAICP0GFP, pICP0GFP, pα0RNAn12/106GFP, or pGFP. Phase contrast, Hoechst-stained, and overlayed images were captured with a digital camera (40X magnification). Images are representative of a single experiment and numbers inside the overlay represent the mean and standard deviation of the percentage of GFP positive cells displaying condensed chromatin in the given triplicate experiment.



A Nonsense Mutation at Amino Acid 212 Abrogates Apoptosis in Vero Cells

Previously, we determined while infected HEp-2 cells can undergo HSV-dependent apoptosis in the absence of protein expression, infected Vero cells require expression of a protein facilitator for HSV-dependent apoptosis (Nguyen et al., 2005). Given that some form of infected cell protein synthesis was needed for apoptosis in infected Vero cells, it was possible that it was the ICP0 protein itself that facilitates this viral apoptosis. To determine if full-length ICP0 protein was necessary for the α0 induced apoptosis, Vero cells were transfected with pTruncICP0. The pUC19 plasmid was used as a negative control and pICP0 and pBAK were used as positive controls. At 24, 36, 48, and 72 h post-transfection, cellular, and nuclear morphologies were assessed and the results from a representative experiment at 48 h post-transfection are shown in Figure 8A. Apoptotic percentages were determined by dividing the number of apoptotic cells by the total number of cells per image. To account for any minor variations in background levels of apoptosis throughout the timecourse, each treatment was divided by the apoptotic percentage of the pUC19 well for the given time point to calculate the fold increase in apoptosis from pUC19. The means and standard deviations for each timepoint were determined and displayed graphically in Figure 8B. pUC19-transfected cells showed little chromatin condensation (1.66 ± 0.92%). This indicates that the baseline level of apoptosis due to transfection for Vero cells is very low. The pBAK-transfected cells displayed chromatin condensation that was 6–12 fold higher than that of pUC19. Transfection of Vero cells with pICP0 showed a statistically significant increase in chromatin condensation (2.6–5.6 times) compared to pUC19. Cells transfected with pTruncICP0 showed low levels of chromatin condensation (0.6–1.4) relative to pUC19.
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FIGURE 8. Vero cells do not undergo apoptosis following transfection with pTruncICP0. Vero cells were transfected with 1.0 μg of pICP0, pUC19, pTruncICP0, or pBAK and Hoechst DNA dye was added to the media at 23 h post-transfection. At 24, 36, 48, and 72 h post-transfection, phase contrast and fluorescence microscopy was used to visualize cellular and nuclear morphologies. (A) Phase contrast, Hoechst-stained, and overlay images were obtained at 48 h post-transfection (40X magnification). (B) The percentage of chromatin condensation at 24, 36, 48, and 72 h in triplicate wells was calculated for four independent experiments. The mean chromatin condensation percentage was calculated for each time point. The percentage of condensed chromatin in pUC19 treated cells was set to 1 for each time point and other groups are presented as a relative value compared to pUC19. The mean relative chromatin condensation is graphed. Error bars represent the standard deviation. Statistical analysis of percentages of condensed chromatin for each treatment and time point was conducted using Student’s t-test. (C) Triplicate wells were combined at 72 h post-transfection and whole-cell extracts were obtained, separated in a denaturing gel, transferred to nitrocellulose, probed with anti-procaspase-7, -actin, -ICP0, -HA primary antibodies. The intensities of procaspase-7 bands were quantified using NIH image, as described in Section “Materials and Methods.” For procaspase-7 protein, the band intensity for cells transfected with pUC19 was set to 100% and all other groups are displayed relative to this number. Cropped images of blots were prepared as described in Section “Materials and Methods.”



At 72 h post-transfection, whole-cell extracts from transfected cells were analyzed for apoptotic proteins, ICP0 and BAK using immunoblotting (Figure 8C). Lysates from pBAK-transfected cells exhibited detectable decreases in procaspase-7 protein (97.93%) compared to pUC19. These findings show that Vero cells are more resistant to BAK-induced apoptosis than HEp-2 cells. Transfection with pICP0 led to decreased levels of procaspase-7 (83.41%) compared to pUC19 (100%). pTruncICP0 transfection displayed little to no reduction of procaspase-7 levels (104%) compared to pUC19. These results demonstrate that full-length ICP0 protein is necessary for ICP0-induced apoptosis in transfected Vero cells. Based on these findings, we conclude that the facilitator protein must be either full-length ICP0 or a cellular protein that is dependent on ICP0.

Apoptosis Is Cell-Autonomous in ICP0-Transfected Vero Cells

In this final study, we assessed whether Vero cells expressing ICP0 were undergoing apoptosis themselves or if they were releasing proapoptotic factors causing death in surrounding non-transfected cells. To differentiate between these possibilities, Vero cells were transfected with pICP0GFP so we could identify the cells expressing ICP0 and assess their morphologies. Transfection with pGFP was used as a negative control. At 48 h post-transfection, Hoechst DNA dye was added to the media to allow for visualization of chromatin. Subsequent GFP fluorescence, chromatin condensation and morphological changes were assessed using phase and fluorescence microscopy (Figure 9). The GFP positive cells from the pGFP transfection were flat and well spread out, similar to surrounding non-transfected cells. Additionally, they displayed an evenly distributed nuclear Hoechst staining pattern, which is typical of healthy cells. The GFP-positive cells from the pICP0GFP-transfected wells displayed phenotypes indicative of cells undergoing apoptosis. We quantified the percentage of GFP-positive cells displaying apoptotic morphologies compared to surrounding non-expressing cells. 78.44 ± 12.13% of the cells transfected with pICP0GFP were apoptotic. This result indicates that the cells are undergoing ICP0-dependent apoptosis do it in a cell autonomous manner. Thus, if a cellular protein is also involved in the apoptotic process in Vero cells, it does not likely migrate to surrounding cells.


[image: image]

FIGURE 9. Apoptosis in Vero cells following transfection with pICP0GFP. Cell morphologies of Vero cells transfected with 0.4 μg of pICP0GFP or pGFP. Phase contrast, Hoechst-stained, and overlayed images were captured with a digital camera (40X magnification). Images are representative of a single experiment and numbers inside the overlay represent the mean and standard deviation of the percentage of GFP positive cells displaying condensed chromatin quantified in the given triplicate experiment.





DISCUSSION

A link between apoptosis and the latency of HSV is supported by many studies from multiple research groups. Therefore, studies of apoptosis in HSV infected cells is likely to provide insight into the establishment, maintenance, and reactivation from latency. Our previous studies have identified the α0 gene as the viral trigger of apoptosis during HSV infections. In this study, we set out to address several key unknowns. The first was focused on the structure of the α0 gene in apoptosis induction in HEp-2 cells. The second involved whether this process occurred in a cell autonomous manner. Finally, we investigated the role of ICP0 protein in apoptosis in Vero cells. Our key findings may be summarized as follows.

ICP0 is sufficient to serve as the herpes apoptosis facilitator (HDAP) in Vero cells. This does not exclude the possibility that other cellular proteins may also be involved. This finding is consistent with previous studies (Inman et al., 2001b) and may be related to the noted ICP0 toxicity in viral gene therapy vectors (Samaniego et al., 1998). The key question remains about the basis of the difference between HEp-2 and Vero cells in the requirements for apoptosis induction. HEp-2 cells are transformed cells and fail to express p53, due to the presence of the human papillomavirus E6 protein (Ogura et al., 1993), which has been previously shown to influence HSV-dependent apoptosis (Nguyen et al., 2007). Vero cells are immortalized, but not transformed; this distinction appears to imply that the pro-apoptotic activity of ICP0 may be affected by p53 status. Previous reports have shown that ICP0 can mediate the ubiquitination of p53 by acting as a RING finger ubiquitin E3 ligase (Boutell and Everett, 2003). Interestingly, a recent study described a reduced replication of HSV-1 in p53 deficient cells. They also reported that the ICP0 protein itself could be degraded in a p53-dependent manner in cells and that this was inhibited during a wild-type infection by ICP22 (Maruzuru et al., 2013), suggesting that a complex interplay between ICP0 and p53 may exist during HSV-1 infection.

α0-Dependent apoptosis likely plays a role during HSV reactivation from latency. ICP0 is essential for viral replication upon reactivation from HSV latency (Leib et al., 1989b). It is now recognized that VP16 is key to reactivation (Kim et al., 2012; Sawtell and Thompson, 2016). α0 is the first viral gene transcribed by VP16 (Harris-Hamilton and Bachenheimer, 1985). That both α0 RNA and ICP0 protein are proapoptotic in certain cells, raises the possibility that neuronal apoptosis occurs during reactivation. This might explain previous observations of apoptosis in herpes encephalitis (DeBiasi et al., 2002).

Although the LATs and miRNA of HSV are the only HSV gene products found to be abundantly expressed during latency, previous studies have detected low levels of α0 transcripts during HSV latency (Chen et al., 2002; Pesola et al., 2005; Maillet et al., 2006). A recent study by Raja and colleagues indicated that interruption of ICP0 expression led to reduced association of viral genomes with histones and lower levels of LAT transcripts in a murine latency model (Raja et al., 2016). The authors of this study propose a model in which low levels of ICP0 protein expression contribute to the establishment and/or maintenance of latency by facilitating genome association with heterochromatin and enhancing LAT expression. It is possible that ICP0’s pro-apoptotic functions may also contribute to this newly identified role for ICP0 in establishment and maintenance of latency.

Together, this study has determined that the α0 gene produces two pro-apoptotic gene products during HSV infection. The α0 transcript is sufficient for apoptosis induction in at least one cell line, HEp-2 cells. On the other hand, other cell types, e.g., Vero cells, require both the transcript and protein of the ICP0 open reading frame to trigger HSV-dependent apoptosis. It is important to note that primary human keratinocytes, the first cells that the virus usually interacts with, are susceptible to HSV-dependent apoptosis (Pradhan and Nguyen, 2013). Further investigation into α0-dependent apoptosis may allow for an improved understanding of the control of both latent and lytic HSV-1 infections. The ICP0 protein is necessary for viral replication upon reactivation (Leib et al., 1989b). Additionally, a recent study has reported that disruption of ICP0 expression led to reduced LAT transcript levels (Raja et al., 2016). Thus, both apoptosis regulation and α0 gene expression have been implicated in latency regulation. Investigators seeking to understanding the role of ICP0 in HSV latency most now consider the potential that both α0 RNA and protein may trigger apoptosis as part of the reactivation process.



AUTHOR CONTRIBUTIONS

MN and JB designed, supervised, and interpreted the experiments and finalized the figures and manuscript. EG and KP performed the experiments as research coordinators. EG organized the original figures and wrote an initial version of the manuscript.



FUNDING

These studies were supported in part by a grant from the USPHS (AI48582 to JB). MN was supported in part by USPHS Institutional Research Training Awards (AI07647 and CA088796). KP was supported in part by an Undergraduate Research Fellowship from the Howard Hughes Medical Institute to Manhattan College, Riverdale, NY, United States. JB acknowledges the NYCRIN and CUNY I-Corps support of the National Science Foundation (Award Nos. OIA-1305023, IPP-1644664, and IIP-1740622).



ACKNOWLEDGMENTS

We thank Elise Morton and Leah Kang (MSSM) for expert technical cell culture assistance and Saul Silverstein, Priscilla Schaffer, Mary Klotman, and Peter Palese for providing reagents. We wish to dedicate this paper to the memory of Priscilla Schaffer who was always so helpful and supportive of our work.



REFERENCES

Ahmed, M., Lock, M., Miller, C. G., and Fraser, N. W. (2002). Regions of the herpes simplex virus type 1 latency-associated transcript that protect cells from apoptosis in vitro and protect neuronal cells in vivo. J. Virol. 76, 717–729. doi: 10.1128/jvi.76.2.717-729.2002

Aubert, M., and Blaho, J. A. (1999). The herpes simplex virus type 1 regulatory protein ICP27 is required for the prevention of apoptosis in infected human cells. J. Virol. 73, 2803–2813.

Aubert, M., Pomeranz, L. E., and Blaho, J. A. (2007). Herpes simplex virus blocks apoptosis by precluding mitochondrial cytochrome c release independent of caspase activation in infected human epithelial cells. Apoptosis 12, 19–35. doi: 10.1007/s10495-006-0330-3

Blaho, J. A., Mitchell, C., and Roizman, B. (1994). An amino acid sequence shared by the herpes simplex virus 1 alpha regulatory proteins 0, 4, 22, and 27 predicts the nucleotidylylation of the UL21, UL31, UL47, and UL49 gene products. J. Biol. Chem. 269, 17401–17410.

Boutell, C., and Everett, R. D. (2003). The herpes simplex virus type 1 (HSV-1) regulatory protein ICP0 interacts with and Ubiquitinates p53. J. Biol. Chem. 278, 36596–36602. doi: 10.1074/jbc.m300776200

Cai, W. Z., and Schaffer, P. A. (1989). Herpes simplex virus type 1 ICP0 plays a critical role in the de novo synthesis of infectious virus following transfection of viral DNA. J. Virol. 63, 4579–4589.

Carter, K. L., and Roizman, B. (1996). Alternatively spliced mRNAs predicted to yield frame-shift proteins and stable intron 1 RNAs of the herpes simplex virus 1 regulatory gene alpha 0 accumulate in the cytoplasm of infected cells. Proc. Natl. Acad. Sci. U.S.A. 93, 12535–12540. doi: 10.1073/pnas.93.22.12535

Chen, S. H., Lee, L. Y., Garber, D. A., Schaffer, P. A., Knipe, D. M., and Coen, D. M. (2002). Neither LAT nor open reading frame P mutations increase expression of spliced or intron-containing ICP0 transcripts in mouse ganglia latently infected with herpes simplex virus. J. Virol. 76, 4764–4772. doi: 10.1128/jvi.76.10.4764-4772.2002

DeBiasi, R. L., Kleinschmidt-DeMasters, B. K., Richardson-Burns, S., and Tyler, K. L. (2002). Central nervous system apoptosis in human herpes simplex virus and cytomegalovirus encephalitis. J. Infect. Dis. 186, 1547–1557. doi: 10.1086/345375

Du, T., Zhou, G., and Roizman, G. (2012). Induction of apoptosis accelerates reactivation of latent HSV-1 in ganglionic organ cultures and replication in cell cultures. Proc. Natl. Acad. Sci. U.S.A. 109, 14616–14621. doi: 10.1073/pnas.1212661109

Everett, R. D. (2000). ICP0, a regulator of herpes simplex virus during lytic and latent infection. Bioessays 22, 761–770. doi: 10.1002/1521-1878(200008)22:8<761::aid-bies10>3.0.co;2-a

Goodkin, M. L., Ting, A. T., and Blaho, J. A. (2003). NF-kappaB is required for apoptosis prevention during herpes simplex virus type 1 infection. J. Virol. 77, 7261–7280. doi: 10.1128/jvi.77.13.7261-7280.2003

Hagglund, R., and Roizman, B. (2004). Role of ICP0 in the strategy of conquest of the host cell by herpes simplex virus 1. J. Virol. 78, 2169–2178. doi: 10.1128/jvi.78.5.2169-2178.2004

Harris-Hamilton, E., and Bachenheimer, S. L. (1985). Accumulation of herpes simplex virus type 1 RNAs of different kinetic classes in the cytoplasm of infected cells. J. Virol. 53, 144–151.

Inman, M., Perng, G. C., Henderson, G., Ghiasi, H., Nesburn, A. B., Wechsler, S. L., et al. (2001a). Region of herpes simplex virus type 1 latency-associated transcript sufficient for wild-type spontaneous reactivation promotes cell survival in tissue culture. J. Virol. 75, 3636–3646. doi: 10.1128/jvi.75.8.3636-3646.2001

Inman, M., Zhang, Y., Geiser, V., and Jones, C. (2001b). The zinc ring finger in the bICP0 protein encoded by bovine herpesvirus-1 mediates toxicity and activates productive infection. J. Gen. Virol. 82(Pt 3), 483–492. doi: 10.1099/0022-1317-82-3-483

Jin, L., Carpenter, D., Moerdyk-Schauwecker, M., Vanarsdall, A. L., Osorio, N., Hsiang, C., et al. (2008). Cellular FLIP can substitute for the herpes simplex virus type 1 latency-associated transcript gene to support a wild-type virus reactivation phenotype in mice. J. Neurovirol. 14, 389–400. doi: 10.1080/13550280802216510

Jin, L., Peng, W., Perng, G. C., Brick, D. J., Nesburn, A. B., Jones, C., et al. (2003). Identification of herpes simplex virus type 1 latency-associated transcript sequences that both inhibit apoptosis and enhance the spontaneous reactivation phenotype. J. Virol. 77, 6556–6561. doi: 10.1128/jvi.77.11.6556-6561.2003

Jin, L., Perng, G. C., Mott, K. R., Osorio, N., Naito, J., Brick, D. J., et al. (2005). A herpes simplex virus type 1 mutant expressing a baculovirus inhibitor of apoptosis gene in place of latency-associated transcript has a wild-type reactivation phenotype in the mouse. J. Virol. 79, 12286–12295. doi: 10.1128/jvi.79.19.12286-12295.2005

Kerr, J. F., Wyllie, A. H., and Currie, A. R. (1972). Apoptosis: a basic biological phenomenon with wide-ranging implications in tissue kinetics. Br. J. Cancer 26, 239–257. doi: 10.1038/bjc.1972.33

Kim, J. Y., Mandarino, A., Chao, M. V., Mohr, I., and Wilson, A. C. (2012). Transient reversal of episome silencing precedes VP16-dependent transcription during reactivation of latent HSV-1 in neurons. PLoS Pathog. 8:e1002540. doi: 10.1371/journal.ppat.1002540

Koyama, A. H., Adachi, A., and Irie, H. (2003). Physiological significance of apoptosis during animal virus infection. Int. Rev. Immunol. 22, 341–359. doi: 10.1080/08830180305210

Kraft, R. M., Nguyen, M. L., Yang, X. H., Thor, A. D., and Blaho, J. A. (2006). Caspase 3 activation during herpes simplex virus 1 infection. Virus Res. 120, 163–175. doi: 10.1016/j.virusres.2006.03.003

Leib, D. A., Bogard, C. L., Kosz-Vnenchak, M., Hicks, K. A., Coen, D. M., Knipe, D. M., et al. (1989a). A deletion mutant of the latency-associated transcript of herpes simplex virus type 1 reactivates from the latent state with reduced frequency. J. Virol. 63, 2893–2900.

Leib, D. A., Coen, D. M., Bogard, C. L., Hicks, K. A., Yager, D. R., Knipe, D. M., et al. (1989b). Immediate-early regulatory gene mutants define different stages in the establishment and reactivation of herpes simplex virus latency. J. Virol. 63, 759–768.

Liesegang, T. J., Melton, L. J., Daly, P. J., and Ilstrup, D. M. (1989). Epidemiology of ocular herpes simplex. Incidence in Rochester, Minn, 1950 through 1982. Arch. Ophthalmol. 107, 1155–1159.

Maillet, S., Naas, T., Crepin, S., Roque-Afonso, A. M., Lafay, F., Efstathiou, S., et al. (2006). Herpes simplex virus type 1 latently infected neurons differentially express latency-associated and ICP0 transcripts. J. Virol. 80, 9310–9321. doi: 10.1128/jvi.02615-05

Maruzuru, Y., Fujii, H., Oyama, M., Kozuka-Hata, H., Kato, A., and Kawaguchi, Y. (2013). Roles of p53 in herpes simplex virus 1 replication. J. Virol. 87, 9323–9332. doi: 10.1128/JVI.01581-13

Nguyen, M. L., and Blaho, J. A. (2007). Apoptosis during herpes simplex virus infection. Adv. Virus Res. 69, 67–97. doi: 10.1016/s0065-3527(06)69002-7

Nguyen, M. L., and Blaho, J. A. (2009). Cellular players in the herpes simplex virus dependent apoptosis balancing act. Viruses 1, 965–978. doi: 10.3390/v1030965

Nguyen, M. L., Kraft, R. M., Aubert, M., Goodwin, E., DiMaio, D., and Blaho, J. A. (2007). p53 and hTERT determine sensitivity to viral apoptosis. J. Virol. 81, 12985–12995. doi: 10.1128/jvi.01485-07

Nguyen, M. L., Kraft, R. M., and Blaho, J. A. (2005). African green monkey kidney Vero cells require de novo protein synthesis for efficient herpes simplex virus 1-dependent apoptosis. Virology 336, 274–290. doi: 10.1016/j.virol.2005.03.026

Ogura, H., Yoshinouchi, M., Kudo, T., Imura, M., Fujiwara, T., and Yabe, Y. (1993). Human papillomavirus type 18 DNA in so-called HEP-2, KB and FL cells–further evidence that these cells are HeLa cell derivatives. Cell. Mol. Biol. 39, 463–467.

Panagiotidis, C. A., Lium, E. K., and Silverstein, S. J. (1997). Physical and functional interactions between herpes simplex virus immediate-early proteins ICP4 and ICP27. J. Virol. 71, 1547–1557.

Peñna, K. C., Adelson, M. E., Mordechai, E., and Blaho, J. A. (2010). Genital herpes simplex virus type 1 in women: detection in cervicovaginal specimens from gynecological practices in the United States. J. Clin. Microbiol. 48, 150–153. doi: 10.1128/JCM.01336-09

Perng, G. C., Jones, C., Ciacci-Zanella, J., Stone, M., Henderson, G., Yukht, A., et al. (2000). Virus-induced neuronal apoptosis blocked by the herpes simplex virus latency-associated transcript. Science 287, 1500–1503. doi: 10.1126/science.287.5457.1500

Perng, G. C., Maguen, B., Jin, L., Mott, K. R., Osorio, N., Slanina, S. M., et al. (2002). A gene capable of blocking apoptosis can substitute for the herpes simplex virus type 1 latency-associated transcript gene and restore wild-type reactivation levels. J. Virol. 76, 1224–1235. doi: 10.1128/jvi.76.3.1224-1235.2002

Pesola, J. M., Zhu, J., Knipe, D. M., and Coen, D. M. (2005). Herpes simplex virus 1 immediate-early and early gene expression during reactivation from latency under conditions that prevent infectious virus production. J. Virol. 79, 14516–14525. doi: 10.1128/jvi.79.23.14516-14525.2005

Phelan, D., Barrozo, E. R., and Bloom, D. C. (2017). HSV1 latent transcription and non-coding RNA: a critical retrospective. J. Neuroimmunol. 308, 65–101. doi: 10.1016/j.jneuroim.2017.03.002

Pradhan, P., and Nguyen, M. L. (2013). Early passage neonatal and adult keratinocytes are sensitive to apoptosis induced by infection with an ICP27-null mutant of herpes simplex virus 1. Apoptosis 18, 160–170. doi: 10.1007/s10495-012-0773-7

Raja, P., Lee, J. S., Pan, D., Pesola, J. M., Coen, D. M., and Knipe, D. M. (2016). A herpesviral lytic protein regulates the structure of latent viral chromatin. mBio 7:e633-16. doi: 10.1128/mBio.00633-16

Salvesen, G. S., and Dixit, V. M. (1997). Caspases: intracellular signaling by proteolysis. Cell 91, 443–446. doi: 10.1016/s0092-8674(00)80430-4

Samaniego, L. A., Neiderhiser, L., and DeLuca, N. A. (1998). Persistence and expression of the herpes simplex virus genome in the absence of immediate-early proteins. J. Virol. 72, 3307–3320.

Sanfilippo, C. M., and Blaho, J. A. (2003). The facts of death. Int. Rev. Immunol. 22, 327–340.

Sanfilippo, C. M., and Blaho, J. A. (2006). ICP0 gene expression is a herpes simplex virus type 1 apoptotic trigger. J. Virol. 80, 6810–6821. doi: 10.1128/jvi.00334-06

Sanfilippo, C. M., Chirimuuta, F. N., and Blaho, J. A. (2004a). Herpes simplex virus type 1 immediate-early gene expression is required for the induction of apoptosis in human epithelial HEp-2 cells. J. Virol. 78, 224–239. doi: 10.1128/jvi.78.1.224-239.2004

Sanfilippo, C. M., Lombardozzi, R. C., Chirimuuta, F. N., and Blaho, J. A. (2004b). Herpes simplex virus 1 infection is required to produce ICP27 immunoreactive triplet forms when ribosomal aminoacyl-tRNA translocation is blocked by cycloheximide. Virology 324, 554–566. doi: 10.1016/j.virol.2004.04.011

Sawtell, N. M., and Thompson, R. L. (1992). Rapid in vivo reactivation of herpes simplex virus in latently infected murine ganglionic neurons after transient hyperthermia. J. Virol. 66, 2150–2156.

Sawtell, N. M., and Thompson, R. L. (2016). De novo herpes simplex virus VP16 expression gates a dynamic programmatic transition and sets the latent/lytic balance during acute infection in trigeminal Ganglia. PLoS Pathog. 12:e1005877. doi: 10.1371/journal.ppat.1005877

Spivack, J. G., and Fraser, N. W. (1988). Expression of herpes simplex virus type 1 latency-associated transcripts in the trigeminal ganglia of mice during acute infection and reactivation of latent infection. J. Virol. 62, 1479–1485.

Stevens, J. G., Wagner, E. K., Devi-Rao, G. B., Cook, M. L., and Feldman, L. T. (1987). RNA complementary to a herpesvirus alpha gene mRNA is prominent in latently infected neurons. Science 235, 1056–1059. doi: 10.1126/science.2434993

Takano, Y. S., Harmon, B. V., and Kerr, J. F. (1991). Apoptosis induced by mild hyperthermia in human and murine tumour cell lines: a study using electron microscopy and DNA gel electrophoresis. J. Pathol. 163, 329–336. doi: 10.1002/path.1711630410

Thompson, R. L., and Sawtell, N. M. (1997). The herpes simplex virus type 1 latency-associated transcript gene regulates the establishment of latency. J. Virol. 71, 5432–5440.

Villa, P., Kaufmann, S. H., and Earnshaw, W. C. (1997). Caspases and caspase inhibitors. Trends Biochem. Sci. 22, 388–393. doi: 10.1016/s0968-0004(97)01107-9

Wyllie, A. H., Kerr, J. F., and Currie, A. R. (1980). Cell death: the significance of apoptosis. Int. Rev. Cytol. 68, 251–306. doi: 10.1016/s0074-7696(08)62312-8

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Nguyen, Gennis, Pena and Blaho. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.





 

 

 
 
	 
	ORIGINAL RESEARCH
 published: 09 May 2019
 doi: 10.3389/fmicb.2019.01009
 

  


[image: image2]

Simian Varicella Virus DNA in Saliva and Buccal Cells After Experimental Acute Infection in Rhesus Macaques

Vicki Traina-Dorge1*, Satish Mehta2,3, Bridgette Rooney4, Brian Crucian5, Lara Doyle-Meyers6, Arpita Das1, Colin Coleman7, Maria Nagel7,8 and Ravi Mahalingam7


1Division of Microbiology, Tulane National Primate Research Center, Tulane University, Covington, LA, United States


2Jes Tech, Houston, TX, United States


3KBR wyle Laboratories, Houston, TX, United States


4GeoControl Systems, Inc., Houston, TX, United States


5Johnson Space Center, NASA, Houston, TX, United States


6Division of Veterinary Medicine, Tulane National Primate Research Center, Tulane University, Covington, LA, United States


7Department of Neurology, University of Colorado Anschutz Medical Campus, Aurora, CO, United States


8Department of Ophthalmology, University of Colorado Anschutz Medical Campus, Aurora, CO, United States


Edited by:
 Benedikt B. Kaufer, Freie Universität Berlin, Germany

Reviewed by:
 Anne Gershon, Columbia University, United States
 Bernard A. P. Lafont, National Institute of Allergy and Infectious Diseases (NIAID), United States
 Paul R. Kinchington, University of Pittsburgh, United States

*Correspondence: Vicki Traina-Dorge, vtraina@tulane.edu 

Specialty section: This article was submitted to Virology, a section of the journal Frontiers in Microbiology


Received: 19 February 2019
 Accepted: 23 April 2019
 Published: 09 May 2019

Citation: Traina-Dorge V, Mehta S, Rooney B, Crucian B, Doyle-Meyers L, Das A, Coleman C, Nagel M and Mahalingam R (2019) Simian Varicella Virus DNA in Saliva and Buccal Cells After Experimental Acute Infection in Rhesus Macaques. Front. Microbiol. 10:1009. doi: 10.3389/fmicb.2019.01009
 

Simian varicella virus (SVV) infection of non-human primates is the counterpart of varicella zoster virus (VZV) infection in humans. To develop non-invasive methods of assessing SVV infection, we tested for the presence of SVV DNA in saliva, as has been documented in human VZV infection, and in buccal cells to determine whether epithelial cells might provide a more reliable source of material for analysis. Five rhesus macaques intratracheally inoculated with SVV all developed varicella with viremia and macular-papular skin rash in 1–2 weeks, which resolved followed by establishment of latency. DNA extracted from longitudinal blood peripheral blood mononuclear cells (PBMCs), saliva and buccal samples collected during acute infection and establishment of latency were analyzed by real-time qPCR. After intratracheal inoculation, viremia was observed, with peak levels of 101–102 copies of SVV DNA in 100 ng of PBMC DNA at 4 and 7 days post inoculation (dpi), which then decreased at 9–56 dpi. In saliva and buccal cells at 7 dpi, 101–104 copies and 101–105 copies of SVV DNA in 100 ng of cellular DNA, respectively, were detected in all the five monkeys. At 9 dpi, saliva samples from only two of the five monkeys contained SVV DNA at 102–103 copies/100 ng of saliva DNA, while buccal cells from all five monkeys showed 100–103 copies of SVV DNA/100 ng of buccal cell DNA. Similar to viremia, SVV DNA in saliva and buccal cells at 11–56 dpi was lower, suggesting clearance of viral shedding. SVV DNA levels were generally higher in buccal cells than in saliva. Our findings indicate that SVV shedding into the oral cavity parallels acute SVV infection and underscore the relevance of both saliva and buccal cell samples to monitor acute varicella virus infection.
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INTRODUCTION

Simian varicella virus (SVV) infection of non-human primates (NHP) is the simian counterpart of varicella zoster virus (VZV) infection in humans. Similar to primary VZV infection in humans, NHPs experimentally infected with SVV, develop acute varicella with malaise, fever, viremia, and generalized vesicular rash (Messaoudi et al., 2009; Ouwendijk et al., 2013). Following acute SVV infection, the virus establishes latency and later reactivates to produce zoster (Mahalingam et al., 2007, 2010; James et al., 2014; Traina-Dorge et al., 2014). As such, the SVV infection in NHP has been an extremely valuable animal model to further study the pathobiology and neurotropism of VZV showing virus entering ganglia before the appearance of primary rash; viral transport is via both hematogenous and non-hematogenous routes, critical gene expression, and cell signaling changes associated with disease; tropism of ganglionic, epithelial, and T lymphocytes (Mahalingam et al., 2001; Ouwendijk et al., 2013; Traina-Dorge et al., 2015, 2019; Arnold et al., 2016).

Our goal here was the development of a non-invasive method to analyze SVV infection and viremia after acute infection in non-human primates. We attempted to detect SVV DNA in saliva, as has been performed in VZV infection in adult humans (Mehta et al., 2012), in patients with zoster (Mehta et al., 2008, 2013, 2017; Depledge et al., 2011; Nagel et al., 2011; Gershon et al., 2015), and in patients with zoster sine herpete (Furuta et al., 2001; Gershon et al., 2015). We also analyzed buccal cells for SVV DNA to determine whether buccal epithelial cells from anesthetized animals could provide a more reliable source of material.



MATERIALS AND METHODS


Animals

Five male rhesus macaques (KB95, KG58, KI87, KI92, and KT89), Macaca mulatta, (4–5 kg) were prescreened for SVV-seronegativity using plaque reduction antibody neutralization assays. All animals were housed at the Tulane National Primate Research Center in Covington, LA. On day 0, baseline physical examinations were performed, and blood, saliva, and buccal samples were obtained, while the ventrum and appendages of the animals were shaved. All the five animals were then intratracheally inoculated with 5 × 105 pfu (plaque forming units) wild type SVV (wtSVV) in 1 ml using a sterile #10 French feeding tube. SVV was grown in Rhesus fibroblast monolayers and cell-associated virus harvested for inoculation. After SVV inoculation, all monkeys were monitored by physical examination and collection of blood, saliva, and buccal samples, 2–3 times for the first 2 weeks, weekly for 8 weeks, and monthly thereafter. Animals were evaluated for respiratory, cardiac, lymphatic, or dermal involvement, and any adverse findings were documented. Typical varicella lesions (macules, papules, and vesicles) were scored as follows: +/− 1–2; 1+: 3–10; 2+: 11–50; 3+: 51–100; 4+: >101 lesions. All examinations and procedures were performed following anesthesia of the animals with 10 mg/kg intramuscular ketamine hydrochloride or 6–8 mg/kg intramuscular Tiletamine/zolazepam (Telazol) in accordance with the recommendations of the US Department of Agriculture Animal Welfare Act regulations, the Guide for the Care and Use of Laboratory Animals and regulations of the Association for Assessment and Accreditation of Laboratory Animal Care (AAALAC). All experiments were reviewed and approved by the Tulane National Primate Research Center (TNPRC) Institutional Animal Care and Use Committee (IACUC), prior to the start of the study.



Saliva and Buccal Swab Collection

Saliva—Synthetic polymer saliva swabs, SalivaBio (Salimetrics, State College, PA), were placed for 3 min each in the left and right cheek pouches of each anesthetized monkey to saturate with saliva. The swabs were removed, transferred to the compartmentalized collection tube, and placed on ice. Swabs and tubes were centrifuged at 5,000 × g at 4°C for 20 min and saliva was recovered in the bottom chamber. The volume of saliva (50–1,200 μl) was recorded and transferred to 1.5 ml microcentrifuge tubes. Saliva was again spun at 18,407 × g at 4°C for 20 min. Supernatant and pellets from saliva were tested for SVV by qPCR and no SVV was found in the supernatant. As such, for all study samples following centrifugation, all but 200 μl of the supernatant was decanted, the cell pellet was resuspended, and then placed on ice for DNA extraction.

Buccal cells—A Cytobrush Plus brush (Cooper Surgical, Trumball, CT) was inserted into both the left and right cheek pouches of anesthetized monkeys, rotated 10 times at each site, removed, and inserted into a sterile tube and kept at 4°C until DNA extraction.



DNA Extraction and qPCR Assays

Saliva—DNA was extracted from saliva using the QIA-Amp DNA kit (Qiagen; Germantown, MD) (Mehta et al., 2017).

Buccal cells—Brushes containing buccal cells were placed directly in the DNA extraction buffer for lysis and DNA extraction, using a Gentra Puregene Buccal Cell Kit (Qiagen, Germantown, MD), following the manufacturer’s instructions.

PBMCs—DNA was extracted from PBMCs using a Qiagen DNA extraction kit (Qiagen), as described (White et al., 2002a,b; Mahalingam et al., 2007). DNA concentrations were determined using a NanoDrop ND-1000 Spectrophotometer (NanoDrop Technologies, Inc. Wilmington, DE).

Quantitative real-time polymerase chain reaction (qPCR)—SVV copy number was measured by real-time qPCR performed on the salivary and buccal DNA (3.5 μl per reaction) and PBMC DNA (100 ng per reaction) with TaqMan® 7900, using fluorescence-based amplification (Applied Biosystems, Inc, Life Technologies, Grand Island, NY). Primers and Taqman probes specific for the SVV open reading frame (ORF) 61 were used for real-time qPCR as described (Cohrs et al., 2008) and have been our lab standard for all SVV diagnostics (Mahalingam et al., 2007, 2010; Traina-Dorge et al., 2015, 2019). Briefly, final concentrations of primers and probes in PCR were 500 and 250 nM, respectively. SVV ORF-61 sequences (forward primer 5′-ACACAGCGCTAATGAGAAGCC-3′; reverse primer 5′-GAAAGACGCTGCTGTTGTCG-3′; probe 5′-FAM/CAACCCCGCGTGTTGGCCC/3BHQ-3′). The presence of DNA in samples was confirmed by amplification of the cell gene, glyceraldehyde 6-phosphate dehydrogenase (GAPDH) using primers specific for GAPDH DNA (forward primer 5′-CAAGGTCATCCATGACAACTTTG-3′; reverse primer 5’GGCCATCCACAGTCTTCTGG-3′; probe 5′-ACCACAGTCCATGCCATCACTGCCA-3′). A standard curve was generated for GAPDH amplification using 0.1, 1.0, and 10 μg uninfected Vero cell DNA as substrate (Supplementary Figure 1). PCR conditions were as follows: 95°C for 20 s followed by 40 cycles of 95°C for 1 s and 60°C for 20 s.

Each animal sample was analyzed in a clean PCR room in triplicate and the copy numbers were averaged. Samples were only confirmed positive if two or three of the triplicate assays were positive. To generate standard curves for amplification with SVV ORF61 primers and probes, serial dilutions of wtSVV bacmid DNA (Gray et al., 2011) ranging from 1 to 108 copies were prepared in a background of 20 μg/ml of herring sperm DNA and included a no DNA control. Any possible contamination showing previously amplified fragments are eliminated. Based on this SVV DNA standard curve, the sensitivity of our assay is 1–10 copies of SVV DNA. All PCR assays were carried out blinded with respect to identification of clinical specimens and positive controls.

PBMC SVV copy numbers were calculated as SVV DNA copies per 100 ng PBMC DNA. The saliva and buccal sample materials were more limited and contained lower quantities of extractable DNA than found in PBMC samples. GAPDH DNA amplification in these samples was used to quantify cellular DNA. Saliva and buccal cell samples yielded 0.4–3,693 ng/ul of cellular DNA based on GAPDH detection. Further, SVV qPCR was performed on these same samples to calculate SVV copies per ng cellular DNA. Results were multiplied by 100 and reported as SVV DNA copies per 100 ng of saliva or buccal cell DNA.




RESULTS

All five monkeys inoculated with wtSVV developed typical acute varicella with viremia and macular/papular/vesicular skin rash in 1–2 weeks, Figure 1, shows skin in animal KG58 from d0 (left panel) and 9 dpi (right panel) showing typical acute varicella generalized rash. Figure 2 summarizes the extent of rash in all five animals. Monkeys KB95, KI92, and KT89 developed minimal 1+ skin lesions at 7 dpi, while all five monkeys developed moderate to severe, 2+ to 4+ peak rash at 9 dpi, with reduction to 1+ to 3+ at 11 dpi. Animals KB95, KI92, and KG58 still had minimal 1+ rash at 14 dpi. Varicella rash in all five animals was resolved by 21 dpi.


[image: image]

FIGURE 1. Primary varicella in experimentally inoculated rhesus macaque KG58. All monkeys developed typical varicella rash at 7–14 days post inoculation (dpi). Wide-spread generalized varicella rash of monkey KG58 on 9 dpi is shown on the neck, shoulders, torso, arms and abdomen (right panel) and compared with the pre-inoculation baseline skin from the same animal (left panel).
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FIGURE 2. Rash after SVV inoculation. Monkeys were monitored for 56 days for varicella rash after SVV inoculation. All animals developed varicella with typical macular-papular-vesicular skin rash, graded (0 to 4+) during 0–14 dpi. Rash was first observed at 7 dpi, peaked at 9–11 dpi and resolved by 21 dpi.
 

At multiple timepoints after intratracheal SVV inoculation, PBMC were isolated and DNA was extracted and analyzed by real-time qPCR for the presence of SVV DNA. Four of five animals at 4 dpi and all five animals at 7 dpi, demonstrated peak viremia with 10–78 (mean = 35.5) and 4–161 (mean = 45.0) copies of SVV DNA per 100 ng of PBMC DNA, respectively. At days 9 and 11 dpi, only four of five animals had reduced levels of virus, with 0–20 (mean = 8.8 and 8.7, respectively) copies/100 ng PBMC DNA, while analysis at 14–56 dpi showed only sporadic 0–3 copies of SVV DNA/100 ng PBMC DNA (Figure 3).
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FIGURE 3. Viremia after SVV inoculation. Blood samples from the five intratracheally inoculated monkeys, were collected longitudinally at multiple times post inoculation. Peripheral blood mononuclear cells (PBMC) were isolated, DNA extracted, and SVV qPCR performed in triplicate on 100 ng DNA. Average SVV copy numbers/100 ng of PBMC DNA are shown.
 

DNA from longitudinal samples of saliva and buccal cells were also analyzed by real-time qPCR for the presence of SVV DNA. At 7 dpi, SVV DNA was detected in all five animals, with 101–104 copies of SVV/ 100 ng of saliva DNA (mean = 4.6 × 103, Figure 4A) and 101–105 copies SVV/100 ng of buccal cell DNA (mean = 3.8 × 104, Figure 4B). At 9 dpi, saliva samples from two of the five monkeys contained 102–103 SVV copies/100 ng of saliva DNA (mean = 2.9 × 102) while buccal samples from all five animals contained 101–104 SVV copies/100 ng of buccal cell DNA (mean = 2.5 × 103). Similar to viremia, the SVV DNA present in saliva and buccal cells at 11–56 dpi was less frequent, with fewer animals positive for SVV DNA and in those monkeys, SVV copy numbers decreased from the earlier peak levels.
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FIGURE 4. SVV DNA in saliva and buccal samples during acute infection. DNA was extracted from longitudinal saliva (A) and buccal (B) samples collected during acute SVV infection and analyzed by real-time qPCR for virus (SVV) and cellular (GAPDH) DNA. SVV qPCR was performed in triplicate on a standard 3.5 μl volume. Average SVV copy numbers/100 ng saliva DNA or buccal cell DNA for each sample are shown.
 

SVV DNA-positive samples as well as DNA copy number were higher in the majority of buccal samples than in saliva samples. On both 7 and 9 dpi, 9 of 10 buccal samples from monkeys: KB95, KG58, KI87, and KT89 had more copies of SVV DNA than did saliva samples (Figures 4A,B). Higher SVV DNA copy numbers in buccal samples than in saliva samples were also observed in monkey KT89 at: 4,11,14, and 21 dpi, showing SVV DNA-positive buccal cells with 1, 37, 250, and 1,030 copies of SVV DNA/100 ng buccal cell DNA, respectively, while their corresponding saliva samples were negative. Buccal samples from monkey KB95 obtained at 11 dpi had 256 copies SVV DNA/100 ng saliva DNA, while the matching saliva sample was negative. Saliva samples showing higher SVV copy numbers than in buccal samples were also seen, but less frequently. For example, the saliva sample from monkey KG58 obtained at 11 dpi contained 2.1 × 104 copies of SVV DNA/100 ng saliva DNA compared to only 143 copies of SVV DNA/ 100 ng buccal cell DNA in the buccal sample obtained at that time. Monkey KI92 had SVV DNA-positive saliva at 7 and 11 dpi, with 119 and 37 copies of SVV DNA/100 ng saliva DNA, respectively, while the matching buccal samples had 11 and 0 copies of SVV DNA/100 ng buccal cell DNA, respectively. At 29 dpi, saliva from monkey KT89 also showed high levels (2.6 × 105 copies of SVV DNA/100 ng saliva DNA), while the matching buccal sample was negative.



DISCUSSION

After SVV experimental inoculation of rhesus macaques, all monkeys became viremic (PBMC) and developed typical varicella rash within the first 2 weeks, as previously shown (Messaoudi et al., 2009; Ouwendijk et al., 2013). In our study, viremia reached peak levels at 4–7 dpi while rash presented later, with peak levels at 9-11 dpi. Despite viremia in four of five animals on 4 dpi, the saliva from only one of the five animals was SVV DNA positive while all buccal samples were negative, suggesting a possible non-hematogenous route for dissemination into the oral mucosa or delay in replication within epithelial cells. Our study demonstrated positive shedding of SVV into the oral cavity of non-human primates, as is also shown in human VZV acute infection of adults (Mehta et al., 2012), patients with zoster (Cohrs et al., 2008, Mehta et al., 2008, 2013, 2017, Depledge et al., 2011, Nagel et al., 2011, Gershon et al., 2015), and patients with zoster sine herpete (Furuta et al., 2001; Gershon et al., 2015).

We tested both saliva and buccal cells for SVV DNA to assess whether epithelial cells would provide a more reliable source of material for analysis from anesthetized animals. Epithelial cells are susceptible target cells of SVV infection and likely the source of virus in saliva. Volumes of saliva >1 ml are more difficult to reproducibly obtain from anesthetized animals compared with 2–3 ml saliva yields from human subjects (Mehta et al., 2013, 2017). Peak SVV DNA copies were present in both 7 and 9 dpi saliva and buccal samples. Although some discordances were observed, numbers of SVV DNA-positive samples and SVV copy numbers were generally greater for buccal cells than saliva samples, possibly due to the larger cellular yield of buccal samples than that obtained from saliva samples.

Our results clearly demonstrate SVV shedding in the oral cavity during acute SVV infection. Peak SVV copy numbers at 7 dpi, in both saliva and buccal samples parallels viremia, indicating that both sample types are relevant for diagnosis of SVV infection after experimental inoculation. Overall, the SVV DNA yield from buccal samples was higher than that obtained with saliva samples from anesthetized animals.
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Human cytomegalovirus (HCMV) reactivation is a major infectious cause of morbidity and mortality after allogeneic hematopoietic stem cell transplantation (HSCT). HCMV is a ubiquitous beta-herpesvirus which asymptomatically infects immunocompetent individuals but establishes lifelong latency, with the potential to reactivate to a life-threatening productive infection when the host immune system is suppressed or compromised. Opportunistic HCMV reactivation is the most common viral complication following engraftment after HSCT and is associated with a marked increase in non-relapse mortality, which appears to be linked to complex effects on post-transplant immune recovery. This minireview explores the cellular sites of HCMV latency and reactivation in HSCT recipients and provides an overview of the risk factors for HCMV reactivation post-HSCT. The impact of HCMV in shaping post-transplant immune reconstitution and its relationship with patient outcomes such as relapse and graft-versus-host disease will be discussed. Finally, we survey current and emerging strategies to prevent and control HCMV reactivation in HSCT recipients, with recent developments including adoptive T cell therapies to accelerate HCMV-specific T cell reconstitution and new anti-HCMV drug therapy for HCMV reactivation after HSCT.
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INTRODUCTION

Human cytomegalovirus (HCMV) is a beta-herpesvirus carried by a majority of the global population (Cannon et al., 2010; Zuhair et al., 2019). The seroprevalence of HCMV increases with age and has an estimated global mean of 83% (Zuhair et al., 2019). While primary infection is usually asymptomatic in immunocompetent individuals, the virus establishes a lifelong latent infection that is never eliminated by the host immune system. Intermittent subclinical viral reactivation events are thought to be controlled by effective immune surveillance and may drive the high frequencies of HCMV-specific T-cells found in the peripheral blood of healthy seropositive individuals (Sester et al., 2002; Sylwester et al., 2005). By contrast, reactivation from latency is responsible for significant morbidity and mortality in immunocompromised and immunosuppressed populations,including solid-organ transplant and allogeneic hematopoietic stem cell transplant (HSCT) recipients, HIV/AIDS patients and the developing fetus.

HCMV reactivation is the major viral infectious complication after allogeneic HSCT and is associated with an increased risk of non-relapse mortality (Takenaka et al., 2015; Green et al., 2016; Teira et al., 2016), which is not principally attributable to direct HCMV disease (Green et al., 2016). Uncontrolled HCMV replication following reactivation can lead to life-threatening end-organ disease, commonly manifesting as pneumonia and gastrointestinal disease, and less frequently as retinitis, hepatitis and encephalitis. Reactivation may also indirectly contribute to detrimental patient outcomes through antiviral drug toxicities and complex impacts on post-transplant immune reconstitution, including links with graft-versus-host disease (GvHD) (Cantoni et al., 2010) and microbial superinfections (Nichols et al., 2002; Yong et al., 2017a). There is no licensed HCMV vaccine and current antiviral agents are limited by their toxic side-effects and the risk of antiviral drug resistance.

The cellular sites and mechanisms associated with HCMV latency and reactivation are incompletely understood, in part due to the high human-specificity of HCMV which precludes the use of animal models to directly study HCMV infection. Clinical evidence indicates that the risk of reactivation post-HSCT is strongly connected to the pre-transplant HCMV serostatus of the donor and recipient (Boeckh and Nichols, 2004; George et al., 2010) and the pace of post-transplant HCMV-specific T-cell recovery. However, the lack of well-validated biomarkers for reactivation makes it challenging to predict the incidence and outcome of infection in individual patients, and greater knowledge of the influence of HCMV on post-transplant immune reconstitution is required.



HCMV REACTIVATION IN ALLOGENEIC HEMATOPOIETIC STEM CELL TRANSPLANTATION (HSCT)

Allogeneic HSCT is the only curative option for many hematological malignancies and diseases (Copelan, 2006). GvHD, opportunistic infections and relapse are the leading causes of mortality in the first 2 years post-transplant (Gratwohl et al., 2005; D’Souza and Fretham, 2018). The reactivation of latent double-stranded DNA viruses is common in the early post-engraftment period (Hill et al., 2017) and HCMV reactivation is the most frequent opportunistic viral infection after HSCT. Virological surveillance for HCMV replication is routinely performed in the first 100 days post-transplant through quantitative PCR monitoring for HCMV genomes in blood plasma (Emery et al., 2000), with HCMV DNAemia being an independent risk factor for disease (Zaia et al., 1997) and non-relapse mortality (Hiwarkar et al., 2013; Green et al., 2016; Ramanathan et al., 2016; Teira et al., 2016).

Reactivation develops in over 60% of HCMV seropositive recipients (R+), and in approximately 10% of seronegative recipients (R-) transplanted from seropositive donors (D+) (George et al., 2010). In R+/D+ patients, reactivation may derive from endogenous latent HCMV in the seropositive recipient (Winston et al., 1985; Kawasaki et al., 1999) and/or from latently infected cells transferred within the seropositive donor stem cell allograft. Recipient seropositivity alone is an adverse prognostic factor for overall survival (Broers et al., 2000; Craddock et al., 2001). Seropositive recipients who receive grafts from HCMV-naïve donors (R+/D-) experience the highest incidence of HCMV reactivation and disease (Ljungman et al., 2006; Webb et al., 2018), a likely consequence of delayed HCMV-specific immune recovery owing to the lack of pre-existing HCMV-specific memory lymphocytes in the graft (Cwynarski et al., 2001; Zhou et al., 2009). As the recipient’s existing cellular immune system is eradicated by transplant conditioning regimens, R+/D- patients rely on de novo T-cell reconstitution via the thymus from donated pluripotent hematopoietic stem cells to generate a primary T-cell response to HCMV reactivation. By contrast, HCMV-specific memory T-cells contained in D+ grafts can undergo more rapid antigen-driven expansion within the recipient in the early post-transplant period and contribute to early control of reactivation (Cwynarski et al., 2001; Gandhi et al., 2003; Scheinberg et al., 2009). For a seropositive recipient, the choice of a seropositive over seronegative donor offers a survival advantage in the setting of myeloablative unrelated donor transplantation, but the effect on survival with matched sibling donors is less strong (Ljungman et al., 2003, 2014). Nonetheless, due to the high incidence of HCMV-related complications in R+/D- patients, where possible, attempts are made to match serostatus in donors and recipients.

Advances in transplant and antiviral treatment practices over the last 25 years have reduced the incidence of HCMV disease to ∼10% in the first year post-transplant (Boeckh and Ljungman, 2009; Green et al., 2016). However, the use of prophylactic or pre-emptive antiviral therapy delays HCMV-specific T-cell recovery (Li et al., 1994) and has led to increasing rates of late HCMV reactivation and disease (Einsele et al., 2000). Additionally, HCMV pneumonia remains associated with high (up to 70%) mortality (Erard et al., 2015). Gastrointestinal HCMV disease often develops without detection of HCMV DNAemia (Cho et al., 2013; Gabanti et al., 2015) and can be difficult to distinguish from gastrointestinal GvHD, often occurring in the same patients (Cho et al., 2013; Bhutani et al., 2015).



CELLULAR SITES OF HCMV LATENCY AND REACTIVATION

The transition from viral latency to reactivation underpins the pathogenesis of HCMV in HSCT. HCMV latency is characterized by maintenance of the viral genome as an intranuclear episome (Bolovan-Fritts et al., 1999) without replication, but with the potential to reactivate to a productive infection. A wide range of cell types support productive infection (Ibanez et al., 1991; Sinzger et al., 2008), but latency appears to be restricted to primitive bone-marrow-resident CD34+ cells and CD33+ myeloid progenitor cells (Mendelson et al., 1996; Hahn et al., 1998; Reeves et al., 2005b), which retain the latent viral genome as they differentiate into peripheral blood CD14+ monocytes and myeloid dendritic cells (mDCs) (Taylor-Wiedeman et al., 1991, 1994; Hahn et al., 1998; Khaiboullina et al., 2004; Reeves et al., 2005b). A recent study found that CD14+ monocytes expressing the surface marker B7-H4 were a predominant site of latency in peripheral blood of healthy donors (Zhu et al., 2018). It may be that HCMV preferentially infects early myeloid progenitors or promotes the differentiation of infected pluripotent CD34+ cells to myeloid-lineage subsets that support latency (Zhu et al., 2018).

Latently infected cells contain HCMV DNA (Minton et al., 1994) but do not support infectious virus production. The terminal differentiation to mature mDCs and macrophages is accompanied by chromatin remodeling of the HCMV major immediate-early promoter (Reeves et al., 2005a,b), which facilitates reactivation of the lytic gene cascade and the production of infectious virus (Taylor-Wiedeman et al., 1994; Reeves et al., 2005b; Reeves and Sinclair, 2013; Poole et al., 2015). Allogeneic stimulation (Soderberg-Naucler et al., 1997) and pro-inflammatory cytokines such as IFN-γ, TNF, and IL-6 are implicated in driving myeloid cell maturation and reactivation (Fietze et al., 1994; Söderberg-Nauclér et al., 2001; Hargett and Shenk, 2010; Reeves and Compton, 2011; Huang et al., 2012; Reeves and Sinclair, 2013; Forte et al., 2018).

Latently infected cells are present at very low frequencies (0.004–0.01% of mononuclear cells) in GCSF-mobilized peripheral blood or bone-marrow from healthy seropositive donors (Slobedman and Mocarski, 1999), but underlie the capacity for iatrogenic transmission of latent HCMV through D+ HSCT allografts. Additionally, the high risk of reactivation in R+/D- patients suggests that pre-transplant conditioning regimens incompletely eradicate latent HCMV reservoirs in the recipient (Wills et al., 2015). It also remains possible there are additional sites of HCMV latency, with conflicting evidence regarding possible latency in aortic endothelial cells (Fish et al., 1998; Pampou et al., 2000; Reeves et al., 2004). Whether HCMV establishes a low-level productive infection in bone-marrow stromal cells (Taichman et al., 1997; Smirnov et al., 2007; Soland et al., 2014) or in a self-renewing CD34+ cell subset (Goodrum et al., 2004) also remains unclear, yet HCMV DNA has been detected in diverse tissue sites (Hendrix et al., 1997; Chen and Hudnall, 2006; Gordon et al., 2017) and recent RNA-seq uncovered HCMV transcripts at multiple locations, including the ovaries, blood, adipose tissue, and lung (Shnayder et al., 2018). The specific cell types harboring HCMV in these studies and whether they represent productive, abortive, or latent infection is unknown. The widespread prevalence of HCMV within asymptomatic individuals nonetheless highlights the importance of host immune control in preventing unchecked HCMV replication leading to life-threatening disease.



RISK FACTORS FOR HCMV REACTIVATION AFTER HSCT

In addition to recipient and donor HCMV serostatus, independent risk factors for reactivation include increasing recipient age (Tong et al., 2013; Takenaka et al., 2015), use of unrelated or HLA-mismatched donors (Qayed et al., 2014; Takenaka et al., 2015), T-cell depletion (Walker et al., 2007; Yoon et al., 2009), GvHD (Walker et al., 2007; George et al., 2010; Qayed et al., 2014; Cohen et al., 2015), and high-dose corticosteroids for GvHD (Yanada et al., 2003; Tong et al., 2013; Melendez-Munoz et al., 2019). T-cell depletion and prolonged steroid therapy mitigate GvHD but delay antiviral T-cell reconstitution (Aubert et al., 2001; Craddock et al., 2001; Wagner et al., 2005; Lilleri et al., 2009; Tormo et al., 2011). A high incidence of HCMV reactivation is also observed after T-cell replete haploidentical HSCT with post-transplant cyclophosphamide (Di Stasi et al., 2014; Crocchiolo et al., 2015; Goldsmith et al., 2016; Slade et al., 2017).

The reconstitution kinetics of HCMV-specific T-cells post-HSCT have a close relationship with the risk and prognosis of reactivation (Lilleri et al., 2006; Gratama et al., 2010; Espigado et al., 2014). HCMV-specific CD4+ and CD8+ T-cells expand with reactivation and are likely both required for control and/or protection (Foster et al., 2002; Sacre et al., 2008; Widmann et al., 2008; Pourgheysari et al., 2009; Lilleri et al., 2012; Gabanti et al., 2015; Raeiszadeh et al., 2015; Ciaurriz et al., 2017). Quantitative thresholds of CD8+ and CD4+ HCMV-specific T-cells associated with protection from, or control of, reactivation or disease post-HSCT have been defined using HLA tetramers or ex vivo viral stimulation assays (Aubert et al., 2001; Cwynarski et al., 2001; Gratama et al., 2001, 2010; Lilleri et al., 2008; Moins-Teisserenc et al., 2008; Borchers et al., 2011, 2012; Tormo et al., 2011; Lilleri et al., 2012; Liu et al., 2016). Threshold numbers have not been well-validated for routine clinical use and are less informative of protection from reactivation and disease in patients under steroid therapy or with prior GvHD (Lilleri et al., 2012; Gabanti et al., 2015).

Control of reactivation may depend more heavily on the functional recovery of HCMV-specific T-cell immunity (Quinnan et al., 1982; Reusser et al., 1991; Ozdemir et al., 2002; Nakamura et al., 2004; Gratama et al., 2008; Zhou et al., 2009; Tormo et al., 2010; Krol et al., 2011; Tey et al., 2013; Espigado et al., 2014; Ciaurriz et al., 2017). Polyfunctional HCMV-specific T-cell responses post-HSCT are associated with lower viral loads, protection from subsequent episodes of reactivation and lower antiviral therapy requirements (Zhou et al., 2009; Munoz-Cobo et al., 2012; Gimenez et al., 2015; Pelak et al., 2017). Delayed or undetectable HCMV-specific cytotoxic T-cell responses are prominent risk factors for HCMV disease (Reusser et al., 1991; Gratama et al., 2001; Ganepola et al., 2007). Camargo et al. (2019) recently described a composite biomarker comprising a protective (IL-2+IFN-γ+TNF-α+MIP-1β+) and non-protective (IL-2-IFN-γ+TNF-α-MIP-1β+) CD8+ T-cell cytokine signature in response to in vitro HCMV pp65 peptide stimulation that independently predicted the risk of clinically significant reactivation. Assessment of HCMV-specific immunity through measurement of whole blood ex vivo IFN-γ secretion responses to HCMV peptides has also emerged as a promising prognostic approach for HCMV reactivation post-HSCT (Tey et al., 2013; Yong et al., 2017b). However, it is argued that the selective recovery of HCMV-specific T-cell immunity ahead of global T-cell reconstitution carries a higher risk of subsequent reactivation (Tey et al., 2014).

The detection of reactivation prior to 100 days post-transplant (Boeckh et al., 2003; Kim et al., 2004; Liu et al., 2015), plasma viral load (Zaia et al., 1997), leukopenia (Jang et al., 2012), lymphopenia (Einsele et al., 1993), and GvHD (Boeckh et al., 2003; Ljungman et al., 2006; Green et al., 2012) represent additional risk factors for HCMV disease. Donor grafts with ≥5 activating killer-cell immunoglobulin-like receptor (KIR) genes or with both KIR2DS2 and KIR2DS4 predict a lower risk of reactivation (Zaia et al., 2009), and the use of donors with multiple or additional activating KIRs is associated with a lower incidence of reactivation (Chen et al., 2006; Cook et al., 2006).



IMPACT OF HCMV REACTIVATION ON POST-HSCT IMMUNE RECOVERY, RELAPSE AND GVHD

The immune system crucially regulates the risk of HCMV reactivation and disease, but HCMV itself also has a profound influence in shaping immune profiles in healthy seropositive individuals (Chidrawar et al., 2009; Brodin et al., 2015; Patin et al., 2018) and HSCT patients (Itzykson et al., 2015; Lakshmikanth et al., 2017), although the functional implications of this immune modulation are not yet clear. In some HSCT recipients, reactivation might be an epiphenomenon of poor immune reconstitution, but it is also possible that the immunomodulatory effects of HCMV infection may contribute to poor post-transplant outcomes (Nichols et al., 2002). Indeed, while HCMV DNAemia-guided pre-emptive antiviral therapy has reduced the incidence of HCMV disease post-HSCT, the survival disadvantage associated with HCMV infection has not been eliminated (Broers et al., 2000; Schmidt-Hieber et al., 2013; Green et al., 2016). HCMV encodes a range of immunomodulatory gene products that are expressed during both productive infection and latency, including a homolog of the immunosuppressive cytokine IL-10 (Jenkins et al., 2004; McSharry et al., 2012; Avdic et al., 2014; Young et al., 2017). HCMV infection in HSCT recipients increases the risk of bacterial and fungal superinfections (Nichols et al., 2002; Yong et al., 2017a) and GvHD (Lonnqvist et al., 1984; Broers et al., 2000; Cantoni et al., 2010), which might be connected to complex impacts of HCMV reactivation and/or its treatment on post-transplant immune recovery.

T Cell Reconstitution

Reactivation stimulates the recovery of HCMV-specific T-cells after HSCT (see section “Risk Factors for HCMV Reactivation After HSCT”) (Hakki et al., 2003; Tormo et al., 2010; Ciaurriz et al., 2017), but is also accompanied by broader changes in the T-cell compartment. Patients with reactivation display accelerated CD8+ T-cell reconstitution in the first year post-transplant (Lugthart et al., 2014; Drylewicz et al., 2016), which is likely to be driven by clonal expansions of HCMV-specific effector-memory αβ CD8+ T-cells (Suessmuth et al., 2015; Link et al., 2016), leading to an inverted CD4:CD8 ratio. Deep sequencing of the TCR-β repertoire at 1 year post-HSCT uncovered a contraction in effector-memory CD8+ TCR diversity and holes in the underlying effector-memory CD8+ T-cell repertoire in patients who had experienced reactivation (Suessmuth et al., 2015). The selective expansion of HCMV-reactive Vδ2neg γδ T-cells (Knight et al., 2010; Scheper et al., 2013), and clonal (Vγ9neg and Vδ2neg) γδ T-cell proliferations suggestive of adaptive responses (Ravens et al., 2017), are also observed following reactivation. Reactivation also triggers the expansion of large granular lymphocytes (Nann-Rütti et al., 2012). Lugthart et al. (2014) found the reconstitution of naïve and central memory T-cells up to 2 years post-transplant was not compromised by reactivation, but Suessmuth et al. (2015) observed lower numbers of naïve T-cells in the first year post-HSCT in patients with reactivation. Many of the immunological features associated with HCMV reactivation after HSCT, including oligoclonal expansions of terminally differentiated HCMV-specific T-cells, are also found with aging in seropositive individuals (Khan et al., 2002; Hadrup et al., 2006), although recently it was reported that these HCMV-induced clonal T-cell expansions may not compromise CD8+ T-cell repertoire diversity in the elderly (Lindau et al., 2019). The prominent influence of HCMV seropositivity and reactivation in shaping global immune reconstitution signatures after HSCT is apparent (Itzykson et al., 2015), but the impact of reactivation on immune recovery beyond 2 years post-transplant is not well-characterized.

NK Cell Reconstitution

HCMV reactivation drives a rapid expansion of IFN-γ-producing NKG2C+ NK cells (Foley et al., 2012b), which likely contribute to early control of reactivation (Kheav et al., 2014; Davis et al., 2015; Muccio et al., 2016). Expanded proportions of mature (CD56dimCD57+NKG2A-CD158b+) NKG2C+ NK cells persist after viral clearance (Foley et al., 2012b) and memory-like expansions of NKG2C+CD57+ NK cells are also observed in R+/D+ patients with subclinical HCMV infection (Foley et al., 2012a). Specific recognition by NKG2C+ NK cells of HCMV UL40 peptides presented in the context of HLA-E was recently identified to be the mechanism that drives the expansion and differentiation of NKG2C+ NK cells during HCMV infection (Hammer et al., 2018).

Relapse

An association between early HCMV reactivation and reduced myeloid leukemia relapse has been reported (Lonnqvist et al., 1986; Elmaagacli et al., 2011; Green et al., 2013; Ito et al., 2013; Takenaka et al., 2015; Peric et al., 2018). This putative protective effect might be mediated through the anti-leukemic activities of CD56dimCD57+NKG2C+ NK cell and Vδ2neg γδ T-cell subsets which expand with reactivation (Scheper et al., 2013; Cichocki et al., 2016), or via enhancement of donor alloimmune responses in the presence of infection and HCMV-specific CD8+ T-cells (Ogonek et al., 2017; Varanasi et al., 2019). However, the role of reactivation in protection from malignancy relapse post-HSCT is controversial, as others have not found evidence of this association in patients with acute myeloid leukemia, chronic myeloid leukemia, acute lymphoid leukemia, lymphoma, or myelodysplastic syndrome (Nakamura et al., 2004; Green et al., 2013; Jeljeli et al., 2014; Mariotti et al., 2014; Takenaka et al., 2015; Teira et al., 2016; Ramanathan et al., 2016; Admiraal et al., 2017). Further studies are thus required to better define the patient subgroups and immunological features associated with possible relapse protection in HSCT patients with HCMV reactivation.

Graft-Versus-Host Disease

Graft-versus-host disease and its steroid therapy increase the risk of reactivation after HSCT (Miller et al., 1986; Yanada et al., 2003; Ljungman et al., 2006; George et al., 2012; Liu et al., 2015; Valadkhani et al., 2016). The alloimmune responses mediating GvHD impair thymopoiesis (Weinberg et al., 2001; Castermans et al., 2011) and delay HCMV-specific T-cell reconstitution, and high-dose steroids impair the recovery of HCMV-specific T-cells in a dose-dependent manner (Hakki et al., 2003; Widmann et al., 2008). Further, it has been speculated that the proinflammatory immune environment associated with GvHD may promote reactivation, as has been demonstrated following allogeneic stimulation of latently infected cells ex vivo (Soderberg-Naucler et al., 1997). Conversely, patients with reactivation more frequently develop GvHD (Lonnqvist et al., 1984; Janeczko et al., 2016) and the risk of extensive chronic GvHD was reduced with the use of HCMV DNAemia-guided pre-emptive antiviral therapy (Larsson et al., 2004). An increased risk of acute GvHD was observed during episodes of active HCMV replication after HSCT, supporting a bidirectional relationship between reactivation and GvHD (Cantoni et al., 2010). Further research is required to delineate the mechanisms underlying this phenomenon, but an inflammatory response to reactivation or the potential cross-reactivity of HCMV-specific T-cells with human alloantigens (Hall et al., 2017) might play a role.



PREVENTION AND TREATMENT STRATEGIES

Standard antiviral drugs for reactivation after HSCT are ganciclovir, valganciclovir and foscarnet. Prophylactic use is reserved for high-risk patients due to their significant toxic side effects. Ganciclovir causes neutropenia which increases the risk of bacterial and fungal superinfections (Goodrich et al., 1993; Boeckh et al., 1996; Broers et al., 2000; Einsele et al., 2000; Yanada et al., 2003), while foscarnet and cidofovir (used as a second- or third- line therapy) (Ljungman et al., 2008) are nephrotoxic (Ljungman et al., 2001; Reusser et al., 2002). Additional concerns relate to the development of antiviral drug resistance (Campos et al., 2016; Servais et al., 2016; Chemaly et al., 2018) and breakthrough reactivation or disease (Green et al., 2012). HCMV drug resistance has been reported in up to 14.5% of HSCT recipients receiving pre-emptive therapy (Shmueli et al., 2014). Prolonged antiviral exposure (Boeckh and Ljungman, 2009), suboptimal prophylactic dosing (Lischka et al., 2016), corticosteroid therapy (Frietsch et al., 2019) and delayed immune reconstitution foster the selection of drug resistant HCMV mutants. Mutations in the HCMV UL97 (viral protein kinase) gene confer resistance to (val)ganciclovir and maribavir (Marfori et al., 2007; Piret and Boivin, 2019), while HCMV UL54 (viral DNA polymerase) gene mutations are associated with resistance to foscarnet, cidofovir and (val)ganciclovir (El Chaer et al., 2016). Infection with multiple HCMV genotypes is associated with reduced efficacy of antiviral treatment (Zawilinska et al., 2016; Vinuesa et al., 2017). Importantly, current drugs do not target HCMV during latency, as these drugs target the viral replication machinery, and latency is typified by maintenance of the viral genome without replication. This highlights the potential for clinically relevant recurrence of reactivation following therapy cessation.

Prophylactic administration of Letermovir, a new anti-HCMV agent which inhibits the viral terminase complex, recently demonstrated the capacity to reduce the risk of HCMV disease and all-cause mortality at 24 weeks post-transplant, in a Phase 3 trial (Marty et al., 2017). There are, however, reports emerging of breakthrough viraemia and disease associated with HCMV UL56 terminase mutations conferring Letermovir resistance in HSCT recipients (Lischka et al., 2016; Knoll et al., 2018; Frietsch et al., 2019). Letermovir has now been licensed for HCMV prophylaxis after HSCT and its efficacy in treating refractory or resistant HCMV infection and disease will be evaluated in an upcoming Phase 2 trial (NCT03728426). Given its unique mechanism of action, combination therapy of Letermovir with other currently licensed antivirals (Wildum et al., 2015) may represent a means to more effectively control HCMV and limit the emergence of antiviral drug resistance in HSCT patients, although this area remains to be explored.

Pre-emptive treatment based on viral DNAemia surveillance (Emery et al., 2000) minimizes toxic drug exposure and reduces rates of HCMV disease and mortality (Einsele et al., 1995; Ljungman et al., 1998; Reusser et al., 2002), but there is no consensus on the appropriate plasma viral load threshold for initiating such therapy (Green et al., 2012; Tan et al., 2015; Green et al., 2016; Hanna et al., 2017). Inter-laboratory assays for HCMV DNA quantitation vary and the WHO reference standard for HCMV DNA lacks commutability in many assays (Hayden et al., 2015). Lower viral load thresholds may be required in settings of corticosteroid treatment and T-cell depletion (Green et al., 2012; Melendez-Munoz et al., 2019). Monitoring both HCMV-specific T-cell immunity and viral load has recently been successfully applied to guide the withholding or early discontinuation of antiviral treatment (Avetisyan et al., 2007; Navarro et al., 2016; Kumar et al., 2017). Further to characterizing immune reconstitution profiles in patients who spontaneously resolve reactivation without antiviral treatment (Camargo et al., 2019), more detailed investigation of the immune environment prior to the detection of HCMV DNAemia should be a focus of future studies to optimize the identification of high-risk patients and timing of pre-emptive therapy.

Pooled HCMV-specific or polyclonal intravenous immunoglobulin is not effective at preventing reactivation or reducing mortality when used in the treatment of HCMV pneumonia post-HSCT (Raanani et al., 2009; Erard et al., 2015), although strain-specific antibody therapy was recently shown to potently inhibit murine cytomegalovirus (MCMV) reactivation after bone-marrow transplantation in a preclinical murine model (Martins et al., 2019). Adoptive HCMV-specific T-cell therapies to prevent and treat reactivation after HSCT have been developed since the early 1990s (Riddell et al., 1992; Walter et al., 1995; Mackinnon et al., 2008). Third-party- or stem cell donor-derived HCMV-specific T-cells expanded ex vivo or isolated directly with HCMV-specific tetramers and infused in the post-transplant period can accelerate HCMV-specific immune recovery and contribute to long-term control of reactivation and protection from HCMV disease (Peggs et al., 2009; Peggs et al., 2011; Neuenhahn et al., 2017; Withers et al., 2017). The post-transplant infusion of donor-derived HCMV-specific cytotoxic T-cells was shown to reduce the requirement for antiviral drug therapy in a Phase 2 trial (Blyth et al., 2013). Further studies are needed to determine the optimal timing of adoptive cell infusion and understand its impact on post-transplant immune reconstitution.



CONCLUSION

HCMV is a highly prevalent, opportunistic pathogen that continues to cause substantial morbidity and mortality after HSCT. Improved knowledge of the cellular sites of HCMV latency and the conditions which enable its reactivation to clinically significant infection will be needed to better predict, prevent and control reactivation post-HSCT. Future strategies might involve the selective depletion of latently infected cells from the graft (Krishna et al., 2016, 2017), plasma metabolomics profiling to predict the emergence of reactivation (Monleon et al., 2018), the vaccination of transplant recipients and donors to enhance HCMV-specific immune reconstitution (Kharfan-Dabaja et al., 2012; Ma et al., 2018), or the engineering of corticosteroid-resistant HCMV-specific T-cells to improve adoptive cell therapies (Menger et al., 2015). The marked impact of HCMV on post-transplant immune reconstitution warrants continued research to understand its relationship with patient outcomes. New therapeutic approaches for reactivation are actively being pursued and it is hoped these will lessen the clinical impact of reactivation after HSCT in the near future.
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Human herpesvirus-6A (HHV-6A) and 6B (HHV-6B) are two closely related betaherpesviruses that are associated with various diseases including seizures and encephalitis. The HHV-6A/B genomes have been shown to be present in an integrated state in the telomeres of latently infected cells. In addition, integration of HHV-6A/B in germ cells has resulted in individuals harboring this inherited chromosomally integrated HHV-6A/B (iciHHV-6) in every cell of their body. Until now, the viral transcriptome and the epigenetic modifications that contribute to the silencing of the integrated virus genome remain elusive. In the current study, we used a patient-derived iciHHV-6A cell line to assess the global viral gene expression profile by RNA-seq, and the chromatin profiles by MNase-seq and ChIP-seq analyses. In addition, we investigated an in vitro generated cell line (293-HHV-6A) that expresses GFP upon the addition of agents commonly used to induce herpesvirus reactivation such as TPA. No viral gene expression including miRNAs was detected from the HHV-6A genomes, indicating that the integrated virus is transcriptionally silent. Intriguingly, upon stimulation of the 293-HHV-6A cell line with TPA, only foreign promoters in the virus genome were activated, while all HHV-6A promoters remained completely silenced. The transcriptional silencing of latent HHV-6A was further supported by MNase-seq results, which demonstrate that the latent viral genome resides in a highly condensed nucleosome-associated state. We further explored the enrichment profiles of histone modifications via ChIP-seq analysis. Our results indicated that the HHV-6 genome is modestly enriched with the repressive histone marks H3K9me3/H3K27me3 and does not possess the active histone modifications H3K27ac/H3K4me3. Overall, these results indicate that HHV-6 genomes reside in a condensed chromatin state, providing insight into the epigenetic mechanisms associated with the silencing of the integrated HHV-6A genome.
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INTRODUCTION

Human herpesvirus 6 (HHV-6) was first discovered in patients with lymphoproliferative disorders (Salahuddin et al., 1986) and has a seroprevalence of more than 90% (Zerr et al., 2005). Since then, two variants were identified termed HHV-6A and HHV-6B, which have been classified as two distinct species based on their biological, immunological, and molecular properties (Adams and Carstens, 2012; Ablashi et al., 2014). Infection with HHV-6B occurs within the first 2 years of life and is the primary cause of Roseola infantum, a febrile illness with a skin rash that can be accompanied by seizures, meningoencephalitis, and encephalopathy (Yamanishi et al., 1988; De Bolle et al., 2005). The pathologies associated with HHV-6A remain poorly characterized, although a recent report has suggested an association between HHV-6A and Alzheimer’s disease (Readhead et al., 2018).

Upon primary infection, HHV-6A/B establishes a lifelong persistent infection in the host, termed latency (Takahashi et al., 1989; Lusso et al., 1991). In latently infected cells, both viruses integrate their genome into the telomere region of host chromosomes (Arbuckle et al., 2010, 2013). This integration is facilitated by telomeric repeats (TTAGGG)n at the ends of the virus genome (Kaufer et al., 2011; Kaufer and Flamand, 2014; Wallaschek et al., 2016); however, the viral and/or cellular proteins that mediate integration remain elusive. Aside from latently infected cells, both viruses can also integrate their genomes into germ cells. This allows vertical transmission of HHV-6A/B and consequently individuals harbor the integrated virus in every cell of their body (Pellett et al., 2012). Approximately 1% of the human population has this condition termed inherited chromosomally integrated HHV-6A/B (iciHHV-6) (Pellett et al., 2012). The clinical consequences for iciHHV-6 patients remain poorly understood. An analysis of a large cohort revealed that iciHHV-6 patients have an increased risk of developing angina pectoris and other diseases (Gravel et al., 2015), but more research is needed to provide a better understanding of these disease associations. Reactivation of HHV-6A/B is associated with a number of diseases including encephalitis, multiple sclerosis, and graft rejection following transplantation (De Bolle et al., 2005; Caselli and Di Luca, 2007). For example, reactivation occurs in 30–70% of hematopoietic stem cell transplantation (HSCT) recipients and is linked to graft rejections and higher mortality (Vinnard et al., 2009; Hill and Zerr, 2014; Winestone et al., 2018). In addition, a higher frequency and severity of both graft-versus-host disease (GvHD) and cytomegalovirus (CMV) viremia were observed in HSCT patients when either the recipient or donor were iciHHV-6 positive (Hill et al., 2017).

Analysis of iciHHV-6 cell lines by RT-qPCR revealed that few or none of the assessed genes are expressed from the integrated virus genome (Strenger et al., 2014), suggesting that the integrated genome is efficiently silenced. Epigenetic modifications likely contribute to this silencing and will be the focus of this manuscript. Chromatin dynamics are largely mediated by a variety of post-translational modifications of the N-terminal tail of histone proteins, which promotes either an active or repressive transcriptional state. Modifications such as trimethylation (me3) of lysine 4 (K4) of histone 3 (H3K4me3), and acetylation (ac) of lysine 27 (K27) of histone 3 (H3K27ac), are often associated with less condensed chromatin referred to as the transcriptionally active euchromatin. On the other hand, modifications such as H3K27me3 and H3K9me3 are often associated with highly condensed chromatin and a repressive transcriptional state referred to as heterochromatin (Berger, 2007; Li et al., 2007). Heterochromatin formation and nucleosomal occupancy have been linked to viral latency for herpes simplex virus 1 (HSV-1) (Deshmane and Fraser, 1989; Kubat et al., 2004; Wang et al., 2005; Knipe and Cliffe, 2008; Cliffe et al., 2009; Bloom et al., 2010), Epstein-Barr virus (Dyson and Farrell, 1985; Shaw, 1985; Moquin et al., 2018), and human immunodeficiency virus (HIV) (Jordan et al., 2003; du Chéné et al., 2007; Friedman et al., 2011). However, the epigenetic modifications that contribute to the silencing of integrated (latent) HHV-6A/B remain unknown.

In the current study, we employed unbiased genomic approaches using RNA-, MNase-, and ChIP-sequencing to explore the state of the viral genome in patient-derived iciHHV-6 and experimentally infected 293-HHV-6A cells. Our data reveal that integrated HHV-6A is entirely transcriptionally silent and exists in a highly condensed, nucleosome-associated state. Further, the repressive histone modifications H3K9me3 and H3K27me3 were detected across the HHV-6A genome, although both histone modifications were not significantly enriched. Additionally, the latent genome lacks the active histone modifications H3K27ac and H3K4me3. These results provide the first chromatin landscape of the integrated HHV-6A genome in experimentally infected and iciHHV-6 patient-derived cells.



MATERIALS AND METHODS


Cell Lines and Virus

Following approval by the CHU de Quebec-Université Laval ethics review board and patients consent, umbilical cords of women undergoing C-section were tested for the presence of iciHHV-6A as described previously (Gravel et al., 2015). Smooth muscle cells (SMCs) were obtained from the arteries of iciHHV-6A+ umbilical cords as described (Moreau et al., 2007) and immortalized by transduction with a lentiviral vector expressing SV40 T antigens (Addene #22298). Human SMCs (iciHHV-6A) were cultured in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 20% fetal bovine serum (FBS), 1% penicillin–streptomycin (Pen/Strep), and 1% L-Glutamine. Human epithelial kidney 293 T (293 T, ATCC CRL-11268) cells were cultured in the same medium but supplemented with 10% FBS. All cells were maintained in 10 cm2 flasks as a monolayer culture in a humidified 5% CO2 air incubator at 37°C. Bacterial artificial chromosome (BAC)-derived HHV-6A (strain U1102) expressing green fluorescent protein (GFP) under the control of the HCMV major immediate early (IE) promoter (HHV-6-GFP) was propagated in JJHan cells as described previously (Tang et al., 2010). 293 T cells were infected with HHV-6-GFP and GFP positive cells were isolated using a FACS AriaIII cell sorter (BD Biosciences). Clones harboring the integrated HHV-6A genome (293-HHV-6A) were identified by quantitative PCR (qPCR) and confirmed by fluorescent in situ hybridization (FISH). To investigate whether expression of genes from the integrated virus can be induced, clonal 293-HHV-6A cells were treated with either phorbol 12-myristate 13 acetate (TPA, Sigma) (10 ng/ml), Trichostatin A (TSA, Sigma) (0.25 μM), sodium butyrate (NaBy, Sigma) (3 mM), Etoposide (ETP, Sigma) (0.5 μM), suberoylanilide hydroxamic acid (SAHA; also known as vorinostat, Sigma) (1 μM), Forskolin (FSK, Sigma) (10 μM), or hydrocortisone (Dexamethasone, Dexa) (10 μM) for 24 h. Reactivation of HHV-6A was monitored using FACS Calibur (BD Biosciences) to determine the percent of GFP positive (GFP+) cells.



Fluorescent in situ Hybridization

To prove that HHV-6A genome is present at the ends of metaphase chromosomes, FISH was performed as described previously (Rens et al., 2006; Kaufer et al., 2011; Kaufer, 2013). Briefly, cell cultures were treated with 0.05 μg/ml colcemid (Gibco) overnight to arrest the cells in metaphase. Cells were collected by centrifugation, resuspended in hypotonic solution (0.075 M KCl) followed by methanol/acetic acid fixation and stored at −20°C until further use. Metaphase spreads were generated as described previously (Kaufer et al., 2011). The virus genome was detected using a HHV-6A-specific digoxigenin-labeled probe and detected using different antibodies as described by Wight et al. (2018). Slides were mounted using DAPI Vectashield (Vector Laboratories) and images taken with an Axio Imager M1 (Zeiss).



Quantitative PCR

HHV-6 genome copies were determined by qPCR using specific primers and TaqMan probes for U94 as described previously (Wallaschek et al., 2016). Briefly, DNA was isolated using the RTP® DNA/RNA Virus Mini Kit (Stratec) according to manufacturer’s instructions. U94 gene copy numbers were normalized against the genome copies of the cellular ß2M gene and compared to a control cell line (AP3) harboring one copy of the HHV-6A genome per cell (Gravel et al., 2017).



RT-qPCR

For HHV-6A transcriptome quantification, cells were treated with TPA during 6 days and RNA was isolated using the RNeasy Plus Mini Kit (Qiagen) according to manufacturer’s instructions. Total RNA was reverse transcribed to single-stranded cDNA using High-Capacity cDNA Reverse Transcription Kit (Applied Biosystems) according to manufacturer’s instructions. qPCR was performed using TaqMan probes for immediate-early (U86, U90) and early genes (U41, U70) as described previously (Wight et al., 2018). Gene copy numbers were normalized against the genome copies of the cellular ß2M gene.



RNA-seq

RNA was extracted from patient-derived iciHHV-6 cells using Trizol Reagent (Life Technologies) and purified using Direct-zol RNA MicroPrep Kit (Zymo Research #R2060) following the manufacturer’s instructions. In addition, RNA was isolated and purified from in vitro generated HHV6-GFP cells treated with either DMSO or 10 ng/ml phorbol 12-myristate 13 acetate (TPA, Sigma) for 24 h at 37°C in duplicate. One microgram of total RNA was depleted of ribosomal RNA (rRNA) using the KAPA RiboErase Kit (#KR1142) and libraries were prepared using the KAPA Stranded RNA-seq Library Preparation Kit (#KR0934). Libraries were quantified using Qubit (Life Technologies), and quality was assessed using the Agilent Bioanalyzer High-Sensitivity DNA kit (Agilent Technologies). Barcoded libraries were pooled and sequenced on an Illumina HiSeq 2,500 at the Genomics Core Facility (University of Texas Health Science Center, San Antonio, TX) to obtain 50-bp single-end reads. RNA-seq data were processed using TopHat as described previously (Trapnell et al., 2009) using human (hg38), HHV-6A (NC_001664.2) and the custom HHV-6A-GFP BAC genome. BAM files were sorted and converted to SAM files using SAMtools (Li et al., 2009) and reads were counted with HTSeq against the corresponding Gencode GTF files (Anders et al., 2015). Differential analysis of RNA-seq count data between TPA- and DMSO-treated cells was performed using DESeq2 (Love et al., 2014) with a gene false discovery rate of <0.5% (FDR < 0.005) and a fold change >2 considered as significantly different. RNA-seq datasets were visualized using the Integrated Genome Browser (Nicol et al., 2009).



MicroRNA-seq

RNA was extracted and purified from iciHHV-6A, and TPA or DMSO treated 293-HHV-6A cells as described above. MicroRNA (miRNA) libraries were prepared using NEBNext Multiplex Small RNA Sample Prep for Illumina (#E7300) following the manufacturer’s protocol. Library quantification and quality were assessed as described above, and pooled libraries were sequenced on an Illumina HiSeq 2,500 at the Genomics Core Facility (University of Texas Health Science Center, San Antonio, TX) to obtain 50-bp single-end reads. miRNA data were processed using the Oasis2 package (Rahman et al., 2018).



Micrococcal Nuclease-seq

Micrococcal nuclease (MNase)-seq was performed using the EZ Nucleosomal DNA Prep Kit (Zymo Research #D5220) following the manufacturer’s protocol. Briefly, nuclei isolated from 1 million iciHHV-6A and 293-HHV-6A cells were treated with varying concentrations of MNase (final concentrations of 0.07, 0.1, 0.2, 0.3 U/100 μl reaction) and incubated at room temperature for 5 min. The reaction was terminated with MNase stop buffer, and following nucleosomal DNA purification, libraries for each individual titration were prepared with the NEB Ultra II Library Prep Kit (#E7645S) following the manufacturer’s protocol. Libraries were purified using 0.8X AMPure beads and quantified using Qubit (Life Technologies). Library quality and presence of mono-, di-, and tri-nucloesomes were observed using the Agilent 2,100 Bioanalyzer High-Sensitivity DNA kit. Barcoded libraries were pooled and sequenced on an Illumina HiSeq 2,500 instrument lane at the Genomics Core Facility (University of Texas Health Science Center, San Antonio, TX) to obtain 80-bp paired-end reads. Sequences were aligned to the human (hg38), HHV-6A (NC_001664.2), and custom HHV-6A-GFP genome using Bowtie2 (Langmead and Salzberg, 2012), and the bamCoverage command in deepTools was used to filter out reads with insert sizes <50 bp and >500 bp and to generate bigwigs (Ramírez et al., 2016). Profiles were generated for individual titration points, and as it has been previously reported that nucleosome occupancy can change across the genome in response to MNase treatment (Maehara and Ohkawa, 2016; Mieczkowski et al., 2016; Mueller et al., 2017), data for each titration were merged based on the cell line. Data were processed using DANPOS as described previously (Chen et al., 2013).



Chromatin Immunoprecipitation

The antibodies used for ChIP-seq experiments were: histone H3 [#2650 (Cell Signaling Technologies)], H3K4me3 [#8580 (Abcam, lot GR273043)], H3K27ac [#4729 (Abcam, lot GR288020)], H3K27me3 [#6002 (Abcam, lot GR275911-4)], H3K9me3 [#8898 (Abcam, lot GR21638-1)], and control IgG [#171870 (Abcam)]. ChIP sequencing was performed as described previously (O’Geen et al., 2010) on the iciHHV-6A cell lines. For all antibodies, 20 μg of chromatin was incubated with 4 μl of antibody overnight at 4°C. The complexes were precipitated with 20 μl of Pierce™ Protein A/G Magnetic Beads, followed by extensive washing, and final elution of the immunoprecipitated chromatin complexes in 100 μl of ChIP elution buffer for subsequent DNA purification and library construction. Libraries were prepared using the NEBNext ChIP-Seq Library Prep Master Mix Set for Illumina (#E6240) following the manufacturer’s instructions. Library concentration and quality were assessed on a Qubit (Life Technologies) and an Agilent 2,100 Bioanalyzer, respectively. Pooled libraries were sequenced on an Illumina HiSeq 2,500 instrument lane at the Genomics Core Facility (University of Texas Health Science Center, San Antonio, TX) to obtain 50-bp single-end reads. Sequence reads were aligned to the human (hg38) and HHV-6A (NC_001664.2) genomes using Bowtie2 (Langmead and Salzberg, 2012). The resulting SAM alignment files were used for peak calling using MACS2 against the control (no antibody) inputs (Zhang et al., 2008) and using default parameters. ChIP DNA assayed by quantitative PCR is expressed as fold enrichment over an internal control (GAPDH) and is normalized to input. Primers for ChIP-qPCR are listed in Table 3.




RESULTS


Gene Expression Profiling of Integrated HHV-6A Genomes

To determine the gene expression of integrated HHV-6A genomes, we employed a global RNA-seq approach using clonal iciHHV-6A patient cells (iciHHV-6A) and an in vitro generated cell line (293-HHV-6A). The latter cell model was obtained by infecting 293 T cells with HHV-6A expressing GFP under the control of the major immediate-early (IE) HCMV promoter. Presence of the HHV-6A genome in both cell lines was confirmed by qPCR and FISH analyses (Figures 1A,B). To assess gene expression, we collected total RNA from latent cell cultures, constructed stranded rRNA-depleted Illumina RNA-seq libraries and mapped the reads to the human and the HHV-6A reference genomes. Characteristic of a typical RNA-seq profile, we detected a range of host cellular transcripts with RPKM (reads per kb per million mapped) values ranging from 1 to >1,000 RPKM in both iciHHV-6A (Supplementary Figure S1A) and 293-HHV-6A cell lines (Supplementary Figure S1B, DMSO treatment). Surprisingly, when our data were mapped to the HHV-6A reference genomes, we failed to detect any previously determined viral latency-associated transcripts in both HHV-6A cell lines with all RPKM values <1.0. To confirm that the absence of transcripts was not due to major changes in the virus genome, we performed whole genome sequencing and genome-guided assembly. No deletion or mutations were observed that would explain the complete absence of viral transcripts. These results demonstrate a tight silencing of the entire HHV-6A genome in both patient-derived and an in vitro generated cell line.
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FIGURE 1. Detection of HHV-6A genome at the end of methaphase chromosomes of iciHHV-6 and 293-HHV-6A cell lines. (A) HHV-6A (U94) genome copy numbers were detected by qPCR. Copy numbers per million cells are shown as means of three independent experiments with standard deviation. AP3 (HHV-6A) cells were used as a control. Copy numbers were normalized to AP3 cells carrying one HHV-6A copy per cell. (B) HHV-6A genome visualized by FISH. Representative metaphase images of iciHHV-6A (upper panel) and 293-HHV-6A (lower panel) cell lines. The HHV-6A genome was detected using a specific DIG-labeled probe (green) and chromosomes were visualized using DAPI (gray). Scale bar corresponds to 10 μm.
 

Upon treatment of the 293-HHV-6A cell line with common reagents that induce reactivation (Supplementary Figure S2), greater than 90% of the TPA-treated cells express GFP while fewer than 1% express GFP in the DMSO-treated control (Figure 2A). Therefore, we set to determine how TPA treatment affects the global expression profile of the virus genome in 293-HHV-6A cells as described above. As expected, TPA induced global changes on human gene expression compared to the control (Supplementary Figures S1B–D). However, only the foreign HCMV IE and HSV-1 TK promoters driving GFP and EcoGPT respectively were induced in the HHV-6A genome, while all HHV-6A promoters remained silent (Figure 2B). To confirm this observation, we assessed the expression of selected viral genes following TPA induction for an extended period of time by RT-qPCR (Supplementary Figure S2B). Our data show that foreign but not HHV-6A promoters are efficiently induced by TPA, suggesting a selective activation by this activation stimulus.


[image: image]

FIGURE 2. TPA stimulation fails to reactivate in vitro chromosomally integrated HHV-6A. (A) 293-HHV-6A cells were treated with TPA or DMSO for 24 h. GFP expression was measured by flow cytometry. Mean of the % of GFP+ cells from two independent experiments is shown. (B) RNA was extracted from DMSO- or TPA-treated 293-HHV-6A cells and strand-specific RNA-seq libraries were generated. Alignment to the HHV-6A-GFP genome revealed that only transcripts associated with the GFP and the EcoGPT regions of the recombinant genome are detectable following TPA stimulation.
 

Since viral encoded miRNAs play a pivotal role in the viral life cycle and latency of other herpesviruses, we also investigated the miRNA expression of these cells by small RNA-seq analysis. We performed small RNA-seq analysis using the patient-derived and experimental infected models (treated with TPA or DMSO control). Following adapter removal, we obtained a high number of reads that uniquely align to the human reference genome, the majority of these reads being identified as miRNAs (Supplementary Figure S3). No HHV-6A-derived miRNAs were identified in any of the libraries, indicating that HHV-6A does not express miRNAs in the cell lines we have tested. Taken together, our results suggest that both in vitro generated and patient-derived iciHHV-6A cells are transcriptionally silent. Moreover, this demonstrates that TPA stimulation fails to efficiently activate the HHV-6A promoters while foreign promoters in the viral genome are activated.



Chromosomally Integrated HHV-6A Is Associated With Nucleosomes

To better understand the transcriptional silencing observed from integrated HHV-6A, we examined the association of the virus genome with nucleosomes. Nucleosome positioning and occupancy profoundly influence gene expression (Li et al., 2007; Jiang and Pugh, 2009). Therefore, mapping the genomic location of nucleosomes is critical for understanding the mechanisms of chromatin-mediated transcriptional regulation. A commonly used approach is MNase-seq, in which nucleosome-free regions of chromatin are digested with MNase leaving nucleosome-associated DNA intact (Cui and Zhao, 2012; Mieczkowski et al., 2016; Pajoro et al., 2018). Mapping these data to a reference genome allows for a genome-wide profiling of nucleosome occupancy.

To profile the nucleosomal landscape of latent HHV-6A, we performed MNase-seq on non-TPA-treated ciHHV-6 samples with four different MNase concentrations (0.07, 0.1, 0.2, and 0.3 U). MNase-seq reads were aligned to both the human (hg38) and HHV-6A reference genomes (Table 1) and we determined the distribution of nucleosome occupancy around the transcription start sites (TSSs), which are nucleosome-free regions of the genome (Buenrostro et al., 2013; Mieczkowski et al., 2016). As previously demonstrated, there is decreased nucleosome signal at all active TSSs across the human genome for each of the four MNase titrations, and for the merged datasets (Figures 3A,B; Maehara and Ohkawa, 2016; Mieczkowski et al., 2016). In contrast, the MNase-seq data revealed that the HHV-6A genome has limited MNase accessibility (Figures 3C,D), indicating that in both HHV-6A cell lines, the majority of the viral genome is in a highly compacted heterochromatin state. Further, the GFP and EcoGPT regions of the 293-HHV-6A cell lines also exhibit a nucleosome-dense, heterochromatic formation (Figure 3E), which correlates with the lack of observable GFP in the untreated cells (Figure 2A). Overall, our results suggest that all major regions reside in a highly condensed nucleosome-associated state that likely contributes to the transcriptionally silent state of the virus genome.



TABLE 1. MNase-seq alignment statistics for both iciHHV-6A and 293-HHV-6A cell lines.
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FIGURE 3. Latent chromosomally integrated HHV-6A is associated with nucleosomes. The genome-wide distribution of the average nucleosomal occupancy in patient-derived iciHHV-6A and in vitro infected 293-HHV-6A cell lines. (A,B) Alignment to all transcription start sites (TSSs) for the human genome (hg38). For both cell lines, there is decreased nucleosome signal at all active TSSs across the hg38 genome for the four MNase titrations (0.07, 0.1, 0.2, 0.3 U), and for the merged datasets, validating our MNase-seq experiments. (C,D) Alignment to all open reading frame (ORF) start sites of the (C) iciHHV-6A (NC_001664.2) and 293-HHV-6A (D) genomes, respectively. Both cell lines demonstrate enriched nucleosome signal downstream and upstream from all ORF start sites found throughout the HHV-6A genome. (E) A zoomed-in snapshot showing nucleosomal enrichment across the 293-HHV-6A GFP and EcoGPT regions.
 



Repressive Histone Modifications Are Detected Across the Latent iciHHV-6A Genome

Mounting evidence indicates that regulatory histone modifications play central roles in viral latency and chromatin structure, including for both HSV-1 and HIV (Kubat et al., 2004; du Chéné et al., 2007). The density of nucleosome seeding of the integrated HHV-6A genome suggests that the virus may be associated with repressive histone modifications. Therefore, to identify potential epigenetic modifications that may regulate gene expression of the HHV-6A genome, we assayed the distribution of representative active (H3K27ac and H3K4me3) and repressive (H3K9me3 and H3K27me3) histone marks by a genome-wide ChIP-seq analysis in the patient-derived iciHHV-6 cell line. ChIP-seq reads were mapped to the HHV-6A genome and significantly enriched peaks were called against input controls. No enrichment of the active H3K27ac and H3K4me3 histone marks was detected across the HHV-6A genome (Figure 4A) as compared to the human genome (Figure 4B). In addition, the two repressive histone modifications H3K9me3 and H3K27me3 appeared to be present, but not significantly enriched compared to the input controls following peak calling using different peak calling algorithms with a range of parameters. This result may be due to the low number of overall reads mapped to the viral genome (Table 2). To further validate these findings, we performed ChIP-qPCR using primers specific to several HHV-6A genomic regions (Table 3). The repressive marks H3K9me3 or H3K27me3 are enriched over nonspecific IgG or pan-histone H3 antibodies, albeit at lower levels than cellular regions (Figure 4C). Taken together, these results suggest that the repressive histone modifications H3K9me3 and H3K27me3 are present on the latent virus genome and may be involved in chromatin-mediated repression of integrated HHV-6A gene expression.


[image: image]

FIGURE 4. ChIP enrichment profiles of histone modifications across the iciHHV-6A and human genomes. (A) The ChIP-seq enrichment patterns of two active (H3K27ac and H3K4me3) and two repressive modifications (H3K9me3 and H3K27me3) aligned to the HHV-6A (NC_001664.2) genome. The scale represents the fold enrichment of ChIP over input. (B) The ChIP-seq enrichment patterns of histone modification ChIP-seq datasets aligned to the human (hg38) genome. The ChIP-seq binding patterns demonstrate a typical profile of broad enrichment patterns of H3K27me3 and H3K9me3 in regions devoid of the active histone marks H3K27ac and H3K4me3. The locus at the indicated region of chromosome 2 of the hg38 human genome in mega base pairs is shown (Mb). (C) ChIP-qPCR assays using primers targeting HHV-6 gene regions U3, U11, U44, U52, U79, U95 and the cellular gene regions HOXA10 and ZNF180. Chromatin was immunoprecipitated with nonspecific IgG, total histone H3, H3K9me3, or H3K27me3 antibodies. Data are shown as the fold-enrichment over GAPDH normalized by input from three independent ChIP assays (mean ± SD).
 



TABLE 2. ChIP-seq alignment statistics for the iciHHV-6A cell line.
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TABLE 3. ChIP-qPCR primers.
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DISCUSSION

HHV-6A/B has been shown to integrate its genomes into the telomere region of latently infected cells, while most other human herpesviruses maintain their genomes as extrachromosomal circular episomes during latency (Grinde, 2013). Latent episomal herpesvirus genomes are usually epigenetically silenced during latency; however, the transcriptional activity and epigenetic state of the telomere-integrated HHV-6A/B genome remain poorly characterized. In the current study, we used unbiased genomic methodologies to analyze viral gene expression and the epigenetic state of the latent HHV-6A genome in patient-derived and in vitro infected cell lines. Our work provides several lines of evidence that the latent HHV-6A genome is maintained in a transcriptionally silent and highly compacted state, associated with the repressive histone modifications H3K9me3 and H3K27me3. Overall, these findings further advance our understanding of the chromatin-based mechanisms regulating HHV-6A gene expression and latency.

Although previous studies have linked low levels of viral transcripts to herpesvirus latency (Collins-McMillen and Goodrum, 2017), our RNA-seq analysis demonstrates that viral associated transcripts were not detected from the integrated HHV-6A genome in both iciHHV-6A and 293-HHV-6A cells. A previous study described four HHV-6B latency-associated transcripts (LATs) in latently infected cells (Kondo et al., 2002); however, these LATs were barely detectable in a more sensitive assay and showed maximal expression during the establishment of latency, and just before the onset of reactivation both in vivo and in vitro (Kondo et al., 2003). Therefore, the detection of HHV-6A LATs may be dependent on specific time points assayed, as we were unable to detect any HHV-6A-associated transcripts in both in vitro generated and iciHHV-6 patient cell lines. Furthermore, only the U94 gene was transcribed in freshly isolated peripheral blood mononuclear cells from HHV-6A-infected adults and in vitro infected cells, whereas other viral transcripts were not detected (Rotola et al., 1998). For alphaherpesviruses, HSV latency is associated with the expression of LATs in some latently infected neurons; however, LAT equivalent transcripts are not expressed in varicella zoster virus (VZV) latency (Kinchington et al., 2012), although a recently discovered latency transcript antisense of ORF61 has been reported (Depledge et al., 2018). Varying degrees of evidence on LATs in both natural HCMV infection and experimental latency models have been reported (Cheng et al., 2017; Shnayder et al., 2018), suggesting that herpesvirus latency may be more complex and dynamic than previously assumed (Goodrum, 2016; Collins-McMillen and Goodrum, 2017).

The lack of viral associated miRNAs for both iciHHV-6A and 293-HHV-6A cells was a somewhat surprising result as viral miRNAs have been associated with herpesvirus latency, and have been shown to regulate the switch between latency and lytic replication (Skalsky and Cullen, 2010; Cullen, 2011; Piedade and Azevedo-Pereira, 2016). Latency-expressed miRNAs from HSV-1, EBV, and KSHV have been shown to target IE genes and thereby suppress lytic replication to maintain latency (Murphy et al., 2008; Skalsky and Cullen, 2010). Latency-specific viral miRNAs were also identified after deep sequencing of trigeminal ganglia latently infected with HSV-1; however, and similar to the results reported here, miRNAs have not been detected during VZV latency (Umbach et al., 2009). For HHV-6A and HHV-6B, virus-encoded miRNAs have been characterized in lytically infected cells (Tuddenham et al., 2012; Nukui et al., 2015). In a recent study, Prusty et al. (2018) was able to detect various viral sncRNAs in TSA-treated cells by Northern blotting, however, in the absence of detectable viral protein production or replication. Therefore, we hypothesized that viral associated transcripts, including LATs and miRNAs, would be detected upon reactivation of HHV-6A in 293-HHV-6A cells. RNA- and miRNA-seq following TPA stimulation, however, revealed that only transcripts associated with the GFP and EcoGPT regions were detected in our in vitro infected cells. Viral genes remained below the detection limit of RNA-seq. The increased GFP expression suggests that TPA does not stimulate transcription of HHV-6A genes, and only the foreign viral promoters in the BAC sequence are expressed in the HHV-6-GFP genome. Along with this, Liu et al. (2010) showed that TPA reverses HCMV MIE gene silencing via a PKC-delta-dependent mechanism in human NT2 cells. HHV-6 reactivation and associations with diseases have previously been observed in patients (Gravel et al., 2013; Endo et al., 2014; Politikos et al., 2018). Reactivation of the virus genome using various compounds in vitro can result in viral gene expression; however, these stimuli were not sufficient to induce the production of infectious particles in several in vitro infected cells (Arbuckle et al., 2010; Gravel et al., 2017; Prusty et al., 2018). Through co-cultivation studies, Arbuckle et al. (2010) demonstrated that the integrated genome in TPA- and Dexamethason-treated PBMCs from different iciHHV-6 individuals can be transmitted to Molt-3 cells. This observation may support the hypothesis that, in contrast to cells directly ex vivo, the HHV-6A genome in immortalized cell lines might be harder to reactivate. Taken together, the ability and efficiency of reactivation appear to be dependent on the cell type, cell line, and drug used to stimulate reactivation.

The lack of viral gene expression in our iciHHV-6A and 293-HHV-6A models suggests that a chromatin-mediated mechanism could be involved in transcriptional silencing of integrated HHV-6A. Using MNase-seq, we profiled the nucleosomal positioning across the HHV-6A genome. Results presented here demonstrate a significant decrease in MNase accessibility, which is attributed to increased nucleosomal occupancy across the majority of the viral genome. These results strongly suggest that the latent virus resides in a highly compacted state, which would exclude the necessary transcriptional machinery required for gene expression. Furthermore, ChIP assays (ChIP-seq and ChIP-qPCR) indicate that active chromatin marks (H3K4me3 and H3K27ac) were not detected above background levels in these experiments (Figure 4A), despite H3K27ac having the highest amount of total mapped reads (Table 2). Human telomeres are enriched for H3K27ac (Cubiles et al., 2018); therefore, the high number of mapped reads to HHV-6A, in the absence of H3K27ac enrichment, is likely due to non-unique reads mapping to the viral telomeric repeats. In contrast, H3K9me3 and H3K27me3 levels are relatively low in human telomeres (O’Sullivan et al., 2010; Ichikawa et al., 2015; Cubiles et al., 2018), and these repressive histone modifications show modest enrichment across the HHV-6A genome. As opposed to H3K4me3 and H3K27ac, H3K9me3 and H3K27me3 are characterized by broad low-level enrichment patterns rather than sharp, clearly enriched peaks. On viruses, peak calling is often difficult to achieve with these marks, making it difficult to distinguish enriched regions from noisy and possibly under sampled data. While the quality of repressive histone ChIP-seq experiments is affected by several experimental parameters including sonication efficiency and sequencing depth, reaching ideal experimental parameters and comparable data quality across experiments is often difficult, costly, or even impossible, resulting in low sensitivity and specificity of measurements (Jung et al., 2014). Importantly, conducting ChIP-qPCR with primers specific to several HHV-6A genomic regions confirms H3K9me3 and H3K27me3 enrichment, albeit at lower levels than cellular regions, further suggesting that these repressive histone modifications are a mechanism regulating HHV-6A latency. Interestingly, HSV or VZV infection also results in the deposition of nucleosomes carrying H3K9me3 along the viral genome (Silva et al., 2008; Kwiatkowski et al., 2009; Liang et al., 2009), and HSV-1 reactivation from latency was blocked by inhibiting the H3K9me3 histone demethylase LSD1 (Liang et al., 2009). H3K9me3 was also enriched on the latent gammaherpesvirus EBV genome, whereas relatively low levels of H3K27me3 were found (Day et al., 2007; Tempera and Lieberman, 2010). In contrast, Cliffe et al. (2009) identified H3K27me3 as the most enriched histone mark on the latent HSV-1 genome. For the HHV-6A genome, both H3K27me3 and H3K9me3 exhibit similar patterns of enrichment, with the exception of the increased H3K27me3 signal in the viral direct repeat regions. Although this is an interesting outcome, the biological relevance of this observation currently remains unknown.



CONCLUSIONS

This study provides an unbiased integrative genomics approach toward uncovering the chromatin profile in patient-derived iciHHV-6 and experimentally infected 293-HHV-6A cell lines. Our results demonstrate that chromosomally integrated HHV-6A is completely transcriptionally silent, resides in a heterochromatic state, and is associated with H3K9me3 and H3K27me3 repressive histone modifications. Although we were unable to reactivate HHV-6A in the current study, it can be speculated that HHV-6A reactivation would alter the transcriptional state and that nucleosome occupancy would decrease across active regions of the viral genome. The lack of detectable viral associated transcripts and miRNAs in our analysis suggests that the mechanism underlying HHV-6A latency may differ significantly from those observed with other herpesviruses, e.g., HSV-1. Taken together, our data highlight how histone modifications and chromatin condensation play an important role in the control of the integrated HHV-6A genome and represent the baseline for further analysis to uncover epigenetic state during integration and reactivation.
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Targeted Promoter Replacement Reveals That Herpes Simplex Virus Type-1 and 2 Specific VP16 Promoters Direct Distinct Rates of Entry Into the Lytic Program in Sensory Neurons in vivo
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Infection and life-long residence in the human nervous system is central to herpes simplex virus (HSV) pathogenesis. Access is gained through innervating axonal projections of sensory neurons. This distinct mode of entry separates the viral genome from tegument proteins, including the potent transactivator of viral IE genes, VP16. This, in turn, promotes a balance between lytic and latent infection which underlies the ability of the virus to invade, disseminate, and set up a large reservoir of latent infections. In the mouse ocular model, TG neurons marked as either “latent” or “lytic” at 48 h postinfection indicated that these programs were selected early and were considered distinct and mutually exclusive. More recently, a temporal analysis of viral program selection revealed a default latent-like state that begins at ~18 h postinfection and in individual neurons, precedes entry into the viral lytic cycle. Studies using refined viral mutants demonstrated that transition out of this latent program depended upon the transactivation function of VP16. Pursuit of the apparent incongruity between the established leaky-late kinetics of VP16 expression with a “preimmediate-early” function led to the discovery of an unrecognized regulatory feature of the HSV-1 VP16 promoter near/downstream of its TATA box. Among three potential sites identified was a putative Egr-1/Sp1 site. Here, we report that a refined mutation of this site, while having no impact on replication in cultured cells or cornea, resulted in ~100-fold reduction in lytic infection in TG in vivo. Notably, the HSV-2 VP16 promoter has 13 direct tandem-repeats upstream of its TATA box forming multiple potential overlapping Egr-1/Sp1 sites. Thus, despite different structures, these promoters might share function in directing the preimmediate-early VP16 protein expression. To test this, the HSV-1 VP16 promoter/5′UTR was replaced by the HSV-2 VP16 promoter/5′UTR in the HSV-1 backbone. Compared to the genomically repaired isolate, the HSV-2 VP16 promoter/5′UTR (1) accelerated the transition into the lytic cycle, and enhanced (2) virulence, and (3) entry into the lytic cycle following a reactivation stressor. These gain-of-function phenotypes support the hypothesis that the VP16 promoter regulates the latent/lytic boundary in neurons and that the HSV-1 and HSV-2 promoter/5′UTRs encode distinct thresholds for this transition.

Keywords: herpes simplex virus, latent program, sensory neuron, HSV-1 and HSV-2 VP16 promoter, regulation, corneal infection model, trigeminal ganglion, serotype


INTRODUCTION

The US and global disease burden resulting from herpes simplex virus (HSV-1 and -2) infection includes life threatening encephalitis, blindness, devastating neonatal infection, increased risk of HIV infection, neurological disease, and a list of other disease outcomes. Life-long latent infections in sensory neurons and periodic reactivation of latent virus are central to the maintenance and propagation of these viruses, currently a worldwide endemic infection. Practical treatments to prevent transmission or eliminate the latent reservoir remain unmet goals. Greater insights into the regulatory mechanisms controlling latent and lytic program selection in the nervous system are needed to facilitate progress. Virion protein 16 (VP16) is a multifunctional viral protein expressed with leaky late kinetics and essential for virion morphogenesis. VP16, in complex with host proteins, is also a potent transactivator of the 5 HSV Immediate Early genes. In cultured cells, efficient infection by a single HSV-1 virion requires the VP16 transactivation function which is transported into the cell as part of the virion tegument (Campbell et al., 1984; Kristie and Roizman, 1987; Ace et al., 1988; Stern et al., 1989).

Most often, infection of the host with HSV starts at an external epithelial cell surface where viral replication leads to access and uptake into the nervous system via axons projecting from the neuronal cell body in the sensory ganglion. In the case of the sensory neuron, this single axon bifurcates in the ganglion near the cell body and projects to the CNS. Early studies in cultured neurons infected via axons did offer strong support for the idea that latency might be favored in neurons because the tegument protein VP16 is not efficiently transported to neuronal nuclei to initiate lytic infection (Miranda-Saksena et al., 2000; Diefenbach et al., 2008). This important finding was supported and extended by Hafezi et al. (2012) who showed that infection of cultured neurons via axons led to quiescent infection whereas infection on the cell body led to lytic infection, supporting early in vivo studies (Ecob-Prince et al., 1993). More recently, the addition of light particles containing pseudorabies virus tegument proteins disrupted quiescent infection of cultured neurons infected via axons, again implicating the presence or absence of tegument proteins in the switch between quiescent and lytic infection of neurons (Koyuncu et al., 2017).

In vivo, evidence that TG neurons marked as either “latent” or “lytic” as soon as 48 h post infection indicated that the latent or lytic program decision was being made during the acute stage of infection (Margolis et al., 1992; Sawtell and Thompson, 1992a,b; Lachmann and Efstathiou, 1997). This led to the hypothesis that the choice between latent or lytic infection occurred early during infection and was mutually exclusive and correlated with neuronal subsets (Margolis et al., 1992, 2007; Sawtell and Thompson, 1992a,b; Lachmann and Efstathiou, 1997).

More recently, a temporal analysis of program selection in TG neurons revealed that a characteristic feature of infection of the TG neuron from the periphery is an unexpected default latent state that occurs early in individual TG neurons. This default latency begins as early as 18 h post infection and precedes all lytic gene transcription by 12–14 h. Importantly, studies using a series of refined viral mutants demonstrated that the transition out of this latent program is dependent on VP16 transactivation function (Thompson et al., 2009; Sawtell and Thompson, 2016a,b). Further examination of the apparent incongruity between the established leaky late kinetics of VP16 expression with a pre-immediate early (preIE) function led to the discovery of previously unrecognized regulatory features of the VP16 promoter mapping near and downstream of the VP16 gene TATA box which directs de novo expression of VP16 (Sawtell and Thompson, 2016a,b). Thus in vivo, evidence is building that VP16 can function as a potent transactivator of viral IE genes in the sensory neuron and the regulation of this protein, either by limiting its transport into the neuron, or through its promoter regulating its expression as a pre-immediate early gene, is central in controlling the latent to lytic transition in neurons (Miranda-Saksena et al., 2000; Diefenbach et al., 2008; Thompson et al., 2009; Antinone and Smith, 2010; Thompson and Sawtell, 2010; Roizman et al., 2011; Sawtell et al., 2011; Aggarwal et al., 2012; Hafezi et al., 2012; Kim et al., 2012; Smith, 2012; Sawtell and Thompson, 2016a,b). Significantly, the regulation of expression of preIE VP16 transactivation function early during acute infection of TG is linked to downstream pathogenic outcomes, emphasizing the biological significance of this regulatory strategy.

How this context dependent expression strategy of VP16 is designed is not yet completely understood. Mutation of three putative transcription factor (TF) binding sequences near and downstream of the VP16 gene TATA box greatly decreases lytic cycle entry in TG neurons infected from the eye (Sawtell and Thompson, 2016a,b). Among these is a canonical overlapping Egr-1/Sp1 site. It is likely that the regulation of this gene in neurons in vivo is quite complex as has been seen in other systems. We refer to this as an “Egr-1/Sp1” site, but it should be recognized that many TFs could potentially bind to this region. In addition, interpretation of mutations in the 5′UTR is complicated because this region can influence transcriptional regulation and also protein production through additional mechanisms (Leppek et al., 2018). Indeed, analysis of how gene promoters function in the context of a living animal has proven to be one of the more intractable problems in molecular genetics. Of interest, the sequence of the HSV-2 VP16 promoter/5′UTR has a strikingly different architecture compared to that of HSV-1 and the 5′UTR Egr-1/Sp1 site is not apparent. There are, however, 13 direct tandem repeats of a sequence that can form multiple strong putative Egr-1/Sp1 sites upstream of the HSV-2 TATA box. The presence of these similar direct tandem repeats suggested that despite their very different structure, these divergent promoters may function similarly in directing de novo VP16 protein expression in neurons. If the 13 tandem sites do increase the transition from default latent to lytic infection in sensory neurons in vivo, replacing the HSV-1 VP16 promoter with the HSV-2 VP16 promoter would be expected to alter the pathobiological properties of HSV-1 in the absence of all other HSV-2 adaptations and should be measurable. Importantly, in vivo phenotypic differences between the promoters could then be exploited to provide insight into key features of structure function relationship encoded in this regulatory region.

To begin to test this hypothesis, we first mutated the HSV-1 VP16 promoter disrupting only the putative Egr-1/Sp1 site within the 5′UTR. The in vivo phenotype of this mutant paralleled that of the triple site mutant described previously (Sawtell and Thompson, 2016a,b), establishing the importance of this sequence to the regulation of de novo VP16 expression. We next generated HSV-1 mutants in which the HSV-1 VP16 promoter and 5′UTR is replaced by the HSV-2 VP16 promoter and 5′UTR. All other viral promoters and all viral ORFs remain HSV type-1 in this targeted VP16 promoter replacement mutant. Compared to the genomically repaired mutant, in the context of the HSV-1 genome, the HSV-2 VP16 promoter/5′UTR (1) accelerates the transition from default latency into the lytic cycle, and enhances (2) virulence, and (3) entry into the lytic cycle following a reactivation inducing stressor by fourfold. These unusual gain of function phenotypes further support the hypothesis that the VP16 promoter regulates the latent/lytic boundary in neurons and that the HSV-1 and HSV-2 promoter/5′UTRs encode distinct thresholds for this transition.



MATERIALS AND METHODS


Ethics Statement

All procedures in mice were performed as approved by the Children’s Hospital Institutional Animal Care and Use Committee (protocol# IACUC2017-0081 and were in compliance with the Guide for the Care and Use of Laboratory Animals. Animals were housed in American Association for Laboratory Animal Care-approved quarters.



Viral Strains/Mutants and Stock Production

An elite stock of HSV-1 strain 17syn+ (originally obtained from John H. Subak-Sharpe at the MRC Virology Unit in Glasgow, Scotland) was generated in 1980 and employed to make early passage working stocks. The wt and mutant viruses employed in this study were generated in rabbit skin cell (RSC) monolayers (RSC originally obtained from Bernard Roizman, University of Chicago) and the viral titers were determined by serial-dilution plaque assay (Thompson et al., 1983; Sawtell and Thompson, 1992a,b).



Construction of Mutated VP16 Promoters and Viral Mutants


Mutation of the Putative HSV-1 Overlapping Egr-1/Sp1 Site

Four bases in the core matrix of the canonical overlapping Egr-1/Sp1 site in the region of the 5′ UTR of the VP16 mRNA (BP 105,134 to 105,137 on the 17syn+ genome were mutated to “T” residues (the construct was purchased from Blue heron Biotec) (see Figure 1B). All restriction enzyme sites and base pair numbering are referred to as the corresponding positions in the published HSV-1 sequence of strain 17syn+ (McGeoch et al., 1988; Perry and McGeoch, 1988) as currently present in Genbank (JN555585). This mutation is predicted to inhibit binding of both Egr-1 and Sp1 to the site as determined with the analysis suite Cis-BP (Weirauch et al., 2014). The construct was employed to drive the firefly luciferase gene (Clontech) and was also cloned in place of the native VP16 promoter in front of the VP16 ORF, 3′UTR, and polyA+ sequences and flanked by ~500 bp of homologous sequences to facilitate recombination into the viral genome as previously detailed (Thompson et al., 2009; Sawtell and Thompson, 2016a,b). The mutation construct was recombined into a previously published mutant of strain 17syn+ modified with an insertion of a GFP gene driven by the beta actin promoter and terminated with the SV40 poly adenylation sequences (SVA+) (Thompson et al., 2009), which was employed for color selection of plaques as previously described (Thompson et al., 2009; Sawtell and Thompson, 2016a,b). Six independently derived mutants were selected, plaque purified by three rounds of limiting dilution and sequences of the insertion were confirmed by PCR followed by Sanger sequencing (Genewiz). General genomic structures were examined by RFLP analysis as previously described in detail (Sawtell and Thompson, 2014). Three mutants (named 17VP16pEgr-1/Sp1-1, 3, or 5) were characterized in vitro and in vivo as described in the text. One isolate was genomically restored to wt sequence (using the wt HSV-1 VP16 promoter +5′UTRsequences) to generate the control virus named 17VP16pEgr-1/Sp1-R. Virus plaque purification and characterization were as described above.
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FIGURE 1. Schematic representation of transcription factor (TF)-binding sites in HSV-1 VP16 promoter. (A) Shown above the line are the names of TF-binding sites identified as important for VP16 promoter strength Wagner and colleagues in transient assays (Lieu and Wagner, 2000). Below the line are high-scoring TF sites identified as potentially important for de novo VP16 expression (boxed and labeled as HSV-1πRR) that were simultaneously mutated resulting in failure to initiate lytic gene expression in sensory neurons in vivo (Sawtell and Thompson, 2016a,b). (B) Shown is the sequence of a 30mer oligonucleotide that contains a canonical overlapping Egr-1/Sp1 site (underlined) in the HSV-1 VP16 gene 5′UTR. Below this are shown the four bases that were changed to “T” residues to mutate the TF sites (BP 105,134–105,137).
 



Targeted Replacement of the HSV-1 VP16 Promoter and 5′UTR Sequences with Those of HSV-2

The HSV-1 VP16 promoter and 5′ UTR sequences (BP 105,440 to 105,110) were replaced with the HSV-2 VP16 promoter/5′UTR (BP 106,210 to 105,793) as found in Genbank Accession NC_001798 (Figure 2A). To help insure that all important HSV-2 VP16 regulatory sequences were included, the fragment extends 63 bp 5′ of the HSV-2 UL49 polyadenylation site (UL49 is upstream of UL48, the VP16 gene) through the HSV-2 VP16 promoter and includes all but 28 bp of the HSV-2 VP16 5′UTR, followed by the corresponding 27 bp of the HSV-1 VP16 5′UTR to preserve the HSV-1 gene Kozak consensus translation start site (Kozak, 1987). This short sequence has 67% identity in the two simplex viruses. These sequences were employed to drive firefly luciferase as above so that the relative strengths of the HSV-1 and HSV-2 regulatory regions could be compared in transient assays (see Figure 2A). Targeted replacement mutant viruses in which the HSV-1 VP16 regulatory sequences were replaced with these type-2 sequences were made as follows. The GFP cassette described above was place in front of the type-2 sequences and in the same orientation as the VP16 gene to provide color selection for plaques and flanked by ~500 bp of relevant HSV-1 sequences on the 5′ and 3′ ends of the construct to permit efficient recombination with viral genomic sequences. The mutagenesis construct was recombined into the mutant 17LATpLacZ [which marks the latent transcription program (Thompson et al., 2009; Sawtell and Thompson, 2016a,b)] to generate mutants 17LpLz/VP16p2. Note that all HSV-1 viral genes including all ORFs remain intact in these mutants with the exception of exchanging the HSV-1 VP16 promoter and most of its 5′UTR with that of the HSV-2 VP16 promoter and most of its 5′UTR.
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FIGURE 2. Design of the targeted replacement of the HSV-1 VP16 promoter and 5′UTR with that of HSV-2, mutant 17LpLz/VP16p2. (A) Note that the VP16 (UL48) gene runs in the opposite direction of the base pair numbers of the HSV genome in the prototypical genome arrangement. The HSV-1 promoter and UTR sequences (105,440 to 104,110 bp) were deleted and replaced with leaving the HSV-2 VP16 promoter and 5′UTR (106,210 to 105,793 bp) as detailed in Section “Materials and Methods.” The VP16 ORF and 3′UTR remained entirely HSV-1 sequences. This mutant is designated 17LpLz/VP16p2. (B) A schematic representation of the HSV-2 VP16 promoter and 5′UTR is shown. Putative binding sites for TFs that are thought to regulate HSV leaky late promoters (Lieu and Wagner, 2000) were identified in silico (see Section “Materials and Methods”) and are indicated above the line. Two regions containing TF-binding sites similar to those implicated in the de novo synthesis of HSV-1 VP16 (Sawtell and Thompson, 2016a,b) are indicated below the line including tandem repeats of putative overlapping Egr-1/Sp1 sites and a potential NPAS4 (positive TF) or Sim2 (negative TF)/Arnt heterodimer binding site.
 

As above, all recombination crossover sites were confirmed by PCR and sequencing. The presence of the 13 tandem direct repeats of the canonical Egr-1/Sp1 site present in the type-2 promoter was confirmed by sequence and by high-resolution RFLP analysis as previously detailed (Sawtell and Thompson, 2014). Six independent derived promoter mutants were isolated and two of these (named 17LpLz/VP16p2-5 and 6) were further characterized in vitro and in vivo as described in the text. The genome of 17LpLz/VP16p2-5 was rescued back to wildtype (wt) to generate the control virus 17LpLz/VP16p2-R in which the HSV-1 VP16 regulatory sequences were restored.




Luciferase Assays

Dual-Glo luciferase assays (Promega) were employed in co-transfection assays according to the manufacturers’ protocols. To assay for promoter strengths, the constructs in which firefly luciferase was driven by wt or mutant VP16 promoters as well as a cytomegalovirus immediate early gene promoter (CMVIE) driven luciferase construct (Promega) as a positive control, were co-transfected with the pRL-TK renilla expression plasmid (Promega) or no promoter vector. The HSV-2 regulatory sequences were slightly stronger in this assay (≤2-fold higher). To assay for VP16 function, the VP16 constructs employed to make the mutants described above were co-transfected with an ICP0 promoter (124,818 to 124,109 BP) firefly luciferase construct (Sawtell and Thompson, 2016a,b). Transfection efficiency was determined and normalized by including the relevant renilla or firefly luciferase expression plasmids (Figure 3A).
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FIGURE 3. Promoter function and in vitro multi-step viral replication kinetics. (A) A plasmid containing the wt HSV-1 VP16 gene (designated here as VP16p1), the same plasmid with the VP16 promoter deleted (designated as no promoter), and the plasmid generated to produce the HSV-2 VP16 regulatory sequence targeted replacement (designated here as VP16p2, see Figure 4A) were employed in transient dual luciferase assays with a previously reported ICP0 promoter/Luciferase target plasmid (Sawtell and Thompson, 2016a,b) to test their ability to express VP16 and activate the ICP0 promoter as detailed in Section “Materials and Methods.” The “no promoter” level of luciferase detected was set to one. Each bar represents the results of six transfection experiments. (B) Multi-step replication kinetics was performed in RSC. Each point is the average ± S.D. of three independently infected cultures harvested and titrated at the indicated times pi. Wild-type HSV-1 strain 17syn+ is the parent strain of 17LATpLacZ (here indicated as 17LpLz) which expresses beta-galactosidase from the LAT promoter as previously described (Sawtell and Thompson, 2016a,b). 17LATLpLacZ is the parent strain of the mutants generated for this study (17LpLzVP16p2-5 and 6) and the genomically restored isolate 17LpLzVP16p2-5R.
 



Electrophoretic Mobility Shift Assays

Kits for the detection of Sp1 and Egr-1 were purchased from Signosis. The commercial oligonucleotide target for Egr-1 and Sp1 are shown along with their position weighted matrix PWM LogOdds scores determined with cis-BP (Weirauch et al., 2014) Egr-1 ATCCAGCGGGGGCAGCGGGGGCGA 15.6; Sp1 ATTCGATCGGGGCGGGGCGACTGAT 16.5. The 30mer HSV-1 oligonucleotide shown in Figure 1B (Invitrogen) scored 11.1 and 12.9 for Egr-1 and Sp1, respectively. The oligonucleotides were end labeled with T4 polynucleotide kinase (NEB) and γ-32p-ATP (Perkin Elmer) and hybridized to commercial recombinant Sp1, Egr-1, or HeLa cell nuclear extract and electrophoresed according to the manufacturers’ protocols (Signosis and Sigma Aldrich). Blots were developed and analyzed on a Storm phosphoimager and quantified with GelQuantNet software. The repetitive elements in the HSV-2 sequence are GGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGGAGGGGCGGG, and their PWM LogOdds scores are 11.1 (Egr-1) and 23.1 (Sp-1) at multiple sites.



Antibodies and Immunohistochemistry

Following removal, TG was placed in 0.5% formaldehyde (prepared from paraformaldehyde) for 2 h, rinsed in phosphate buffered saline, and incubated in x-gal buffer containing x-gal for 6 h as detailed previously (Sawtell and Thompson, 2014). Following rinsing, ganglia were post fixed in methanol containing 5% DMSO for 12 h. Hydrogen peroxide was then added to a final concentration of 10% and incubated for 1 h. Ganglia were rinsed twice in methanol and stored at −80°C for a minimum of 24 h. Viral proteins were detected in whole ganglia as described previously (Sawtell, 2003). Primary antibodies used included rabbit anti-HSV (Accurate, AXL237) at 1:3,000, or rabbit anti-VP16 antibody, 1:1,000 (Clonetech) followed by the secondary antibody, HRP-labeled goat anti-rabbit (Vector) at 1:500. Color development was achieved by incubating ganglia in a 0.1 M Tris (pH 8.2) solution containing 250 μg of diaminobenzidine (Aldrich)/ml and 0.004% H2O2 for approximately 5 min. Ganglia were rinsed in distilled water and cleared in glycerol to aid in visualization of the HSV protein positive neurons. These methods and the dilutions and characterizations of antibodies utilized have been detailed extensively in previous reports (Sawtell, 2003; Thompson et al., 2003, 2009; Thompson and Sawtell, 2006; Sawtell et al., 2011).



Animals

Male, outbred, Swiss Webster mice (22–25 g in weight) were obtained from Envigo and used throughout this study. Age-matched Swiss Webster female mice (Envigo) were used in a subset of experiments as indicated.



Inoculation of Mice

Prior to inoculation, mice were anesthetized by intraperitoneal injection of sodium pentobarbital (50 mg/kg of body weight). A 10 μl drop containing ~1–2 × 105 pfu of virus was placed onto each scarified cornea.



Pathobiological Characterization of Viral Mutants


Replication in vivo

Mice infected as above were euthanized at the indicated times post infection and tissues from a minimum three mice from each inoculation group were individually assayed for virus using a standard plaque assay. Tissue homogenates were plated in serial 10-fold dilutions on RSC monolayers, incubated for 2 h, and subsequently rinsed and overlaid with 1% carboxymethyl cellulose in minimal essential media as previously detailed (Sawtell and Thompson, 1992a,b).




Quantification of Viral Genomes by Real-Time PCR Assay

Isolation and quantification of total DNA from TG, using the PicoGreen double-stranded DNA quantification kit according to the manufacturer’s instructions and with provided DNA standards (Molecular Probes), and quantification of total viral genomes was performed essentially as detailed previously except that the PicoGreen based real time PCR assay (Roche) was performed in a Roche 480 II instrument in a 96-well format and analyzed with the Roche 480 II LightCycler software (Sawtell et al., 2006).



In vivo Stress

Transition into the lytic cycle in the ganglia of mice in vivo was induced using hyperthermic stress (HS) (Sawtell and Thompson, 1992a,b). At 20 h post-induction, TG was harvested and assayed for viral protein expression as detailed previously (Sawtell, 2003).



Photomicrographs

Photomicrographs were obtained using an Olympus BX40 microscope outfitted with a Zeiss axiocam HRc camera and axiovision software. Cleared TG was viewed and marked cells populations were counted by two independent investigators.



Statistical Analysis

Statistical analyses were performed using GraphPad Prism software (GraphPad Software, San Diego, CA). p < 0.05 is considered significant.




RESULTS


The Egr-1/Sp1 Site in the 5′UTR of the HSV-1 VP16 Regulatory Region Can Bind Both Egr-1 and Sp1

Figure 1A depicts the region proposed by Lieu and Wagner to regulate leaky late expression of VP16 determined using mutated promoter analyses in transient assays (Lieu and Wagner, 2000). Mutations in these sites do not affect pre-immediate early de novo expression in neurons. However, simultaneous mutation of three potential TF sites identified in silico (labeled HSV-1πRR, Figure 1A) greatly reduced the capacity of HSV-1 to enter lytic infection in sensory neurons in vivo, which requires de novo pre-immediate early (πRR) VP16 expression (Sawtell and Thompson, 2016a,b). The sequence of the HSV-1 canonical Egr-1/Sp1 site present in the VP16 promoter 5′UTR region is shown in Figure 1B. The overlapping TF binding sites are underlined. To test whether Egr-1 and/or Sp1 could bind to this site, the HSV-1 30mer sequence shown (Figure 1B) was employed in electrophoretic mobility shift assays with recombinant Egr-1 and Sp1 proteins and HeLa cell nuclear extracts as described in Section “Materials and Methods.” Both recombinant Egr-1 and Sp1 proteins bound to the fragment with affinities similar to those found with commercial oligonucleotides for individual Egr-1 and Sp1 sites, and the HSV-1 30mer effectively competed with the canonical commercial oligos. Likewise, Sp1 present in the HeLa cell nuclear extract bound to the HSV-1 sequence efficiently and both the commercial oligonucleotide and the HSV-1 30mer competed for binding with similar efficiencies. Egr-1 was not detected in the commercial HeLa extract (Figure 4). We conclude that the 30mer sequence from the HSV-1 VP16πRR regulatory region is capable of binding these TFs with efficiencies similar to the binding of the TFs to the commercial oligonucleotides. We note that other TFs (for example diverse Krupple-like factors, etc.) would also be expected to bind to these oligonucleotides.
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FIGURE 4. Recombinant Sp1 and Egr-1 can bind to the putative Egr-1/Sp1 site. (A) The HSV-1 30 bp oligonucleotide shown in Figure 1A was end labeled, incubated with recombinant Egr-1 or Sp1 protein, electrophoresed and developed on a PhosphoImager as detailed in Methods. Lanes: (1) no protein; (2) rEgr-1; (3) rEgr-1 + 40× cold probe; (4) rSp1; (5) rEgr-1 + 40× cold probe. Arrows indicated free probe (FP). Shifted probe bands are denoted with *. (B). Labeled commercial probes were incubated rSp1 probe Lanes: (1) no protein; (2) rSp1 + probe. (3) +40× cold HSV-1 30mer; (4) + 40× cold probe. (C) Labeled HSV-1 30mer was incubated with HeLa nuclear extract as described in Section “Materials and Methods.” Lanes: (1) no nuclear extract; (2) + extract; (3) + extract +40× cold HSV-1 30mer; (4) +extract +40× commercial Sp1 probe.
 



Generation and Characterization of HSV-1 VP16 Promoter Mutant Constructs and Mutant Viruses

In order to test the ability of the wt promoter and the mutant promoter in which the four bases were mutated to “T” residues (Figure 1B) [predicted to eliminate binding of both Egr-1 and Sp1 (Weirauch et al., 2014)] to function as promoters in RSC in transient assays, two experiments with eight transfections each were performed using dual luciferase assays as described in Section “Materials and Methods.” Both the wt and mutant promoters functioned equivalently. The second experiment included the CMV immediate early (IE) promoter for comparison, which was about eight-fold more efficient than the VP16 promoters. No differences were detected between the wt HSV-1 VP16 and mutated putative Egr-1/Sp1 site promoters.

We next tested the role of the putative Egr-1/Sp1 site in the regulation of VP16 in the context of the viral genome. Three independently derived viral mutants named 17VP16pEgr-1/Sp1- 1, -3, and -5, were generated, as was a genomically restored variant of one isolate (17VP16pEgr-1/Sp1-R). Procedures for plaque color selection, plaque purification, confirmation of genomic structures, and DNA sequences across the sites of insertion are detailed in Section “Materials and Methods.” No differences in replication were detected between either the independent mutant isolates, wt, or restored mutant under multi-step replication kinetic conditions in RSC (Figure 5A). Thus the mutations did not alter viral replication competency in RSC cultures (Figure 5A). Note that we previously reported that 17VP16πRR, a mutant in which three TF sites are mutated (Figure 1A; Sawtell and Thompson, 2016a,b) also replicates like wt in this assay.
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FIGURE 5. In vitro (A) and in vivo (B,C) replication of 17VP16pEgr1/Sp1, its rescue, and wild-type parental strain 17syn+. (A). Multistep in vitro replication kinetics of parental strain 17syn+ and three independent isolates of mutant 17VP16pEgr1/Sp1. Shown is one of two biological replicates. These mutants contain a refined 4-bp mutation in the putative Egr-1/Sp1 site at position 105,134 to 105,137 in the HSV-1 VP16 promoter/5′UTR sequence (see Figure 1B). (B) In vivo replication in eyes. Groups of 4–5 mice were inoculated on scarified corneas with 2 × 105 pfu of each of the 17VP16pEgr1/Sp1 and rescued viruses as indicated. In addition, groups of mice were infected with 2 × 105 pfu 17VP16πRR or its rescue 17VP16πRR-R. On day 4 pi, eyes and TG were harvested and infectious viral titers quantified by standard plaque assay. Replication on the eye (B) is not influenced by this mutation in the Egr-1/Sp1 site in the 5′UTR. By contrast, this Egr-1/Sp1 mutation results in a significant reduction in viral titers in the TG. This effect was also observed for the triple TF 5′UTR mutant, 17VP16πRR which was reported previously (Sawtell and Thompson, 2016a,b) (C) Shown are results from two independent biological replicates. ***p ≤ 0.001.
 

Isolates 17VP16pEgr-1/Sp1-1 and -3, as well as the parental strain and the genomically restored mutant (17VP16pEgr-1/Sp1-R) were compared to the previously published 17VP16πRR mutant and its rescuant for their ability to replicate in vivo in the mouse cornea model. On day 4 pi, replication in the eyes was not different between any of the viruses tested, including the wt, rescuant viruses, 17VP16pEgr-1/Sp1, and the 17VP16πRR mutant viruses (Figure 5B). By contrast, while the genomically restored isolates replicated like the parental wt strain 17syn+ in the TG, the promoter mutants were severely replication impaired at this site (Figure 5C). The impaired replication in the TG is not a result of a transport deficiency, as the number of viral genomes detected in the TG at 20 hpi was not different among the groups, p = 0.77, ANOVA (Table 1). Combined with previous published analyses (Thompson et al., 2009; Sawtell and Thompson, 2016a,b), these findings support the hypothesis that the mutated sequence (referred to as a mutated putative Egr-1/Sp1 site) in the HSV-1 VP16 5′UTR plays a role in initiating the transition into the lytic cycle in TG neurons infected via axons. However, the recognized complexities of interpreting mutations in the 5′UTR region (Leppek et al., 2018) prompted an additional approach to strengthen and extend this analysis.



TABLE 1. Analysis of viral genome copies in TG at 20 h pi.
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Targeted Replacement of VP16p1/5′UTR1 With VP16p2/5′UTR2 in HSV-1 Strain 17LATpLacZ


Generation of 17LpLz/VP16p2 and Rescuant, 17LpLz/VP16p2-R

The HSV-1 VP16 promoter is hereafter referred to as VP16p1, and the HSV-2 VP16 promoter is designated VP16p2. Unless otherwise stated, these abbreviations refer to the promoter and 5′UTR sequences. Our strategy was to exploit the HSV-2 VP16 promoter as a second natural regulator of VP16 and generate an HSV-1 mutant in which the VP16p1/5′UTR1 (105,531–105,060 bp) was replaced with that of VP16p2/5′UTR2 (106,222–105,793 bp) in the background of 17LATpLacZ (Sawtell and Thompson, 2016a,b). The parental mutant 17LATpLacZ is wt in all regards except for the insertion of the E. coli LacZ gene driven by the basal latency associated transcript promoter (LATp) in the intergenic region between gJ (US5) and gD (US6). As reported (Thompson et al., 2009; Sawtell and Thompson, 2016a,b), an active LATp drives expression of the bacterial beta galactosidase enzyme (B-gal) which can be detected histochemically, thus marking neurons expressing the latent transcriptional program. This feature allows analysis of viral transcriptional program utilization (latent vs. lytic) in individual TG neurons over time following corneal infection. During long term latency, this promoter marks a subset of latently infected neurons. At the early times pi we examine here, this may also be the case, however, further studies are required to determine this.

To help ensure that all relevant upstream UL48 gene regulatory sequences were captured, part of the 3′UTR of the HSV-2 UL49 gene was included, as were sequences extending through most of the 5′UTR of the HSV-2 UL48 gene (Figure 2A). A short 27 bp region immediately preceding the VP16 ORF AUG codon (Lieu and Wagner, 2000) was left intact to preserve the HSV-1 UL48 Kozak consensus sequences (Kozak, 1987) to minimize effects on translation initiation efficiency. Read through transcription would be inhibited by the three separate poly A+ signals located upstream of the 5′ end of the HSV-2 VP16 promoter sequences (detailed in Methods) (Figure 2A) The position of predicted TF-binding sites in the HSV-2 VP16 regulatory region is shown in Figure 2B. The architecture of the HSV-2 promoter is markedly different than that of HSV-1. Notably there are 13 direct tandem repeats of a sequence that forms multiple high scoring overlapping Egr-1/Sp1 sites located upstream of the VP16 gene TATA box, but a high scoring overlapping site located downstream in the 5′UTR as seen in HSV-1 is not evident. Similarly, an NPAS4 or Sim2/Arnt heterodimer site similar to a site known to confer rapid reciprocal regulation to the neuronal Drebrin gene (Woods and Whitelaw, 2002; Ooe et al., 2004) is found upstream of the HSV-2 TATA box, whereas a similar site previously implicated in the de novo expression of HSV-1 is located downstream of the TATA box (Sawtell and Thompson, 2016a,b). This suggests the HSV-2 pre-immediate early regulatory sequences might reside in the more distal region of the HSV-2 promoter (Figure 2A), but this remains to be determined.

Prior to construction of the HSV-2 targeted replacement VP16 promoter mutants, the mutagenesis and genomically wt HSV-1 constructs were tested in transient assays for their ability to express VP16 and to transactivate the immediate early ICP0 promoter driving luciferase as previously described (Sawtell and Thompson, 2016a,b) and detailed in Section “Materials and Methods.” No difference was seen between the HSV-1 and HSV-2 VP16 promoters in this assay (Figure 3A). Two independently derived mutants (named 17LpLz/VP16p2-5 and -6) were generated by homologous recombination, plaque purified, and characterized as detailed in Section “Materials and Methods,” including sequencing of crossover sites and in vitro replication kinetics in RSC (Figure 3B). 17LpLz/VP16p2-5 was restored to the wt HSV-1 genomic sequence and named 17LpLz/VP16p2-R, which was plaque purified and analyzed as above.




In vivo Replication Kinetics

Analysis of replication in vivo in both male and female mice revealed slightly higher titers in the eyes at later times in mice infected with the 17LpLz/VP16p2 promoter mutant (Figure 6A), but these differences did not reach significance. In TG, only differences at later times, days 6 and 8 pi, achieved significance with 17LpLz/VP16p2 yielding higher titers compared to the restored isolate (Figure 6B). In the central nervous system (CNS), 17LpLz/VP16p2 consistently replicated to higher titers and for prolonged periods of time compared to 17LpLz/VP16p2-R. The absolute titers were low in the mid to front areas of the brain, but viral replication in these parts of the CNS continued past day 8 pi, when HSV-1 is typically cleared from the brain (Figure 6C; Thompson and Sawtell, 2000; Thompson et al., 2009; Sawtell and Thompson, 2016a,b). The increased neuroinvasiveness and replication in the CNS were reflected in the increased virulence of the isolates. In groups of male Swiss Webster mice infected with a total of 2 × 105 pfu of 17LpLz/VP16p2 or 17LpLz/VP16p2-R, significantly more deaths occurred in the 17LpLz/VP16p2 group, p = 0.039 Log-rank Mantel-Cox test (Figure 7). However, as also shown (Figure 7), virulence was well below that of HSV-1 strain Mckrae so these viruses fall within the normal range of virulence displayed by HSV-1 strains.
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FIGURE 6. In vivo replication kinetics. Shown are infectious viral titers in eyes (A), trigeminal ganglia (B), and brains (C) harvested from male and female mice infected with 17LpLz/VP16p2 and the rescue of this mutant, 17LpLz/VP16p2-R. Three mice from each group were harvested at each time point indicated and infectious viral titers were quantified in tissue homogenates (see Section “Materials and Methods”). Brains were divided coronally into four pieces, labeled a–d from brainstem to front of brain as indicated in the diagram. * and ** indicate p = 0.01 < 0.05 and p = 0.001 < 0.01, respectively (unpaired, two-tailed t test).
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FIGURE 7. Survival curve. Shown is percent survival following infection with 2 × 105 pfu of either 17LpLz/VP16p2 or 17LpLz/VP16p2-R in male Swiss Webster mice. Survival of mice infected with HSV-1 strain McKrae is shown for comparison, emphasizing that the modest increase in virulence of VP16p2 is well below the virulence of this naturally occurring HSV-1 strain. Data shown are compiled from two independent experiments n = 10 mice per group infected with either 17LpLz/VP16p2 or 17LpLz/VP16p2-R (p = 0.039 Log-rank Mantel-Cox test). HSV-1 strain McKrae was evaluated at the same inoculation titer in a single experiment of four mice. *p ≤ 0.05.
 



Characterization of Early Infection in TG Neurons Following Corneal Inoculation With 17LpLz/VP16p2: Comparison with the Rescue, 17LpLz/VP16p2-R

The measurable increases in replication in the TG and virulence are consistent with an HSV-2 VP16 promoter-driven shift in the early balance in the TG neuron between the latent and lytic programs (Sawtell and Thompson, 2016a,b). In order to examine this directly, we utilized the dual marker in situ approach with these mutants, determining the timing and number of neurons expressing LATp activity and viral protein expression to address the following questions: does the VP16p2/5′UTR2 (1) support early default latency, (2) alter its timing or stability (i.e., transition into the lytic cycle), and/or (3) alter stress induced lytic cycle entry?



HSV-2 VP16 Promoter Mutant Enhances the Transition from the Early Default Latent State

Groups of mice were infected on scarified corneas with 2 × 105 pfu of either 17LpLz/VP16p2 or 17LpLz/VP16p2-R (genomically restored to VP16p1/5′UTR1). Eyes and TG were harvested from each group at either 20 or 28 h pi. Shown in Figures 8A–D are data from each time point representing results compiled from two independent experiments (no significant differences between the replicate experiments were observed).
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FIGURE 8. Comparison of default latent state entry and transition into the lytic program regulated by VP16p2/5′UTR2 or VP16p1/5′UTR1. Groups of mice were inoculated on scarified corneas with 2 × 105 pfu of 17LpLz/VP16p2 or 17LpLzVP16p2-R. Eyes were processed (as pairs) for infectious virus titers as detailed in Section “Materials and Methods.” TG was processed for detection of b-gal activity and viral protein expression in situ as detailed in Section “Materials and Methods.” The number of marked neurons was enumerated on cleared and pressed whole mounted TG. Panels (A–D) include data from male mice. Panels (E–H) include data directly comparing male and female mice. The viral titers in eyes at 20 and 28 hpi (A) or at 24 and 38 hpi (E) were not different among the groups. (B–D,F,G) Quantification of viral expression program phenotype in individual neurons within each TG (n = 20 at 20 hpi, n = 16 at 28 hpi, n = 8 at 24 hpi, and n = 10–15 at 38 hpi). (B,F) Solid blue symbols indicate neurons expressing LATp in the absence of viral proteins. (C,G) Blue symbols with brown outline and/or blue background indicate neurons in which expression from both the LATp and viral protein is detected. (D,H) Brown symbols indicate neurons in which viral protein alone is detected. Data shown in (A–D) are compiled from two biological replicates for each viral mutant at each time point. n = 5 for each experiment at 20 hpi and n = 4–5 for each experiment at 28 hpi.
 

Eye titers were not different between 17LpLz/VP16p2 and 17LpLz/VP16p2-R infected mice at either 20 or 28 hpi (p ≥ 0.9, unpaired, two-tailed t test) (Figure 8A). The number of blue neurons in the TG at 20 hpi was not different among the groups (p = 0.74, unpaired, two-tailed t test) (Figure 8B), and no evidence of transition into the lytic program was detected at this time in TG neurons infected with either 17LpLz/VP16p2 (0/20) or the genomic rescue of this mutant (VP16p1) (0/20) (Figures 8C,D). At 28 hpi, the number of neurons evidencing LATp activity in the absence of viral protein was not different between the mutant and rescue viruses (p = 0.30, unpaired, two-tailed t test) (Figure 6B). However, there were significantly more neurons expressing combined blue (LATp activity) and viral proteins (transitioning phenotype) in the TG from mice infected with the 17LpLz/VP16p2 mutant (p = 0.009, unpaired, two-tailed t test) (Figure 8C). The number of neurons in which only viral proteins were detected was also significantly more in TG infected with the 17LpLz/VP16p2 mutant (p = 0.027, unpaired, two-tailed t test) (Figure 8D). These data demonstrate that although the initial early default into the latent transcriptional program at 20 hpi is not different between the mutant and its rescue, within 8 h, (i.e., at 28 hpi), 26% of neurons were transitioning into the lytic cycle with the mutant compared to 7.5% with the rescue.



Transition Into the Lytic Program by HSV-2 VP16 Promoter Targeted Replacement Is Enhanced in Both Male and Female Mice

The preceding transition experiment was performed in male mice. An important question is whether a similar early expression from the LAT promoter followed by a transition into the lytic cycle would also occur in TG neurons during infection in female mice. To test this, age-matched male and female Swiss Webster mice were infected on scarified corneas as above. Eyes and TG were harvested, in this case at 24 and 38 hpi. There were no differences between 17LpLz/VP16p2- or 17LpLz/VP16p2-R-infected male or female eye titers at either 24 or 38 hpi (Figure 8E). Again at 24 hpi, there were no significant differences in the number of LATp-positive only neurons among the groups (compare Figures 8B,F). While neurons undergoing transition were not observed in either male or female mice infected with the rescue virus at 24 hpi, 4 and 5% of LATp-marked neurons were transitioning into lytic program in males and females infected with 17LpLz/VP16p2. By 38 hpi, three-fold more neurons were transitioning in TG infected with 17LpLz/VP16p2 compared to the rescue, 29 and 9%, respectively.



Effect of the Type-1- and -2-Specific VP16 Promoters on Early Spread of Infection in the TG

As infection in vivo proceeds past ~36 hpi, the viral expression landscape becomes more complex in the TG. Low levels of infectious virus become detectable and virus begins to spread within the TG (Kramer et al., 1998; Sawtell et al., 2006). At 44 hpi, cell to cell spread of infection in the TG is apparent and can be seen in “plaque-like” clusters of viral protein expressing neurons (Figure 9B).
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FIGURE 9. Progression from isolated marked single neurons to multi-neuron (plaque-like) viral protein-positive foci at 44 hpi. Groups of mice were infected with 2 × 105pfu of 17LpLz/VP16p2 or 17LpLz/VP16p2-R on scarified corneas. At 44 hpi, eyes and TG were harvested. Eyes were processed for infectious virus titers. TG was processed for in situ detection of b-gal activity and viral protein expression (see Section “Materials and Methods”). Three independent experiments are shown, Exp 1 and 2, n = 8 TG for each group, Exp 3, n = 16 and 12 TG for the rescue and mutant, respectively. (A) Infectious viral titers in eyes were not different between experiments or between 17LpLz/VP16p2- or 17LpLz/VP16p2-R-infected mice (ANOVA p = 0.97). (B) The number of LATp expressing neurons (blue symbols) detected in individual TG are indicated in the left panel. Brown symbols indicate protein expressing multi-neuron foci in each of these same TG (right panel). (C) Photomicrographs of representative TG infected with either17LpLz/VP16p2-R (left) or 17LpLz/VP16p2 (right). Blue circles mark multi-neuron foci, and individual blue neurons are indicated by arrows. The numbers were compared using an ordinary one-way ANOVA with Tukey’s multiple comparison test.
 

Our hypothesis would predict that once a neuron has transitioned into the lytic cycle and progressed to infectious virus production, that VP16 within the tegument of these virions would be delivered into neighboring cells, be transported into the nucleus and initiate the lytic cycle (paralleling cell to cell spread in tissue culture or corneal infection). The accelerated transition into the lytic cycle from the default latent program linked to the HSV-2 VP16 promoter would be predicted to result in greater numbers of infected multi-cellular foci in the TG. In order to test this, three independent experiments were performed at 44 hpi. Groups of mice were infected as above, and at 44 hpi, eyes and TG were harvested from each group and processed as above. Infectious viral titers in the eyes harvested from 17LpLz/VP16p2 and 17LpLz/VP16p2-R were not different (Figure 9A). There were no significant differences between the individual biological replicates of the same group with respect to the number of LATp marked neurons or “plaques”. However, the number of “plaques” in 17LpLz/VP16p2 compared to its genomic rescue 17LpLzVP16p2-R was greater in all three experiments (Figure 7; p = 0.0044, p = 0.0001, p = 0.0025, unpaired, two-tailed t test, experiments 1, 2, and 3, respectively). 17LpLz/VP16p2-infected TG had nearly four times the number of “plaques” found in 17LpLz/VP16p2-R-infected TG at this time pi. Interestingly, there was a reciprocal difference in the number of LATp-positive neurons and the number of plaque-like clusters within TG (Figure 9B). Significantly, as observed at the 38 h time point, fewer LATp-marked neurons were detected in 17LpLz/VP16p2 mutant-infected ganglia compared to the VP16p1 promoter rescue at this time (p < 0.0001 in all three experiments). Photomicrographs of representative ganglia from 17LpLz/VP16p2-R (left panel) and 17LpLz/VP16p2 (right panel) stained for b-gal activity and viral protein are shown in Figure 9C. Single blue + brown neurons were often surrounded by neurons that appeared to express only viral proteins. This suggested that in contrast to entry into the neuron through the axon, default entry into the latent program is not a feature of infection arising from cell to cell spread directly within the TG.



Mutation in the Egr1/Sp1 Site in the VP16p1/5′UTR1 Promoter Influences the Number of Plaque-Like Foci

17VP16πRR was shown previously to exhibit a reduced latent to lytic transition phenotype. In addition, 17VP16p1Egr1/Sp1 would be anticipated to display phenotypes similar to those displayed by mutant 17VP16πRR. Groups of mice were infected with 2 × 105 pfu on scarified corneas with 17VP16πRR (n = 8), its rescue 17VP16πRR-R (n = 8), 17VP16p1Egr1/Sp1 (n = 8), or its rescue 17VP16p1 Egr1/Sp1-R (n = 8). At 44 hpi, tissues were harvested, processed, and analyzed as indicated above. TG infected with 17VP16πRR and 17VP16p1Egr1/Sp1 contained nearly 10-fold fewer clusters of infected neurons than their corresponding genomic rescues (1.75 ± 1.25 vs. 0.19 ± 0.40, p = 0.009) and (2.0 ± 1.86 vs. 0.13 ± 0.34, p = 0.0003) for 17VP16πRR and 17VP16pEgr1/Sp1, respectively, and nearly 40-fold fewer than observed with 17LpLz/VP16p2 infection.



VP16p2/5′UTR2 Promotes Enhanced Response to Reactivation Stress

The disposition of the latent viral genome in the TG neuron changes during the course of acute infection (Knipe, 2015; Kristie, 2015; Sloan et al., 2015; Maroui et al., 2016; Nicoll et al., 2016; Cohen et al., 2018). We previously demonstrated that as early as day 9 pi, reactivation stressors promote the transition into the lytic cycle in TG neurons, and we now asked whether the VP16p2/5′UTR2 is more responsive than VP16p1/5UTR1. Groups of 30 mice were infected with 1 × 105 pfu of 17LpLz/VP16p2 or 17LpLz/VP16p2-R (wt HSV-1 genotype) on scarified corneas. On day 11 pi, surviving mice were randomized into two groups for each virus and half were subjected to stress. TG was excised and whole ganglia were stained for viral proteins, cleared, mounted and examined as described in Section “Materials and Methods.” Few neurons were positive for viral proteins in TG from the untreated groups regardless of whether VP16 was expressed from type-1 or type-2 regulatory sequences and the number found was not different between groups (p = 0.98, ordinary one-way ANOVA with Tukey’s post hoc analysis, Figure 10). The numbers of positive neurons in TG from animals at 20 h post stress increased in both groups. This increase was not significant in mice infected with the wt genomically restored virus (p = 0.46), but a significant increase in positive neurons was observed in TG of mice infected with the mutant expressing VP16 from the HSV-2 promoter/5′UTR2 (p < 0.0001) (Figure 10). We conclude that the VP16p2/5′UTR2 regulatory sequences were significantly more responsive to a stress that induces reactivation from the “early” latent state than the HSV-1 sequences.
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FIGURE 10. Stress induced transition into the lytic cycle. Mice were infected on scarified corneas with 1 × 105 pfu of either 17LpLz/VP16p2 or its rescue17LpLzVP16p2-R. At 11 day pi, mice from each infection group were untreated or stressed (see Section “Materials and Methods”). At 20 h post stress, TG from both unstressed and stressed groups from each infection group were dissected and processed for the detection of viral proteins as detailed in Section “Materials and Methods.” The number of neurons expressing viral proteins (evidence of entry into the lytic program) in each TG was counted. Data were analyzed using ordinary one-sided ANOVA with Tukey’s multiple comparison test.
 




DISCUSSION

A schematic summary is shown in Figure 11. Evidence from diverse studies support the idea that the tegument protein VP16, which initiates lytic infection at low moi by transactivating the viral immediate early genes (Campbell et al., 1984; Bzik and Preston, 1986; Ace et al., 1988; Wysocka and Herr, 2003; Thompson et al., 2009; Sawtell and Thompson, 2016a,b), is not transported through axons efficiently favoring latency (Thompson et al., 2009; Antinone and Smith, 2010; Aggarwal et al., 2012; Hafezi et al., 2012; Smith, 2012; Koyuncu et al., 2015, 2017; Sawtell and Thompson, 2016a,b). It is noted that this acute stage “default” latent transcription program is unlikely to share all features of a fully consolidated latent infection. The latter requires extensive changes to the chromatin structure on the viral genome which occurs over a prolonged period of time and involves interactions with subnuclear structures (Knipe and Cliffe, 2008; Cliffe et al., 2009, 2015; Kwiatkowski et al., 2009; Bloom et al., 2010; Lu and Triezenberg, 2010; Roizman et al., 2011; Knipe, 2015; Kristie, 2015; Sloan et al., 2015; Maroui et al., 2016; Nicoll et al., 2016; Cohen et al., 2018). Importantly, productive infection in TG neurons also occurs in animal models and humans, and this acute stage viral replication in the peripheral nervous system is important to maximize the latent burden and optimize reactivation potential in experimental models (Thompson and Sawtell, 2000). We and others are investigating how this viral replication is initiated in TG neurons. There is evidence for several mechanisms that might initiate HSV replication in neurons including alternate transport mechanisms for VP16 through axons (Antinone and Smith, 2010), high moi neuronal infections that obviate the requirement for VP16 (Koyuncu et al., 2015) as is well documented in cultured cells (Ace et al., 1989), a binary choice made based on neuronal subtype (Yang et al., 2000; Margolis et al., 2007; Bertke et al., 2013) and an unexpected neuronally directed expression program embedded in the HSV-1 VP16 promoter/5′ UTR that appears to induce the synthesis of VP16 protein de novo (Thompson et al., 2009; Sawtell and Thompson, 2016a,b).
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FIGURE 11. Summary of the role of VP16 and its regulation in the earliest stages of HSV infection of sensory neurons in vivo. Sensory neurons residing in the trigeminal ganglion become infected with HSV through their axonal endings distributed at the body surface site of infection. This unique mode of entry into the neuron has long been thought to play a central role in the outcome of infection in the infected neuron. Early studies supported the concept that the outcome was binary-entering either latency in which only the LAT gene is abundantly transcribed, or lytic infection resulting in virus production and neuronal death (Margolis et al., 1992, 2007; Sawtell and Thompson, 1992a,b; Lachmann and Efstathiou, 1997). However, approaches that allow visualization and quantification of very rare events in the TG have revealed that individual neurons enter the latent program first, and a portion of these transition into the lytic cycle. This transition requires the de novo expression of VP16 (Thompson et al., 2009; Sawtell and Thompson, 2016a,b). This is important because it identifies a regulatory nexus residing in the VP16 gene, with the potential for multiple neuronal context dependent inputs feeding into the VP16 regulatory machinery. We propose that the VP16 promoter region functions as a host cell micro-environment sensor, which in turn is modified by systemic inputs. This regulation of VP16 expression serves to maximize the establishment of latency while minimizing severe morbidity or mortality in diverse hosts infected under differing conditions (age, immune system status etc.) with HSV-1 strains that vary in their pathobiologic properties. The near ubiquity of the virus in the human population at large and relative rarity of serious sequelae of infection is testimony to the success of this evolutionary strategy. (1) Latency is favored in neurons because tegument proteins including VP16 are not transported through axons to neuronal nuclei along with the viral genome. Because the IE genes are not transactivated and ICP4 protein (a repressor of the LAT promoter, LATp) is absent, the LATp interacts with a variety of host TFs, is turned on, and expresses RNAs that repress and/or possibly enhance lytic infection (Watson et al., 2018). (2) Embedded in both the HSV-1 and HSV-2 VP16 regulatory regions are sequences that promote its de novo expression in some of these neurons that are already expressing the LATp. (3) De novo VP16 expression initiates the lytic cascade in these neurons. By 28 hpi, 26% of the LATp+ neurons show evidence of viral protein expression when VP16 is driven by the type 2 promoter in the context of HSV-1, whereas about 7.5% are positive in wt HSV-1. This initiation of lytic gene expression requires functional VP16 transactivation and does not occur if ICP0 instead of VP16 is expressed during the default latent state (Thompson et al., 2009).
 

This latter hypothesis is supported by several related observations. Infection of mice via the cornea results in detectable expression of only the latency associated transcript promoter (LATp) at very early times (18–32 hpi). Expression of lytic phase promoters of the immediate early and leaky late kinetic classes and their cognate proteins occurs about 12–14 h after the LATp is expressed, and only in cells already “marked” by LATp-driven E. coli beta-galactosidase (b-gal) expression (Thompson et al., 2009; Sawtell and Thompson, 2016a,b and see also Figures 8, 9). The LAT promoter is strongly repressed by the immediate early protein ICP4 in cells including neurons during acute infection (Batchelor and O’Hare, 1990; Margolis et al., 1992; Sawtell and Thompson, 1992a,b; Farrell et al., 1994); we can therefore conclude that this transition out of the default latent transcription program requires de novo lytic protein expression that occurs after the LATp is activated. That the transition out of the latent state is driven by de novo VP16 expression is supported by several additional observations. (1) Analysis of a VP16 promoter/b-gal reporter mutant in the background of the VP16 transactivation-deficient mutant in1814 (Ace et al., 1989) demonstrated that the VP16 promoter can be activated in infected neurons in the absence of other viral proteins (Thompson et al., 2009). (2) Expression of an extra copy of VP16, but not of ICP0, de novo from the LATp eliminates the default latent state. With this mutant, virus replication in TG occurs within 20 hpi, is more extensive in TG and brain, and virulence is significantly enhanced (Sawtell and Thompson, 2016a,b). Mutation of TF binding sites downstream of the VP16 TATA resulted in replication reduced about 100-fold in TG and the exit from the default latent pathway into the lytic pathway was significantly reduced, as was virulence (Sawtell and Thompson, 2016a,b). Yet these mutations had no effect on the kinetics of VP16 expression or viral replication in cells in culture or on replication on the mouse eye in vivo (Sawtell and Thompson, 2016a,b). This is consistent with early studies mapping TF sites important for normal leaky late VP16 expression to regions upstream of the TATA box (Lieu and Wagner, 2000).

In this study, we first refined the analysis of sequences required for the de novo expression of HSV-1 in neurons. Introducing a four base change in the core matrix of a canonical Egr-1/Sp1 site located in the HSV-1 VP16 5′UTR resulted in mutants that replicated like wt in cultured cells and mouse eyes (Figures 2A, 5B). This later finding is important because the viral load entering the TG from the eye at early times was therefore equivalent as confirmed by QPCR for the viral genome in TG. Despite this, viral replication in TG was reduced by two orders of magnitude (Figure 4C), and virulence was abrogated. We emphasize that we do not yet know how these sequences function, but favor the hypothesis that this region represents a combinatorial TF-binding site that can confer both positive and negative regulation to VP16 transcription in neurons because (1) both Egr-1 and Sp1 can bind to the site with wt affinities (Figure 4); (2) many host genes including stress responsive neuronal genes are reciprocally regulated by these factors in response to stress (Carrasco-Serrano et al., 1998; Nitsch et al., 1998; Contestabile, 2008; Liu et al., 2014; Wu et al., 2017); and (3) the stress induced factor Egr-1, which can displace the ubiquitous positive factor Sp1, induces its corepressor NAB2 that rapidly induces a silenced chromatin state (Houston et al., 2001; Kumbrink et al., 2005). This latter feature is compatible with the fact that the vast majority of latent viral genomes do not respond to systemic stressors by exiting latency (Sawtell and Thompson, 1992a,b, 2016a,b; Sawtell, 2005; Thompson and Sawtell, 2006; Thompson et al., 2009). We note, however, this site can bind other TFs and is also located in the 5′UTR of the VP16 mRNA. 5′UTR sequences can influence protein production in many ways exclusive of transcriptional regulation. Unfortunately, it is currently not possible to computationally predict these functional aspects of 5′UTRs in eukaryotes (reviewed in Leppek et al., 2018), but most experimentally determined sequences act to inhibit protein expression (reviewed in Rhodes and Lipps, 2015). For example, the region containing the HSV-1 overlapping Egr-1/Sp1 site is predicted to have the capacity to form a single DNA as well as an RNA G-Quadruplex structure (Kikin et al., 2006). This structure is known to inhibit ribosome scanning on mRNA and reduce protein expression (Rhodes and Lipps, 2015). The 4-bp mutations would be expected to eliminate the predicted G-Quadruplex structure (Kikin et al., 2006), and if this was a functional 5′UTR RNA G-Quadruplex, the mutations would be expected to increase, rather than decrease VP16 protein production.

In order to extend our analyses of VP16 regulation and potentially avoid the problem of mutation of 5′ UTR sequences, we took advantage of the existence of a second natural human HSV VP16 promoter, that of HSV-2. We asked whether the HSV-2 promoter/5′UTR, which has a very different structure, could also direct the de novo VP16 synthesis in vivo in the context of the HSV-1 genome. HSV-1 mutants in which the HSV-1 VP16 promoter and 5′UTR were replaced with those of HSV-2 leaving all other genes and all ORFs as HSV-1 were produced in the background of 17LATpLacZ (which labels neurons expressing the latent transcription program with b-gal). In this way, the effects of the HSV-2 VP16 regulatory region on latent/lytic transition were isolated from all other HSV type-specific differences. If the hypothesis is correct, despite its very different architecture we would expect to see that the HSV-2 promoter would induce the transition of HSV-1 from the default latent program into the lytic program. This may be a unique feature of the VP16 promoters, as another leaky late promoter/5′UTR employed to drive VP16 (that of VP5) fully supports viral replication in culture and mouse eyes, but fails to efficiently transition out of the default latent state (Thompson et al., 2009). Furthermore, we anticipated that due to the presence of 13 tandem direct repeats that contain multiple putative overlapping canonical Egr-1/Sp1 sites in the HSV-2 promoter, this promoter might exhibit altered kinetics for the transition into lytic infection from default latency.

The targeted replacement mutant displayed phenotypes consistent with these hypotheses. The type-2 sequences efficiently directed the exit from the default latent state and initiated productive viral replication in TG neurons. Indeed, earlier and more extensive disruption of the latent transcription program and entry into the lytic program was evident by 28 hpi (Figure 8), this increase in transition continued through time (Figure 9), increased and prolonged viral replication was observed in the CNS (Figure 6), and a significant increase in virulence resulted in reduced mouse survival (Figure 7). The type-2 promoter mutants also displayed increased responsiveness to systemic stresses that induce reactivation in vivo (Figure 10).

The phenotypes displayed by the type-2 promoter mutants are robust, and our transition index and pathobiological assays are sensitive enough to permit us to determine the relative roles played by the 13 tandem Erg-1/Sp1 sites and/or other regulatory regions in de novo VP16 expression in both the HSV-1 and HSV-2 backgrounds. One advantage is that the putative Egr-1/Sp1 sites in HSV-2 are in the distal promoter and mutations will not affect mRNA structures. Such studies may help illuminate the signaling pathways that lead to acute viral replication in the PNS, as well as reactivation. This knowledge may help direct the design of safer live vaccine candidates or reveal potential targets for pharmacological interventions.
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The latent state of the human herpesvirus varicella zoster virus (VZV) has remained enigmatic and controversial. While it is well substantiated that VZV persistence is established in neurons after the primary infection (varicella or chickenpox), we know little of the types of neurons harboring latent virus genomes, if all can potentially reactivate, what exactly drives the reactivation process, and the role of immunity in the control of latency. Viral gene expression during latency has been particularly difficult to resolve, although very recent advances indicate that it is more restrictive than was once thought. We do not yet understand how genes expressed in latency function in the maintenance and reactivation processes. Model systems of latency are needed to pursue these questions. This has been especially challenging for VZV because the development of in vivo models of VZV infection has proven difficult. Given that up to one third of the population will clinically reactivate VZV to develop herpes zoster (shingles) and suffer from its common long term problematic sequelae, there is still a need for both in vivo and in vitro model systems. This review will summarize the evolution of models of VZV persistence and address insights that have arisen from the establishment of new in vitro human neuron culture systems that not only harbor a latent state, but permit experimental reactivation and renewed virus production. These models will be discussed in light of the recent data gleaned from the study of VZV latency in human cadaver ganglia.
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INTRODUCTION

Varicella zoster virus (VZV) is a common and ubiquitous human-restricted neurotropic alphaherpesvirus of the Herpesviridae family that persists for life in the host after a primary infection (varicella or chickenpox). The site of latency is within neurons in ganglia of the peripheral somatic, autonomic, and enteric (Gershon and Gershon, 2018) nervous systems. Up to one third of infected individuals will clinically reactivate VZV in their lifetimes, usually in their elderly years when immunity is naturally senescing, or when immunity is suppressed by disease or iatrogenic cause. The most common clinical sign of reactivation is herpes zoster (HZ), manifested as a dermatome-limited, painful vesicular skin rash that causes greater morbidity than varicella with frequent complications. VZV reactivation may also underlie a variety of neurological (Gilden et al., 2015), vascular (Nagel et al., 2017), and gastrointestinal diseases (Gershon and Gershon, 2018) that may occur with or without rash.

A greater understanding of the events occurring during VZV latency and early reactivation may reveal targets and strategies for novel therapeutics that treat or prevent HZ. However, VZV shows a high degree of host specificity, which has precluded most small animal modeling of VZV disease. There is arguably still no in vivo model of reactivated disease. A possible exception for the growth restriction of VZV in small animals is the guinea pig, discussed below. Many insights have come from study of the VZV-related Simian Varicella Virus (SVV), which replicates in several macaque species and African green monkeys, but SVV is a distinct virus that may not completely model all aspects of VZV. There are also significant financial and ethical issues associated with primate research. The relevance of the SVV model to VZV was recently reviewed (Sorel and Messaoudi, 2018).

A second issue that has made VZV persistence difficult to understand is the difficulty in interpreting studies of VZV-infected human cadaveric ganglia. We are now more cognizant that a partial viral gene expression program occurs throughout the post mortem interval (PMI) (Cohrs and Gilden, 2003; Ouwendijk et al., 2012). Early reports suggesting that VZV proteins were made during latency were subsequently complicated by staining artifacts or antibody cross-reactivity to blood group A1 antigens (Zerboni et al., 2012). Very recent work indicates VZV latent transcription is highly restricted in ganglia obtained with short PMI (Depledge et al., 2018a). Even with short PMI, cadaver ganglia rapidly undergo hypoxia that may induce death-induced spurious transcription. Importantly, we are not aware of any report of VZV virus production obtained from latently infected cadaveric ganglia explants. This contrasts to HSV-1, which readily produces virus from human axotomized ganglia (Lewis et al., 1982).

A third block to study of VZV latency is that, despite the efforts of many virologists, VZV remains a difficult virus to work with. Virus replicates inefficiently in a limited number of human cell lines, produces virus with high particle to infectivity ratios, and releases little to no infectious virus from cultured cells. Titers of cell-free virus released from infected cell sonicates are on the order of five magnitudes lower than that which can be obtained for HSV-1. As such, most experimental infections are initiated with infected cells. As detailed below, this is an important issue in the new stem cell-derived neuronal models of reactivatable latency, because persistence has not yet been obtained with cell-associated infection, but rather requires cell-free virus. Intriguingly, recent work suggests that cultured human neurons do release some infectious virus (Markus et al., 2011; Sadaoka et al., 2018).

This review complements other recent reviews of the current state of understanding of VZV latency from studies of cadaver ganglia (Depledge et al., 2018b) and in vitro models (Baird et al., 2019). We restrict this review to human VZV and discuss the potential of models that may be revisited in the near future, particularly in light of recent discoveries.



HUMAN VZV DISEASE

Primary varicella (chicken pox) is easily spread in unvaccinated Westernized populations, usually during childhood, by the inhalation of aerosolized droplets from individuals with varicella or active zoster. This exposure establishes primary replication sites in the upper respiratory mucosa and respiratory lymphoid tissues such as the tonsils, where lymphocytes become infected (Ku et al., 2005). VZV infected CD4+ T cells are considered to be a predominant vehicle for systemic spread (Ku et al., 2005), but other circulating cells have been implicated in the viremia, including dendritic cells, monocytes and macrophages (Kennedy et al., 2019). Immune cells carrying VZV home to the skin and extravasate, seeding sites of virus infection at the deep dermal skin layers and hair follicles (Ku et al., 2002). Virus accesses peripheral innervating ganglia by infecting axons in the skin, followed by retrograde transport down axons to neuronal soma. Evidence from the SVV model suggests that ganglia are also directly infected by ganglion-infiltrating VZV-infected T cells at the viremic stage (Sorel and Messaoudi, 2018), allowing infection of ganglia that do not necessarily innervate the periphery, such as those of the enteric nervous system (Ku et al., 2002; Chen et al., 2003, 2011; Gershon et al., 2008). In the 14–21 days incubation period, VZV replication in the skin is partly controlled by innate immune mechanisms, including type 1 IFNs (Zerboni et al., 2014). Lesions then develop in the epidermis, concurrent with the onset of adaptive immunity that not only clears virus and infected tissues, but also protects against further varicella disease.

Reactivation leading to HZ occurs in about one third of those harboring latent VZV in their lifetimes. While the molecular triggers of VZV reactivation are not well understood, there are clear contributing factors that predispose to HZ development, including host genetics (Crosslin et al., 2015). The role of immunity in reactivation was established by the classic studies of Hope-Simpson (Hope-Simpson, 1967), and is evidenced by the fact that HZ rates are higher in those with immune modifying diseases such as HIV infection, or undergoing treatments that reduce cellular immune function. HZ incidence rises rapidly after age 60 years, and this may partially reflect a naturally senescing cellular immunity (Donahue et al., 1995). Clinical zoster probably requires both intracellular events in the host neuron that influence viral chromatin, as well as a failure in surveillance/protection by VZV-specific cellular immunity. The large lesions of HZ are clinically distinct from varicella in that they are usually topographically restricted to a skin region innervated by a single ganglion, termed a dermatome. The extensive lesions reflect the intra-ganglionic spread of virus after reactivation and the delivery to the skin by multiple neurons in a reactivating ganglion. It is not yet clear if reactivation originates from a single neuron or from multiple neurons triggered in parallel, nor is it clear if intra-ganglionic spread triggers sequential reactivation from other latently infected neurons in the same ganglia.

Zoster is frequently complicated by scarring and bacterial superinfection, but the most common complication is pain. Most individuals with zoster seek medication for pain, but a significant fraction progress to debilitating chronic pain states termed post herpetic neuralgia (PHN). PHN may last months to years after the skin lesions have resolved and is often refractory to therapy. This is consistent with PHN reflecting neuronal events downstream of VZV replication and clearance after reactivation (Gershon, 1996). Reactivation causes massive inflammatory responses in the ganglia that may change neuron function, pain signaling and neuronal activity, but these transitions are poorly understood. A review of neurobiological models of PHN was recently published (Devor, 2018).



VACCINATION

The observation that adaptive immunity protects individuals from further varicella stimulated the development of successful vaccines. The FDA-approved live attenuated varicella vaccine (Varivax in the United States) has been in widespread use in the United States since the mid-1990s as a two-dose regimen. It is based on a VZV strain (vOka) that was attenuated by sequential passage in embryonic guinea pig fibroblasts. The vaccine strain is genetically heterogeneous, containing some fixed mutations and variable levels of other mutations and combinations thereof (Depledge et al., 2014; Quinlivan and Breuer, 2014). Varivax is administered to most United States preschool children and has dramatically reduced the number of varicella cases in the United States, as well as hospitalizations and deaths from it. However, many countries do not widely use the varicella vaccine, and even in the United States, most adults still harbor wild-type VZV with the potential to reactivate. The first individuals who received Varivax will not turn 60 years, the age when HZ incidence rises, until around 2050. The live vaccine retains the ability to establish latency and reactivate, albeit at very low levels (Hardy et al., 1991; Quinlivan et al., 2012).

Two FDA-approved HZ vaccines are available to boost VZV-specific adaptive immunity in those at risk for HZ. Zostavax is a 14 times larger infectious dose of the attenuated varicella vaccine that was licensed in 2006, and reduces HZ incidence by about half, and the burden of illness by two thirds (Oxman et al., 2005). The more recent Shingrix vaccine was FDA licensed in 2018 and is a subunit vaccine based on the VZV gE glycoprotein. It has higher efficacy than Zostavax in preventing HZ using a two-dose regimen (Cunningham et al., 2016). Both vaccines are under-utilized in the target population due to perceived lack of efficacy, cost, ignorance of the target population to HZ severity, and vaccine shortages (Harpaz and Leung, 2017).



DEFINITION OF THE VZV LATENT STATE

We consider it important to define “latency.” Herpesvirus lytic infections involve the organized and regulated expression of most viral genes and proteins, the replication of the DNA genome, and the assembly and egress of progeny virus for spread and transmission. VZV latency is often defined as the persistence of viral genomes without virus production, in an endless or episomal form (Clarke et al., 1995) as seen for the latent state of all other herpesviruses. However, this definition may be inadequate: it does not separate reactivatable latency from an abortive infection in which genomes are maintained (perhaps due to a feature of the host cell, the neuron) that cannot complete a lytic cycle due to absence of factors required for full lytic growth. Human VZV latency is perhaps a mixture of both states as the vast majority of maintained genomes will never undergo a reactivation event. This scenario was highlighted in studies on the murine neuronal model of HSV-1 latency, where hundreds to thousands of genomes are maintained in multiple types of neurons, including some subtypes that do not appear to be capable of supporting productive infection (Bertke et al., 2011). We highlight this issue because most small animal models do not appear to support full VZV replication. Are the genomes present in such models stalled by the non-permissive state, and is this different from that in humans? We propose latency should be defined as the reversible persistence of non-productive viral genomes, since reactivation demonstrates maintained genome functionality.

A second issue is the silencing of genome expression during latency. Are viral RNAs or proteins made during the latent state? This question is of considerable interest, because any viral product made during latency could be potentially targeted by therapeutic strategies. Again, we turn to the more extensively studied HSV-1 as a guide. In HSV latency, expression is predominantly silenced by chromatin on the genome (Bloom et al., 2010). The exception is the non-coding transcripts termed Latency-Associated Transcripts or LAT (see below). However, HSV-1 latency is not necessarily antigenically silent, because latently infected ganglia in animal models (Knickelbein et al., 2008) and in humans (van Velzen et al., 2013) are associated with recently activated virus-specific CD8+ T cells. In the well characterized HSV-1 murine model, accumulated work suggests that ganglionic T cells may control reactivation events after viral antigen recognition, acting through non-cytolytic mechanisms (Decman et al., 2005; Knickelbein et al., 2008). Such antigens arise through a dynamic state of repression during latency. An attractive model has proposed that HSV-1 reactivation involves a two-stage de-repression process, with the first stage being reversible to the silent latent state (Kim et al., 2012). The initial de-repression is driven by reactivation stimuli that alter chromatin states and drive a transient expression of viral proteins outside the typical lytic cascade. This state may or may not progress to a typical lytic-regulated cascade and virus production, or may reverse to quiescence, depending on the functional expression and cellular localization of viral factors initiating the lytic cascade. This two-step model of de-repression fits with the proposed role of ganglion-resident T cells in monitoring gene expression in the ganglia. Resident T-cells would be rapidly activated in response to renewed viral protein expression, and act using non-cytotoxic mechanisms that favor re-entry into latency (St Leger and Hendricks, 2011).

For VZV, a new picture is emerging that suggests that VZV gene expression during human latency is more limited than was once thought (Cohrs and Gilden, 2003; Ouwendijk et al., 2012; Zerboni et al., 2012). Using unbiased Illumina next generation sequencing methods coupled with Agilent’s SureSelect template enrichment of VZV RNA from human ganglia obtained with short PMI times, only two VZV transcripts were detected (Depledge et al., 2018a). Low levels of mRNA from ORF63 were observed confirming previous reports, but a more abundant transcript termed VZV Latency-associated Transcript (VLT) was mapped to the VZV region encoding ORF61, but from the antisense strand. This extensively spliced transcript extends into and past ORF61, a gene that encodes a key transcriptional regulator with E3 ubiquitin ligase activities (Wang et al., 2011; Zhu et al., 2011). The authors proposed that VLT works in an antisense manner to regulate ORF61, but it is not clear if this occurs in the context of VZV infection or latency. However, the VLT genomic position and direction are conserved with the latency-associated transcripts made by SVV, HSV-1, bovine herpesvirus type 1, and indeed, perhaps all neuronal alphaherpesviruses, raising the interesting concept of conserved functionality as these viruses have diverged. VZV VLT spliced RNA potentially encodes a short protein, a feature that is not fully conserved in these viruses; for example, while the vLAT of bovine herpesvirus encodes a protein, HSV-1 LAT does not. However, HSV LAT does encode miRNAs (Umbach et al., 2008). Intriguingly, two small non-coding RNAs found in VZV-infected cells, snc13 and snc14, map to the unspliced VLT RNA (Markus et al., 2017). It has been suggested that VZV ORF63 protein regulates apoptosis in neurons (Hood et al., 2006), an activity attributed to both the HSV LAT RNA and the BHV LAT protein (Jones, 2013). While these are exciting findings, we argue that some caution is still needed. Even a short term post mortem event cannot be avoided in human studies, and we do not know if all persisting VZV genomes express these transcripts. A similar transcript found in macaques latently infected with SVV with no PMI suggests VLT is authentic (Sorel and Messaoudi, 2018). Many questions still remain. Are VZV VLT and/or ORF63 RNA functionally involved in the establishment and/or maintenance of VZV latency? If so, how do they function? Is VLT made in animal models harboring VZV genomes? Are these RNAs made in all neurons hosting a VZV genome? We argue that a solid model of latency and reactivation is needed to address these issues.



IN VIVO MODELS OF VZV LATENCY

No small animal model recapitulates human disease, even after administration of high levels of VZV infectious units. Animals often seroconvert, but this is not surprising given the antigen in the cell-associated inoculates. Here, we discuss attempts at developing a model of VZV persistence and discuss those that may be re-evaluated in light of the new picture of human VZV latency transcription (summarized in Table 1).

TABLE 1. Permissivity of currently available in vivo and in vitro systems for modeling VZV infection, latency, and reactivation.

[image: image]


Mice and Rats

Immunocompetent mice have not been widely used to study VZV latency and evidence indicates they do not support VZV replication. VZV introduced to the cornea by intrastromal placement of infected cells resulted in virus DNA reaching the TG (Wroblewska et al., 1993) but no clinical sign of infection was seen. VZV DNA in nervous tissues was seen by PCR at 33 days post infection. The refractory nature of the mouse to VZV suggests an abortive infection, where VZV enters axons at the site of inoculation and undergoes retrograde transport to the ganglia but is unable to complete the full lytic cycle. Restriction of VZV replication was also seen in Chinese hamster cell lines (Finnen et al., 2006) and rat primary cultures (Guedon et al., 2015). Severely compromised immune deficient mice show no evidence of VZV replication except in implanted human tissue (Moffat et al., 1998).

A similar situation appears to occur in rats. Multiple subcutaneous inoculations of VZV-infected human cells along the rat spine (Sadzot-Delvaux et al., 1990, 1995) did not lead to any clinical signs out to 9 months, but VZV DNA was detected in ganglia. No infectious virus was recovered from dissociated DRG cultures, although they did report live virus recovery after multiple rounds of ganglionic co-culture with VZV permissive MRC5 cells. Other groups have seen VZV DNA and, in some cases, RNA in rat ganglia corresponding to infected sites (Annunziato et al., 1998; Kennedy et al., 2001). The Sadzot-Delvaux group were the first to suggest ORF63 as a “latency associated gene” (Debrus et al., 1995). Brunell et al. (1999) studied VZV inoculated neonatal rats and detected RNA for the once-proposed “latency associated gene” from ORF21. It appears that these models have not been further developed.

Some attention was given to the outbred cotton rat, since it is more permissive for several human-specific viruses (Faith et al., 1997; Niewiesk et al., 1997; Langley et al., 1998). VZV was reported to replicate in cotton rat fibroblast cultures, but it has never been clear if VZV replicates in vivo. Cell-associated VZV inoculated by intramuscular or subcutaneous routes along the spine does lead to detectable levels of VZV DNA at ganglia and expression of ORF63 RNA. The model was extensively developed to assess the genetic requirements and ganglionic delivery of viral DNA, including several genes that are considered essential or near critical for lytic replication of VZV (Sato et al., 2002a). VZV genes deemed not to be required for DNA delivery to the ganglia included ORF61 (Sato et al., 2002b) and ORF17 (Sato et al., 2002a), both of which severely impair VZV growth when deleted. Surprisingly, DNA from VZV deleted for the essential ORF21 (Xia et al., 2003) was still delivered to ganglia. However, in these studies, the virus was inoculated in the complementing cells, so that functional virus was produced and able to infect axons for ganglionic delivery. In contrast, VZV mutants lacking the essential genes ORF63, ORF4 and ORF29 genes were considered deficient for ganglionic delivery of viral DNA in this model (Cohen et al., 2005a, b, 2007), but viruses were passaged once in non-complementing cells before inoculation. The mechanisms underlying these results are not clear, but fit with a model that as long as VZV is produced in the cell-associated inoculum, it can infect axons and reach the ganglia. The single pass of VZV in non-complementing cells before inoculation for the ORF63, 4 and 29 mutant studies would have resulted in a stalled infection and no virus production. Only one study did not fit this model, and reported that several recombinant VZV with alterations of portions of the ORF62 and ORF63 genes and the 3′ genome region could replicate in culture, but were deficient in ganglionic delivery of genomes (Ambagala et al., 2010).

We highlight that neither in vivo replication nor reactivation in the cotton rat has been demonstrated. The maintenance of viral DNA in rat ganglia is consistent with VZV entry into rat cells (and neuronal axons) without need for complete replication (Guedon et al., 2015). It will be interesting to determine if VLT is made in rat models, particularly since Wistar and Sprague Dawley rats develop prolonged behavioral signs of VZV-induced mechanical hypersensitivity (Fleetwood-Walker et al., 1999; Dalziel et al., 2004; Garry et al., 2005; Hasnie et al., 2007; Guedon et al., 2014, 2015; Kramer et al., 2017; Stinson et al., 2017).



Guinea Pig

The guinea pig appears different from rats and mice because it can support a productive VZV infection, particularly with VZV adapted by passage in primary guinea pig embryo or kidney fibroblast cultures. Guinea pig cells are known to be one of the few non-primate lines to support VZV replication, and the vaccine (vOka) was attenuated by serial passaging in guinea pig embryonic fibroblasts. The genetic changes in vOka that are associated with adaption are many, including several in the gene encoding IE62, the key trans-activator of gene expression (Wu et al., 2019). Early work reported VZV infection of both adult and weanling guinea pigs (Myers et al., 1980, 1985, 1991; Lowry et al., 1993), resulting in a viremia and seroconversion after nasal inoculation (Matsunaga et al., 1982). Viral transmission to cohoused animals based on seroconversion was also indicated, but animals did not exhibit observable clinical symptoms (Myers et al., 1980, 1985). The guinea pig model was used extensively in the early characterization of the cellular immune response to VZV (Jenski and Myers, 1987) and the predominant viral antigenic targets (Lowry et al., 1992, 1993, 1997; Sabella et al., 1993). After infection, VZV DNA is detected in ganglionic tissues, but evidence of in vivo reactivation was lacking, even after treatment with immunosuppression regimens. One report indicates that VZV in newborn hairless guinea pigs induced a short-term skin exanthem (Myers et al., 1991). The guinea pig was also developed as an ocular infection model. Following intrastromal inoculation, VZV could be recovered from TG, midbrain, and cerebellum by co-culture with permissive cells (Pavan-Langston and Dunkel, 1989). Others have found no signs of disease or infection after corneal inoculation (Matsunaga et al., 1982).

There is renewed interest in the guinea pig for modeling VZV infection and persistence in the enteric nervous system. Enteric forms of zoster in humans have now been observed (Pui et al., 2001; Chen et al., 2003, 2011; Edelman et al., 2010; Masood et al., 2015; Gershon and Gershon, 2018). Cultures comprised mostly of enteric primary afferent neurons derived from adult hosts can support a lytic VZV infection after cell-associated inoculation, yet retained VZV DNA long term after cell-free virus infection. However, a rather wide gene expression pattern was reported, with expression of multiple viral genes during persistence, including from ORFs 4, 21, 29, 40, 62, and 63. This gene expression is more extensive than seen in human cadaver ganglia, and occurs presumably with no PMI. Some protein expression was reported as “mislocated” in the cytoplasm (Chen et al., 2003; Gershon et al., 2008). However, long term VZV DNA-positive in vitro neuron cultures could produce infectious virus when infected with replication defective adenoviruses expressing VZV ORF61 or the HSV ortholog ICP0. This establishes functionality of the persisting genome, albeit using a non-physiological stimulus. The model has developed in parallel with data indicating VZV persistence in the human enteric nervous system (Gershon and Gershon, 2018). Resected intestinal tissues from VZV seropositive and negative children, or of vaccine recipients, contained VZV DNA and expressed VZV transcripts (Chen et al., 2011). In the guinea pig model, intravenously injected T-lymphocytes infected in vitro with VZV were found to transmit viral DNA to multiple neurological tissues, including the DRG and enteric nervous system (Gan et al., 2014). VZV was reported to be experimentally reactivated by administration of tacrolimus in combination with corticotrophin-releasing 4 hormone to mimic stress, but important experimental data was not shown (Gershon and Gershon, 2018). Taken together, the recent work suggests the guinea pig is the strongest of the in vivo small animal models for study of VZV latency in vivo, and may be experimentally reactivatable. More work is needed to optimize reactivation strategies and establish similarities to human VZV persistence.



Human Tissues in SCID Mice

SCID mice are unable to reject implanted human tissues (the SCID-hu model) and have proven to be a powerful tool for in vivo studies of human specific viruses, albeit in the absence of any adaptive immunity. Implanted tissues retain many characteristics and structural organization for long periods in these mice, despite an unnatural ectopic location (McCune et al., 1988; Mosier et al., 1988). The application of the SCID-hu mice for VZV was pioneered by Moffat et al. (1995), using skin tissue from fetuses and, more recently, adults (Zerboni et al., 2018). Immune cells from grafted human fetal thymus and liver tissue are placed beneath the mouse kidney capsule, as are fetal ganglia. A wealth of important information on VZV pathogenesis patterns has been gleaned from these models, and the roles of many viral genes in specific tissue infections have been elucidated (Zerboni et al., 2014). Since we are addressing models of latency, we will restrict our review to the use of human fetal DRGs in the SCID-hu system.

Fetal implants of intact ganglia in SCID-hu mice maintain much of the structural organization seen in ganglia in situ, despite axotomy during acquisition. Neurons are surrounded by ganglionic glia and satellite cells, in a physiological state that permits glial cell–neuron interactions in VZV pathogenesis to be followed (Hanani, 2005; Zerboni et al., 2005). DRG neurons express many of the expected markers, synaptophysin and neural cell adhesion molecule (NCAM), and by 4 weeks post implantation contain differentiated subsets of nociceptive and mechanoreceptive neurons marked by peripherin and RT97 antibodies respectively. VZV infection can be tracked by tissue extraction and subsequent processing of the graft for presence of virus and IHC, or in real time by using VZV expressing firefly luciferase from viral promoters coupled with IVIS bioluminescent imaging (Jones et al., 2006; Oliver et al., 2008). VZV inoculated directly into grafts showed increasing replication during the first 2 weeks, followed by a decline to control levels by 4–6 weeks post infection. DRG xenografts could also be infected by tail vein injection of VZV-infected human T-lymphocytes, supporting the direct viremia infection of ganglia that is speculated to occur in human varicella. Acute infection is accompanied by extensive cytopathology that is similar to that seen in human ganglia of patients dying with active zoster in that there is loss of cellular integrity, fusion events between multiple cell types including neurons and support cells, the production of virus, and changes in the inflammatory state and cytokine milieu of the ganglia. The diminishment of the acute ganglionic replication and its resolution suggests there is no need for adaptive immunity for the establishment of persistence and the cessation of ganglionic lytic replication (Schaap et al., 2005). VZV genomes persisted at low levels for months in the xenograft and were interpreted as a transition to a latent infection. A recent correlation of infection with neuronal markers suggest that mechanoreceptor neurons marked by RT97 antibodies are more resistent to VZV replication (Zerboni and Arvin, 2011). It is not clear if these give rise to reactivatable latent infections or are more reflective of a cell restricted or abortive infection. Ganglia contained low levels of transcripts of ORF63 but showed little VZV protein expression (Pevenstein et al., 1999; Zerboni et al., 2007; Zerboni and Arvin, 2011). Intriguingly, it was demonstrated that the vaccine Oka strain retained the ability to establish a persistent state in SCID-hu DRG (Zerboni et al., 2005), supporting that the vaccine retains the ability to efficiently establish latency. A second intriguing observation was that persistence was not established if the interactions of the gI and gE glycoproteins were genetically interrupted. Rather VZV entered into a chronic low replication phase maintained over time, suggesting that this critical interaction somehow influences lytic/latent decisions of the virus (Zerboni and Arvin, 2011).

To date, spontaneous or experimentally induced reactivation from the persistent state has not been reported in the SCID-hu DRG model so it is not yet clear whether the persistent infection is latent, abortive or a mixture of both. While clearly this is a solid model for study of VZV neurotropism, additional work is required to establish if maintained VZV genomes are reactivatable.




IN VITRO MODELS OF VZV LATENCY AND REACTIVATION


Non-stem Cell Derived Neuron Cultures

There have been several attempts to develop in vitro systems for study of the VZV latent state (summarized in Table 1), and most have focused on human cultured neuron systems that should overcome the species restriction of VZV. Attempts using cultures derived from rat primary ganglia, rat embryonic ganglia and rat neuron progenitor lines resulted in the expression of a limited viral gene program, which nevertheless could alter host expression patterns (Kennedy et al., 2001, 2013; Hamza et al., 2007) and apoptosis (Hood et al., 2006). The lack of full viral replication is consistent with the observations of Guedon et al. (2015) that the rat does not support full VZV replication.

In vitro systems using cultured neurons from human adult cadaver ganglia are largely unsuitable for experimental infections leading to persistence because most are likely to harbor latent VZV and/or HSV. The latter has the potential to initiate a full productive reactivation (Bastian et al., 1972; Baringer and Swoveland, 1973; Lewis et al., 1982; Warren et al., 1982). However, analyses of cadaver ganglia were critical in establishing the presence of VLT and ORF63 transcripts during latency in humans (Depledge et al., 2018a). Reactivation of endogenous VZV from intact or dissociated ganglionic cultures leading to virus production has not been achieved (Azarkh et al., 2012), but axotomized cadaver ganglia show increased VZV DNA production upon the interruption of NGF signaling (Cohrs et al., 2017). NGF signaling is required to maintain HSV latency in murine and rat experimental neuron systems (Wilcox and Johnson, 1987; Camarena et al., 2010). Axotomized ganglia obtained from aborted fetuses offer an alternative as they are unlikely to contain pre-existing herpesvirus latent genomes. However, their use raises ethical issues and presents logistical difficulties in obtaining fresh neuronal tissue that survives propagation in culture. The inherent genetic variability between donors is also potentially problematic. In addition to the studies of VZV infection of fetal ganglionic xenografts in SCID mice just described, intact and dissociated cultured human fetal ganglia in vitro has been shown to host a productive experimental VZV infection (Hood et al., 2006; Gowrishankar et al., 2007; Steain et al., 2011). The use of fetal tissues in modeling VZV latency and reactivation in vitro has not yet been reported.

Several attempts have been made to exploit neuron-like cells differentiated from cancer or immortalized lines for study of VZV, particularly the human neuroblastoma cell line SH-SY5Y. Both SH-SY5Y cells and their differentiated neuron-like derivatives can host full VZV replication and intracellular virus spread (Christensen et al., 2011). While they offer the advantage of expandability, they suffer the disadvantage of generating terminally differentiated cells from transformed lines that do not have all the characteristics of adult human ganglionic neurons. SH-SY5Y have been widely used with HSV and drug-induced genome persistence (Shipley et al., 2017), but a reactivatable VZV latent state has not been reported. The repertoire of other expandable cell lines continues to grow and awaits evaluation for modeling VZV latency.

Human neurons can be also differentiated from commercially available neural progenitor cells. Pugazhenthi et al. (2011) exploited commercially obtained neurospheres derived from human fetal brain to generate neuron cultures to host a VZV infection. The cultures were 90% positive for the early neuronal markers MAP2a and βIII tubulin, and expressed multiple VZV transcripts and proteins after infection, intriguingly without cytopathic effect. It was not established whether a full productive VZV infection was supported, and homogenates of infected cultures could not initiate infection of VZV-permissive fibroblasts, suggesting that this may not be a sufficiently robust model for exploring VZV latency.

Goodwin et al. (2013) detailed the use of stem cell-derived neuroprogenitors from the brain to derive long term cultured 3D assemblies containing neurons surviving for up to 6 months. The 3D systems could host a spreading VZV infection and maintain viral genomes long-term, with sporadic virus production and limited gene expression. It was not clear if the state of VZV persistence was experimentally reversible and reactivatable. We are not aware of additional publications using this system beyond the first report.



Human Pluripotent Stem Cell-Derived Neuron Culture Models

Recent advances in generating differentiated human neurons from pluripotent stem cells have widened the choice of systems for modeling VZV neuronal latency. Stem cell models are genetically consistent and expandable, and stem cells can be guided to differentiate toward specific neuronal subtypes, all ideal for current and future applications. Possible drawbacks include that the resulting neuron cultures are heterogeneous to varying degrees, and lack the complexity of human ganglia with its many neuronal and non-neuronal cell interactions. Both human embryonic stem cells (hESC) and induced pluripotent human stem cells (iPSC) have been developed into neuron cultures for VZV study, and differentiation protocols continuously evolve (Tang et al., 2017). At the time of this review, only hESC-derived neurons have permitted an experimental state of VZV genome persistence to be established that can later be reactivated (Markus et al., 2015; Sadaoka et al., 2016).

Several groups have reported the use of iPSC to generate neuron culture models for VZV infection. Lee et al. (2012) derived their own iPSC line from primary human embryonic fibroblasts using the classic retroviral mediated expression of Oct4, Sox2, cMyc, and Klf4. These iPSC were directed to differentiate into neural progenitors using a combination of small molecule inhibitors of SMAD, GSK and Notch signaling, followed by culture with a combination of neuronal growth factors. The resulting heterogeneous neuron population stained 80% positive for neuronal marker βIII tubulin, with 15% co-expressing βIII tubulin along with the sensory neuronal markers BRN3a and peripherin. Electrophysiological activity was also demonstrated in these cells. The neuron cultures were reported to support a productive VZV infection, cell-to-cell spread, and release of infectious virus, but were not shown to model persistence.

Baird and colleagues report use of a commercially available iPSC-derived neuronal precursor that is immediately plated in defined proprietary media to generate “iCell” neurons (Cellular Dynamics International, Inc.) (Baird et al., 2013, 2014b, 2015; Yu et al., 2013). The supplied mixture consists of post-mitotic neuronal subtypes of mainly of GABAergic and glutamatergic neurons that can be cultured longer than 21 days. Cultures are 95% positive for βIII tubulin expression and show characteristic neurite and axonal projections (Yu et al., 2013). Experimental infection with cell-free VZV leads to extensive transcript and protein expression (Baird et al., 2013, 2015; Yu et al., 2013). While initial reports suggested a complete lack of cytopathic effect (Yu et al., 2013), more recent work reported a fully expressed viral transcriptome, virus production and cytopathic effect (Grose et al., 2013; Baird et al., 2014a, b, 2015). The iCell neuron system was used to show the influence of cytokines IL6, IFNγ and type 1 IFNs in blocking virus growth and gene expression (Baird et al., 2015; Como et al., 2018). It is not yet clear if these cells can host a reactivatable, persistent state.

Using hESCs as the starting material permits some level of reproducibility that can be followed by other groups. At the time of this review, three reports detail their use for study of VZV replication, latency and experimental reactivation. While each differs in the process by which neurons are differentiated, the similarities between the models are more important, as they clearly point to the first bone-fide models of VZV reactivation. The first, detailed in several publications from the laboratories of the Goldstein and Kinchington groups, used the WiCell hESC line WA09 (also known as H9; Thomson et al., 1998). When cocultured with the murine stromal PA6 line, renewable neurosphere precursors are generated that can be maintained in a precursor state on Matrigel or in suspension. Seeding onto laminin-coated plates with neurobasal media containing BDNF, NGF and NT3 for a 2-week terminal differentiation process leads to cultures consisting predominantly of neurons with extensive neurite projections. Cultures stained 95% positive for βIII tubulin with very few GFAP-positive cells or Ki67-positive dividing precursors. A fraction stain positive for the sensory neuron markers BRN3a and peripherin, indicating some neuron heterogeneity.

These hESC-neurons were used with fluorescent reporter viruses that permitted live cell monitoring of acute infection, lytic gene expression, cell-to-cell spread, and the absence of protein expression during a modeled latent state. In particular, recombinant VZV expressing GFP tagged to the amino terminus of the ORF66 protein kinase, or to the ORF23 capsid protein have been used. The neuron cultures were fully permissive for VZV infection and spread when initiated by cell-associated infection at the soma or axon, or by high levels of cell-free virus at the soma (Markus et al., 2011). Infecting cells fused to neuron soma and axons, delivering not only virus to the neuron, but also intracellular components of the infecting cell (Grigoryan et al., 2015). This may drive the predominantly lytic infections that result. Electron microscopy established that the neurons were productively infected and extensively coated with capsids packaged with DNA on their cell surface. Infected neurons also released infectious virus into the media, a property not shared with VZV replication in most non-neuronal cultures. The platform has also been used to address neurotropism of VZV recombinants lacking VZV genes, and it was demonstrated that ORF7, a protein important for VZV spread in skin culture (Zhang et al., 2010) and in differentiated SH-SY5Y cell infections (Selariu et al., 2012) was critical for neuronal spread.

Culture of neurons in microfluidic chamber devices (Figure 1) permitted the separation of neuron soma from axons. When axons were infected with cell-associated VZV, lytic, spreading infections developed on the soma side (Markus et al., 2011). These devices also permitted the first live cell visualization of VZV capsid retrograde transport inside axons using a fluorescent ORF23 capsid protein reporter virus; ORF23 encodes the abundant capsid protein homologous to HSV VP26 (Grigoryan et al., 2012). The motion of VZV capsids was neither continuous nor exclusively retrograde, but capsids migrated toward the neuronal soma at a rate similar to that of the neurotrophic alphaherpesviruses HSV-1 and PRV (Smith et al., 2001; Antinone and Smith, 2010).


[image: image]

FIGURE 1. Latent VZV infections established in hESC-neurons in microfluidic devices can be experimentally reactivated. hESC-neurons are infected axonally in microfluidic devices that separate neuronal soma from axons. (A–C) Depicts a microfluidic chamber that separates neuronal soma (CB) from axons (Ax). VZV infection is established in the axonal compartment, allowing VZV to be transported through axons into some somata, in which a quiescent infection is established. Upon stimulation with PI3K inhibitor LY294002 and incubation of cultures at 34°C, virus in some latently infected neurons is reactivated and productive infection is re-established. Ch = microfluidic channels that connect the soma and axon compartments. (D) A diagrammatic representation shows the process of axonal infection of neurons with VZV, establishment of latency, and reactivation.



The first reactivatable latent infection was demonstrated in this hESC-neuron fluorescent-VZV system (Markus et al., 2015). Persistence was established by infection of neuron cultures in microfluidic devices, either at the soma with cell-free virus in the presence of the antiviral acyclovir, or by axonal infection without use of antivirals. The antiviral approach has been successfully employed to model HSV latency in vitro to select against initiating lytic events (Hunsperger and Wilcox, 2003; Kobayashi et al., 2012). It is now recognized that neurons are more sensitive to cell-free VZV infection than other cell types (Sadaoka et al., 2018). Using VZV66GFP, lytic infection in the cultures could be differentiated from non-lytic infected cultures in real time. It was demonstrated that GFP negative cultures still contained VZV genomes in neuronal nuclear puncta, using both qPCR and fluorescent in situ hybridization (FISH). FISH showed the viral genome to be localized to single or dual nuclear puncta, similar to that recently reported for HSV latent infections (Catez et al., 2014). Surprisingly, transcriptional analyses by RNA-seq revealed a widespread general suppression of all lytic gene transcripts, but with some ORFs showing relatively higher levels as compared to a lytic infection, particularly ORFs in the repeat region. VLT RNA had not yet been described and was not assessed.

Most importantly, it was demonstrated that disruption of NGF signaling resulted a renewal of GFP positivity and a spreading infection, indicating renewed lytic replication after a long period of GFP absence (Markus et al., 2015). Continuous NGF signaling is required to maintain HSV latency in model systems (Camarena et al., 2010). VZV reactivation, indicated by renewed GFP expression, was achieved by growth factor withdrawal, the inhibition of PI3-Kinase signaling with the inhibitor LY7294002, or the treatment of latent cultures with the type 1 histone deacetylase-inhibitor sodium butyrate. GFP positivity correlated with expression of lytic genes, increased VZV DNA, an increase in the number of puncta by FISH, and renewed virus production capable of infecting ARPE19 cells. Intriguingly, incubation at reduced temperature increased the reactivation frequency and reduced inhibitor toxicity.

The microfluidic chamber system was then used to establish latency without antivirals using axon only infection with cell-free virus. This is more physiologically relevant and reflects infection that would occur in establishing latency from skin vesicles. It had been previously shown that HSV axonal infection preferentially results in a latent infection, most likely due to poor delivery of virion tegument transactivators of lytic infection down the axon to the neuronal nucleus (Hafezi et al., 2012). Even high MOI infections with cell-free VZV failed to initiate GFP-positive (lytic) infected soma in the cell-body chamber, but since soma contained VZV genomes, latency must have been established. Again, reactivation was demonstrated by renewed GFP expression in previously GFP-negative soma chambers stimulated by the PI3K inhibitor. Taken together, these experiments established use of hESC-derived neurons to model an experimentally reactivatable latent VZV infection.

The hESC experimental model was more recently used to explore VZV encoded sncRNAs. While previous studies had not detected miRNA in human trigeminal ganglia latently infected with VZV (Umbach et al., 2009), short miRNA-length RNAs were identified using NGS methods in fibroblasts and hESC-derived neurons lytic infected with VZV (Markus et al., 2017). Unconventional bioinformatic analyses predicted 24 VZV encoded small non-coding RNAs (VZVsncRNA) in NGS reads of productively infected neurons. The presence of one VZVsncRNA was confirmed using stem-loop rt-qPCR, and one was detected in latently infected neurons. These studies established that VZV, like other herpesviruses, makes use of small RNAs that may regulate infection. As noted above, two sncRNAs map to the introns of the VLT transcript (Markus et al., 2017). This work is an area that will likely be expanded in the near future in addressing the contribution of VZVsncRNA to the molecular mechanisms underlying VZV latency.

A second group reported a similar system to host a VZV reactivatable latent state (Sadaoka et al., 2016). Their neuron platform was differentiated from commercially available hESC-derived neural stem cells (Life Technologies, Inc.), originally differentiated from the same WA09 hESC line used by Markus et al. (2015). The neuron cultures were predominantly βIII tubulin positive, with a fraction of cells also expressing the sensory neuron markers BRN3a and peripherin, as seen by Markus et al. (2015). Only very low levels of cells stained with GFAP, a marker of radial glia, astrocytes and satellite cells. There was no positive staining for microglia or oligodendrocytes in the cultures. Their model predominantly relied on a microfluidic chamber system to separate axons and soma, followed by cell-free VZV infection of the axon or somal compartments. Like Markus et al. (2015), they reported the initiation of lytic events when neuronal soma were infected with cell-free VZV (strain Parent of Oka or POka) at high MOI, but also found that low MOI cell-free VZV infections at the soma could result in VZV DNA positive cultures showing no detectable lytic growth or cytopathic effect. In agreement with Markus et al. (2015), cell-free infection of compartmentalized neurons was not productive, but delivered VZV DNA to the somal compartments. They also saw very low levels of transcription of all VZV ORFs by RNAseq, indicating that most lytic gene expression was silenced. Viral DNA could be detected for up to 70 dpi in the neurons without evidence of replication, and the retained VZV genomes were predominantly circular or endless, as seen for other latent herpesviruses and for latent VZV in human cadaver ganglia (Clarke et al., 1995). This contrasted with the predominantly linear VZV genomes seen in lytic infected cultures. Importantly, reactivation was demonstrated as renewed lytic infections in approximately 25% of latently infected cultures when NGF was depleted using antibodies. Reactivation resulted in spreading productive infections and virus capable of infecting MRC5 cells.

Another intriguing study compared the parent and vaccine strains of Oka for the establishment of latency and reactivation from it. The genetically heterogeneous attenuated vaccine retains the ability to go latent and has caused zoster in vaccinated individuals, albeit at a greatly reduced level compared to wild type strains (see Breuer, 2018 for recent review). The authors found that the vaccine strain could still establish latency in the hESC-neuron model at levels similar to the wild type parent Oka strain, and with a level of genome heterogeneity seen in the vaccine. However, the vaccine virus expressed a considerably reduced level of viral transcripts and was an average of fivefold less efficient at reactivating after the experimental stimulus of NGF removal. Furthermore, the genomic diversity was considerably reduced in the in vitro reactivated virus, indicating either there was some clonal selection of genomes more able to reactivate over others in the heterogeneous vaccine strain, or alternatively, there was a stochastic process in which a very low number of genomes are induced to reactivate. This bottleneck may explain the restricted genome diversity seen in breakthrough lesions after vaccine inoculation (Depledge et al., 2014).

A comparison of the two models is warranted. Both systems (Markus et al., 2015; Sadaoka et al., 2016) used axonal infection in microfluidic devices to set up VZV latency without use of antivirals. Both groups showed that initiation of infection at the soma compartment with cell-free virus resulted in lytic infections. Markus et al. (2015) also set up latency using ACV to inhibit lytic infections in non-compartmentalized directly infected neuron cultures. ACV has been used routinely to block HSV lytic infections in several neuronal model systems to favor establishing a latent state. The use of ACV may be problematic, because any initiated lytic infection will express the deoxypyrimidine kinase and result in the formation of ACV-PPP, which can then become incorporated into DNA and act as a chain terminator. This may render viral genomes as damaged and less able and/or likely to reactivate. As such, latent genomes seen in ACV-treated cultures are probably a mixture of undamaged genomes from infections that enter latency immediately after infection, and ACV-damaged genomes maintained after an initiated lytic infection that becomes repressed after blockade of DNA replication. A minor difference between the two studies is temperature. Sadaoka et al. (2016) reactivated neuron cultures at 37°C, while Markus et al. (2015) reported efficient reactivation at 34°C.

The model of Sadaoka et al. (2016) was more recently exploited to examine the role of c-Jun N-terminal kinase (JNK) in neuronal VZV infection. It was previously indicated that VZV modulates the JNK pathway in human foreskin fibroblasts, increasing JNK and active phospho-JNK. JNK inhibition negatively impacts VZV replication (Zapata et al., 2007), although Rahaus et al. (2004) reported the opposite effect in MeWo cells and suggested blocking JNK was pro-viral. Kurapati et al. (2017) reassessed the role of JNK in VZV infection of neurons, reporting that VZV induced JNK activation and JNK phosphorylation in neuron cultures. The group exploited the microfluidic chamber system to establish persistent VZV infections by axonal infection, and found that chemical inhibition of JNK reduced the efficiency of viral reactivation by up to fourfold. This suggests the potential use of JNK inhibition as a reactivation inhibition strategy.

It is likely that the hESC-neuron platforms will undergo continuous development in the near future. One such development was included in the work by Kurapati et al. (2017), in which they generated cultures highly enriched for sensory neuron phenotypes. These cultures were generated from a genetically modified hESC Wa09 line with a GFP reporter for the neural crest marker SOX10 that allowed selection by flow sorting (Lee et al., 2010). Application of inhibitors of SMAD and canonical WNT signaling to cultures of sorted NC-like cells resulted in efficient (95%) generation of sensory neurons expressing BRN3a and peripherin (Mica et al., 2013). They showed the sensory neuron cultures were fully permissive for VZV and that the JNK inhibitor reduced VZV replication.




QUESTIONS AND PERSPECTIVES ON THE FUTURE OF MODELING VZV LATENCY AND REACTIVATION

(1) The differentiation of hESC into specific subtypes of neurons and lineages is a field of intense interest and continuous development that will impact not only the study of the VZV latent state, but also that of HSV-1 and HSV-2. Evidence is accumulating that suggests some neuronal subtypes are more restrictive for virus replication than others. Work from the human fetal ganglionic implant-SCID-hu model has suggested that peripherin-positive nociceptors are more susceptible to VZV infection as compared to mechanoreceptor neurons marked by the RT97 antibody, which exhibit some restriction to VZV infection (Zerboni and Arvin, 2015). Advances in this area may enable us to address whether the more restrictive neurons host a VZV genome that can eventually reactivate. It may also allow study of the possibility that different subtypes of neurons reactivate in response to different stimuli. While studies have not yet been detailed, we consider it likely that VZV is capable of establishing genomes in many more subtypes of neurons than HSV. HSV does not generally exhibit a viremia and predominantly establishes latency through the infection of axons that infiltrate the periphery and site of infection. This contrasts to VZV, which likely accesses the ganglia by both retrograde axonal transport from the periphery and by direct infection from ganglia-infiltrating VZV infected immune cells. Neurons in ganglia that do not innervate the periphery may be responsible for VZV clinical presentations other than classic zoster, such as zoster without rash (sine herpete) and the numerous enteric, neurological and vascular conditions associated with VZV reactivation. The types of neurons that host VZV genomes and those supplying reactivation is a direction ripe for further exploration.

(2) The discovery of VZV VLT RNA is a recent development that is yet to be included in models of VZV latency, in vivo or in vitro (Depledge et al., 2018a). The conserved features of VLT with latency transcripts of other neuronal alphaherpesviruses is highly suggestive of important roles that have been functionally retained as alphaherpesviruses have diverged and evolved. In spite of extensive research on the better-studied HSV-1 system, what those conserved functions are is not yet clear. With some further development, we should be poised to determine how the VLT and/or transcripts mapping to ORF63 contribute in the models of latency and reactivation, both in vivo and in vitro (Depledge et al., 2018a). Are both RNAs expressed in all or only a fraction of VZV latently infected neurons? Do these represent expression in different neuronal subtypes, or is expression of the two transcripts linked? What is the pattern of their expression? It remains a possibility that either RNA is a product of the very early post mortem-induced transcription program, as even minimal PMIs cannot be avoided.

(3) VZV genetic model systems can now be used to probe possible functions of VLT and other genes in the onset of human neuronal infection, latency and reactivation. VZV is readily genetically manipulated through the use of BAC and cosmid systems (Osterrieder et al., 2003; Tischer et al., 2007) and viruses from BACs and cosmids go latent and reactivate in the hESC model platforms (Markus et al., 2015). It should be straightforward to generate VZV VLT mutants, although it may still be quite challenging to evaluate how latency and reactivation is influenced by VLT mutation or deletion. The functions of the more extensively studied HSV LAT are still quite controversial. LAT has long been speculated to regulate the multifunctional transactivator protein HSV ICP0 (Wagner et al., 1988a, b), a key factor in the establishment of lytic infections, and VLT may act the same on ORF61. The HSV-1 LAT RNA seen during latency is a stable intron from several splice variants of a difficult-to-detect primary 8.3 kb transcript, which accumulates in the nucleus of latently infected neurons (Wechsler et al., 1988; Zwaagstra et al., 1990). HSV-1 LAT has been implicated to influence the regulation of chromatin (Bloom et al., 2010), express miRNAs that influence gene expression (Umbach et al., 2008), regulate apoptosis (Perng et al., 2000), and impact the survival of latently infected neurons (Thompson and Sawtell, 2001) and the efficiency of reactivation (Watson et al., 2018). However, the fact that HSV-1 lacking LAT can still establish persistence and reactivate in all current in vivo animal models does imply that LAT roles are not essential. We will likely soon see whether VLT is required for establishing latency and reactivation in the human neuron systems that are now available. It is likely that HSV-1 LAT function will be re-assessed in these human neuron systems.

(4) The in vitro human neuron platforms in use do have some limitations that may require a further study of the in vivo model systems of persistence. The in vitro systems are not yet sufficiently developed to permit studies of how latent infections interact with the adaptive immune system. This is a particularly important issue, given that declining adaptive cellular immunity is a major predictor of zoster incidence, and that vaccination-mediated boosting of immunity reduces rates of zoster. The contribution of adaptive immunity will probably need an in vivo system, and the guinea pig model appears to be the most likely permissive in vivo system. However, while the guinea pig model has been reported to enter a latent state that is experimentally reactivatable (Gershon and Gershon, 2018), reactivation is not yet fully documented, characterized or optimized. Alternatively, some aspects of the influence of acquired immunity on reactivation may come from further in vitro model development, such as by developing MHC-compatible iPSC-derived neuron cultures from the same host in which T cells have been isolated. Alternatively, hESC could potentially be modified to be MHC compatible with a donor immune cell population.

Glia surround and are believed to interact with neurons in both the central and peripheral nervous systems. Thus, satellite glial cells (SGC) and Schwann cells in peripheral ganglia may play a role in establishment and/or maintenance of latent VZV infections. Evidence from the SCID-hu mouse xenografted with fetal human DRG suggests that SGC are infected by VZV and fuse with neighboring neurons (Zerboni and Arvin, 2011). Schwann cells have been generated from hESC and were shown to myelinate human and chick embryo neurons (Ziegler et al., 2011). SGCs have also been implicated in the modulation of neuropathic pain (recently reviewed in Fan et al., 2019). It is therefore likely that additional insights into VZV latency may be obtained by addition of glial cells to the in vitro human neuron model for VZV infection.



CONCLUSION

Advances in the development of in vitro human neuron systems for modeling VZV latency and reactivation and the recent discovery of the VZV latency-associated transcript have set the stage for a new era in resolving this perplexing persistent state.
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Varicella-zoster virus (VZV) is a human herpesvirus which causes varicella (chicken pox) during primary infection, establishes latency in sensory ganglia, and can reactivate from this site to cause herpes zoster (HZ) (shingles). A major complication of HZ is a severe and often debilitating pain called post-herpetic neuralgia (PHN) which persists long after the resolution of the HZ-associated rash. The underlying cause of PHN is not known, although it has been postulated that it may be a consequence of immune cell mediated damage. However, the nature of virus-immune cell interactions within ganglia during PHN is unknown. We obtained rare formalin fixed paraffin embedded sections cut from surgically excised ganglia from a PHN-affected patient years following HZ rash resolution. VZV DNA was readily detected by qPCR and regions of immune infiltration were detected by hematoxylin and eosin staining. Immunostaining using a range of antibodies against immune cell subsets revealed an immune cell response comprising of CD4+ and CD8+ T cells and CD20+ B cells. This study explores the immune cell repertoire present in ganglia during PHN and provides evidence for an ongoing immune cell inflammation years after HZ.
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INTRODUCTION

Varicella zoster virus (VZV) is a highly species specific human herpesviruses responsible for two clinically distinct human diseases. Primary infection results in varicella (chickenpox), during which the virus establishes latency within neurons in the sensory ganglia (Gilden et al., 1983, 1987; Hyman et al., 1983; Lungu et al., 1995; Kennedy et al., 1998; LaGuardia et al., 1999; Levin et al., 2003; Wang et al., 2005). Latency is maintained throughout the life of the host. During latency there is cessation of viral replication and no production of progeny virions (Depledge et al., 2018). Herpes zoster (HZ) also known as shingles is the result of reactivation from latency, and may be followed by a severe neuropathic pain called post-herpetic neuralgia (PHN). PHN is defined as pain lasting longer than 90 days following the onset of the HZ rash (Watson et al., 1988a; Schmader, 2007; Steiner et al., 2007). PHN affects approximately 10% of all and 30% of elderly patients following HZ. In 30–50% of such patients it persists for more than 1 year, and in some for many years and often has significant negative affects on their quality of life (Coplan et al., 2004; Dworkin et al., 2007, 2008; Kawai et al., 2014).

The underlying pathology and pathogenesis of PHN is unknown, and investigations into PHN are complicated by the rare nature of relevant clinical samples and the non-availability of a suitable animal model. PHN may result from damage to the sensorineural pain pathway during HZ, resulting in malfunctioning of sensory neurons causing the transmission of pain signals (Bennett, 1994; Steiner et al., 2007). An alternate hypothesis is the presence of ongoing viral replication and/or immunopathology within the sensory ganglia resulting from immune infiltration against viral antigens (Steiner et al., 2007). The development of PHN is predicted by the severity of acute HZ pain [reviewed in Kawai et al. (2015)].

Previous studies of human ganglia from PHN-affected individuals have been limited to basic histological examination of rare post-mortem material from PHN-affected patients. To date, there have only been three studies, which have noted infiltrations of inflammatory cells and general cell loss within the dorsal root ganglia (DRG) which innervate the painful area (Smith, 1978; Watson et al., 1988b, 1991a). Our laboratory has developed immunohistochemical and immunofluorescent based assays to investigate immune cell subsets in ganglia months after contracting HZ and during active VZV reactivation. Our previous study of ganglia obtained 1–5 months after contracting HZ revealed a robust immune cell infiltrate is still present following the disappearance of the rash and is comprised largely of non-cytolytic (granzyme B-negative) T cells and macrophages (Gowrishankar et al., 2010). More recently, we examined several ganglia from a patient who died with a HZ rash and demonstrated that CD4+ and cytolytic CD8+ T cells may play an important role in the ganglia during active HZ (Steain et al., 2014). However, to date there have been no detailed studies of ganglia obtained from an individual experiencing clinically defined, prolonged PHN (years after resolution of the HZ rash).

As a result of our very limited understanding of the ongoing pathology of PHN, treatment options are very limited. There is a range of pharmacological, interventional and surgical options available. However, in most cases the pain can often be severe and intractable (Wu and Raja, 2008; Chen et al., 2014) and some patients continue to suffer until death despite the successful introduction of pregabalin, a substantial advance (Snedecor et al., 2014). However, until the mechanism(s) underlying the cause of PHN are better understood, treatment and prevention strategies will remain limited, and patients will continue to develop and suffer from the devastating effects of PHN.

The aim of this study was to investigate VZV antigen expression and nucleic acid levels within ganglion samples from a PHN-affected patient (years following rash resolution) and a HZ-affected patient (presence of HZ rash). These rare clinical samples were also used to define for the first time the nature of the immune cell subsets present within human ganglia years after HZ rash resolution in an individual suffering from PHN.



RESULTS


Description of Cases and Histological Examination of Human Ganglia During Post-herpetic Neuralgia

One of the greatest obstacles to the study of PHN and HZ is the difficulty in obtaining appropriate human ganglia samples. For this study we obtained very rare surgically excised PHN-affected ganglia, as well as post-mortem ganglia from a patient suffering HZ at the time of death, and two control cases consisting of ganglia from individuals without any evidence of VZV disease.

The PHN-affected patient was a 59 year old female who was diagnosed with acute myeloid leukemia, and underwent a bone marrow transplant. During recovery the patient experienced HZ in the right thoracic region (T9–T12), and following the resolution of the rash experienced prolonged pain (>5 years) around the same anatomical site. After exhausting all conservative treatment options a ganglionectomy was performed in an attempt to control the pain, with right thoracic T11 ganglion removed. Nine months later, a second ganglionectomy was performed, with right thoracic T10 removed. Surgery was performed when the patient was 60 years of age. Both of the right T10 and right T11 ganglia (termed PHN1 and PHN2, respectively) were utilized in this study.

The HZ patient was a 93 year old male with frontotemporal dementia who died due to aspiration pneumonia. This patient developed a HZ rash approximately 17 days prior to death. At autopsy there was a hemorrhagic vesicular and ulcerated rash in a left lumbar dermatome. The ganglion innervating the site of the rash (left lumbar L2) was collected, and noted to be inflamed.

The first control patient thoracic ganglion (CON1) was from a 73 year old female who died due to metastatic adenocarcinoma. The second control patient ganglion (CON2) was from a 73 year old female who died due to a head injury. Medical records indicate that these patients experienced no clinical VZV reactivation prior to their death.

Histological examination of ganglia samples utilized a hematoxylin and eosin (HE) stain on 5 μm formal fixed paraffin embedded (FFPE) sections with representative images shown in Figure 1. This staining revealed focal infiltrations of small immune-like cells within both the PHN1 and PHN2 ganglia samples (Figures 1A,B). There was a greater infiltration of small round immune-like cells spread throughout the HZ ganglion sample (Figure 1C). In the sections examined we observed no significant areas of neuronal cell loss. Intact neuronal profiles surrounded by satellite cells were observed in ganglia from the two control patients but there were no apparent infiltration of immune-like cells (Figures 1D,E).
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FIGURE 1. Histology of human ganglia during post-herpetic neuralgia (PHN) and herpes zoster (HZ). Representative images of hematoxylin and eosin staining ganglion sections from PHN ganglia sample 1 (A) and sample 2 (B) showing infiltrates of small round immune-like cells (arrows). Ganglion sections from a case of active HZ (C), and control ganglia sample 1 (D) and 2 (E).





Ganglia Samples Were Infected With VZV, but Not HSV-1

Viable DNA was successfully isolated from all ganglion samples. The presence of VZV DNA was confirmed in all PHN and HZ-affected material via PCR, yet the closely related virus HSV-1 was not detected (data not shown). Thus, the immune cell infiltration observed in these ganglionic samples was not a consequence of HSV-1 infection.

To further investigate VZV DNA load a real-time PCR approach for VZV open reading frame 28 (ORF28) was employed. Nucleic acids were extracted from sections and the VZV DNA ganglia load calculated. Sufficient DNA was obtained from the PHN2, HZ and CON2 samples only. Human albumin is present in tissue as one copy per cell, and provides a standard against which the copy number of VZV DNA was calculated. There were 2.95 × 105 copies of VZV DNA per 105 cells in PHN2 and 4.27 × 104 copies of VZV DNA per 105 cells in HZ. No VZV DNA was detected in CON2. This result demonstrates that VZV DNA was readily detectable in ganglia of a PHN-affected patient years after the resolution of their HZ rash and may provide evidence of an ongoing virological process during PHN.



Immunohistochemical Investigation of VZV Antigen Expression in Human Ganglia Samples

Detection of VZV antigen expression in FFPE material has proven to be problematic (Zerboni et al., 2012). Thus we utilized our well-established immunohistochemical (IHC) assay with an antibody against VZV immediate early protein 63 (IE63), to assess VZV antigen expression within ganglionic sections.

Varicella zoster virus IE63 staining was not detected in PHN1 and PHN2 affected ganglia (Figures 2A,B). In contrast, VZV IE63 antigen expression was observed at low levels within regions of the HZ ganglia from the site of reactivation (Figure 2C). No staining was observed on control ganglionic samples (Figure 2D) or ganglionic sections incubated with isotype control antibodies (Figure 2E). FFPE human neurons typically show background staining with antibodies via IHC. As expected the positive control VZV infected human fibroblasts (HFs) readily stained for VZV IE63 (Figure 2F). IHC and immunofluorescence assay (IFA) was also performed using an antibody specific for the VZV glycoprotein E-glycoprotein I complex and VZV glycoprotein E, respectively and no VZV antigen expression was detected in either of the PHN ganglia (data not shown). Thus VZV antigen expression was not observed in human ganglia during PHN.
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FIGURE 2. Immunohistochemical detection of VZV antigens in human ganglia from patients experiencing herpes zoster. Representative images of ganglionic sections from PHN1 (A) and PHN2 (B), HZ (C), and CON1 (D), as well as a positive control section of infected human fibroblasts stained (F) with an anti-VZV IE63 specific antibody. Isotype control antibodies were also applied to a HZ ganglion section (E). Bound primary antibodies were visualized using DAB substrate, and sections were counterstained with Azure B.





Characterization of Infiltrating Immune Cells in Human Ganglia in vivo

Previous studies have shown the presence of immune like cells within PHN-affected ganglia material (Vafai et al., 1988; Watson et al., 1988b, 1991a), however, to date there has been no detailed characterization of the phenotype of these cells. To characterize the immune cells within the ganglia excised from a PHN-affected patient, and the ganglion innervating the site of reactivation of a HZ-affected patient, IFA staining for CD3, CD4, and CD8 to detect T cells, T helper and cytotoxic T cell subsets, and CD20 to detect B cells was performed. Cytotoxic T cells were further identified using the marker TIA-1. Isotype control antibodies were also utilized to establish the level of any non-specific background fluorescence. In both PHN ganglia and the HZ sample there was a large increase in the number of CD3+ T cells present when compared to the control samples but the number of CD3/CD4 lymphocytes was greatest in the HZ sample. Representative images are shown in Figure 3A, and frequencies of immune cells are shown in Figure 3B. Infiltration of CD3+ T cells was greatest in the HZ sample and these were observed throughout the neuronal regions of the ganglion. The PHN1 sample contained CD3+ T cells and CD20+ B cells in all regions of the ganglion, but with infiltrating cells spread throughout both neuronal and nerve bundle regions of the ganglion. PHN2 ganglion had an infiltration of CD3+ T and CD20+ B cells mainly restricted to the neuronal region. The PHN ganglia showed comparable frequencies of CD4+ and CD8+ T cells. This contrasted to that observed in HZ affected ganglia where there was a predominance of CD4+ T cells over CD8+ T cells (Figure 3B). Interestingly when staining for the cytotoxic marker TIA-1, TIA-1+ cells were readily observed in the HZ affected ganglia, but were less prominent in the PHN affected ganglia (Figure 3B). As expected there was limited staining for the various immune cell subsets in the control ganglia samples (Figures 3A,B).
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FIGURE 3. Characterization of the immune response within human ganglia during herpes zoster and post-herpetic neuralgia. (A) Representative images are shown for PHN1, HZ, and CON1. Primary antibodies used were specific for CD3, CD4, CD8, and CD20, and were detected using Alexa Fluor fluorescent conjugated antibodies (red). Sections were counterstained with DAPI (blue). All PHN sections were co-stained with all immune cell antibodies, HZ and CON1 with CD3 with an antibody specific for the satellite cell marker S100 (green). (B) The number of positive cells per square millimeter for each immune cell marker examined was determined for at least two independent stains and the average is shown.



Our data demonstrate a B cell and T cell immune infiltrate, with T cells displaying hallmarks of cytolytic T cells within PHN-affected human ganglia material obtained from a patient on long-term immunosuppressive therapy years following the resolution of the HZ associated rash.




DISCUSSION

Despite PHN having a significant impact on patient quality of life, there is a dearth of published studies investigating human ganglia during PHN. Notably only three publications have reported basic histological observations (Smith, 1978; Watson et al., 1988b, 1991b). Our study provides evidence that immune cells infiltrate ganglia during ongoing PHN and CD4+ and CD8+ T cells are a key feature of this process. Interestingly, despite the presence of immune cells a substantial viral DNA load was detected in these ganglia.

The PHN ganglia samples contained similar numbers of CD4+ and CD8+ T cells. Furthermore, there were TIA-1+ cells readily observed within these ganglia. This is in contrast to previous observations in ganglia from HZ-affected patients, which show a predominance of cytolytic CD4+ T cells during active HZ reactivation (Steain et al., 2014), and non-cytolytic CD8+ T cells in months following HZ reactivation (Gowrishankar et al., 2010). In the current study the number of TIA positive cells exceeded the number of CD8+ T cells. It is possible that this difference may be due to infiltrating cytolytic natural killer (NK) cells, as we have previously reported to be present in ganglia months after VZV reactivation (Gowrishankar et al., 2010).

One of the limitations of our study is the inherent difficulty in obtaining sensory ganglia from individuals who had HZ and suffered from PHN, and thus our sample size is small. This limits the extent to which we can make quantitative comparative analyses, although even with such small sample size, there appear to be differences in the nature of the immune infiltrate across the different patient groups. In addition, FFPE sections are notoriously difficult to unmask and detect antigens by IHC and IFA approaches. Staining for other immune cell markers such as NK cells, mast cells, macrophages, neutrophils and activation markers was not feasible due to technical constraints and the limited amount of ganglionic material available. Nonetheless, with the scarce ganglionic material available our data demonstrate a B cell and T cell immune infiltrate, with T cells displaying hallmarks of cytolytic T cells within PHN-affected human ganglia material obtained from a patient on long-term immunosuppressive therapy years following the resolution of the HZ associated rash. The PHN patient experienced subtotal relief of her neuralgia following both operations. The relief was stable over 2 years of clinical follow-up.

Post-herpetic neuralgia is the result of an as yet unidentified mechanism. In this study we have demonstrated persisting VZV DNA in ganglia during PHN (and years after HZ rash resolution). In the absence of detectable VZV antigen expression this may represent a latent pool of virus. In this respect, previous studies have reported in VZV latently infected ganglia a copy number of 258 of VZV DNA per 105 cells (Pevenstein et al., 1999) and from 577 to 55,543 copies of VZV DNA per 105 cells (Cohrs et al., 2000), with the latter quantity consistent with our estimate in PHN affected ganglia. It remains to be determined, however, whether reseeding of the latent pool following HZ may drive the immune response we detected in PHN, or whether there are small numbers of cells supporting undetected, persistent low level virus replication that may account for this immune infiltrate. This will be an important component of future studies to detect specific latent and lytic viral transcripts via in situ hybridization to further define the nature of viral genome persistence and its contribution to PHN. Irrespective of whether such viral genome persistence reflects true latency or perhaps a mixture of latent and low level productive and/or abortive infection, this study provides evidence of an ongoing immunological process that may contribute to the ongoing pain and pathology of PHN in this patient, years following HZ rash resolution.



MATERIALS AND METHODS


Human Tissue Samples

All patient material was obtained in accordance with ethics guidelines of the University of Sydney and the Sydney Local Health District and informed consent of the donor was obtained where applicable. Post-mortem material were obtained from the Department of Forensic Medicine, Glebe, NSW, Australia, by following appropriate ethics approval from University of Sydney, Sydney Local Health District, and the coroner. Trigeminal and DRG fixed in 20% buffered formal were paraffin embedded. A limited number of 5 μm FFPE sections were obtained from each tissue block and mounted onto glass slides.



DNA Extraction

DNA was extracted from FFPE tissue sections using the RecoverAll total nucleic acid isolation kit (Applied Biosystems, United States) as per manufacturer’s instructions.



Primers

The human albumin-specific primer pair were as previously published (Douek et al., 2002). The VZV ORF28-specific primer pair sequences were forward CGAACACGTTCCCCATCAA and reverse CCCGGCTTTCTTAGTTTTGG, and the 6-carboxyfluorescein-linked (FAM) probe sequence was (FAM)-CCA GGTTTTAGTTGATACCA. HSV specific primers for UL42 were forward GCTTTGTGGTGCTGGTT and reverse CTGGT GCTGGACGACAC.



Standard Curve for qRT-PCR

Standard curves were created using serial dilutions of a known amount of linearized plasmid constructs. Plasmid constructs consisted of pGEM-T Easy backbone (Promega, United States) containing small coding regions of human albumin or VZV ORF28 containing the region detected by the corresponding primer pairs.



qRT-PCR Analyses

All samples were processed using a Rotorgene 6000 qRT-PCR machine (Qiagen, Australia). Data was analyzed using Rotorgene 6000 software (Qiagen, Australia). qRT-PCR for human albumin was performed using the SYBR Green system (Invitrogen, United States) as per manufacturer’s instructions. Cycling conditions were as follows: 50°C for 2 min, 95°C for 2 min, 45 cycles of 95°C for 10 s, 62°C for 15 s, 72°C for 20 s (acquiring fluorescence levels during this step). qRT-PCR for VZV ORF28 was performed using the Rotor-Gene Probe PCR kit (Qiagen, Australia). Cycling conditions were as follows: 95°C for 3 min, 50 cycles of 95°C for 3 s and 60°C for 10 s (acquiring fluorescence).



Immunohistochemistry and Immunofluorescence Staining

Single and dual immunofluorescence staining was performed as previously described (Gowrishankar et al., 2010).



Antibodies

The following primary antibodies and dilutions were used: mouse anti-human CD3 (Novocastra, Australia) (20 μg/mL), goat anti-human CD4 (R&D Systems, United States) (10 μg/mL), Rabbit anti-human CD8 (Abcam, United States) (2 μg/mL), mouse anti-human CD20 (Novocastra, Australia) (18 μg/mL), mouse anti-human T cell intracellular antigen 1 (TIA-1) (Beckman Coulter, Australia) (20 μg/mL), predilute rabbit anti-cow S100 (Dako, Denmark), rabbit anti-VZV IE63 polyclonal antibody (kindly provided by Prof Ravi Mahalingam, University of Colorado, Denver, CO, United States) and mouse anti-VZV gE:gI (Meridian Life Science, Saco, ME, United States). Isotype controls were mouse IgG1, mouse IgG2a (Invitrogen, United States), normal rabbit and normal goat IgG (R&D systems, United States), were diluted to match primary antibody concentrations. Secondary antibodies were AlexaFluor labeled antibodies (Molecular Probes, United States) at a dilution of 1:200.



Imaging and Cell Counts

Imaging was performed using a Zeiss AxioPlan 2 upright microscope with an AxioCam camera (Zeiss, Australia). To perform cell counts 5–20 (depending on tissue size) random fields of view were captured and manual cell counting performed using the AxioVision image acquisition software. Counts from at least two independent stains were averaged. Tissue area for each field of view was calculated using the “Measure Outline” function of the AxioVisionLE microscope software. The data represents the average number of positive cells per square millimeter of regions of neuronal cell bodies and regions of nerve bundles.
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Kaposi’s sarcoma-associated herpesvirus (KSHV) is an oncogenic γ-herpesvirus that infects humans and exhibits a biphasic life cycle consisting of latent and lytic phases. Following entry into host cells, the KSHV genome undergoes circularization and chromatinization into an extrachromosomal episome ultimately leading to the establishment of latency. The KSHV episome is organized into distinct chromatin domains marked by variations in repressive or activating epigenetic modifications, including DNA methylation, histone methylation, and histone acetylation. Thus, the development of KSHV latency is believed to be governed by epigenetic regulation. In the past decade, interrogation of the KSHV epitome by genome-wide approaches has revealed a complex epigenetic mark landscape across KSHV genome and has uncovered the important regulatory roles of epigenetic modifications in governing the development of KSHV latency. Here, we highlight many of the findings regarding the role of DNA methylation, histone modification, post-translational modification (PTM) of chromatin remodeling proteins, the contribution of long non-coding RNAs (lncRNAs) in regulating KSHV latency development, and the role of higher-order episomal chromatin architecture in the maintenance of latency and the latent-to-lytic switch.
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EPIGENETIC REGULATION OF CHROMATIN

“Epigenetics” refers to a heritable phenotype that changes the chromatin conformation and gene transcription without alteration of DNA sequence. Accurate epigenetic status is essential for normal development and maintenance of tissue-specific gene expression in mammals, and disruption of epigenetic regulation can cause aberrant gene expression and diseases, such as cancer. Different from genetic variation, epigenetics is a reversible mechanism that modifies the genome, and thus, repair of epigenetic lesions has been envisioned to be more feasible than correction of DNA mutations. Epigenetic therapies are therefore emerging as an active area of preclinical and clinical cancer research.

There are three primary interconnected epigenetic mechanisms (Figure 1), including (i) DNA methylation and hydroxymethylation, (ii) post-translational modifications (PTMs) of chromatin histone proteins, (iii) regulation by non-coding RNAs (ncRNAs), and a fourth relatively recently identified mode of epigenetic control, (iv) architectural/spatial epigenetics (Figure 2).


[image: image]

FIGURE 1. Summary of epigenetic modulation of the latent KSHV genome. The research group (gr) associated with each publication is listed. (A) Mutual exclusive localization of histone activation (H3K4me3 and H3-ac) and repressive (H3K27me3 and H3K9me3) marks. The PRC2 complex binds and catalyzes H3K27me3. (B) Biphasic euchromatin-to-heterochromatin transition following KSHV infection with initial K-Rta-mediated deposit of active histone marks (H3K4me3 and H3K27-ac). One to three days post-infection (dpi), active histone marks decline and a sequential deposit of H3K27me3 by PRC2, recruitment of PRC1, and deposit of H2AK119-Ub by PRC1. The sequential recruitment of modifying complexes converges to increase repressive histone marks (H3K27me3 and H2AK119-Ub). (C) LANA mediated recruitment of histone-modifying enzymes and deposition of corresponding histone marks. (i) LANA recruits PRC2 that potentially increase H3K27me3. (ii) LANA associates with H3K4 methyltransferase hSET1. (iii) LANA associates with H3K9me1/2 histone demethylase KDM3A. (iv) PRMT1-directed methylation of LANA increases its chromatin binding. (D) ZIC2 contributes to tethering of PRC2 on the KSHV genome, thus maintaining H3K27me3. (E) PRC1 involvement in maintaining nucleosomes on the latent KSHV genome. (F) Widespread presence of both active marks (H3K4me3 and H3K9/K14-ac) and repressive marks (H3K27me3) across the latent KSHV genome. (G) Direct binding of KDM2B to CpG islands recruits PRC1.1 on the latent KSHV genome. (H) KDM2B rapidly binds to the incoming viral DNA and limits the enrichment of activating histone marks on the RTA promoter favoring the downregulation of RTA expression. This early event occurs prior to the polycomb protein-regulated heterochromatin formation on the viral genome. Summary: Following de novo infection, KSHV K-Rta initiates the acquisition of the active histone marks H3K4me3 and H3K27-ac on the KSHV genome. After LANA is expressed, it mediates the increase of the repressive mark H3K27me3 and the active mark H3K4me3. H3K27me3 consequently recruits PRC1 and increases H2AK119-Ub on the KSHV genome. The cellular protein KDM2B may also help recruit PRCs to the KSHV genome.
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FIGURE 2. Episome Conformational Control of Latency. The figure depicts the region on the KSHV genome where chromatin contacts implicated in the maintenance of latency and the latent to lytic switch reside. Upper panel: The latency control locus contacts the lytic control region via a CTCF-dependent genomic loop during latency. CTCF sites in the latency control region are clustered within the first intron of ORF73. This looping mechanism permits latent gene expression while early lytic gene expression (i.e., K-Rta) is repressed. Lower panel: Opening of the cohesin ring during lytic reactivation results in loss of the genomic loop and facilitates RNA polymerase II (Pol II) activation at the early lytic locus resulting in K-Rta expression and induction of the lytic phase. The figure depicts RAD21 cohesin complex component (Rad21) cleavage as the initiating factor resulting in opening of the ring with subsequent loss of looping contacts. SMC, structural maintenance of chromosome proteins. CTCF, CCCTC-binding factor.



(i) Methylation of the 5th carbon on cytosine (5-mC) was the first identified, and one of the most well-studied epigenetic marks related to cancer (Bhattacharjee et al., 2016). DNA methylation is maintained by DNA methyltransferase 1 (DNMT1), an enzyme that prefers hemi-methylated DNA substrates, whereas DNMT3A and 3B are responsible for de novo methylation. 5-mC within CpG islands in mammalian promoter regions is associated with transcription repression and aberrant DNA methylation is a common lesion related to carcinogenesis (Baylin and Jones, 2011). Cytosine hydroxymethylation (5-hmC), a stable intermediate in 5-mC demethylation, was recently identified as a novel epigenetic modification on DNA in mammals (Richa and Sinha, 2014). 5-hmC seems to promote gene expression during active demethylation (Branco et al., 2011).

(ii) The N-terminal tails of histone proteins are post-translationally modified by acetylation, methylation, phosphorylation, ubiquitination, and SUMOylation, among other modifications (Kouzarides, 2007). The most studied histone modifications include acetylation and methylation. By acetylating the ε-amino group of lysine (Lys) using histone acetyltransferases (HATs), acetylation neutralizes the net positive charge on histones, leading to the unfolding of chromatin and exposure of negatively charged DNA to DNA-binding proteins, and consequently activation of gene transcription (Kouzarides, 2007). Histone deacetylases (HDACs) remove acetyl groups from histones and silence gene expression. Disrupting the balance between acetylation and deacetylation is linked to transcription dysregulation.



Histone methylation is more complex than acetylation in that both Lys and arginine (Arg) residues are known to be methylated. Arg can be mono- or di-methylated, with the latter in a symmetrical or asymmetrical manner, by protein arginine methyltransferases (PRMTs) (Pal and Sif, 2007). Lys has the potential to be mono-, di-, or tri-methylated by lysine methyltransferases (KMTs) (Klose and Zhang, 2007). In recent years, histone modification has gained attention due to the discovery of a large family of Jumonji C (JmjC) domain-containing histone lysine demethylases (KDMs) (Klose and Zhang, 2007). Histone methylation status is important in epigenetic regulation of gene expression and has been identified as a contributor to disease development.


(iii) Non-coding RNAs (ncRNAs) are RNA transcripts that do not encode proteins. Based on the length, ncRNAs are divided into two classes, (i) small ncRNAs (sncRNAs), with transcripts shorter than 200 nucleotides (nts), and (ii) long ncRNAs (lncRNAs), with transcripts longer than 200 nts that are devoid of protein-coding potential (Ponting et al., 2009; Fatica and Bozzoni, 2014), though some recent evidence shows that certain lncRNAs are able to encode small functional peptides (Nelson et al., 2016). In general, ncRNAs function to regulate gene expression at either the transcriptional or post-transcriptional level, and this regulation often involves components associated with epigenetic processes. Epigenetic-related ncRNAs include microRNAs (miRNAs) and lncRNAs. miRNAs are a group of sncRNAs of approximately 19–22 nts that inhibit target gene expression by binding to complementary regions of mRNAs and forming the miRNA-induced silencing complex (miRISC) (reviewed in Kim et al., 2009). The development of advanced next-generation sequencing (NGS) technology has revealed the presence of large amounts of lncRNAs in the human transcriptome. These RNAs share many common features with mRNAs, including (Bhattacharjee et al., 2016) 5′-methylguanosine cap, (Baylin and Jones, 2011) polyadenylation, (Richa and Sinha, 2014) RNA polymerase II transcription, and (Branco et al., 2011) splicing (Derrien et al., 2012). However, lncRNAs are generally expressed at a lower level and displayed higher tissue specificity than mRNAs (Fatica and Bozzoni, 2014). Emerging evidence suggests that lncRNAs are involved in regulating multiple biological processes through mechanisms including transcriptional (Dimitrova et al., 2014), post-transcriptional (Yoon et al., 2013; Hu X. et al., 2014), and epigenetic (Khalil et al., 2009; Gupta et al., 2010; Tsai et al., 2010) regulation.

(iv) Architectural/spatial epigenetics considers the three-dimensional (3D) structure of a genome and its impact on gene expression and other nuclear activities. How the 3D organization of a genome operates with the addition of dynamics across time and its relationship to nuclear processes including transcription, DNA replication, and chromosome segregation are included in this class of mechanisms (Dekker and Mirny, 2016; Dekker et al., 2017).





THE KSHV GENOME AND LATENCY

The human γ-herpesvirus Kaposi’s sarcoma-associated herpesvirus (KSHV, also known as human herpesvirus type 8, HHV-8) is one of the seven recognized human oncogenic viruses and has been linked to Kaposi’s sarcoma (KS) (Scadden, 2003), primary effusion lymphoma (PEL) and Multicentric Castleman’s disease (MCD) (Wen and Damania, 2010), and an inflammatory syndrome known as KSHV inflammatory cytokine syndrome (KICS) (Uldrick et al., 2010). KSHV is a linear double-stranded DNA virus with genome size of approximately 165–170 kb consisting of a unique coding region (∼145 kb) that encodes ∼90 viral proteins and many non-coding RNAs and is flanked by long terminal repeats (TRs) (Renne et al., 1996; Russo et al., 1996). After entry into host cells, viral genomes are circularized by joining of GC-rich TRs. The viral genomes associate with cellular histones and form an extrachromosomal circular viral episomes. Establishment of latency in infected cells is a common tactic that herpesviruses employ to prevent elimination by the host immune response and to establish lifelong persistent infections. In order to establish and maintain latency, KSHV has acquired different strategies to hijack the host epigenetic machineries to help viral episomes form a heterochromatin structure that restricts viral gene expression to a few genes during latency.



DNA METHYLATION VS. KSHV LATENCY

DNA methylation on CpG islands is associated with gene silencing. It has been shown that the DNA methyltransferase inhibitor 5-Azacytidine (5-AzaC) is a stimulator of KSHV lytic reactivation (Chen et al., 2001), suggesting the involvement of DNA methylation in maintaining KSHV latency. In 2010, Günther and Grundhoff used MeDIP-tiling microarrays to detect global DNA methylation patterns on the KSHV genome following de novo infection (Gunther and Grundhoff, 2010). They showed extensive DNA methylation on KSHV latent genomes with the exception of the latency-associated locus. Surprisingly, global viral DNA methylation patterns were shown to develop slower than latency-specific histone modifications (Gunther and Grundhoff, 2010), indicating that DNA methylation is involved in the establishment or maintenance of latency at a later stage relative to histone modifications. Therefore, DNA methylation was proposed to reinforce the inhibition of viral gene expression conferred by repressive histone modifications during de novo infection. This notion was supported by a report from Darst et al. (2013). Using methylation accessibility probing for individual templates (MAPit) to map CG methylation on chromatin structure in latent KSHV episomes, these authors suggested that DNA methylation can restrict viral reactivation by chromatin compaction (Darst et al., 2013).

It is important to note that both Gunther and Grundhoff (2010) and Darst et al. (2013) observed that latency could be established independent of DNA methylation at the KSHV replication and transcription activator (K-Rta, ORF50) locus. Although the exact role of DNA methylation and viral latency is unresolved, gradual methylation of the KSHV genome may be important for long-term latency within the host but could also reflect the consequences of a host defense mechanism. These results support an idea originally proposed by Grundhoff and Ganem (2004) for the necessity of infrequent episodes of lytic replication for long-term KSHV persistence in the host.



HISTONE MODIFICATIONS VS. KSHV LATENCY

In 2010, two ChIP-on-Chip studies initiated the analysis of global chromatin marks across KSHV latent genomes (Gunther and Grundhoff, 2010; Toth et al., 2010). In one report, Toth et al. revealed a mutually exclusive pattern of active and repressive histone marks on the KSHV genome, in which the active marks H3K4me3 and H3-ac are present in some parts of the KSHV genome whereas repressive marks H3K27me3 and H3K9me3 are located in other parts. The same report also showed the colocalization of EZH2, the H3K27me3 methyltransferase of Polycomb repressive complex 2 (PRC2), with H3K27me3 on KSHV latent genomes, suggesting a role of PRC2 in mediating deposition of H3K27me3 on the viral genome during latency (Figure 1A; Toth et al., 2010). Following these observations, Toth et al. (2013) found a biphasic euchromatin-to-heterochromatin transition on the KSHV genome upon de novo infection. Initially (<1 day post-infection, dpi) with the help of K-Rta, KSHV genomes rapidly acquired the active histone marks H3K4me3 and H3K27-ac. This was followed by (1st to 3rd dpi) sequential deposition of repressive histone marks H3K27me3 by PRC2 and H2AK119-Ub by Polycomb repressive complex 1 (PRC1). It is believed that binding of CBX in PRC1 to H3K27me3 deposited by PRC2 helps recruit PRC1 to the KSHV genome and RING1B in PRC1 ubiquitinated H2A at K119 (Figure 1B). In 2016, Toth et al. (2016) further revealed the potential of KSHV latency-associated nuclear antigen (LANA), a KSHV latent protein that is expressed very early after de novo infection, in mediating the recruitment of PRC2 onto the KSHV genomes during de novo infection (Figure 1Ci). Moreover, Hu et al. showed that KSHV LANA interacts and recruits the H3K4me3 methyltransferase hSET1 onto the KSHV genome (Figure 1Cii). This result explains the potential underlying mechanism for the deposition of H3K4me3 on latent KSHV genomes (Hu J. et al., 2014). Kim et al. (2013) showed that KSHV LANA also interacts and recruits the H3K9me1/2 demethylase KDM3A onto the KSHV genome (Figure 1Ciii). This suggests a mechanism for maintaining low H3K9 methylation on latent KSHV genomes. In addition to LANA, Lyu et al. (2017) also identified ZIC2 as a novel cellular protein that contributes to tethering PRC2 on the KSHV genome, thus maintaining H3K27me3 (Figure 1D). In 2018, Hopcraft et al. (2018) showed that ubiquitination of H2A at K119 by PRC1 is essential for prevention of nucleosome depletion on the KSHV genome and for maintaining KSHV latency (Figure 1E).

Gunther and Grundhoff (2010) also showed the presence of both the active marks H3K4me3 and H3K9/K14-ac and the repressive mark H3K27me3 on the KSHV genomes following de novo infection (Figure 1F). Following these observations, Gunther et al. (2014) also found that LANA may increase H3K27me3 deposition by inhibiting soluble Sp100, a negative regulator of PRC2 recruitment, through SUMOylation of Sp100. Recently, this group performed a comprehensive epigenome analysis of the KSHV genome and found the CpG motif as a cis-acting sequence for KDM2B, which consequently recruits Polycomb repressive complexes (PRCs) (Figure 1G; Gunther et al., 2019). Interestingly, a recent report from Naik et al. (2020) describes siRNA screening and time course ChIP experiments showing that early deposition of KDM2B on the KSHV genome limits the enrichment of the active marks H3K4me3 and H3K36me2 and helps in the maintenance of viral latency (Figure 1H). The binding of KDM2B prior to PRC-regulated heterochromatin supports the potential role of KDM2B in the recruitment of PRCs to viral DNA following de novo initial infection.

In summary (Figure 1, center), genome-wide studies of histone modifications on the KSHV latent genome revealed a mutually exclusive pattern of active and repressive histone marks, in which active marks, such as H3K4me3 and H3Ac, are located in certain parts of the KSHV genome, whereas repressive marks, such as H3K27me3 and H3K9me3, are located in other parts (Toth et al., 2010; Gunther et al., 2014, 2019). However, a bivalent chromatin structure that consists of both an active mark H3K4me3 and a repressive mark H3K27me3 was also identified in several promoter regions encoding immediate early (IE) (such as K-Rta) and early (E) genes (Gunther and Grundhoff, 2010; Toth et al., 2010; Jha et al., 2014; Lyu et al., 2017). Mechanistically, KSHV K-Rta may help facilitate the initial acquisition of the active histone marks H3K4me3 and H3K27-ac on the KSHV genome (Toth et al., 2013). Since KSHV LANA participates in the maintenance of latency through targeting KSHV K-Rta (Lu et al., 2006), after LANA is expressed, methylation of LANA by protein arginine methyltransferase 1 (PRMT1) may help stabilize LANA on the KSHV genomes (Figure 1Civ; Campbell et al., 2012), which consequently recruit PRC2 (Toth et al., 2016) and hSET1 (Hu J. et al., 2014) onto the KSHV genomes and mediate the increase of the repressive mark H3K27me3 and the active mark H3K4me3, respectively. H3K27me3 deposited by PRC2 may consequently aid the recruitment of PRC1, increasing H2AK119-Ub on the KSHV genome (Toth et al., 2013) and maintain nucleosomes on viral chromatin (Hopcraft et al., 2018). In addition to viral proteins, cellular factors may also be involved in recruitment. The direct binding of the PRC component KDM2B to CpG islands may also help in the recruitment of PRCs to the KSHV genome (Gunther et al., 2019; Naik et al., 2020).



PTMs VS. KSHV LATENCY

PTMs, including phosphorylation, ubiquitination, and Small Ubiquitin-related MOdifier (SUMO) modification, were initially identified as reversible protein modifications that regulate signal transduction. Among the PTMs, accumulating evidence suggests that the SUMO system plays an important role in regulating chromatin organization and transcription (Cubenas-Potts and Matunis, 2013). In addition, SUMOylation is also required for the assembly and disassembly of promyelocytic leukemia protein (PML) bodies, a host antiviral system that was found to mediate herpesvirus latency (Sewatanon et al., 2013). It is not surprising that KSHV has exploited the SUMOylation system to modulate its latency. Among viral proteins being SUMOylated, the KSHV IE proteins K-bZIP is a SUMO E3 ligase (Chang et al., 2010) and K-Rta is a SUMO-targeting ubiquitin ligase (STUbL) (Izumiya et al., 2013).

As SUMO modifications regulate chromatin organization, we showed that SUMOylation of the chromatin binding protein Krüppel-associated box domain-associated protein-1 (KAP-1) is essential for its association with the KSHV genome and for maintaining viral latency. Phosphorylation of KAP-1 by KSHV vPK (ORF36) counteracts KAP-1 SUMOylation-dependent binding and thereby facilitates viral reactivation (Chang et al., 2009). Binding of SUMOylated KAP-1 with LANA through a SUMO-SIM (SUMO interacting motif) interaction maintains KSHV latency (Cai et al., 2013). In addition, inhibition of SUMO/sentrin-specific peptidase 6 (SENP6) expression by LANA was also found to be important in the establishment of latency (Lin et al., 2017). These results together support the potential role of SUMO in maintaining latent KSHV genomes.

In 2015, the genome-wide landscape of SUMO paralog modifications on the KSHV genome was revealed using ChIP-seq assays. The results showed similar SUMO-1 and SUMO-2/3 binding patterns on KSHV latent viral genomes and detailed a significant increase of SUMO-2/3 deposition upon reactivation (Yang et al., 2015). Mechanistically, the KSHV SUMO E3 ligase K-bZIP interacted with (Chang et al., 2011) and SUMOylated (Yang et al., 2017) JMJD2A, a Jumonji domain containing H3K9me3 demethylase. This SUMO modification stabilized JMJD2A on chromatin and therefore maintained the KSHV genome with low levels of H3K9me3 (Gunther and Grundhoff, 2010; Jha et al., 2014; Gunther et al., 2019). This action prevents the formation of heterochromatin on KSHV episomes and maintains the viral genome in a poised state that is prepared for rapid activation (reviewed in Chang and Kung, 2014). These results were supported by a previous report from Hilton et al. (2013) that found open chromatin in both transcriptionally active and inactive loci in latent KSHV episomes. Altogether, these results suggest that PTM of chromatin remodeling proteins is another mechanism that contributes to the epigenetic regulation of KSHV latency.



NON-CODING RNAS VS. KSHV LATENCY

Gene expression profiling of the KSHV life cycle using real-time PCR, oligonucleotide arrays, and Northern blotting (Dittmer, 2003; Chandriani and Ganem, 2010) has detected pervasive transcription throughout the KSHV viral genome, indicative of a complex viral transcriptome. These studies were later confirmed and expanded by comprehensive functional genomic approaches (Arias et al., 2014; Bruce et al., 2017). KSHV transcriptional complexity includes the expression of non-coding RNAs including miRNAs (Cai et al., 2005; Samols et al., 2005; Grundhoff et al., 2006) and lncRNAs (Schifano et al., 2017). A total of 12 KSHV pre-miRNAs that can evolve into 25 mature miRNAs were identified by four groups in the years 2005–2006 [review in (Qin et al., 2017)]. KSHV miRNAs are clustered in the latency-associated locus of the KSHV genome Gottwein et al. (2006). By using a KSHV miRNA deletion mutant, Lu et al. detected several epigenetic changes in the KSHV genome upon loss of KSHV miRNAs. These included a decrease in DNA methylation, a decrease in the repressive mark H3K9me3, and an increase in the active mark H3-ac throughout KSHV genome (Lu et al., 2010). They concluded that KSHV miRNAs are involved in maintaining the latent genome of KSHV by targeting multiple pathways, including an indirect effect on K-Rta and a direct effect on a cellular target Rb-like protein 2 (Rbl2). Rbl2 is known as a regulator of epigenetic reprogramming and loss of Rbl2 resulted in derepression of DNMT3A and 3B that consequently led to an increase in KSHV and host DNA methylation (Lu et al., 2010). Other KSHV miRNAs targeting K-Rta with modest effects on the latent-to-lytic switch have also been reported (Bellare and Ganem, 2009; Ziegelbauer et al., 2009).

A succession of studies using a variety of experimental approaches have described the existence of at least 16 potential KSHV lncRNAs, and these have been nicely summarized by Schifano et al. (2017). KSHV lncRNAs have been characterized to varying levels of detail with the best studied species as the 1.1 kb polyadenylated nuclear RNA (PAN RNA), which was first described in 1996 (Sun et al., 1996; Zhong et al., 1996). The PAN RNA promoter is a direct target of K-Rta (Song et al., 2001, 2002; Bu et al., 2008). Thus, its expression is highly increased (>1000-fold) upon reactivation (accounting for 65% and > 80% of the KSHV reads at 8 h and 24–72 h, respectively, post-induction of reactivation) with early kinetics (Rossetto et al., 2013; Arias et al., 2014; Bruce et al., 2017). PNA RNA persists into the late stage of lytic replication and is packaged into virions (Bechtel et al., 2005). In PEL cell lines, PAN levels are capable of reaching an estimated 1–5 × 105 copies per cell (Sun et al., 1996; Song et al., 2001) and accumulate as one of the most abundant viral RNA species present in the infected cell during lytic reactivation.

As a lytic transcript, how could PAN RNA affect viral latency? By using chromatin isolation by RNA purification (ChIRP) assay, Rossetto et al. (2013) demonstrated the occupancy of PAN RNA at multiple sites on the KSHV genome, including the K-Rta promoter region. PAN RNA binding was proposed to recruit the cellular factors JMJD3 and UTX, which are H3K27me3 demethylases and the H3K4me3 methyltransferase MLL2. This consequently decreased the repressive mark H3K27me3 and increased the activation mark H3K4me3 on the K-Rta promoter followed by disruption of viral latency (Rossetto and Pari, 2012). The interaction of PAN RNA with KSHV DNA polymerase processivity factor (ORF59) (Rossetto and Pari, 2011) may also contribute to the function of PAN RNA in activation of gene expression during the lytic phase. However, contrasting results were also found by Rossetto et al. (2013) using ChIRP. They demonstrated occupancy of PAN RNA on the KSHV genome and its association with PRC2 components EZH2 and SUZ12, which in turn increased the repressive mark H3K27me3 that acts to repress gene expression. These data together suggest that PAN RNA may function in either positive or negative epigenetic regulation depending on cell context (reviewed in Campbell et al., 2014b; Rossetto and Pari, 2014).

Interaction of PAN RNA with additional viral factors has also been examined. Through direct interaction with LANA, PAN RNA dissociates LANA from the KSHV genome and disrupts viral latency (Campbell et al., 2014a). Using an alternative to ChIRP known as capture hybridization analysis of RNA targets (CHART) and nuclear fractionation studies, Withers et al. showed that KSHV PAN RNA, although nuclear, was not associated with chromatin (Withers et al., 2018). These results suggested chromatin-independent activities of PAN RNA. Thus, in contrast to results obtained by others (Rossetto and Pari, 2012, 2014; Rossetto et al., 2013; Campbell et al., 2014a), modulation of gene expression at specific viral or host chromatin loci was not considered the pertinent function of PAN RNA. Rather, PAN RNA was proposed to function in nuclear mRNA export of late viral mRNAs. Taken together, current research has suggested several functions for PAN RNA, which can be generally classified as chromatin-associated or chromatin-independent activities, although the exact role of this lncRNA in the viral life cycle is still unclear.



ROLE OF HIGHER-ORDER EPISOMAL ORGANIZATION IN LATENCY

The development of high-resolution chromosome conformation capture (3C)-based methodologies (Dekker and Mirny, 2016) has established that eukaryotic genomes are arranged or folded in a specific manner within the three-dimensional nuclear space. Crucial to this arrangement were the discoveries concerning the roles of CCCTC-binding factor (CTCF) and cohesins (containing structural maintenance of chromosomes; SMC protein subunits) in the dynamics of chromatin organization (Merkenschlager and Nora, 2016; Braccioli and de Wit, 2019). Since circularized KSHV episomes resemble host chromatin in terms of decoration with host histones which are substrates for host chromatin modifiers, it was not too surprising that cellular epigenetic machinery has been implicated in control viral chromatin architecture and viral latency. The genome-wide localization of CTCF and cohesins along the KSHV genome, including the identification of a series of highly enriched sites in the latency control region, was first reported by Stedman et al. (2008). Subsequent studies confirmed the existence of approximately 25 major CTCF binding sites on the KSHV genome, most of which exhibited colocalized cohesin binding although the overall amount of cohesin binding was less (Li et al., 2014). Kang et al. (2011) reported on the existence of a CTCF/cohesin-mediated genomic looping that coordinates KSHV latent and lytic gene expression. 3C and other chromosome conformation assays were used to probe latent KSHV cross-linked chromatin for contacts involving the latency control region and other positions on the KSHV genome. Multiple loops between the latency control region and other KSHV genomic locations were detected, including a high frequency of contacts between a CTCF/cohesin binding site in the latency control region with (i) the 3′ end of the LANA coding region and (ii) the 5′ promoter region of ORF50 (Kang et al., 2011). This pair of loops were suggested to insulate latent and lytic viral gene and coordinate their expression. This arrangement ensures the repression of lytic transcription during latency, while latency transcription occurs efficiently. Moreover, these loops were reduced or eliminated during lytic reactivation, indicating that these contacts are dynamic. Epigenetic changes including RNA Pol II enrichment throughout the early gene locus spanning ORF45–50 transcripts were also noted during cohesin depletion experiments (Chen et al., 2012; De Leo et al., 2017). Additional studies that focused on DNA looping between the latent and lytic control regions found that disruption of this loop also accompanies lytic reactivation induced by ER stress-mediated Rad21 cleavage (De Leo et al., 2017) or lytic induction via Bromodomain and Extended Terminal (BET) protein inhibitor treatment (Chen et al., 2017). Together, these studies have created a model whereby the CTCF/cohesin-dependent genomic linkage between the latency and lytic control regions is necessary for preservation of the latent state. Any structural perturbation to this latent genomic conformation facilitates the switch to the lytic state through locus-specific association and activation of RNA Pol II (Figure 2). Although this model highlights effects on gene expression via the topological organization of viral chromatin, local and direct effects of CTCF and cohesion on promoter activity are also likely (Dorsett and Merkenschlager, 2013; Merkenschlager and Odom, 2013). Cohesin may regulate RNA Pol II pausing (Fay et al., 2011) and CTCF binds RNA Pol II may facilitate RNA Pol II recruitment and elongation (Chernukhin et al., 2007; Pena-Hernandez et al., 2015). Together, this complex behavior emphasizes the multifactorial nature of the mechanisms CTCF and cohesin may utilize to regulate KSHV gene expression.

The looping/conformation model described above has only been studied in the context of latently infected cells and, as such, attempts to explain the maintenance of latency and the latent-to-lytic switch. However, it is currently not known how initial episomal chromatin conformations are established following de novo infection. Although Toth et al. (2017) have reported that CTCF and cohesin rapidly associate with incoming KSHV genomes following de novo infection, detailed mechanisms of the initial high-order structuring and nuclear residences of KSHV episomes are unknown.



CONCLUSION AND FUTURE PROSPECTS

Genome-wide analysis of KSHV episomes have revealed distinct temporal and spatial chromatin modification patterns on the viral genome. In summary, following de novo infection, the KSHV IE protein K-Rta may help viral episomes acquire active histone marks (Toth et al., 2013) and cellular factors such as KDM2B may function to limit the enrichment of active histone marks (Naik et al., 2020). The binding of KDM2B to viral episomes may consequently help recruit the PRCs and the deposition of repressive marks. These modifications prevent the virus lytic cycle and promote the establishment of viral latency. Following these events, the latent viral protein LANA is expressed, which helps recruit PRC2 (Toth et al., 2016) and hSET1 (Hu J. et al., 2014) onto the KSHV genomes and mediates the formation of site-specific bivalent chromatin structures. Expression of KSHV miRNAs during latency may also assist with the deposition of DNA methylation and the heterochromatin mark H3K9me3 (Lu et al., 2010). However, the SUMOylation of H3K9me3 demethylase JMJD2A by the KSHV lytic protein K-bZIP maintains JMJD2A on the KSHV genome and prevents the formation of heterochromatin (Yang et al., 2015, 2017), resulting in maintenance of the latent KSHV episome in a poised state that is ready for rapid reactivation. The expression of the KSHV lncRNA PAN during the early stages of lytic reactivation helps recruit multiple histone modification enzymes to the viral genome and further disrupts viral latency (Rossetto and Pari, 2012). As the switch from latency to lytic replication is essential for viral survival and spread, the role of KSHV lncRNAs in maintaining a balanced viral chromatin state to persist within the host is clearly an important topic for future research. In addition, identifying cellular lncRNAs that are up- or down-regulated during both the lytic and latent states of KSHV infection is also an interesting question to explore in terms of establishing how cellular lncRNAs influence the KSHV life cycle. Spatial and architectural conformation of KSHV episomal chromatin is a relatively understudied feature of KSHV biology; however, episome conformational contacts have been observed to be a dynamic feature of KSHV chromatin at both the focused level of 3C (Kang et al., 2011; Chen et al., 2017; De Leo et al., 2017) and at the global level of Capture Hi-C (Campbell et al., 2018) suggestive of potential roles in the viral life cycle.

The compartmentalization of the epigenetic marks on the KSHV genome might be beneficial for transcription regulation of viral gene expression during its distinct life cycle. The well-organized DNA methylation and different histone modification patterns on the KSHV genome reflects the precise recruitment of cellular chromatin modifying complexes employed by the virus. KSHV latency is essential for persistent infection as well as the development of KSHV-associated malignancies. In recent years, more and more epigenetic modifications and the corresponding modifying enzymes have been identified. Drugs targeting epigenetic modification enzymes have now evolved into a potential viable strategy for controlling persistent viral infections (Nehme et al., 2019). Thus, elucidating the epigenetic regulators involved in establishing KSHV latency may be a new avenue for pharmacological control of KSHV-associated diseases.
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