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1. INTRODUCTION

Trees are a crucial part of ecosystems through their important influence on the water and carbon cycles (Reichstein et al., 2013; Schlesinger and Jasechko, 2014; Patton et al., 2016). They play a key role in hydrological and ecological systems, and land-surface interactions. Ground measurements of tree properties and tree-related fluxes can quantify, for example, tree mass variations, CO2 uptake, transpiration, rainfall interception and canopy drag, which are crucial parameters for understanding and modeling tree behavior and their roles in ecosystems. Unfortunately, tree measurement sensors are often based on invasive techniques (e.g. sap flow sensors or dendrometers), unable to withstand challenging field conditions (e.g. weathering or power/electronical failure due to climate), or cannot measure all parameters of interest.

Accelerometers offer an economic and robust way for obtaining data series of tree motion, which has been used to infer tree properties and tree-related fluxes. Mounted on a tree trunk, they measure tree sway, which is determined by its mass, elasticity, wood density and drag coefficient. These parameters can in turn be related to water-related mass changes (transpiration and water uptake) (Llamas et al., 2013), biomass-related mass changes (growth, leaf fall and leaf flush) (Selker et al., 2011), tree-atmosphere interactions (drag coefficient and momentum transfer) (van Emmerik et al., 2018a). Additionally, tree sway has shown to be related to tree throw failure mechanisms, and thereby help to reduce storm risks of trees and forests (Flesch and Wilson, 1999a,b; Wilson and Flesch, 1999), by assessing the influence of forest cutblocks.

The relation between tree sway and tree properties and tree-related fluxes can be derived from (1) Newton's second law, and (2) a momentum balance. First, it is often assumed that trees behave like damped harmonic oscillators (Gardiner, 1995; Peltola, 1996). In that case, the tree's natural frequency is linked to mass and elasticity through:
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With natural frequency in [rad/s] ω0, natural frequency in [Hz] f0, mass m and elasticity k. From the frequency spectrum of tree acceleration the natural frequency can be determined. Second, following the momentum balance the frequency spectrum of tree sway Py(f) as a function of frequency can be expressed as (Amtmann, 1985; Mayer, 1987):
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With mechanical transfer function Hm(f), air density ρa, drag coefficient Cd, wind speed u, aerodynamic transfer function Ha(f) and wind load frequency spectrum Pu(f).

These relations have been used in previous tree-related research. Moore and Maguire (2004) showed that factors such as branch removal and snow loading influences tree natural frequency. Mayer (1987) used tree sway data to demonstrate that the primary sway (i.e., the system as a whole) is related to tree throw. Flesch and Wilson (1999a,b) and Wilson and Flesch (1999) used tilt sensors to analyze tree sway, and assess the influence of management techniques on the possible reduction on wind throw. Later, Moore and Maguire (2005) empirically found a relationship between tree height and tree natural frequency. These, and many more, studies already demonstrated the use of tree sway data. In particular the derived estimation of tree natural frequency is useful for risk assessment of wind damage/throw, and quantification of tree properties (e.g., mass, elasticity) and responses (e.g., intercepted precipitation, mass changed in response to water stress).

Data in previous studies were mainly obtained for several hours, or in rare cases days. Our dataset presents a unique opportunity to use long-term tree sway data of 19 individual trees. This allows analysis of diurnal and seasonal changes, as well as comparison between individuals of the same species, and between different species as a whole. In this paper we describe the details of the obtained dataset, and discuss current and potential applications of the dataset.



2. DATA COLLECTION


2.1. Measurement Location

All data were collected around the K34 observatory (130 m above Mean Sea Level) in the Amazon rainforest (2.6085°S, 60.2093°W), 60km Northwest of Manaus, Brazil (see van Emmerik et al., 2017). A map of the measurement location, including the measured trees and the K34 observatory is presented in Figure 1A. The study area is characterized by a wet tropical climate. Additional meteorological, hydrological and plant physiological data may be obtained from the K34 observatory, managed by the National Institute of Amazonian Research (INPA).
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FIGURE 1. (A) Map with the locations of the measured trees, includin gthe K34 tower, (B) Example of frequency spectrum estimated from acceleration data, (C,D) example of frequency spectrum time series of two trees in combination with (E) wind speed.





2.2. Plant Material

Accelerometers were mounted on 19 individual trees, covering seven different species with one to four individuals per species. The trees were selected to cover a broad range of estimated wood density, tree height, and diameter at breast height (DBH). Table 1 presents an overview of the measured trees. Tree species were classified by a taxonomist on site. Wood density was estimated using the Global Wood Density Database (Chave et al., 2009; Zanne et al., 2009). Tree height was measured using measurement tape during installation of the accelerometers.



Table 1. List of measured tree individuals, including acceleration sensor number, estimated wood density, estimated tree height and diameter at breast height (DBH).
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2.3. Sensor Description

All accelerometers used were of the type Acceleration Logger Model AL100 (Oregon Research Electronics, Tangent, OR, USA), which is specifically designed to be physically robust and water proof. Robustness is achieved through a casing that prevents water and organisms to reach the sensor. The sensor has internal batteries and data storage, so no (wire) connections are required during measurements. Consequently, its dimensions (14.5 × 9.2 × 5.5 cm, 0.4 kg) are larger than other available accelerometers. The accelerometers can measure acceleration in three axis with a frequency up to 25 Hz. Depending on the sampling rate and environmental conditions, it can log for several months on two C-size cell batteries. Data are stored on regular microSD cards. For example, with a 8GB data card it can store up to 320 days of data measured with a frequency of 10 Hz. Data are written to a newly created file each day to minimize data loss in case of empty batteries, full data storage, or other potential failures. The casing has space to include several silica bags to absorb moisture when installed in humid environments.



2.4. Measurement Setup

The accelerometers were placed on the tree trunk, right below the point of main branching. This guaranteed the largest excitation of the sensor, and therefore largest acceleration values, that were still representative for the whole tree. Installing accelerometers on the primary of secondary branches comes with the risk of mainly measuring higher order effects. The accelerometers were mounted using a spring around the trunk. This allows some expansion of the tree when growing, and also assures a rigid attachment to the tree. All measurements were done with a sampling frequency of 10 Hz.




3. DATA DESCRIPTION

The available dataset includes raw acceleration values for all three dimensions as measured by the sensor with a frequency of 10 Hz. In Table 1 it can be found which accelerometer (serial numbers SN1001-SN1019) was mounted on which specific tree. For each sensor, data are available per day. This reduces computational needs, as each daily file can be read and processed individually.

As most applications require transformation of the data from the time to frequency domain, an additional dataset of the acceleration data in the frequency domain can be downloaded. For each sensor, files are available that contain time series of the acceleration in the frequency domain. These were produced by applying a Fast Fourier Transform (FFT) on 30 min of horizontal (y-axis) acceleration with a moving window of 10 min. Figure 1B. illustrates a typical frequency spectrum estimated using tree acceleration. It can be seen that the natural frequency around 0.2 Hz can be estimated well. In this example, even higher order resonance peaks are visible.

When applying the FFT to the whole dataset, a time series of the frequency spectrum is created Figures 1C–E. show a typical time series of the frequency spectrum for two trees. It can be seen that when wind speed is higher than a certain threshold, the resonance peaks are activated. It can also be seen that there are slight differences in timing and magnitude of the frequency spectra, indicating that tree specific information can be deduced. Note that this figure only shows a subset of the total available data. The complete measurement period stretches from July 2015 to May 2016.

For all applications so far (van Emmerik et al., 2017, 2018a), data have been processed using a FFT. We show that using a simple FFT the natural frequency can already be determined. However, we also encourage further exploration with other spectrum estimation methods, such as Welch's method or the MUSIC algorithm.


3.1. Data Availability

All acceleration data are available on the 4.TU Repository (doi: 10.4121/uuid:c9974180-aa9b-40b4-8dbb06d5b1fce693) (van Emmerik et al., 2018b). All files are named “/YYYY/SN10XX/ALOGzzz.csv,” with year YYYY, sensor number XX and day after start of logging zzz. Data are available from July 2015 to May 2016. We invite the community to explore the dataset and combine it with for example higher resolution wind data, hydro-meteorological measurements, tree physiological data and remote sensing observations to explore potential additional applications of long-term tree acceleration data.




4. EXAMPLES OF APPLICATIONS


4.1. Intercepted Precipitation

During rainfall events precipitation is intercepted by leaves of a tree. This increases the total tree mass. Selker et al. (2011) compared the natural frequency of a tree before and after a rainfall event and found a shift in frequency. A more detailed study by van Emmerik et al. (2017) found different relations between intercepted rainfall and shift in frequency of trees. For some trees, an almost linear relation was found between the frequency shift and precipitation. For other trees, the relation was less obvious. This was hypothesized to be caused by (1) the location of the tree in the canopy (understory trees are less likely to intercept rainfall) and (2) by splashing of water drops during high intensity rainfall events. Accelerometers were demonstrated to be a promising new method for interception measurements. Current measurement techniques mainly focus on measuring throughfall, which requires a more extensive measurement setup with multiple rainfall sensors. However, in future measurements additional throughfall measurements might give additional insights in the accuracy of interception estimations using accelerometers. Moore and Maguire (2005) also demonstrated that tree sway measurements can be used to monitor snow cover of trees. This is not applicable to the dataset presented in this paper, but might be of interest to researcher who focus on snowy ecosystems.



4.2. Tree Mass Variations

Besides through rainfall and snow cover, tree mass also varies through other mechanisms, such as tree growth, changes in tree water content, or leaf fall and flush. A first analysis of the data presented in this paper, van Emmerik et al. (2017) demonstrated that, for most tree species, a relation can be found between aboveground tree biomass and natural frequency. Selker et al. (2011) presented a proof of concept that there is a difference in tree natural frequency when comparing the same tree with and without leaves. More recently, Jackson et al. (in review) demonstrated that there is a significant difference between trees during summer (with leaves) and winter (no leaves). van Emmerik (2017) and van Emmerik et al. (2018a) related changes in tree sway to water stress induced mass changes, which was hypothesized to be caused by decreasing tree water content and/or leaf fall. Future efforts might focus on using tree sway data to quantify tree mass changes on even lower time scales. With the current dataset, it might also possible to track diurnal changes in natural frequency, which could be related to changes in water content. Additional measurements of leaf water potential would allow further study of the relation between tree sway and tree mass variations.



4.3. Drag Coefficient and Roughness Length

Tree drag coefficient is a crucial parameter for the momentum transfer from the atmosphere to the trees. Accurate estimates of tree and canopy drag coefficient might allow better representation of the canopy in, for example, land-surface models. An approximation of tree drag coefficient was presented by van Emmerik (2017) and van Emmerik et al. (2018a), based on the assumption that during turbulent conditions, available wind energy can be estimated using Kolmogorov's theory (Kolmogorov, 1991). If actual high frequency wind speed data is available, drag coefficients can be determined under all wind conditions using equation 2. Here it was demonstrated that aggregating tree sway data over different time scales (weekly, monthly, complete monitoring period), can give different degrees of insights. When aggregated over the complete monitoring period, a clear relation between tree sway and tree mass was found. The weekly analysis in turn demonstrated shorter term mass variations in the individual trees. A similar approach might also allow for estimating the roughness length of a forest canopy if data from multiple sensors are combined, as the variation and evolution of individual tree drag and tree-atmosphere momentum transfer can be quantified.



4.4. Tree Damage

Using relatively short data records, it was already shown that tree sway is related to wind throw (Mayer, 1987). Longer-term records such as those presented in this paper might allow further analysis of tree failing mechanisms. Additionally, relatively unmeasured phenomena such as tree dormancy and mortality might be further investigated.




5. LIMITATIONS

Besides the many potential applications of tree sway data, fundamental investigations of the role of meteorological variables (e.g., temperature, humidity, wind speed and direction, precipitation) and tree properties (e.g., mass, elasticity) on tree sway is also crucial. Many applications assume tree sway can be described as mass-spring system, or through the momentum balance in Equation (2). However, a better fundamental understanding of tree sway might open doors to even more potential applications.

As applications of long-term tree sway data are still limited, further assessments are still very dependent on the availability of other data. With the current auxiliary data we hypothesized several relations between tree sway and other processes. However, more detailed data on e.g., leaf potential, wind speed, water uptake and intercepted precipitation are required to further test our hypotheses.

One of the key assumptions of the tree selection is that the chosen trees are free standing. If they are in contact with other trees, the mechanical system is more complex and the standard approach might not be applicable. The trees in this study were selected based on visual inspection, which might have been inaccurate. Also growth of the trees might have altered the position in respect to other trees.

The optimal installation location might also be different for other tree species. The selected trees were all relavtively straight, until the point of branching off. For tree species with more complex architecture and geometry, the optimal location should be reassessed.

The presented dataset only includes tree species in the Brazilian Amazon. For tree species in other climatic regions, different relations might be found between tree sway and e.g., mass (variations), tree-atmosphere interactions and intercepted precipitation. We encourage deployment in other climatic regions to further explore the possibilities of tree sway measurements.



6. CONCLUDING REMARKS

Tree acceleration data have been proven to give new insights in assessing risk of tree failure, intercepted rainfall, mass variations, and tree-atmosphere interactions. To date, only relatively short datasets have been used and published (hours to days). Our dataset covers tree acceleration for a period of 10 months, including changing seasons, for 19 Amazon trees. We demonstrate that these data offer new opportunities of analyzing tree properties, and tree behavior in response to changing environmental conditions. We demonstrate various current applications. Yet, many potential new applications are to be explored. We encourage the scientific community to use our data to do so.
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Citizen science, as a complement to ground-based and remotely-sensed precipitation measurements, is a promising approach for improving precipitation observations. During the 2018 monsoon (May to September), SmartPhones4Water (S4W) Nepal—a young researcher-led water monitoring network—partnered with 154 citizen scientists to generate 6,656 precipitation measurements in Nepal with low-cost (<1 USD) S4W gauges constructed from repurposed soda bottles, concrete, and rulers. Measurements were recorded with Android-based smartphones using Open Data Kit Collect and included GPS-generated coordinates, observation date and time, photographs, and observer-reported readings. A year-long S4W gauge intercomparison revealed a −2.9% error compared to the standard 203 mm (8-inch) gauge used by the Department of Hydrology and Meteorology (DHM), Nepal. We analyzed three sources of S4W gauge errors: evaporation, concrete soaking, and condensation, which were 0.5 mm day−1 (n = 33), 0.8 mm (n = 99), and 0.3 mm (n = 49), respectively. We recruited citizen scientists by leveraging personal relationships, outreach programs at schools/colleges, social media, and random site visits. We motivated ongoing participation with personal follow-ups via SMS, phone, and site visit; bulk SMS; educational workshops; opportunities to use data; lucky draws; certificates of involvement; and in certain cases, payment. The average citizen scientist took 42 measurements (min = 1, max = 148, stdev = 39). Paid citizen scientists (n = 37) took significantly more measurements per week (i.e., 54) than volunteers (i.e., 39; alpha level = 0.01). By comparing actual values (determined by photographs) with citizen science observations, we identified three categories of observational errors (n = 592; 9% of total measurements): unit (n = 50; 8% of errors; readings in centimeters instead of millimeters); meniscus (n = 346; 58% of errors; readings of capillary rise), and unknown (n = 196; 33% of errors). A cost per observation analysis revealed that measurements could be performed for as little as 0.07 and 0.30 USD for volunteers and paid citizen scientists, respectively. Our results confirm that citizen science precipitation monitoring with low-cost gauges can help fill precipitation data gaps in Nepal and other data scarce regions.

Keywords: citizen science (CS), recruitment, motivation, performance, low-cost rain gauge, smartphones, open data kit (ODK), cost per observation


INTRODUCTION

Precipitation is the main terrestrial input of the global water cycle; without it, our springs, streams, lakes, and communities would gradually disappear. Understanding the spatial and temporal distribution of precipitation is therefore critical for characterizing water and energy balances, water resources planning, irrigation management, flood forecasting, and several other resource management and planning activities (Lettenmaier et al., 2017). However, observing, and moreover understanding, precipitation variability over space and time is fraught with difficulty and uncertainty. Because of these challenges, there are persistent, but spatially heterogeneous, precipitation data gaps that need to be addressed (Kidd et al., 2017).

Accuracy is a primary concern, even for common precipitation measurement methods (Krajewski et al., 2003; Villarini et al., 2008) including: manual and automatic gauges, radar, and satellite remote sensing. Manual and automatic gauges are expensive to maintain and thus generally do not lead to adequate spatial representations of precipitation (e.g., Volkmann et al., 2010). For example, the total area of all the rain gauges in the world is less than half a football field (Kidd et al., 2017), or 0.000000002% of the global terrestrial landscape. Precipitation radars can provide meaningful data between gauges, but are subject to errors from beam blockage, range effects, and imperfect relationships between rainfall and backscatter (Kidd et al., 2017). Additionally, radars are expensive and operate by line of sight, so spatial cover of radar in mountainous terrains like Nepal can be limited. Satellite remotely sensed precipitation products have the benefit of global coverage, but can be impacted by random errors and bias (e.g., Koutsouris et al., 2016) arising from the indirect linkage between the observed parameters and precipitation and imperfect algorithms (Sun et al., 2018). Clearly, there remain precipitation data gaps and uncertainties that need to be filled.

Low-cost sensors and consumer electronics can play a role in closing these data gaps (Hut, 2013; Tauro et al., 2018). In general, the potential of low-cost sensors to improve understanding of a process depends on the interplay between (1) the spatial heterogeneity of the process being observed, (2) the impacts on accuracy of the low-cost sensor, and (3) the observational cost savings. The need for higher density observations increases as the spatial heterogeneity of the process being observed increases. So, if (1) the observed process has high spatial heterogeneity, and (2) the low-cost sensor provides high accuracy, with (3) high cost savings, the potential of the low-cost sensor to improve understanding of the process is considered high.

Citizen science has emerged as a promising tool to help fill data gaps. At the same time, citizen science can improve overall scientific literacy and reconnect people with their natural resources. McKinley et al. (2017) define citizen science as “the practice of engaging the public in a scientific project.” They go on to clarify that crowdsourcing is another way for public participation in science through “… large numbers of people processing and analyzing data.” Notable examples of citizen science precipitation monitoring include: the Community Collaborative Rain, Hail, and Snow Network (CoCoRaHS: www.cocorahs.org); Weather Underground (www.wunderground.com); Met Office Weather Observation Website (WOW: wow.metoffice.gov.uk/); UK Citizen Rainfall Network (Illingworth et al., 2014); the NOAA Citizen Weather Observer Program (CWOP: wxqa.com); and an internet-connected amateur weather station network called Netatmo (www.netatmo.com) (Kidd et al., 2017).

Launched in the spring of 1998 by the Colorado Climate Center at Colorado State University, CoCoRaHS is a volunteer-led precipitation monitoring effort (Reges et al., 2016). Volunteers measure daily precipitation with a standardized 102 mm (4-inch) gauge (Sevruk and Klemm, 1989) and report their data via an online system. While CoCoRaHS was established in response to small scale flash floods, it has grown into the world's largest volunteer precipitation monitoring network, with over 20,000 active observers in the United States, Canada, the U.S. Virgin Islands, the Bahamas, and Puerto Rico (Cifelli et al., 2005).

In Nepal, three specific attempts have been made to launch citizen science precipitation measurement campaigns. The first was a single year effort in 1998 initiated by Nepali scientists Ajaya Dixit and Dipak Gyawali who partnered with community members to measure rainfall in the Rohini River watershed, a tributary to the Ganges, in south-central Nepal. The second was launched by Recham Consulting in 2003, and included 17 gauges similar to US National Weather Service 203 mm (8-inch) gauges in the Kathmandu Valley. However, the project stalled after only a few years of data collection. The third, Community Based Rainfall Measurement Nepal (CORAM-Nepal), was launched in 2015 with seven high schools in the Kathmandu Valley (Pokharel et al., 2016). CORAM's approach to obtain rainfall data is to partner with local high school science teachers and students, but other community members were also welcome to participate. CORAM-Nepal uses standard 102 mm (4-inch) CoCoRaHS gauges and collects data from schools monthly by phone call or site visits. All of these previous efforts grappled with the challenges of sustainable (1) funding, (2) human resources, and (3) technological issues related to data collection, quality control, data storage, analysis, and dissemination of precipitation data.

What is needed is a sustained effort to monitor precipitation via citizen scientists. To achieve sustainability, such an effort needs to be both accurate and cost effective. The latter part may be attainable through leveraging low-tech MacGyver-type solutions—but only if they lead to accurate and reproducible observations (note that MacGyver was a popular television show in the late 1980s and early 1990s that often highlighted the ability of the protagonist—Angus “Mac” MacGyver—to make just about anything from commonly available materials). To this end, our research was conducted in the context of SmartPhones4Water (S4W), a California based non-profit organization investigating how young researchers, citizen scientists, and mobile technology can be mobilized to help close growing water data gaps (including precipitation). S4W's first pilot project in Nepal (S4W-Nepal; Davids et al., 2018a,b) was launched in early 2017. This paper focuses on the 2018 monsoon (May through September) precipitation monitoring efforts in Nepal using low-tech gauges (in contrast to high-tech approaches like Netatmo).

Our research questions can be organized into two primary categories: (1) low-cost S4W precipitation gauge analyses and (2) citizen scientist involvement.

1. S4W precipitation gauge analyses

a. What are the types and magnitudes of errors for S4W's low-cost precipitation gauges?

b. How do precipitation measurements from S4W's low-cost gauges compare to other commonly used gauges, including the Department of Hydrology and Meteorology (DHM), Nepal standard gauge?

2. Citizen scientist involvement

a. How effective were our methods to recruit citizens to join the monsoon precipitation monitoring campaign?

b. How effective were our methods to motivate citizens to continue taking daily precipitation measurements?

c. What were the types and frequencies of common citizen scientist observation errors?

d. What were the average costs per observation for citizen scientists, and did this relate to citizen scientist performance?



CONTEXT AND STUDY AREA

To answer our research questions, S4W-Nepal launched a 2018 monsoon precipitation monitoring campaign; 154 citizen scientists generated 6,656 precipitation measurements using low-cost (<1 USD) S4W gauges constructed from repurposed soda bottles, concrete, and rulers. Measurements were recorded with smartphones using an Android-based application called Open Data Kit (ODK) Collect, and included GPS-generated coordinates, observation date and time, photographs, and citizen scientist reported readings. Measurements were primarily in the Kathmandu Valley and Kaski District of Nepal (Figure 1).
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FIGURE 1. Locations of 2018 Monsoon (May to September) precipitation measurements with the number of measurements shown in parentheses for (A) Nepal, with enlarged views of (B) the Kaski District, including the Pokhara Valley, and (C) the Kathmandu Valley. Topography shown from a Shuttle Radar Telemetry Mission (SRTM) 90-m digital elevation model (DEM) (SRTM, 2000).



Precipitation in Nepal is highly heterogeneous, both spatially and temporally. Spatial variability of precipitation in Nepal is driven by (1) strong convection and (2) orographic effects (Nayava, 1980). Temporal fluctuations are mostly due to the South Asian summer monsoon (June to September)—a south to north moisture movement perpendicular to the Himalayas (Figure 1) along the southern rim of the Tibetan Plateau (Flohn, 1957; Turner and Annamalai, 2012). Roughly 80% of Nepal's (and South Asia's in general) precipitation occurs during the summer monsoon (Nayava, 1974; Shrestha, 2000). Annual precipitation in Nepal varies spatially by more than an order of magnitude, ranging from 250 mm on the northern (leeward) slopes of the Himalayas to over 3,000 mm around Pokhara in the Kaski District (Nayava, 1974). In general, both (1) the percentage of annual rainfall occurring during the summer monsoon rainfall and (2) total annual precipitation decrease from the center of the country westward. About 88% of our 2018 monsoon measurements were performed in Nepal's Kathmandu Valley. Within the Kathmandu Valley, average monsoon precipitation (42 years average) is 1,040 mm (Pokharel and Hallett, 2015), with average annual precipitation being roughly 1,300 mm at Tribhuvan International Airport. Thapa et al. (2017) state that average annual precipitation ranges from roughly 1,500 mm in the Valley floor to 1,800 mm in the surrounding hills.



METHODS AND MATERIALS


S4W Rain Gauge

Construction and Use

S4W gauges were constructed from recycled clear plastic bottles (e.g., 2.2-liter Coke or Fanta bottles in Nepal) with a 100 mm diameter, concrete, rulers, and glue (Figure 2A). A tutorial video describing how to construct an S4W rain gauge is available on S4W's YouTube channel (https://bit.ly/2sItFTh; Nepali language only). The clear plastic bottles had uniform diameters for at least 200 mm from the base toward the top; bottles with non-uniform cross sections were not used. Concrete was placed in the bottom of the bottle up to the point where the uniform cross section begins. The concrete provided a level reference surface for precipitation measurements. The additional weight from the concrete also helped to keep the gauge upright during windy conditions. Bottle lids were cut off at the point where the inward taper begins. This lid was then inverted and placed on top of the gauge in an attempt to minimize evaporation losses—which can be a major source of rain gauge error (Habib et al., 2001). A simple measuring ruler of sufficient length with millimeter graduations was glued vertically onto the side of the bottle. The ruler was placed with the zero mark at precisely the same level as the surface of the concrete. In order to minimize variability and possible introduction of errors, all gauges used in this investigation were constructed by S4W-Nepal. Each S4W gauge costs <1 USD in terms of materials and takes roughly 15 min to make (assuming a minimum of 10 gauges are constructed at a time).
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FIGURE 2. (A) Repurposed plastic bottle after placement of concrete, ruler, and inverted lid. (B) S4W Gauges installed on the roof of the S4W-Nepal office in Thasikhel, Lalitpur, Nepal. After selecting the parameter to measure, the citizen scientist (C) entered their observation of precipitation (mm) and (D) took a picture of the water level in the S4W rain gauge before emptying it. Each record was reviewed by S4W-Nepal staff to ensure that the numeric entry from the citizen scientist (C) matched the photographic record of the observation (D). Any observed discrepancies were corrected, and records of edits were maintained.



The S4W gauge design is similar to what Hendriks (2010) proposed as a low-budget rain gauge, except that the addition of a solid base and measuring scale enabled direct measurements of precipitation depths, thus eliminating the need to measure water volumes. Similar low-cost funnel-type gauges have also been used extensively in rainfall partitioning studies (Lundberg et al., 1997; Thimonier, 1998; Marin et al., 2000; Llorens and Domingo, 2007).

Precipitation measurements were performed by citizen scientists using an Android smartphone application called Open Data Kit Collect (ODK Collect; Anokwa et al., 2009). Video tutorials of how to install and use ODK and perform S4W precipitation measurements are available on S4W's YouTube channel (https://bit.ly/2Rdtadx; Nepali language only). Citizen scientists collected the precipitation data presented in this paper by performing the following steps:

1. S4W gauges were installed in locations with open views of the sky (e.g., Figure 2B).

a. Gauge heights above ground surface ranged from 1 meter (m) in rural areas to over 20 m (on rooftops) in densely populated urban areas.

2. An inverted lid without a cap (i.e., Cap1; see Evaporation errors) was used to minimize evaporation losses.

3. Measurements were performed as often as daily but sometimes less frequently.

4. Gauges were removed from their stands and placed on a level surface.

5. Precipitation readings were taken as the height of the lower meniscus of the water level within the bottle with the gauge placed on a level surface.

6. A numeric reading of precipitation level was entered into ODK in millimeters (mm; Figure 2C).

7. ODK was used to record a photograph of the water level with the smartphone camera level to the water surface (Figure 2D). ODK was also used to record date, time, and GPS coordinates.

8. Water was quickly dumped from the gauge to ensure that all ponded water above the concrete surface was removed but moisture within the concrete was retained.

9. The measurement was saved locally to smartphone memory and sent to the S4W-Nepal ODK Aggregate server running on Google App Engine.

(a) ODK was designed to work offline (i.e., without cellular connection) and can be configured to automatically or manually send data after the connection is restored.

Error Analysis

The World Meteorological Organization (WMO, 2008) identified the following primary error sources for precipitation measurements (estimated magnitudes in parentheses): evaporation (0–4%), wetting (1–15%), wind (2–10% for rain), splashing in or out of the gauge (1–2%), and random observational and instrument errors. The first three sources of errors are all systematic and negative (WMO, 2008). Because of the S4W gauge design, we separated wetting into concrete soaking and condensation on the clear plastic walls. The resulting categories of S4W gauge errors included: (1) evaporation, (2) concrete soaking, (3) condensation, and (4) other. Unlike some observation errors, which can be identified and corrected from photographs, gauge related errors must be understood and, if possible, systematically corrected. The following sections provide additional details regarding the first three sources of gauge errors related to the S4W gauge being low-cost and non-standard in nature. While all gauge errors were originally measured by differences in mass, all errors were converted to an equivalent depth (mm) for comparison. It should be noted that other rainfall gauge related errors, such as errors in construction of the gauge, errors related to placement of the gauge (e.g., a gauge installed too close to a building or below vegetation), or errors related to maintenance of the gauge (e.g., clogging) were not analyzed but are described in more detail below.

Evaporation errors

For manually read gauges, evaporation errors occur when precipitation evaporates from the rain gauge prior to taking a reading. Gauge design, weather, and the duration between precipitation events and gauge readings all impact the magnitude of the evaporation errors. To assess evaporation errors for S4W gauges, we performed evaporation tests between June 5th and August 23rd, 2018. We evaluated the impact of the following three rain gauge cover configurations on evaporation losses: (a) Open (i.e., no lid), (b) Cap1 (i.e., lid without cap), and (c) Cap2 (i.e., lid with cap and 7 mm hole; Figure 3). We randomly selected three gauges for each of these cover configurations for a total of nine gauges. With these nine gauges, we performed eleven sets of 24 h evaporation measurements yielding a total of 99 evaporation observations (i.e., 33 for each cover configuration).
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FIGURE 3. Three different rain gauge cover configurations for evaporation measurements. Open (A) is completely open to the atmosphere. Cap1 (B) has the original top of the bottle inverted and placed back on top of the gauge. Cap2 (C) has the same cover but also includes the original soda bottle cap with a 7 mm punched or drilled hole in the center to allow precipitation to enter the gauge. The resulting areas open to evaporation were roughly 7,850, 530, and 40 mm2 for Open, Cap1, and Cap2 covers, respectively. The diameters of the cover and the lower portion of the gauge are the same, but the thickness of the plastic material causes a tight connection between the cover and the gauge.



We performed an initial investigation to see if the depth of water in the gauge had a noticeable impact on evaporation losses. We investigated two water depths (i.e., 10 and 30 mm) that corresponded to commonly observed rainfall events in the Kathmandu Valley. Our initial results showed that evaporation losses were not noticeably different between the 10 and 30 mm depths, so we used 30 mm depths for the remainder of the tests.

During each 24 h period, all nine gauges were set on the roof of the S4W-Nepal office in Thasikhel, Lalitpur (https://goo.gl/maps/oq81TwPAZnk) in a place with full exposure to the sun and wind. If precipitation occurred during the 24 h period, the experiment was canceled and restarted the following day. We used an EK1051 [Camry] electronic weighing scale (accuracy ± 1 g ≈ ± 0.08 mm) to determine evaporation losses by measuring the mass of the gauges before and after each successful (i.e., no precipitation) 24 h period.

Concrete soaking errors

As previously described, S4W gauges have a concrete base. As a semi-porous media, concrete requires a certain amount of moisture prior to saturation and subsequent ponding or accumulation of water above the concrete surface. The amount of water absorbed prior to ponding is a function of the concrete mixture (e.g., type and ratio of materials, etc.), the volume of concrete, and the initial moisture content of the concrete. The depth of precipitation read from S4W gauges represents only precipitation that accumulates above the concrete surface. Any precipitation that soaks into the concrete itself was not included in gauge readings. Therefore, concrete soaking represented a systematic negative error.

To evaluate soaking, we used an EK1051 [Camry] electronic weighing scale to measure the mass of the nine gauges used in the evaporation tests in both dry and saturated conditions. For the first set of measurements, the concrete had cured and dried for 30 days and no additional water beyond the amount initially needed for making the concrete mixture had been introduced to the gauge. To saturate the concrete, ~100 mm of water was added to the gauge and left for a period of 24 h. Subsequent soaking measurements were performed after drying the gauges in sunlight for periods ranging between one and 3 days.

Condensation errors

For S4W gauges with Cap1 and Cap2 covers, condensation accumulated on the clear plastics sides of the rain gauge. Because we used weight as a measurement to quantify evaporation losses, condensation was not included as a loss; only water that fully exited the rain gauge was considered an evaporation loss. However, water that evaporates and subsequently condenses on the gauge walls causes a lowering of the ponded water level, or the amount of moisture within the concrete if no ponded water is present. Therefore, condensation constitutes a systematic negative error in S4W gauge readings.

To evaluate condensation, we filled the same nine gauges with roughly 5 mm of water and covered them with a Cap2 cover. The gauges were placed in the sun for ~2 h to allow condensation to develop. Condensation was removed from gauges by wiping the inside of each gauge completely dry with a paper towel, ensuring that any remaining ponded water at the bottom was avoided. We determined condensation with an EHA501 [Camry] electronic weighing scale (accuracy ±0.1 g ≈ ±0.008 mm) by measuring the mass difference between each saturated and dry paper towel.

Other errors not included in this analysis

Differences in gauge installation can impact precipitation measurements. For example, gauge height can influence systematically negative wind-induced errors (Yang et al., 1998) or cause splash into the gauge. Wind-induced errors average between 2 and 10% and increase with decreasing rainfall rate, increasing wind speed, and smaller drop size distributions (Nešpor and Sevruk, 1999). Gauges that are not installed level will also cause an undercatch. The suitability of all gauge installation locations used in this paper were evaluated by S4W-Nepal staff by reviewing pictures of each gauge installation. Any issues identified from pictures were communicated directly to citizen scientists via personal communication (SMS, phone call, or site visit) and corrective actions were taken. However, installation errors are not the focus of this work and the data collected to date were insufficient to characterize these errors; therefore, gauge installation errors were not analyzed.

Gauge construction quality can also introduce errors. If future studies use gauges constructed by citizen scientists themselves (not the case in this study), the errors related to differences in construction quality should be considered.

Other possible maintenance or observation errors that may impact citizen scientists' measurements include: clogging of gauge inlets, incomplete emptying of gauges, and taking readings on unlevel surfaces. Effective training and follow-up is likely the key to minimizing such errors, so future work should explore different training approaches and their efficacy for various audiences. Training approaches should also consider scalability; for example, site visits become impractical if there are 1,000 participants.

Comparison to Standard Rain Gauges

To evaluate the accuracy of S4W gauges, a comparison with three other gauges (within 5 meters) was performed in Bhaisepati, Lalitpur, Nepal from May 1st, 2017 to April 30th, 2018 (Figure 4). Measurements were generally taken within 12 h of the end of each precipitation event, and in the morning or evening to minimize condensation errors. The other gauges included an Onset Computer Corporation Hobo Tipping Bucket RG3-M Rain Gauge (Onset), a manually read Community Collaborative Rain, Hail, and Snow Network standard gauge (CoCoRaHS), and a manually read standard 203 mm (8-inch) diameter Nepali Department of Hydrology and Meteorology gauge (DHM; similar to US National Weather Service 203 mm (8-inch) gauges). The Onset gauge measured the date and time of every 0.2 mm of precipitation from June 3rd to November 23rd, 2017.
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FIGURE 4. Comparison between (A) four different gauges including: (B) Onset Computer Corporation Hobo tipping bucket, (C) Community Collaborative Rain, Hail, and Snow Network (CoCoRaHS) standard 102 mm (4-inch) diameter gauge, (D) S4W gauge, and (E) the Nepali Department of Hydrology and Meteorology (DHM) standard 203 mm (8-inch) diameter gauge (similar to a US National Weather Service 203 mm (8-inch) gauge).



We used DHM gauge measurements as the reference or actual precipitation. Because Onset data were not available for the entire year period (i.e., May 1st, 2017 to April 30th), cumulative errors for the Onset gauge are not presented. Only fully overlapping data sets between DHM and Onset are used. Based on DHM measurements, we grouped the data into three precipitation event sizes (i.e., 0–5, 0–25, and 0–100 mm).



Recruiting and Motivating Citizen Scientists

Citizen science projects rely on citizens. As such, the success of any citizen science project relies at least partly on successful citizen recruitment and engagement efforts. We decided to focus monitoring on a 5-month period from May through the end of September in 2018. Even though the monsoon usually does not start until the middle of June (Ueno et al., 2008), starting the campaign in May provided time to ramp up interest and participation. Interested and motivated citizen scientists were encouraged to continue measurements after the campaign. We recruited citizen scientists for the monitoring campaign with a variety of methods (the number of citizen scientists recruited with each method is shown in parentheses):

• R1: Leveraging personal relationships (n = 53)—At the time of the 2018 monsoon expedition, the S4W-Nepal team was comprised of nine young researchers (i.e., BSc, MSc, and Ph.D. researchers or recent graduates). Our first round of citizen science recruiting started with our personal connections. Each of us asked our family, friends, and colleagues to consider joining the S4W-Nepal monsoon monitoring campaign.

• R2: Social media posts (n = 11)—We made posts on S4W's Facebook page (https://www.facebook.com/SmartPhones4Water) in order to explain the monsoon monitoring campaign and invite interested individuals to join as citizen scientists. S4W-Nepal's 2018 monsoon monitoring expedition titled “Count the Drops Before It Stops” included the main themes of “Join, Measure, and Change the way water is understood and managed in Nepal” (poster included as Supplementary Material).

• R3: Outreach programs at schools/colleges (n = 61)—In order to reach larger groups of possible citizen scientists, we organized outreach events at four secondary schools and five colleges during the spring of 2018. The outreach programs typically included presentations about the global water cycle, the Asian South Monsoon, the Kathmandu Valley water crisis, the importance of measuring resources we are trying to manage, and how the S4W-Nepal project is trying to quantitatively “tell the story” of the Valley's water problems to citizens and policy makers alike, with the aim to improve understanding and management in the future. Outreach programs generally ended with a call for volunteers, practical training on how to measure precipitation, and the distribution of S4W gauges to interested individuals. In the case of secondary schools, S4W gauges were provided to the schools directly, along with large pre-printed canvas graphs for plotting both daily precipitation amounts and cumulative monsoon precipitation totals.

• R4: Random site visits (n = 29)—The recruiting methods above mainly reached people living in the core urban areas of the Valley. However, our goal was to maximize the spatial distribution of our precipitation monitoring network, so it was important to include sites in the surrounding rural areas as well. In order to recruit citizen scientists in these areas, we made random site visits to strategic areas lacking citizen scientists. Sometimes during these random site visits, we would first talk to local community members to explain the vision and importance of the S4W-Nepal project. If community members responded positively, we would ask for references of individuals with a general interest in science and technology who had working Android smartphones. At other times, we started a dialogue directly with people we thought might be interested. In either case, once an individual with a working Android smartphone showed interest, we together installed an S4W gauge and performed initial training, including taking a first measurement together. In roughly 10 cases, we provided donated Android smartphones to individuals who were keenly interested in participating, but did not have a working smartphone.

To visualize recruitment progress, we developed a heatmap of the number of measurements performed showing time by week on the horizontal axis and (A) individual citizen scientists, (B) recruitment method, and (C) motivational method on the vertical axis. When computing grouped averages, zeroes were used for citizen scientists who did not take measurements in the respective weeks. We used the Mann-Whitney U test (Mann and Whitney, 1947) for the entire 22-week period to determine if a significantly different number of measurements were taken for all possible pairs of recruitment methods and between paid (see motivation M7 below for details on payments) and volunteer citizen scientists. Citizen scientist composition was defined by four categories including: (A) volunteer or paid, (B) gender, (C) age, and (D) education. For education, citizen scientists were classified based on the highest level of education they had either completed or were currently enrolled in.

Once a citizen scientist has been successfully recruited it is critical to motivate their continued involvement. Previous studies have shown that appropriate and timely feedback is a key motivation factor for sustaining citizen science (Buytaert et al., 2014; Sanz et al., 2014; Mason and Garbarino, 2016; Reges et al., 2016). Essentially, there were two different combinations of motivations for the volunteers (n = 117) and paid (n = 37) citizen scientists, respectively. Motivations M1 through M6 were applied to all volunteers; whereas, M1, M2, and M7 were applied to paid citizen scientists.

• M1: Personal follow-ups—At the end of each week, we reviewed the performance of each citizen scientist and developed plans for personal follow-ups for the subsequent week. Follow-ups focused on citizen scientists who had taken measurements in the last month but had not taken a measurement in the last 5 days, or citizen scientists making either unit or meniscus errors (see section Performance of Citizen Scientists). Personal follow-ups included (a) SMS messages, (b) phone calls, and (c) site visits. Roughly 20 site visits were made each week, amounting to an average of two visits per volunteer, and five (i.e., monthly) visits per paid citizen scientists during the 5-month campaign. During personal follow-ups, S4W-Nepal staff reiterated the importance of the work the citizen scientists were doing, and the difference that their measurements were making. Another purpose was to develop stronger personal relationships and develop a sense of being part of a larger community of people who are passionate about improving the way water resources are managed in Nepal.

• M2: Bulk SMS messages—At the end of each week we provided personalized bulk SMS messages to all citizen scientists who had taken measurements during the 2018 monsoon campaigns. The goals of the messages were to acknowledge the citizen scientists' contributions, to summarize their measurements in a meaningful way, and to reinforce that their data was making a difference. The personalized message read: “Hello from S4W-Nepal! From StartDate to EndDate you have taken NumberOfMeasurements totaling AmountOfPrecipitation mm. Your data is making a difference! https://bit.ly/2Rb15Uo” where StartDate was the beginning of the monsoon campaign, EndDate was the date of the citizen scientists' most recent measurement, NumberOfMeasurements was the number of measurements and AmountOfPrecipitation was the cumulative depth of presentation between StartDate and EndDate. The link at the end of the message was to S4W's Facebook page.

• M3: Outreach and workshops—Because Nepal is a collectivist or group society, we thought it was important to gather as an entire group at least once a year for a post-monsoon celebration. At this celebration, preliminary results from our efforts were presented and stories from the citizen scientists were shared. We also did follow-up visits to schools that measured precipitation.

• M4: Use of the data—S4W's aim is to share all of the data we generate, but our data portal is not finished yet. We encouraged citizen scientists to continue their participation by providing them with all the data generated by the monsoon monitoring campaign.

• M5: Lucky draws—We held a total of nine lucky draws (i.e., raffles) for gift hampers that included earphones, study lamp, wallet, movie ticket, and mobile balance credits. Only citizen scientists taking regular measurements (i.e., at least 50% of the time) were entered into the lucky draw.

• M6: Certificates of involvement—Especially for high school, undergraduate, and graduate students, certificates are important motivational factors because companies or organizations looking for new hires consider participation and employment certificates an important part of a candidate's resume. In order to get a certificate, citizen scientists had to take measurements for at least 50% of the days during the monsoon.

• M7: Payments—In some cases, especially in rural areas with limited employment opportunities, where the need for data was high, and the number of possible volunteers was low, S4W-Nepal compensated citizen scientists for measurements. For these citizen scientists, S4W-Nepal provided a small per observation transfer to their mobile phone account. Precipitation observations earned 25 Nepali Rupees (NPR; roughly 0.22 USD).

We used the number of measurements per citizen scientists as a simple indicator of the effectiveness of motivational efforts. For each group in each citizen scientist characteristic (i.e., volunteer or paid, gender, age, and education level), we used the Kruskal-Wallis H test (Kruskal and Wallis, 1952) to see if there were statistically significant differences (alpha level = 0.01) between the number of measurements taken by citizen scientists per group in each category per month during the entire 5-month period. For example, for age, we tested if more measurements per month were taken by ≤18 compared to both 19–25 and >25, and so forth.



Performance of Citizen Scientists

Using a custom Python web application, we manually reviewed pictures from every precipitation observation to ensure that values entered by citizen scientists (Figure 2C) matched photographic records (Figure 2D). Any observed discrepancies were corrected, and records of edits were maintained. Through this process we identified three categories of citizen science observation errors: unit, meniscus, and other errors. Unit errors caused an order of magnitude difference between original citizen scientist values and edited values due to citizen scientists taking readings in centimeters instead of millimeters. Meniscus errors were caused by citizen scientists taking readings of capillary rise instead of the lower portion of the meniscus, which was as much as 3 mm in some cases. Other observation errors were errors caused by unknown factors.

The combination of edit ratio and edit distance was used to determine the type of error for each corrected record. Edit ratio was calculated as:
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where ERi is the edit ratio, OVi is the original precipitation value, and EVi is the edited precipitation value for record i. Unit errors were defined as records with edit ratios between 8 and 12. Edit distance was calculated as:
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where EDi is edit distance for record i. Meniscus errors were defined as records with edit ratios <8 and edit distances between 0 and 3. The remaining edited records (neither unit nor meniscus errors) were classified as unknown observation errors.

On a weekly interval, we performed additional training and follow up (via SMS, phone, or in person) with citizen scientists who had made measurement errors during the previous week. Performance ratio was used to evaluate individual and group performance and was calculated as:
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where PRCS,t is the performance ratio for one or more citizen scientists (CS) during time period (t), NCMCS,t is the number of corrected measurements, and TNMCS,t is the total number of measurements for the same citizen scientist(s) (CS) and time period (t). Performance ratio (%) ranges from 0 to 100 with 100% being ideal.

We used the Mann-Whitney U test (Mann and Whitney, 1947) to evaluate if the interquartile range (IQR) of citizen scientists (in terms of the number of measurements they took) had worse performance ratios (PRs). After dividing citizen scientists into two groups based on the number of measurements they took during the 5 months campaign [i.e., (1) the IQR and (2) the remainder], we calculated the Mann-Whitney U on the PRs (alpha level = 0.01).



Cost per Observation

In order to evaluate the cost effectiveness of our approach, and any relationships between cost and citizen science performance, we performed a reconnaissance-level cost per observation (CPO) analysis. For each citizen scientist, average CPO was calculated as:
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where EC is equipment costs, RC is recruiting costs, MC is motivational costs, and TNM is the total number of measurements for each citizen scientist (CS) and time period (t). In this case, the time period was 5 months from May through September 2018. The following general assumptions were used for the CPO analysis:

• All costs (Table 1) are in Nepali rupees (NRP); an exchange rate of 114.3 NPR (November 22nd, 2018) per United States dollar (USD) was used for currency conversion

• All costs assume an hourly labor rate of 50 NPR per hour

• The full study period of 22 weeks was used for calculating costs unless stated otherwise



Table 1. Summary of the results from the evaporation, soaking, and condensation experiments (error type), including configuration, unit, sample size (n), mean, minimum (min), maximum (max), and standard deviation (stdev).
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It is important to have a general sense of Nepal's economic context to properly interpret CPO results. Nepal's per capita gross domestic product (GDP) in 2018 was 1,004 USD or 114,800 NPR (CEIC, 2019). Assuming 2,080 working hours per year (i.e., 40 h work week for 52 weeks), the average hourly rate for 2018 was 0.48 USD or 55 NPR per hour.

All citizen scientists used the S4W gauge, so equipment costs were constant. RC was different for citizen scientists depending on which recruitment strategy (R1 through R4) was applied; we assumed that only one recruitment strategy was ultimately responsible for each citizen scientists' participation (recruitment methods per citizen scientist are included as Supplementary Material). Table 1 details the assumptions used to develop recruitment and motivational costs.

Motivational costs (MCs) for volunteers (MCVol) were entirely fixed, and were solved for using Equation 5. For paid citizen scientists, MCs were a combination of fixed (MCPaid; Equation 5) and variable costs (M7; Equation 6). MCs were calculated with the following equation:
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where the variables are defined above, with the exception of M7CS, t for paid citizen scientists. M7CS, t was calculated as:

[image: image]

where Rprecip is the payment rate for each precipitation measurement. TNMCS, t was limited to a maximum of one measurement per day.




RESULTS


S4W Rain Gauge Results

Of the S4W gauge errors investigated (Table 2), initial (post-cure) concrete soaking errors (n = 9) and evaporation without lids (Open; n = 33) were the largest, averaging 3.9 mm and 3.7 mm day−1, respectively. Subsequent concrete soaking requirements (n = 99) averaged 0.8 mm, or roughly five times smaller than the initial soaking requirement. S4W gauge evaporation was reduced from Open by an average of 86% (0.5 mm day−1) and 92% (0.3 mm day−1) for Cap1 and Cap2 configurations, respectively. Condensation errors were similar to Cap2 evaporation, and averaged 0.31 mm (n = 49).



Table 2. Number and compositions of citizen scientists taking measurements from May through September 2018.
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Cumulative precipitation amounts for the 1 year of data collected were 900, 930, and 927 mm for the S4W, CoCoRaHS, and DHM gauges, respectively. Using DHM as the reference for the entire year of data, cumulative gauge error was −2.9% for S4W and 0.3% for CoCoRaHS. Measured precipitation amounts were linearly correlated for the three precipitation ranges, but the correlation decreased in strength as total precipitation decreased (Figure 5). Points near the horizontal axis of Figure 5A (n = 9) indicate that some small rain events (n = 5 for DHM less than the 0.8 mm soaking loss; n = 4 for DHM between 0.8 and 2 mm) were completely missed by the S4W gauge.
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FIGURE 5. Comparison of precipitation data from S4W, CoCoRaHS, and Onset gauges using DHM observations as the reference (i.e., horizontal axis). Per reference DHM measurements, data was filtered into three precipitation event ranges: 0–5 mm [i.e. panels (A,D,G)], 0–25 mm [i.e., panels (B,E,H)], and 0–100 mm [i.e., panels (C,F,I)]. No precipitation events above 100 mm were recorded. Data shown are from May 1st, 2017 through April 30th, 2018. The period of record for the Onset gauge was June 3rd, 2017 to November 27th, 2018; only fully overlapping data sets between Onset and DHM were used, resulting in decreased sample sizes for panels (G–I).



For S4W, the magnitude of the systematic underestimation increased for smaller measurements (Figures 5A–C). For example, for precipitation measurements between 0 and 5 mm (Figure 5A), the S4W gauge linear regression coefficient was 0.95 indicating that measurements were on average −5% from the DHM gauge. In contrast, linear regression coefficients for 0 to 25 and 0 to 100 mm ranges were 0.96 (−4%) and 0.98 (−2%), respectively. Measurements from the CoCoRaHS gauge were strongly correlated with the measurements from the DHM gauge for all ranges with small biases (linear regression coefficients between 1.00 and 1.01; Figures 5D–F). For Onset, the magnitude of systematic overestimation increased for larger events (Figures 5G–I), from 1.07 (7%) at 0 to 5 mm, and up to 1.09 (9%) and 1.12 (12%) at 0 to 25 and 0 to 100 mm ranges, respectively.



Recruiting and Motivating Citizen Scientists Results

A heatmap of citizen scientists' precipitation measurements per week illustrates the rate of recruitment along with the continuity of their measurements (Figure 6A). “Citizen science heroes” can be seen as the persistent dark blue rows (e.g., the second row down from the top). In contrast, inconsistent citizen scientists can be seen as the rows with large variations in blue (e.g., fifth and sixth rows down from the top). Unfortunately, several citizen scientists took only a few measurements during their first week, especially toward the end of the second week (e.g., 2018-19). At a 0.05 alpha level, the average number of measurements per week was significantly higher for citizen scientists recruited via social media (R2) vs. personal relationships (R1; Figure 6B; p = 0.018), recruited via outreach programs (R3) vs. personal relationships (R1; Figure 6B; p = 0.033), and motivated with payments vs. volunteers (Figure 6C; p = 0.013). At an alpha level of 0.01, the average number of measurements per week was significantly higher for recruitment by random site visits (R4) vs. personal connections (R1; Figure 6B; p = 0.003). No other statistically significant differences (alpha level = 0.05) were observed between the remaining possible pairs of recruitment methods.
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FIGURE 6. Heatmap of the number of measurements per year-week for a 22-week period from the first week of May (i.e., 2018-18) through the end of September (i.e., 2018-39). Each column of pixels represents a single week. Each row of pixels represents (A) an individual citizen scientist (n = 154), (B) averages from the four recruitment methods [i.e., R1: Leveraging personal relationships (n = 53); R2: Social media (n = 11); R3: Outreach programs (n = 61); R4: Random site visits (n = 29)], or (C) motivation method group [i.e., paid (n = 37) or volunteer (n = 117)]; see sections Recruiting and Motivating Citizen Scientists and Recruiting and Motivating Citizen Scientists Results for details). The color of each pixel represents the number of measurements performed each week. Light and dark blue represent one and seven measurements, respectively; white means zero measurements were performed that week. For panel (A) citizen scientists are sorted vertically in reverse chronological order by the date of their first measurement; the rate of recruitment is shown by the slope of the left edge of pixels in the heatmap—larger negative slopes (i.e., 2018-18 and 2018-19) represent higher recruitment rates. When computing grouped averages for panels (B,C), zeroes were used for citizen scientists that did not perform measurements in the respective weeks.



The number of active citizen scientists peaked in May (n = 121) and decreased through the campaign until September (n = 64; Table 3). The ratio of female to male citizen scientists remained relatively stable throughout the period (mean = 63%). From May to September, the number of volunteer citizen scientists decreased by 66%, whereas the number of paid citizen scientists only decreased by 5%. The most stable age group was ≤18, followed by 19–25, and finally >25. In terms of education, <Bachelors and >Bachelors were more stable than Bachelors, which decreased by 53%.



Table 3. Assumptions and the resulting costs for each recruitment and motivational category.
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From May through September 2018, the average citizen scientist took 42 measurements (min = 1, max = 148, std = 39). Sixteen citizen scientists took only one measurement. Based on results from Kruskal-Wallis H tests, paid citizen scientists took significantly more measurements than volunteers (Figure 7; alpha level = 0.01; p = 0.005). No other statistically significant differences in contributions were observed.
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FIGURE 7. Grouped box plots showing the medians and distributions of the number of citizen scientist precipitation observations per month. Box plot groups are shown for four different categories: (A) volunteer or paid; (B) gender, (C) age, and (D) education. For education, citizen scientists were classified into the highest education level that they had either completed or were currently enrolled in. An asterisk (*) in the subplot title indicates statistically significant differences (alpha level = 0.01) between the number of measurements performed by each group within that category during the entire 5-month period.



There were statistically significant correlations between the number of measurements taken and mean daily precipitation for the same day (Figure 8A; r = 0.60; r critical = 0.21; alpha level = 0.01) and the previous day (Figure 8B; r = 0.38; r critical = 0.21; alpha level = 0.01), but the strength of the same day correlation was stronger, explaining 36% of the variance, while the previous day precipitation explained only 14%. This suggests that the harder it rains the more likely citizen scientists are to take a measurement that same day (and the next but less so).
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FIGURE 8. Scatter plot of the number of measurements per day as a function of mean daily precipitation for the (A) same day and (B) previous day. Mean daily precipitation was taken as the average of all citizen scientists' measurements. There were statistically significant correlations (Pearson's r) for the (A) same day (r = 0.60; r critical = 0.21; alpha level = 0.01) and the previous day (r = 0.38; r critical = 0.21; alpha level = 0.01).





Performance of Citizen Scientists Results

Citizen scientist observation errors were found for 9% (n = 592) of the total measurements (n = 6656). Meniscus errors (n = 346) (Figure 9; light blue area) accounted for 58% of observation errors. Unit errors (n = 50) (Figure 9; light red sector) comprised 8% of the errors. Finally, unknown errors (n = 196) accounted for the remaining 33% of observational errors.
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FIGURE 9. Scatter plot of corrected records (n = 592) with original (i.e., raw) precipitation entries on the horizontal axis and edited (i.e., after quality control) values on the vertical axis. Data is shown for three different scales: (A) 0–10 mm, (B) 0–50 mm, and (C) 0–200 mm. Meniscus error range (n = 346) is shown as light blue area, while Unit error range (n = 50) is shown as light red sector. Points outside of the light blue and light red areas are unknown errors (n = 196).



Only six citizen scientists had Unit, Meniscus, and Unknown errors. 41 citizen scientists had both Meniscus and Unknown errors; 10 had both Meniscus and Unit errors; and 8 had Unit and Unknown errors. The largest number of errors for a citizen scientist was 32, or 22% of their 143 records. The mean citizen scientist performance ratio (PR) was 93% (Figure 10). Stated alternatively, on average, there were errors on 7% of the measurements from citizen scientists. There were a total of 63 citizen scientists with perfect PRs (100%); 10 of these recorded more than the median number of measurements and 53 less (38 below Q1). Citizen scientists who took a moderate number of measurements (i.e., interquartile range (IQR) between Q1 and Q3; middle 50%) were significantly more likely to have a worse PR than those outside of the interquartile range (Figure 10; alpha level = 0.01; p = 0.0001).
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FIGURE 10. Summary of (A) the number of measurements collected from May through September with volunteer and paid citizen scientists distinguished and (B) the corresponding error composition for all 154 citizen scientists. Citizen scientists sorted in descending order by their total number of measurements. Performance ratio (PR) becomes less informative as the total number of measurements for each citizen scientist decreases, especially at or below two.





Cost per Observation Results

Fixed costs for equipment (S4W gauge) were 0.87 USD. Fixed costs for recruiting ranged from 0.66 to 5.02 USD, while for motivation they were 8.79 and 8.45 USD for volunteer and paid citizen scientists, respectively (Table 4; see Table 1 for details). Variable costs were only applicable for paid citizen scientists, and were 0.22 USD per observation. Outreach programs recruited the largest number of citizen scientists (n = 61), but were also the most expensive recruitment method (5.02 USD per citizen scientists recruited). Leveraging personal relationships was the second most effective (n = 53) and cheapest approach (0.66 USD). Random site visits recruited 29 citizen scientists, of whom 27 were paid, and cost roughly 2.45 USD per recruited citizen scientist. Only 11 citizen scientists joined the monitoring campaign purely through social media, for a cost of 1.75 USD per recruited citizen scientist.



Table 4. Summary of fixed and variable costs for equipment, recruitment, and motivation per citizen scientist, including the number of applicable citizen scientists.
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Estimated average costs per observation (CPO) for all citizen scientists ranged from 0.07 to 14.68 USD and 0.30 to 11.99 USD for volunteer and paid citizen scientists, respectively (Figure 11). Median CPOs where 0.47 USD for both volunteer and paid citizen scientists. Because all costs for volunteers are fixed, the number of observations per citizen scientist had the largest impact on CPOs. For example, volunteer citizen scientists (recruited with outreach programs) that took only one measurement had CPOs of 14.68 USD (Figure 11A). For paid citizen scientists, fixed costs were lower, but an additional variable cost of 0.22 USD (25 NPR) was added due to per observation payments. This resulted in a smaller range of CPOs, where (1) minimum CPOs approached per observation payment amount as the number of observations performed increased and (2) maximum CPOs approached fixed costs for paid citizen scientists as the number of measurements approached one (Figures 11C,D). Performance ratio (PR) did not appear to be related with CPO (Figures 11A,B).
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FIGURE 11. Scatter plots of performance ratio (PR) as a function of average cost per observation for costs from (A) 0–16 USD and (B) 0–2 USD ranges, respectively. Each point represents the performance ratio and average cost per observation for a single citizen scientist. Histograms below show the total number of citizen scientists in each cost bin for (C) 0–16 USD and (D) 0–2 USD ranges, respectively.



Gauge cost had a large impact on fixed costs for all citizen scientists. For example, increasing gauge cost from 0.87 USD (S4W gauge) to 31.50 USD (CoCoRaHS gauge) increased median CPOs from 0.47 to 1.57 and 1.12 USD for volunteer and paid citizen scientists, respectively. Using DHM gauges, which cost 65.60 USD, increases median CPOs to 2.88 and 1.85 USD for volunteer and paid citizen scientists, respectively. This analysis was limited to 5 months, however, since the estimated lifespan of all three gauges is well over 5 months (perhaps 5 years or longer), CPOs will decrease as more measurements are taken. As gauge lifespan increases, CPOs approach the sum of annually recurring fixed costs plus per observation variable costs.




DISCUSSION


S4W Rain Gauge Discussion

In the context of wind induced errors arising from using (or not using) wind shields or differences in gauge heights, which can be as large as 10% for precipitation gauges of the same type (Sevruk and Klemm, 1989), the S4W gauge errors related to evaporation, soaking, and condensation are relatively small. Nevertheless, our findings highlight the importance of (1) using covers to minimize evaporation (regardless of cap type), in addition to (2) effective training on how to properly install covers to minimize air gaps and evaporation losses. Since evaporation can be limited by the amount of time that ponded water is stored in the gauge, citizen scientists should be encouraged to take measurements as quickly as possible after precipitation events. Citizen scientists should also be specifically guided to minimize the other errors discussed in section Error Analysis by: (1) keeping gauge inlets free of clogging hazards, (2) fully emptying gauges after measurements, and (3) taking readings on level surfaces.

Average S4W gauge evaporation losses with Cap1 (mean = 0.5 mm day−1) and Cap2 (mean = 0.3 mm day−1) compared favorably with Tretyakov gauge summer evaporation losses reported by Aaltonen et al. (1993), which ranged from 0.3 to 0.8 mm day−1. Interestingly, Golubev et al. (1992) found evaporation losses from US National Weather Service 203 mm (8-inch) gauges (similar to the DHM gauge used in this investigation) to be “negligible” (e.g., 0.2 mm day−1). While variability in evaporation can be partially explained by differences in solar radiation, wind speed, temperature, and relative humidity (Sevruk and Klemm, 1989), it is also possible that small differences in cover installation could also explain part of the observed variability in evaporation losses. For example, if a cover is installed at an angle, or not firmly pressed down, a small opening between the lid and the inside of the gauge can remain. These small openings could account for some of the high evaporation rates observed with Cap1 (max = 1.0 mm day−1) and Cap2 (max = 1.3 mm day−1) cover configurations (Table 2).

S4W gauges should be manually saturated prior to data collection to avoid the first roughly 3.9 mm of rain going to concrete saturation (Table 2). While subsequent saturation took only 0.8 mm, if not corrected for, this could introduce systematic negative bias into S4W gauge measurements. In order to reduce the need for corrections, alternative lower-porosity materials for filling the bottom of S4W gauges should be investigated.

Citizen scientists should be encouraged to take measurements at a consistent time in the morning (e.g., 07:00 LT; Reges et al., 2016) to minimize condensation errors and to simplify data processing. S4W gauge condensation averaged 0.31 mm, which is 61% of observed average daily Cap1 evaporation rates (0.5 mm day−1) and 39% of concrete saturation requirements (0.8 mm). While percentage-wise, condensation errors were smaller than evaporation and concrete saturation, taking measurements in the morning (or evening) when condensation accumulations are low can reduce these errors. A correction for condensation errors could be added if the time of a measurement is during peak daylight hours.

While S4W gauge error was relatively small (−2.9%) compared to the DHM standard, it is still possible to apply corrections for the systematic S4W gauge errors. We suggest that corrections could be based on either an (1) error correction factor (ECF) or (2) evaporation (EVAP). The ECF uses cumulative precipitation values for S4W and DHM gauges to develop a constant correction, which is our case was 1.03. After adjusting S4W gauge records with the ECF approach, corrected cumulative S4W precipitation matched the DHM total of 927 mm. Alternatively, the EVAP approach is based on average daily evaporation (i.e., 0.5 mm) with soaking requirements (i.e., 0.8 mm) as an upper limit. After applying the EVAP approach, corrected cumulative S4W precipitation was 943 mm, or roughly 1.8% higher than DHM. Additional details regarding both of these approaches are included as Supplementary Material.

It is important to note that gauge errors, or systematic measurement differences, arising from differences in gauge installations were not evaluated. While standardizing gauge installation criteria like gauge height could help to minimize these differences, it may not be practical to apply such standards to citizen science projects in urban areas. For example, in the densely populated mid-rise core urban areas of Kathmandu, installing precipitation gauges at 1 m would only be possible in large courtyards. In these cases, it is likely more practical (and accurate) to install rain gauges on roof tops.

S4W gauge evaluation results should be considered the likely errors for “ideal” citizen scientists. Other possible errors that may impact citizen scientists' measurements include: (1) clogging of gauge inlets, (2) incomplete emptying of gauges, (3) improper gauge installation, and (4) taking readings on unlevel surfaces. Because we performed gauge intercomparison measurements ourselves with focused attention on avoiding these issues, they are not reflected in our results. Future work should consider the impacts of these potential error sources on citizen scientist measurements. Since it is likely that effective training and follow-up is the key to minimizing such errors, future work should also explore the effectiveness of different training approaches on different audiences.



Recruiting and Motivating Citizen Scientists Discussion

Our results showed that citizen scientists recruited via random site visits (R4; alpha = 0.01), social media (R2; alpha = 0.05), and outreach programs (R3; alpha = 0.05) on average took significantly more measurements than those recruited from personal connections (R1). Since all but two citizen scientists recruited from random site visits were also paid, it is not clear if the greater number of measurements was due to the recruitment method or payment, or a combination of the two. Citizen scientists who were recruited via social media had to take several self-initiated steps to move from (1) initially seeing something about S4W-Nepal on social media to (2) collecting precipitation data during the 2018 monsoon. In contrast, the barrier to entry for other recruitment methods was lower, and was externally initiated through interpersonal interactions. Therefore, the initial investment and motivation level of citizen scientists who joined the monitoring campaign through social media is relatively higher.

A survival analysis of volunteers in CoCoRaHS, the longest running large scale citizen science-based precipitation monitoring effort, found that retirement aged participants (i.e., ages 60 and above) were most likely to continue taking measurements (Sheppard et al., 2017). This suggests that older citizen scientists are most easily motivated, at least in a western context. While we did not have any retirement aged participants, our oldest age group (>25) actually had the largest attrition rates (52%). Future citizen science projects in Asia should focus on involving older citizen scientists to test the validity of this finding in the context of Nepal or other Asian settings.

Since payment appears to be an effective motivation, future work should explore how payment can be used as an effective means of recruitment. Also, recruitment of citizen scientists should be expanded to focus on retirement age groups and on clear communication of the usefulness of generated precipitation data.

While we only observed statistically significant differences in citizen science performance due to payment, roughly half of the bachelor's students involved in the project continued their involvement in the project (attrition rate was 53% for the 5 months campaign) without monetary motivations (no bachelor's students received payments). This suggests that students can be motivated to participate in citizen science projects with incentives like (1) the opportunity to use data for their research projects (e.g., bachelor's theses), (2) lucky draws (i.e., raffles or giveaways), and (3) by receiving certificates of involvement. However, these student-focused incentives often lead to data collection in urban areas, and may not be effective at generating data in rural areas with limited student populations and relatively low scientific literacy levels. In such areas, payments may be the most effective near-term incentive.

Survey results from CoCoRaHS volunteers have shown that a significant motivational factor is the knowledge that the data they are providing is useful (Reges et al., 2016). Therefore, a key component of any citizen science project should be “closing the loop” back to citizen scientists by clearly communicating the usefulness of their data, along with easy to understand examples. Our experience has shown that the difficulty of “closing the loop” increases as the citizen scientists' scientific literacy decreases. Therefore, in places like rural Nepal with, on average, relatively low scientific literacy rates, additional efforts must be made to properly contextualize and connect abstract concepts like data collection and fact-based decision making to the daily lives of community members. Payments might also be an important intermediate solution to motivate involvement while generational improvements in scientific literacy are realized.

Finally, even though we specifically reinforced the value of measuring zeros during training, our results suggested that the magnitude of precipitation was an important motivator for citizen scientists. However, there was some noise in this relationship because for the citizen scientists who did not take measurements, it was unknown whether this occurred because (1) there was no measurable precipitation in their gauge that day, or (2) they simply did not take a measurement. Regardless, this suggests that it may be difficult to motivate people to continue taking regular measurements outside the monsoon season, so focused monsoon monitoring campaigns are a good solution.



Performance of Citizen Scientists Discussion

Our findings reinforce the importance of including photographic records so that citizen science observations can be quality controlled and corrected if necessary. In our 5-month campaign, 9% of measurements required corrections; if not for photographic records, these errors may have been more difficult to detect, or may have gone unnoticed. It is important to note that the feedback we provided to citizen scientists about their errors during the campaign most likely led to fewer errors than there would have been without feedback. Future work should explore the opportunity to automate the quality control process by leveraging machine learning techniques to automatically retrieve correct values from photographs of measurements. Meniscus errors were more difficult to identify and correct from photographic records. Training citizen scientists to read the lower meniscus was at times a difficult task, because of the small variations in readings, often on the order of only a few millimeters.



Cost per Observation Discussion

Median CPOs of 0.47 USD for both volunteer and paid citizen scientists were roughly equivalent to 1 h of labor at nationally averaged rates (0.48 USD per hour; see section Cost per Observation for details). The cost per observation analysis revealed well over an order of magnitude difference between minimum and maximum average CPO for both volunteer and paid citizen scientists; this demonstrates the sensitivity of CPO to the number of observations. Our initial findings suggest that personal relationships and social media are the most cost-effective means of recruitment. A limitation of this study is that only two different groups of motivations were applied to volunteer and paid citizen scientists, respectively.

There was no increase in data accuracy with increases in CPO, thus efforts to minimize CPO do not appear to systematically lower PR. An important part of sustaining citizen science efforts is funding, and all efforts to minimize CPO while maintaining data quality will lead to lower funding requirements and greater chances of sustainability.

Since it is difficult to predict how citizen scientists will respond to recruitment and motivational efforts, returns on investments (as partially quantified by CPO) in citizen science monitoring efforts are uncertain and difficult to predict. Improved characterization of the effectiveness of different recruitment and motivational strategies will facilitate better understanding of the returns from citizen science-based precipitation monitoring investments.



Outlook

Using gauges constructed by citizen scientists could make citizen science rainfall monitoring approaches more scalable. However, if such gauges are used in future studies, the errors related to differences in construction quality should be evaluated. Since this study did not investigate potential gauge errors arising from (1) gauge clogging, (2) incomplete draining, (3) improper gauge installation, and (4) taking readings on unlevel surfaces, future work should focus on characterizing these errors. Additionally, the effectiveness of different training approaches aimed at minimizing such errors should be evaluated. Opportunities to automate the quality control review process used in this study (i.e., manual retrieval of correct rainfall values from photographs) should also be investigated.

While leveraging personal relationships was a cost-effective means of citizen scientist recruitment, relying on this method poses challenges to scalability. Future efforts should focus on development and refinement of more scalable approaches. We see young researchers (grade 8 through graduate school) as potential catalysts toward expanding and sustaining citizen science-based monitoring efforts. Future work should explore how sustainable measurements of precipitation (and other parameters) can be achieved by linking standard measurement goals and methods developed by professional scientists with (1) young researchers, (2) citizen science at the community level, and (3) a common technology platform including low-cost sensors (not necessarily electronic). Involving young researchers in this process has the potential benefits of both improving the quality of their education and level of practical experience, while simultaneously providing valuable data to support fact-based decision making. As previously mentioned (see section Recruiting and Motivating Citizen Scientists Discussion), the potential role of retired aged participants (i.e., ages 60 and above) in Asian citizen science projects, along with the possibility of using payment as a means of recruitment should also be investigated.

Finally, future efforts should explore the potential for cross-cutting organizations to facilitate and catalyze this process by linking young water-related researchers across a range of academic institutions related to water including: natural sciences, agriculture, engineering, forestry, economics, sociology, urban planning, etc. Desired outcomes of these links would be to (1) encourage young researchers to focus their efforts on relevant and multidisciplinary research topics and (2) encourage academic institutions to integrate participatory monitoring into their curricula and academic requirements (Shah and Martinez, 2016). Ultimately, these young researchers can then become the champions of engaging citizen scientists in the communities where they grew up, live, research, and work.




CONCLUSIONS

Our results illustrate the potential role of citizen science and low-cost precipitation sensors (e.g., repurposed soda bottles) in filling globally growing precipitation data gaps, especially in resource constrained environments like Nepal. Regardless of how simple low-cost gauges may be, it is critical to perform detailed error analyses in order to understand and correct, when possible, low-cost gauge errors. In this study, we analyzed three types of S4W gauge errors: evaporation (0.5 mm day−1), concrete soaking (3.9 mm initial and 0.8 mm subsequent), and condensation (0.31 mm). Compared to standard DHM gauges, S4W and CoCoRaHS cumulative gauge errors were −2.9 and 0.3%, respectively, and were relatively small given the magnitude of other errors (e.g., wind induced) that affect all “catch” type gauges.

In total, 154 citizen scientists participated in the project, and on average performed 42 measurements (n = 6,656 total) during the 5-month campaign from May to September 2018. Citizen scientists recruited via random site visits, social media, and outreach programs (listed in decreasing order) took significantly more measurements than those recruited via personal connections. Payment was the only categorization (i.e., not gender, education level, or age) that caused a statistically significant difference in the number of measurements per citizen scientist, and was therefore an effective motivational method. We identified three categories of citizen science observation errors (n = 592; 9% of total measurements): unit (n = 50; 8% of errors), meniscus (n = 346; 58% of errors), and unknown (n = 196; 33% of errors). Our results illustrate that simple smartphone-based metadata like GPS-generated coordinates, date and time, and photographs are essential for citizen science projects. Estimated cost per observation (CPO) was highly dependent on the number of measurements taken by each participant and ranged from 0.07 to 14.68 USD and 0.30 to 11.99 USD for volunteer and paid citizen scientists, respectively. Median CPOs were 0.47 USD for both volunteer and paid citizen scientists. There was no increase in data accuracy with increases in CPO, thus efforts to minimize CPO do not appear to systematically lower citizen scientist performance.
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There are now many ongoing efforts to develop low-cost, open-source, low-power sensors and datalogging solutions for environmental monitoring applications. Many of these have advanced to the point that high quality scientific measurements can be made using relatively inexpensive and increasingly off-the-shelf components. With the development of these innovative systems, however, comes the ability to generate large volumes of high-frequency monitoring data and the challenge of how to log, transmit, store, and share the resulting data. This paper describes a new web application that was designed to enable citizen scientists to stream sensor data from a network of Arduino-based dataloggers to a web-based Data Sharing Portal. This system enables registration of new sensor nodes through a Data Sharing Portal website. Once registered, any Internet connected data-logging device (e.g., connected via cellular or Wi-Fi) can then post data to the portal through a web service application programming interface (API). Data are stored in a back-end data store that implements Version 2 of the Observations Data Model (ODM2). Live data can then be viewed using multiple visualization tools, downloaded from the Data Sharing Portal in a simple text format, or accessed via WaterOneFlow web services for machine-to-machine data exchange. This system was built to support an emerging network of open-source, wireless water quality monitoring stations developed and deployed by the EnviroDIY community for do-it-yourself environmental science and monitoring, initially within the Delaware River Watershed. However, the architecture and components of the ODM2 Data Sharing Portal are generic, open-source, and could be deployed for use with any Internet connected device capable of making measurements and formulating an HTTP POST request.

Keywords: low-cost, open-source, environmental sensors, data management, Arduino, Mayfly datalogger, EnviroDIY, Monitor My Watershed


INTRODUCTION

Although it is increasingly common for research groups, organizations, and agencies to collect time series data using in situ environmental sensors (Hart and Martinez, 2006; Rundel et al., 2009; Muste et al., 2013), the cost of environmental sensors and sensing systems is still a major limitation to their more widespread and long-term use. The base cost for the data logging components of a scientific-grade, in situ environmental monitoring station can be upward of $5000 USD, excluding the cost of the sensors for collecting the data, which may cost many thousands more. Additionally, while commercially available data logging and telemetry systems generally have robust and proven capabilities, they also tend to be proprietary, manufacturer specific, and closed, making it difficult in some cases to integrate dataloggers, communication peripherals, and sensors across manufacturers. These challenges associated with using existing commercial environmental sensing equipment, along with the now ubiquitous and inexpensive availability of easy to use microcontroller units such as the Arduino suite of products1, single-board computers like the Raspberry Pi2, and the diverse array of Internet of Things (IoT) devices have driven new innovations in low-cost, low-power, and do-it-yourself (DIY) environmental sensing and data logging (hereafter referred to as “low-cost sensing”) (Baker, 2014; Ferdoush and Li, 2014; Wickert, 2014; Sadler et al., 2016; Beddows and Mallon, 2018).

Using increasingly off-the-shelf components, scientists of varying skill levels can now develop functional dataloggers for tens or hundreds of dollars rather than thousands, with capabilities for integrating high quality environmental sensors, or less expensive sensors that are now also increasingly available (Ensign et al., 2019). A variety of communication options are available for telemetering data, including cellular, spread spectrum radio, and Wi-Fi, and applications include continuous monitoring of indoor and outdoor air quality (Gualtieri et al., 2017; Karami et al., 2018), monitoring of ambient environmental conditions (Faustine et al., 2014; Adu-Manu et al., 2017), adaptive workflows and decision support using real-time data (e.g., Wong and Kerkez, 2016), among others. This ability to assemble fully functional environmental sensor stations for much lower cost is attractive to scientists, who, in many cases, wish to increase the spatial and temporal coverage of their data collection activities. Lower cost can potentially mean more stations, more sensors, and more information. Lower cost has also made these types of devices attractive to many citizen science data collection efforts.

With the development of these innovative low-cost sensing systems, however, comes the ability to generate large volumes of high-frequency data and the challenges of how to log, transmit, store, manage, and share the resulting data (Abu-Elkheir et al., 2013). Sensor data can be difficult to manage, especially as the number of sites, variables, and the time period over which observations are collected increases (Jones et al., 2015). Because Arduino microcontrollers, Raspberry Pi computers, and other systems like them are not purpose built as environmental dataloggers, one major challenge for using them in low-cost sensing applications lies in programming them to function as dataloggers (Jiang et al., 2016; Mazumdar et al., 2017). While this is becoming easier as the number of examples shared on the Internet increases, this is still left to the user. In contrast, many commercially available, purpose-built dataloggers make much of this type of programming transparent to the user through the use of datalogger program development software provided by the manufacturer.

Another major challenge that many projects and data managers face is how to consolidate data from a network of monitoring sites to a centralized location where they can be stored, archived, checked for quality, and then used for scientific analyses or shared with potential users (Rundel et al., 2009; Jones et al., 2017). Potential heterogeneity in the syntax and semantics of the data can complicate this step (Samourkasidis et al., 2018). Commercial sensing systems usually come with a proprietary software product that provides this functionality, whereas low-cost sensing systems are usually custom built and lack robust software that provides these capabilities. Finally, providing convenient methods for web-based access to visualize and download observational data for a variety of users whose technical skills may vary can also be challenging (Horsburgh et al., 2011; Demir and Krajewski, 2013; Muste et al., 2013; Mason et al., 2014) – yet these are basic capabilities needed for managing and sharing environmental sensor data, regardless of how they are collected.

In this paper we describe a web-based software application called the ODM2 Data Sharing Portal that was designed and developed to enable streaming of data from low-cost sensing systems deployed in the field to a centralized, web-based data repository. The specific driver for creating this software was to support data collection and management for a group of conservation organizations and citizen scientists in the Delaware River Watershed in the eastern United States who are deploying water quality monitoring sites using an Arduino-based, EnviroDIY Mayfly Data Logger BoardTM3 paired with low-cost hydrologic and water quality sensors (see Monitor My Watershed Data Sharing Portal Case Study). While the ODM2 Data Sharing Portal was built to support the emerging network of Arduino-based sensor nodes in the Delaware River Watershed, the architecture and components are generic, open-source, and could be deployed by other initiatives and groups needing a centralized data repository for environmental sensor data. Specific contributions of this work include an innovative, push-based architecture and simple messaging protocol that enables communications between a network of remote monitoring sites and a centralized data portal server. We describe our approach for storing and managing the sensor data and associated metadata, as well as techniques for producing high-performance, web-based visualization and access to the data. Finally, we provide an open-source implementation of the web portal and data management functionality we found necessary to support a community of citizen scientists in developing a network of low-cost environmental sensing stations.



MATERIALS AND METHODS

Design and Overall Software Architecture

Our goal in developing the ODM2 Data Sharing Portal was to provide a system that could be used by citizen scientists to stream data from a variety of low-cost water quality sensing stations, such as those powered by Arduino-based EnviroDIY Mayfly dataloggers, to a centralized data repository where they could be stored, managed, and accessed by other members of the citizen science and water resources community. The following requirements motivated our implementation:

(1) Open-source software development to facilitate free deployment and software reuse;

(2) A graphical user interface (GUI) that supports users with varying levels of technical capabilities, including citizen scientists, and functions on a variety of computing platforms;

(3) Ability to register monitoring sites and configure the list of observed variables at each site;

(4) Support for a standard data/messaging protocol that enables pushing data from monitoring sites in the field using a variety of low-cost dataloggers to the centralized server;

(5) Persistent storage of the data pushed to the centralized server from monitoring sites;

(6) Ability to discover and access data from other monitoring sites within the network;

(7) Basic security to support ownership of registered sites and data and to avoid unwanted spam;

(8) Screening-level visualizations of data for monitoring the status of data collection sites;

(9) Access to download monitoring data in a comma-separated text format;

(10) Machine-to-machine data discoverability and access via web services; and

(11) Administrative functions for managing metadata for sensors, variables, and units.

The ODM2 Data Sharing Portal was designed as a web application with a web browser-based GUI. The overall Architecture of the software consists of a user interface layer, a web framework layer, a web service layer, and a data storage layer (Figure 1). In the following sections, we describe the high-level design of each of the architectural layers, their key components, and their basic functionality. In Section “Results” we describe a specific implementation of the ODM2 Data Sharing Portal for the Monitor My Watershed network of water quality monitoring sites, each of which uses an Arduino-based EnviroDIY Mayfly datalogger. Finally, in the “Discussion and Conclusions” section we discuss the capabilities of the system, some of the challenges we faced in our implementation, and how they were overcome.
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FIGURE 1. Architecture of the Data Sharing Portal.



User Interface Layer

The user interface layer was implemented primarily using HTML5, cascading style sheets (CSS), and JavaScript, which function in all modern web browsers. This meets the requirements for operation across multiple computer operating systems as well as ensuring that functionality of the Data Sharing Portal is presented to users in a way that does not require specialized software installation. It also ensures that the functionality of the data sharing portal is available to users of varying technical capabilities. We assumed that most, if not all, potential users are familiar with using a web browser. A number of common and openly available front-end development tools were used to facilitate development of the web user interface (Table 1). We provide these here for completeness and to document the dependencies of the ODM2 Data Sharing Portal code.

TABLE 1. Tools used for developing the web user interface of the Data Sharing Portal.

[image: image]

The user interface of the ODM2 Data Sharing Portal consists of three main pages that are focused on meeting the functional requirements listed above. The “My Sites” page enables users to register new monitoring sites and manage their list of registered sites and followed sites. The “Site Details” page enables users to edit the metadata for a monitoring site and manage the list of variables measured at a site. The “Browse Sites” page is provided for discovering and accessing sites registered by other users. Additionally, pages are provided for creating a new user account, logging into the portal, and editing a user’s profile. Finally, for administrative users of the system, an “Admin” page is provided for modifying lists of sensors, variables, and units presented to users when they are registering sites. Specific functionality of each of these pages is presented in the context of the Monitor My Watershed instance of the ODM2 Data Sharing Portal (see Results).

Web Framework Layer

The ODM2 Data Sharing Portal was developed using the Python Django web framework4. We chose it over other frameworks because it is freely available, open-source, and supports rapid and straightforward development of common website functionality (e.g., user and account management, authentication, content management, etc.) using existing web components that are reliable, interchangeable, and scalable. Because it is Python based, it can be deployed on multiple server platforms (e.g., Linux or Windows) and can be used with a variety of web server software applications [e.g., Apache, NGINX, and Microsoft’s Internet Information Services (IIS)]. These capabilities enable multiple options for deployment; however, for the ODM2 Data Sharing Portal, we targeted deployment of the Django Web Framework on an Ubuntu Linux server using a combination of the NGINX web server along with the Gunicorn app server. NGINX generally handles serving the static content of the ODM2 Data Sharing Portal website, whereas Gunicorn handles any web requests that must be dynamically generated. The combination of Django, NGINX, and Gunicorn is a common deployment environment for open-source web applications targeted for deployment on a Linux server.

Data Storage Layer

The ODM2 Data Sharing Portal uses a combination of technologies in its storage layer. First, Django’s Object-Relational Mapping (ORM) functionality is used along with an instance of PostgreSQL5 to store Django’s native database. Django uses its native database to store dynamic configuration data (e.g., users, sessions, permissions), along with other cached application data for faster access. In addition to Django’s database, we also implemented an instance of ODM2 (Horsburgh et al., 2016) in PostgreSQL. ODM2 provides an extensive information model for storing observational data along with metadata describing monitoring sites, deployed sensors, observed variables and units, sensor depth/height, and individuals and organizations responsible for data collection, making it an obvious choice to serve as the back-end data store and archive for the Data Sharing Portal. We chose PostgreSQL for implementing the relational database components of the storage layer because it integrates well with Django’s ORM functionality, provides robust and advanced relational database functionality, is Structured Query Language (SQL) compliant, and is freely available and open-source.

The final component of the data storage layer is a cache database that we implemented for providing high-performance data queries and time series data access. It is used in generating visualizations of the time series data for display on the website and for providing high-performance data download. The cache database was created in the InfluxDB time series database system6, which is a high-performance data store written specifically for storing, managing, and real-time querying of timestamped data like those produced by environmental monitoring sites. Time series databases like InfluxDB have been used extensively with financial data, but have more recently been adapted for use in a variety of newer applications, including storing and managing high-resolution data resulting from monitoring of computational server systems and infrastructure (e.g., development operations or “DevOps”) and storing and managing timestamped data from IoT applications. Time series databases are optimized for storage, summarization, and aggregation of timestamped data, along with handling time-dependent queries over large numbers of data values, making a time series database ideal for the data caching needs of the portal. InfluxDB is freely available and part of a set of open-source core components that also have commercial offerings.

Web Service Layer

The primary function of the web service layer is to enable Internet-connected dataloggers to submit data to an instance of the Data Sharing Portal. We chose a push-based communication model where individual dataloggers push their data to the central repository for three main reasons. First, this negates the need for each individual datalogger to have a static and unique network or Internet Protocol (IP) address that can be consistently accessed by a centralized server. This is an important consideration because low-cost dataloggers may use a variety of hardware (e.g., Arduino versus Raspberry Pi) and a variety of means and service providers for connecting to the Internet (e.g., cellular, Wi-Fi, spread-spectrum radio, or a combination of these). Thus, they may not always have static IP addresses. We anticipated that it would likely be impossible for a centralized server to consistently connect to and pull data from all of the registered monitoring sites.

Second, the push model relies on the portal exposing a standard data submission interface to which remote dataloggers can push their data. With a standardized data submission interface, the portal needs only focus on receiving and acting upon requests from remote dataloggers and does not have to concern itself with making low-level device connections and mediating across communication protocols that may be inconsistent across different types of dataloggers. Indeed, reliance on a push model and a standardized data submission interface means that any Internet connected device or datalogger can push data to an instance of the Data Sharing Portal.

Last, the push model can result in significant power economy for low-power dataloggers deployed in the field because they do not have to stay awake to listen for pull requests from a centralized server. Each data collection device has full autonomy to send data to the server as often as it needs to and only when it needs to, which provides the owner of the datalogger with considerable flexibility in choosing data collection, recording, and transmission schedules that meet data collection needs while balancing power requirements.

Using the Django REST Framework7, which is an extension of Django for building representational state transfer (REST) web services, we built a REST web service that enables any Internet-connected device to send data to an instance of the ODM2 Data Sharing Portal using standard HTTP POST requests. POST requests sent to the server are encoded using JavaScript Object Notation (JSON), and the portal returns standard HTTP responses (e.g., CREATED 201 when a POST request successfully creates new data in the portal’s database) that can be interpreted by the datalogger to determine whether a request was successfully received and processed. As a simple security measure aimed at preventing unauthorized spam requests to the web service, we implemented a token-based authorization system for web service requests. Each registered data collection site is assigned a unique identifier and an authorization token visible only to the site owner. Each web service request received by the portal is first checked to make sure that a valid authorization token is provided and that it matches the identifier of the site in the request. Any requests with invalid tokens or mismatched tokens and site identifiers are automatically ignored. The JSON format for POST requests and the syntax of tokens and identifiers used in the messages are described in more detail in Section “Results.”



RESULTS

Monitor My Watershed Data Sharing Portal Case Study

In this section, we describe a production instance of the ODM2 Data Sharing Portal software for the Monitor My Watershed®network8. Monitor My Watershed is an evolving program for conservation organizations, citizen scientists, and students that bridges science, technology, engineering, and mathematics (STEM) by incorporating open-source hardware and software, environmental monitoring, ecosystem science, and data analysis and interpretation (Bressler et al., 2018; Ensign et al., 2019). The program is multi-faceted, with goals to (a) enhance knowledge and stewardship of fresh water and other natural resources, (b) increase citizen access, use, collection, and sharing of environmental data, (c) increase STEM literacy, and (d) develop methods, protocols, curricula, and workshop materials to support STEM educators and programs.

A core component of Monitor My Watershed is a network of monitoring sites deployed by participants using EnviroDIY Mayfly dataloggers (see Mayfly Loggers and the EnviroDIY Modular Sensors Library). The ODM2 Data Sharing Portal described in this paper was developed to capture, manage, and provide access to environmental monitoring data from these DIY devices and for aquatic macroinvertebrate data that are part of the Leaf Pack Network® stream ecology program. These online tools are part of a broader set of digital tools available at https://WikiWatershed.org, that are designed to support researchers, conservation practitioners, municipal decision-makers, educators, and students that are interested in water resources and environmental stewardship.

In 2010, a research team at the Stroud Water Research Center started developing and deploying open-source hardware and software devices to build autonomous water quality monitoring stations with real-time data telemetry. The primary motivation was to reduce costs in order to increase the spatial resolution of data for various research studies by deploying more measurement sites in streams and rivers in the Delaware River Watershed (and elsewhere). The team realized the potential for these devices to be useful for both the greater research community and also the watershed conservation community, launching the EnviroDIY website9 in 2013 to share their approaches and encourage a community of contributors to share their DIY technology for environmental monitoring, find resources, or pose questions to other users. In 2014, the William Penn Foundation funded a training and support program as an expansion of EnviroDIY under the umbrella of the Delaware River Watershed Initiative (DRWI). The DRWI is a multi-year effort supporting conservation organizations working to protect and restore stream health in the Delaware River Watershed (Freedman et al., 2018; Johnson et al., 2018).

The DRWI effort, among others, has led to the development of the tools described herein that support the use of low-cost, open-source, and low-power devices for monitoring environmental conditions, in particular sensors collecting data on water level, water temperature, specific conductivity, turbidity, dissolved oxygen, and other water quality and meteorological sensor arrays. Most of the sensors in use are commercially available, bare-wire devices that can be programmed to communicate with Arduino compatible devices like the EnviroDIY Mayfly Data Logger Board. Today, there are hundreds of devices deployed throughout the Delaware River Watershed with the help of more than 50 non-profit organizations, and hundreds of registered members using https://EnviroDIY.org as a social networking website to share their DIY technology.

Mayfly Loggers and the EnviroDIY Modular Sensors Library

Participants in the Monitor My Watershed network are using Arduino-based EnviroDIY Mayfly dataloggers10 to deploy their water quality monitoring sites. The EnviroDIY Mayfly is a user-programmable microcontroller board specifically designed to meet the needs of solar-powered, wireless environmental data logging. It uses an ATmega 1284p processor and is fully compatible with the Arduino interactive development environment (IDE) software. In addition to a more powerful processor, it has enhanced flash memory for storing larger datalogging programs, or sketches, along with additional RAM, additional input pins for sensors, a real time clock, an onboard MicroSD memory card socket, an XBee module socket for integration of communication peripherals, and a solar charge regulator. These hardware enhancements, which grew from the need for options to better enable low-cost and low-power environmental monitoring, make the EnviroDIY Mayfly a more capable datalogger when compared to many other Arduino boards. The EnviroDIY Mayfly is commercially available for purchase at a cost of $60 USD via Amazon, and hardware designs, code examples, and documentation are openly available in the Mayfly GitHub repository11. The relatively low cost and open nature of the EnviroDIY Mayfly design made it an ideal platform on which to build the citizen science monitoring efforts of the Monitor My Watershed network.

Do-it-yourself practitioners generally find rapid success at reading data from simple sensors to an EnviroDIY Mayfly or other Arduino board. However, it is much more challenging to program an Arduino to perform all of the required functions of a solar-powered monitoring station that collects data from several environmental sensors, saves observations to a MicroSD card, transmits data to a public server like the ODM2 Data Sharing Portal, and puts the sensors to sleep to conserve power between logging intervals. To make this easier for citizen scientists and other potential users, we developed the EnviroDIY Modular Sensors Arduino code library12 to support wireless, solar-powered environmental data logging applications. The Modular Sensors library coordinates these tasks by “wrapping” native sensor code libraries and other well-developed IoT code libraries into simplified, high level functions with unified conventions for arguments and returns. These wrapper functions also serve to harmonize the process of iterating through the powering up and logging of data from a diverse set of sensors and variables, avoiding code conflicts and minimizing power consumption. In addition, the library supports saving data to a MicroSD memory card, transmitting data wirelessly to an instance of the ODM2 Data Sharing Portal, and putting the processor, sensors, and peripherals to sleep to conserve power. Example code sketches included in the library were designed to serve as a sort of menu of options, where users select the options they need for their specific monitoring site along with specifying their site-specific configuration (i.e., unique registration token, site identifier, and variable identifiers) after registering their site with the portal. Last, a Wiki provides extensive documentation13 and a tutorial guide for first-time users14.

It is beyond the scope of this paper to describe all of the functionality of the Modular Sensors Library. However, the following high-level functions, which are called within an Arduino datalogging sketch, are the basis for enabling the communication between an Internet connected EnviroDIY Mayfly and an instance of the ODM2 Data Sharing Portal:

• setToken( ): Sets the unique registration token for the monitoring site to the value assigned by the ODM2 Data Sharing Portal when the site was registered in the portal.

• setSamplingFeatureUUID( ): Sets the universally unique identifier for the monitoring site assigned by the ODM2 Data Sharing Portal when the site was registered.

• completeUpdate( ): Powers all sensors and iterates through them requesting values as soon as they become available from the sensor. After all values from an individual sensor are received, that sensor is put to sleep and powered down. The iteration attempts to minimize the amount of time all sensors are active in order to conserve battery life.

• printSensorDataJSON( ): Prints a properly formatted JSON string containing the site’s registration token, sampling feature identifier, variable identifiers, observation time stamp, and numeric values of the observed variables.

• postDataEnviroDIY( ): Creates the proper HTTP headers and sends a JSON string to an instance of the ODM2 Data Sharing Portal as an HTTP POST request. Returns an HTTP response code from the ODM2 Data Sharing Portal indicating whether the POST request was successful.

POSTing Data to the Portal

HTTP POST requests containing observation data values can be sent to an instance of the ODM2 Data Sharing Portal with any desired temporal frequency. Requests include HTTP headers and a JSON-encoded body (Figure 2). The registration token in the header serves as the authentication for the ODM2 Data Sharing Portal to ensure that the POST request is from a valid, registered site. Within the body, the sampling feature and variable identifiers are used by the ODM2 Data Sharing Portal to match the data values in the POST request with the correct monitoring site and variable in the database. Any data values within a POST request that have a valid registration token and sampling feature identifier but invalid variable identifiers are ignored. Any number of observed variables can be sent with an individual POST request, but each is associated with a single sampling feature and single timestamp that identifies the data and time at which the values were recorded by the datalogger. Timestamps are encoded using the International Standards Organization (ISO) 8601 standard for encoding date and time strings (International Standards Organization [ISO], 2004).
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FIGURE 2. Format of the HTTP POST requests sent to an instance of the Data Sharing Portal to post data. In this example, numeric values are specified for two measured variables.



Portal Deployment on Server Hardware

Although all of the ODM2 Data Sharing Portal components could be installed on the same Linux server, for performance and security reasons, the Monitor My Watershed instance of the ODM2 Data Sharing Portal was deployed on two separate virtual machines running within a VMWare ESXi virtualization environment. The first machine serves as the web server for the portal website and web services. The second machine is a dedicated database server. This separation of concerns ensures that processor intensive tasks on the database server do not slow the web server down and affect the user experience. It also allowed us to keep the database server behind institutional firewalls to limit the surface area for potential security issues.

Both machines were created using Ubuntu Linux Version 16.0415, which was the latest version available at the time the machines were built and is freely available for download (the latest version available for download is 18.04). The web server was allocated four processor cores and eight GB of RAM, while the database server was allocated six cores and 16 GB of RAM. In monitoring these machines, the allocated resources have been more than adequate to serve the needs of the Monitor My Watershed network, with processor and memory usage of each machine generally being well below 25%.

Graphical User Interface

My sites: registering and managing monitoring sites

The My Sites page (Figure 3) consists of a map-based display of all of the monitoring sites that a user has registered within the portal along with access to view the details of each individual registered site via the Site Details page (described below). Users can register new sites on this page by filling in a form with the new site’s descriptive metadata, including the site’s geographic location. The descriptions of existing sites can be edited using this same form. To enhance the sharing aspects of the portal, we also added to the My Sites page a list of sites that the user is following. Followed sites are those registered by other users of the portal that the current user finds interesting or useful. Following a monitoring site is initiated by clicking on a check box on the Site Details page for any site registered within the system.
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FIGURE 3. Detailed views of the My Sites page of the Data Sharing Portal. (a) Map view of sites the user has registered and the cards for registered sites. (b) Form for creating a new site or editing an existing site.



Once a user has created a new site, the list of sensors deployed at that site and the list of measured variables and their units can be configured on the Site Details page. Users can also opt to be notified by the portal if it stops receiving sensor data for that site. When this option is selected, the user will be alerted via email when the portal does not receive any new data for the site for more than a configurable number of hours. The data alerts were implemented as a Django script that runs on the web server and is scheduled as a cron job to run every 15 min.

Site details: adding and managing sensors and observed variables

The Site Details page (Figure 4) provides a public view of the descriptive metadata for a monitoring site. For the owner of the site, it provides options for editing the site description, managing sensors and observed variables for the site, viewing and downloading data for the site, configuring the site to share its data to HydroShare (see Integration With the CUAHSI HIS and HydroShare), and deleting the site. Editing the site’s description and deleting the site can be done by the site’s owner by clicking buttons at the top of the page. When a user chooses to delete a site from the portal, that site and all of its associated sensor data are removed from the portal and its databases. Given that users create the data uploaded to the portal, we opted to enable them to delete the data. However, we also provided users with a mechanism for permanently preserving their data in an open data repository (see Integration With the CUAHSI HIS and HydroShare).
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FIGURE 4. Detailed views of the Site Details page of the Data Sharing Portal. (a) Detailed metadata for a registered site. (b) Sparkline visualizations of data for each of the variables measured at a site. (c) Interface for managing sensors and measured variables at a site. (d) Window for adding or editing a sensor for a site.



The unique identifiers associated with a site, including its registration token and its sampling feature ID, along with the unique identifiers for each of the measured variables are displayed on the page as well as via a pop-up window that makes it convenient for the user to copy the identifiers and paste them into their Arduino (or other) datalogger program for that site. To protect the security of a registered site, these codes are only displayed to the site’s owner. Users that do not own the site can view the site’s metadata, access and download the data, and choose an option to follow the site, which adds that site to a section in their My Sites page.

Toward the bottom of the Site Details page, users are presented with metadata about each variable measured at that site and screening-level visualizations of the data. Each measured variable is displayed on a card with the most recent data value shown and a sparkline plot showing the latest 72 h of data. The background of the sparkline plot is colored to indicate the age of the most recently received data value. Plots shaded green have reported data within the last 72 h and plots shaded red have not. This is a simple and quick indication of both data quality and age for users that can give at-a-glance information about whether a site is reporting data (based on the shading of the sparkline plot) and whether a sensor may be malfunctioning (based on the last reported value and the values shown in the sparkling plot). Each of the variable cards also includes a link to display the last 72 h of data in a tabular view so individual values can be inspected as well as a link to download a comma-separated text file for all of the recorded data for that variable. An additional link is provided to download a single comma-separated values text file containing the data for all measured variables at that site.

Users can manage the list of measured variables at a site by clicking the Manage Sensors button. A new measured variable can be added by selecting options from pre-populated lists of sensor manufacturers, sensor models, measured variables, and units. Additionally, the user can select the environmental medium in which the sensor is installed (e.g., air, water, sediment) and can optionally specify a height above or below the surface to enable installation of multiple sensors making simultaneous measurements at a single site, but at different heights or depths (e.g., multiple temperature sensors installed at different depths in a water column). We chose to have citizen scientists choose from pre-populated lists of sensors, variables, and units because our experience has shown that this significantly simplifies the entry of metadata describing the observed variable and ensures that metadata for all sensors and measured variables are complete and consistent. The tradeoff is that administrators of the portal must add the lists of sensor manufacturers, sensors, measured variables, and units to their instance of the ODM2 Data Sharing Portal before they can be used (see Administrative Functions). Where users wish to add a sensor, measured variable, or use units that do not already exist in the drop-down lists, the “Add New Sensor” form provides an email address for contacting an administrator of the system to get them added. Users can edit existing measured variables at a site and delete them, which removes that measured variable and any associated data from the portal’s underlying databases.

As a final option under managing sensors and measured variables, users can upload a comma separated values text file containing sensor data to be parsed into the portal’s databases. This option is important because it enables users to upload data to the portal under circumstances where communications are lost at a monitoring site making it impossible to send data via HTTP POST requests, or where sites are simply operated without a telemetry connection but with periodic data downloads (e.g., for remote sites with no nearby cellular data network). A Django script parses uploaded data files, compares the data from the file to data within the portal’s database, and adds any new data from the file to the portal. Any data in the file that already exists in the portal’s database is ignored. We modeled the format of the upload data file (Figure 5) after the file format captured on the MicroSD card by datalogger programs built using the Modular Sensors Library to ensure that users could easily download data files from their datalogger’s MicroSD card and then upload them directly to the portal. However, these files can also be constructed using code, in a text editor, or via Microsoft Excel (e.g., in the case a user wants to upload historical data for a site).
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FIGURE 5. Format of the data upload file showing a brief snippet of data for a site measuring two variables. Files are stored in comma separated value (CSV) format. Comma separators have been omitted from this view of the file for clarity.



The first column of the data file contains the timestamp in ISO 8601 format. Each subsequent column in the file contains the numeric data values for one measured variable at the site. The first line of the file contains the universally unique sampling feature identifier in the first column, and then each subsequent column contains the unique identifier for the measured variable whose numeric values appear in that column. Files can contain any number of measured variable columns and any number of rows of data. Additional header rows are allowed at the top of the file, but are ignored by the data loading script.

Browse sites: discovering and accessing data

To enhance the sharing aspect of the portal, public access to the Site Details page for each site registered within the portal is provided via the Browse Sites page (Figure 6). A Google Maps-based interface is provided that shows the location of all monitoring sites registered with the portal. Sites are indicated on the map with markers that display site ownership (i.e., sites the user owns are shown with a different symbol than sites owned by other users) and the age of the data available at the site (i.e., sites having data within the past 6 h are colored green, whereas sites with data older than 2 weeks are colored red). Users can search sites using the search box at the top of the map, which performs a keyword search on the Site Code and Site Name metadata fields across all sites. Users can also browse sites by entering filter criteria in the faceted browsing panel on the left of the window to search sites by data type, organization, and site type. When search criteria are entered, the map view is automatically zoomed to the extent of sites that meet the specified criteria. Clicking on a site marker on the map shows a pop-up window with basic metadata about that site. Included is a link to “View data for this site,” which opens the public view of the Site Details page for the selected site.
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FIGURE 6. Detailed view of the Browse Sites page of the Data Sharing Portal.



Administrative Functions

Because the primary focus of the ODM2 Data Sharing Portal was citizen science and DIY users, we chose to simplify the input of metadata about sensors, measured variables, and units so that users could select from predefined lists that were already populated within the system. This proved effective at ensuring that the metadata descriptions created by users were complete. However, doing so required that we keep the list of sensors, measured variables, and units up to date. To avoid modifying the code of the portal or requiring low-level database edits every time a new sensor or variable needed to be added, we used Django’s automatic admin interface to create this functionality for a small number of system administrator users. When users with admin rights log into the portal, they can access the admin functionality using a link in the main title bar. This exposes a simple set of Django admin pages for creating new sensors, measured variables, and units. These pages add newly created items to Django’s native ORM database, which means that once they are created by an administrator, they are automatically available for use within the portal.

Integration With the CUAHSI HIS and HydroShare

To best serve the needs of the conservation and environmental science communities for data discoverability, accessibility, and archiving, we enabled automated data exchange with the Water Data Services managed by the Consortium of Universities for the Advancement of Hydrologic Science, Inc. (CUAHSI). This ensures that the portal is not a stove pipe for contributed data (i.e., we wanted users to be able to get their data into and out of the portal). To enable machine-to-machine communication of data, we deployed the WaterOneFlow for Python (WOFPy)16 web services on the portal’s web server and registered them with the CUAHSI Hydrologic Information System (HIS) (Horsburgh et al., 2009, 2010). The WOFPy services connect directly to the portal’s ODM2 PostgreSQL database, serve site and time series level metadata to the central HIS metadata catalog, and serve time series of data values using the WaterOneFlow web service methods standardized by the CUAHSI HIS. Data values are delivered over the web in a standardized extensible markup language (XML) encoding called Water Markup Language (WaterML) (Zaslavsky et al., 2007). By doing so, we made all Monitor My Watershed data searchable and accessible via CUAHSI’s data client application17 and all other WaterOneFlow/WaterML client applications.

We also connected the Monitor My Watershed Data Sharing Portal to HydroShare18, which is a file-based data sharing and publication system operated by CUAHSI (Horsburgh et al., 2015). This allows users to connect their Data Sharing Portal account profile to their HydroShare account and then sync their data from the portal to HydroShare either on demand or on a scheduled basis with a user-configurable frequency. When a user chooses to connect a monitoring site in the portal with HydroShare by turning on sharing via the Site Details page, all of the time series measured at that site are converted to a comma-separated text file (one per variable) with a detailed metadata header and uploaded to a HydroShare resource using HydroShare’s web service application programming interface (API). This enables users to easily move all of their sensor data to an open data repository that offers broader data sharing and formal data publication [i.e., HydroShare issues a citable digital object identifier (DOI) for published datasets and makes them immutable]. These automated data exchanges, with federally supported data cyberinfrastructure and using established environmental data standards for interoperability, distinguish the ODM2 Data Sharing Portal over other IoT data systems.



DISCUSSION AND CONCLUSION

The combination of functionality provided by the ODM2 Data Sharing Portal meets many of the most common needs for streaming environmental sensor data to the web and all of the requirements we identified for a citizen science and DIY environmental data portal aimed at low-cost sensing. Users’ ability to register new data collection sites, describe which data are being collected using the robust metadata model provided by ODM2, and manage their list of registered sites using a web-based GUI enables them to begin logging data from a monitoring site after some basic training. Map-based browsing and display of registered monitoring locations, the faceted browsing interface, and visualization of sites on a map by the age of collected data provide a dashboard for users to monitor the health of their sites and to discover sites and data collected by others. No specialized software or expertise are required to use these tools, which was important for our use case and significantly lowers the bar for getting started with data collection and for accessing the resulting data. More technical users can export selected datasets in a CSV text file format for more sophisticated analyses or visualization in separate data analysis software.

Because the ODM2 Data Sharing Portal uses standard HTTP POST requests for streaming data from the field to the web, any Internet connected device capable of making measurements and formulating an HTTP POST request can send those observations to an instance of the ODM2 Data Sharing Portal. This met our needs in supporting the network of Arduino-based dataloggers in the Delaware River Watershed, each of which sends an HTTP POST request to insert its data into the portal as new data are collected. It also enabled us to insert data from data collection sites that existed before the ODM2 Data Sharing Portal came online via Python scripting to ensure that historical data for existing sites were not lost. Additionally, since the capabilities of the Monitor My Watershed instance of the ODM2 Data Sharing Portal are not specific to the network of sites within the Delaware River Watershed, the network of monitoring sites registered with the Monitor My Watershed website has now grown well beyond the boundaries of the Delaware River Watershed, with more than 190 registered monitoring sites from nearly 70 contributors affiliated with more than 50 organizations, totaling more than 78 million data values at the time of this writing.

While the ODM2 data model proved to be capable of storing the needed metadata for describing monitoring sites, sensors, measured variables, etc., we were unable to obtain acceptable performance for all of the data management, visualization, and download capabilities of the portal website using only an ODM2 database implemented in PostgreSQL. Performance of functionality for generating the screening-level sparkline visualizations and CSV download files on demand for users proved to be unacceptably slow when the number of measured variables at a site grew beyond three to four and when the number of observations for each variable grew beyond a few thousand records. These performance limitations drove our implementation of the high-performance data cache using InfluxDB. When data POST requests are received by an instance of the ODM2 Data Sharing Portal, the new data values are written to both the ODM2 database in PostgreSQL and to the data cache in InfluxDB. Any functionality that needs high-performance access to data values gets them from InfluxDB. Any functionality that requires access to detailed metadata about a site, observed variables, sensors, etc. queries that information from the ODM2 PostgreSQL database. The ODM2 PostgreSQL database also serves as the definitive, archival version of the data from which the InfluxDB cache can be reconstructed at any time if needed. By keeping the PostgreSQL database, we preserved the ability to perform expressive queries using the full syntax of SQL (as opposed to the “SQL-like” query language provided by InfluxDB) on the metadata stored in the ODM2 database. We also maintained much simpler support for enforcing metadata constraints and business rules (e.g., enforcing required versus optional metadata elements) that would have been harder to implement using the unstructured metadata approach of InfluxDB. Other approaches for high performance access to data values could have been investigated, including using materialized views in PostgreSQL or the TimescaleDB extension for PostgreSQL. However, our use of InfluxDB provided the performance and scalability that we needed.

HTTP and REST web services are ubiquitous on the web, integrated well with our chosen development architecture (Python, Django, and the Django REST Framework), and met our communication needs for the first releases of the ODM2 Data Sharing Portal. However, there are disadvantages to this approach – mainly the “overhead” size of HTTP POST requests relative to the volume of data contained within them. This overhead increases the volume of cellular data consumed by a datalogger, which can increase operating costs for monitoring sites using cellular modems. It can also increase the daily electrical power requirements for the monitoring site devices (i.e., a shorter radio pulse requires less power to transmit). We are now investigating potential enhancements to the ODM2 Data Sharing Portal, including enabling the use of Message Queue Telemetry Transport (MQTT) as a communication protocol. MQTT is increasingly used by IoT applications due to its smaller footprint and lower bandwidth consumption. Other potential enhancements under consideration for the Data Sharing Portal include automating and streamlining the entry of site and sensor metadata to avoid redundancy and streamline the process, more advanced tools to support quality assurance for submitted data (e.g., automated value range checks), additional tools for data visualization, and the addition of capabilities for post processing and quality control of submitted data.

The ODM2 Data Sharing Portal was developed over a period of multiple years and has had eight major releases to date. We have received input and feedback about functionality from researchers working on the project and participating DIY users and citizen scientists that we have used to refine the design and functionality of the site. Although the ODM2 Data Sharing Portal was conceptualized and initially implemented for the Monitor My Watershed network of monitoring sites, it was designed for and can be adapted for potential reuse. The components we used in developing the portal are all freely available, and the source code for the portal is shared on GitHub19 under the liberal BSD-3 open source license. To deploy a new instance of the portal to support a different project or data collection network, users would need to procure the necessary server infrastructure (either physical or virtual), modify the styling of the site to suit their needs by replacing logos and modifying the CSS, and then deploy the software. Directions for deploying the data sharing portal software are provided in the GitHub repository. We anticipate that the ODM2 Data Sharing Portal software and/or the methods we used in its design and development may be useful for other organizations that need to provide capabilities for streaming environmental sensor data along with public visualization and data access capabilities for conservation, citizen science, or research efforts.



SOFTWARE AVAILABILITY

The software described in this paper includes the ODM2 Data Sharing Portal and associated web services for enabling upload of sensor data from Internet connected devices and the Modular Sensors Arduino library. All of the source code for the ODM2 Data Sharing Portal and related web services is available for download via the GitHub repository at https://github.com/ODM2/ODM2DataSharingPortal. The most recent release for the portal software at the time of this writing was Version 0.9.5 and is available via Zenodo (Caraballo et al., 2019). The production instance of the Monitor My Watershed Data Sharing Portal is available at http://MonitorMyWatershed.org. Code for the Modular Sensors Arduino library is available at https://github.com/EnviroDIY/ModularSensors, with the latest release for the library at the time of this writing being Version 0.17.2.
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6https://www.influxdata.com/time-series-platform/influxdb/

7https://www.django-rest-framework.org/

8http://MonitorMyWatershed.org

9https://EnviroDIY.org

10https://www.EnviroDIY.org/mayfly/

11https://github.com/EnviroDIY/EnviroDIY_Mayfly_Logger

12https://github.com/EnviroDIY/ModularSensors

13https://github.com/EnviroDIY/ModularSensors/wiki

14https://envirodiy.github.io/LearnEnviroDIY/
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16https://github.com/ODM2/WOFpy

17http://data.cuahsi.org
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Soil respiration measurements are widely used to quantify carbon fluxes and ascertain soil biological properties related to soil microbial ecology and soil health, yet current methods to measure soil respiration either require expensive equipment or use discrete spot measurements that may have limited accuracy, and neglect underlying response dynamics. To overcome these drawbacks, we developed an inexpensive setup for measuring CO2 called the soil microbial activity assessment contraption (SMAAC). We then compared the SMAAC with a commercial infrared gas analyzer (IRGA) unit by analyzing a soil that had been subjected to two different management practices: grass buffer vs. row crop cultivation with tillage. These comparisons were done using three configurations that detected (1) in situ soil respiration, (2) CO2 burst tests, and (3) substrate induced respiration (SIR), a measure of active microbial biomass. The SMAAC provided consistent readings with the commercial IRGA unit for all three configurations tested, showing that the SMAAC can perform well as an inexpensive yet accurate tool for measuring soil respiration and microbial activity.
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INTRODUCTION

Increased soil respiration due to warmer temperatures may exacerbate global climate change (Rustad et al., 2000; Davidson and Janssens, 2006; Bond-Lamberty et al., 2018), as soils currently have an gross efflux of ∼60 Gt C yr-1 and represent one of the two largest terrestrial sources of carbon fluxes. Sequestering more carbon in soils has become a goal of climate mitigation efforts, such as the four per mille initiative (Minasny et al., 2017), and with particular emphasis on soils that have been degraded by human activities (Lal, 2004). Soil respiration measurements can help to inform such sequestration efforts, while also providing a means to monitor the health, and function of agricultural soils (Mondini et al., 2010; Allen et al., 2011). In the laboratory, soil respiration measurements are used to interpret soil microbial characteristics, for example using assays like SIR (Bradford et al., 2010), carbon mineralization (Song et al., 2014), and catabolic response profile (Casas et al., 2011).

Soil respiration is often assessed by measuring changes in carbon dioxide (CO2) concentration within a controlled volume over some period of time, and rely on either spot samples or integrated measurements. Spot samples are often analyzed using gas chromatography (GC) techniques (McGowen et al., 2018). Multiple GC measurements can also be combined for integrated measurements. However, these GC measurements can be costly, particularly when many samples are required. IRGA devices provide integrated flux measurements, and have been widely used to quantify soil respiration in forest (Gaudinski et al., 2000; Ladegaard-Pedersen et al., 2005; Don et al., 2009) and agricultural ecosystems (Smukler et al., 2012). IRGA-based measurements have also been used to study microbial community composition (Fierer et al., 2003), which represents one of the important properties related to soil function (Mukhopadhyay et al., 2014). While IRGA-based devices provide the most accurate flux data (Rowell, 1995), such sensors are often expensive, putting them beyond the means of many practitioners, and power-intensive, limiting their usefulness in the field.

Integrated measurements can also be collected using chemical titration with potassium hydroxide, KOH, or sodium hydroxide, NaOH (Haney R.L. et al., 2008). While titration methods are straightforward and can be done without expensive devices, there are concerns over the accuracy of the titration process (Haney R. et al., 2008). These methods often under-estimate soil respiration when compared to IRGA measurements (Ferreira et al., 2018). To add to this, titration methods often require substantial labor and laboratory space to conduct.

Finally, both spot and integrated samples can be analyzed using colorimetric techniques. For spot samples, colorimetric tubes can be used (Patil et al., 2010), while colorimetric paddles can provide integrated flux measurements (Sciarappa et al., 2016; Norris et al., 2018). Micro-respiration measurements, which quantify soil respiration and microbial community physiological profiles using indicator dyes in agar gel, also use colorimetric techniques (Campbell et al., 2003; Renault et al., 2013). Even though individual sampling units are relatively inexpensive, the materials are not re-usable and quickly become cost-prohibitive as the numbers of samples rise.

To address the above-mentioned shortcomings, we present an inexpensive Arduino-powered and IRGA-based CO2 measurement device, called the soil microbial activity assessment contraption (SMAAC). The SMAAC has considerable flexibility, as we demonstrate using three different configurations: (1) SMAAC-Field, where the device was used to quantify soil respiration in a field setting; (2) SMAAC-Burst, where the device was used to analyze CO2 evolution upon rapid re-wetting of air-dried soil; and (3) SMAAC-Biomass, where the device was used to quantify SIR. To validate these configurations, we compared the measurements provided by the SMAAC with those from a commercial field-portable IRGA system. These examples reveal that the SMAAC can perform well as an inexpensive yet accurate tool to measure soil respiration.



MATERIALS AND METHODS

Soil Microbial Activity Assessment Contraption (SMAAC) Description and Calibration

The sensor platform consists of four main components (Figure 1).
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FIGURE 1. Schematic of the soil microbial activity assessment contraption (SMAAC). NDIR, non-dispersive infrared sensor used to detect CO2; SCL, serial clock line, used to synchronize data and commands between the Arduino and the interface board; SDA, serial data line, used to send and receive serial data and commands to the interface board.



(1) Arduino Uno (Arduino LLC, Ivrea, Italy).

(2) Adafruit Data Logger Shield (Adafruit Industries, New York, NY, United States).

(3) Sandbox Electronics 10,000 ppm CO2 sensor (Sandbox Electronics, China).

(4) 5 V DC power source.

The Arduino Uno is an open source/open hardware microcontroller based on the ATMEGA 328P. It has no storage space or accurate time-keeping abilities on its own, so the data logger shield contains a real time clock (RTC) and additional circuitry to store data on a removable SD card. The SMAAC was powered using four 1.5 V AA batteries. This configuration provided up to 21 h of readings at the rate of 20 readings per minute.

The CO2 sensor requires only 4 wires to communicate with the Arduino (+V, RX, TX, and Ground). The sensor uses I2C (Intra Integrated Circuit) serial protocol and determines CO2 concentration using non-dispersive infrared absorbance (NDIR). Example code for integrating this sensor with the Arduino is available at https://github.com/SandboxElectronics/NDIRZ16.

The CO2 sensor has an option to calibrate itself to 400 ppm CO2 based on ambient readings. To verify that this first-order calibration is accurate enough for scientific use, we checked the sensor accuracy using known CO2 standards (n = 2). Here, the sensor was installed via a rubber stopper into a 1 L jar (Figure 2a). The jar was filled with CO2-free air, and then 0.1 L of 1000 ppm CO2 gas was replaced within the jar (providing a 100 ppm concentration within the jar). This process was repeated a second time with 1000 ppm CO2 air, and also two times each with 2000 and 5000 ppm CO2 air (providing concentrations of 200 and 500 ppm within the jar). The results obtained from SMAAC for these standards were repeatable within ±20 ppm and accurate within the ±50 ppm sensor limit.
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FIGURE 2. Measurement setups for: (a) SMAAC-Biomass substrate induced respiration (SIR) measurement; (b) SMAAC-Field flux measurement with SMAAC simultaneously located within the LI-COR 8100 sampling chamber; (c) SMAAC-Field flux measurement with SMAAC independent of the LI-COR unit; and (d) SMAAC-Burst laboratory CO2 burst measurement.



Soil Description

We tested the SMAAC with a Weaver series silt loam soil (Fine-loamy, mixed, active, and mesic Fluvaquentic Eutrudepts), located at Kentland Farm at Virginia Tech (37.198, -80.575). To include different soil microbial activity levels, we sampled two locations in adjacent fields that were managed using (1) perennial grass cover and (2) row crop cultivation with moldboard tillage. The pH of the grass-covered soil was 6.4 and of the tilled soil was 6.6, putting the soil at the upper pH limit for performing static chamber measurements [e.g., West and Sparling (1986) recommend pH ≤ 6.5]. We performed three tests in which the SMAAC measurements were compared to a commercially available self-contained IRGA unit (LI-COR 8100 with 20 cm diameter 8100–8103 survey chamber, LI-COR, Lincoln, NE, United States): SMAAC-Field, SMAAC-Burst, and SMAAC-Biomass.

Field and Laboratory Measurements

SMAAC-Field Soil Respiration Test

We used 200 mm (diameter) by 150 mm (height) PVC columns for the field measurements. We collected a 2-min CO2 respiration measurement first using the SMAAC located within the LI-COR 8100–8103 sampling chamber (i.e., SMAAC-simultaneous; Figure 2b). Note that the sampling chamber provided an air-tight seal around the PVC column during measurements. Immediately after this first measurement the LI-COR unit was removed and the ring was capped with an airtight rubber cap (i.e., SMAAC-independent; Figure 2c). The SMAAC then collected a second 2-min measurement. The CO2 flux [fCO2; (N L-2 t-1)] was estimated as:

[image: image]

where P0 is the pressure in the chamber [M L-1 t-2], assumed to be equal to atmospheric pressure, Vc is the volume of the sampling chamber plus any tubing and pumps [L3], R is the ideal gas law constant [M L2 N-1 T-1 t-2], T0 is the temperature of the air [T], A is the area of exposed soil [L2], and ΔC is the change in CO2 concentration on a molar basis [N N-1] per change in time Δt [t].

Four rings were sampled for each of the grass-covered and tilled soils (n = 4).

SMAAC-Burst CO2 Test

For the CO2 burst test, we placed 200 g of 4-mm sieved and air-dried soil from the two sites into a 200 mm diameter by 150 mm tall column. The water holding capacity for each soil sample was measured using the funnel method (Fierer et al., 2006). Water was added dropwise to each soil sample using a syringe until the sample reached 50% water holding capacity. Once the soil samples were wetted, the SMAAC was placed on the soil surface (Figure 2d). The LI-COR 8100 sampling hood was then placed on top. Both instruments collected readings several times a minute for at least 2 h. For each instrument, the readings collected were averaged per minute for graphing purposes (n = 4 per soil).

SMAAC-Biomass Substrate Induced Respiration (SIR)

We also compared LI-COR 8100 and SMAAC measurements during a test designed to mimic SIR measurements (Fierer et al., 2003; Strickland et al., 2010). Refrigerated soil samples from the fields were brought to room temperature overnight. We placed 80 g (equivalent dry mass) of 4-mm sieved soil samples into a 1 L glass jar (Figure 2a). We then added 0.16 L of autolyzed yeast solution made from 12 g of yeast extract (BD Biosciences, San Jose, CA, United States) in 1 L of DI water as a substrate. The mixture of soil and substrate was shaken with no cover for 10 min. We then sealed the jar using a rubber stopper that had the SMAAC sensor and a septum mounted through it. Using the septum, we flushed the headspace of the jar using CO2 free air for 7 min. Then the jar was maintained at 20°C for 4 h. After 4 h, we collected a gas sample through the septum using a syringe. This sample was injected into the LI-COR 8100 unit to quantify the CO2 concentration in the jar headspace. The 4-h CO2 reading from the SMAAC was also analyzed. Both measurements of headspace CO2 were converted to SIR units (μg C g-1 dry soil h-1) based on the dry mass of soil. Three replicates were analyzed for the grass buffer and moldboard plowed soils (n = 3).

Statistical Analyses

All statistical analysis and figures were done in R Version 3.5.0 (R Development Core Team., 2018). Analysis of variance (ANOVA) was used to compare the three types of measurements performed in the SMAAC-Field configuration (i.e., LI-COR, SMAAC-simultaneous, and SMAAC-independent). During the SMAAC-Burst and SMAAC-Biomass tests, the Student’s t-test was used to compare results from the LI-COR vs. the SMAAC. Measurements were analyzed separately for the grass-covered and tilled soils. α = 0.05 was used to test for significance throughout this study.



RESULTS

SMAAC-Field Soil Respiration Test

For the SMAAC-Field respiration test, the LI-COR 8100 and SMAAC were used to quantify CO2 flux over a 2-min period, with the SMAAC both placed within (SMAAC-simultaneous) and without (SMAAC-independent) the LI-COR sampling chamber. Both instruments showed that the grass-covered soil had a higher CO2 flux than the tilled soil (Figure 3). The flux measured for the grass buffer soil by the LI-COR (4.1 × 10-4 μmol CO2 cm-2 s-1 ± 9.9 × 10-5 standard deviation, SD) was not significantly different than fluxes determined via the SMAAC-simultaneous (5.6 × 10-4 μmol CO2 cm-2 s-1 ± 2.7 × 10-4 SD) or SMAAC-independent (3.1 × 10-4 μmol CO2 cm-2 s-1 ± 7.2 × 10-5 SD) tests. For the tilled soil, the LI-COR flux (5.9 × 10-5 μmol CO2 cm-2 s-1 ± 1.9 × 10-5 SD) was again not significantly different from the fluxes measured during the SMAAC-simultaneous (5.9 × 10-5 μmol CO2 cm-2 s-1 ± 1.5 × 10-5 SD) and SMAAC-independent (4.7 × 10-5 μmol CO2 cm-2 s-1 ± 2.6 × 10-5 SD) tests.
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FIGURE 3. CO2 fluxes measured in the field by the LI-COR (blue), SMAAC-simultaneous (green), and SMAAC-independent (orange). Different small letters indicate grass-covered soil fluxes are statistically different; different capital letters indicate tilled soil fluxes are statistically different (ANOVA with Tukey’s HSD; P < 0.05).



SMAAC-Burst CO2 Burst Test

The SMAAC-Burst configuration produced consistent results compared to the LI-COR 8100 unit for both the grass-covered and tilled soils (Figure 4), with similar mean values and standard deviations calculated from the four physical replicates for each soil (Figure 4A). We observed relatively large fluctuations in CO2 emission rates, especially during the first 20 min of the experiment (Figure 4B). After this initial period, CO2 emission rates fluctuated more for SMAAC compared to LICOR, though the mean rates were generally consistent between methods (Figure 4B). Both instruments showed that the CO2 burst was larger in the grass-covered soil compared to the tilled soil (Figure 4).
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FIGURE 4. (A) Laboratory measurement of change in CO2 through time (min) for grass-covered and tilled soils, measured using a LI-COR 8100, and the SMAAC-Burst configuration. Solid lines represent mean values, and shaded areas represent standard deviations from the means. (B) CO2 emission rates for grass-covered and tilled soils, measured using the LI-COR, and the SMAAC-Burst configuration.



SMAAC-Biomass Substrate Induced Respiration Test

Results generated using both the LI-COR 8100 and the SMAAC-Biomass consistently showed that the grass-covered soil had higher SIR values than the tilled soil (Figure 5). The LI-COR (0.19 μg C g dry soil-1 h-1 ± 0.03 SD) and SMAAC (0.21 μg C g dry soil-1 h-1 ± 0.01 SD) measurements were not statistically different for the grass-covered soil (P ≥ 0.05). However, the LI-COR SIR value (0.09 μg C g dry soil-1 h-1 ± 0.005 SD) for the tilled soil was significantly higher than the SMAAC SIR value (0.05 μg C g dry soil-1 h-1 ± 0.005 SD; P = 0.0009).
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FIGURE 5. Substrate induced respiration measured by a LI-COR 8100 (blue) vs. the SMAAC-Biomass configuration (orange). Different small letters indicate grass-covered soil fluxes are statistically different; different capital letters indicate tilled soil fluxes are statistically different (Students t-test; P < 0.05).





DISCUSSION

In this study we developed three configurations of an Arduino-based CO2 sensor that allowed us to assess soil microbial activity. Our instrument, deemed the SMAAC, was then compared against a commercial IRGA unit (LI-COR 8100). Overall, the SMAAC generated similar results to the commercial IRGA, with signficant differences only observed when SIR was quantified for the tilled soil (Figure 5). In this example, the SIR value from the SMAAC-Biomass configuration was approximately half of the value estimated by the LI-COR. The reason for the discrepancy may relate to the accuracy of the SMAAC IRGA sensor (50 ppm per the manufacturer). Even though our calibration analysis determined that the instrument provided consistent readings for CO2 concentrations between 100 and 500 ppm, the sensor accuracy implies that the error can exceed 10% for CO2 concentrations < 500 ppm. Using the sensor to measure low CO2 concentrations may therefore require extra precautions such as using longer run times, greater number of replicates, and more frequent calibration. We also note that we did not test the sensor beyond 1,000 ppm, so the calibration should also be assessed when using SMAAC to measure higher CO2 concentrations.

The SMAAC tended to show more measurement noise than the LI-COR when assessing CO2 fluxes, e.g., the field flux measurements from SMAAC-simultaneous vs. LI-COR setups in the grass-covered soil (Figure 3), or the emissions rates calculated for both soils with the SMAAC-Burst (Figure 4B). However, during the field flux measurements, the SMAAC-independent test had a slightly lower median flux and a smaller standard deviation than either the LI-COR or SMAAC-simultaneous. This result may reflect the influence of the LI-COR pump unit, which provided continuous circulation of air in the chamber. At the same time, our flux calculations (Eq. 1) assumed that the volume of the air, Vc, for the LI-COR and SMAAC-simultaneous setups was equal to the LI-COR sampling chamber plus the internal pump volume of the LI-COR. We did not account for the volume or the exposed surface area of the soil occupied by the SMAAC itself, thus potentially introducing minor error into the flux calculations for those tests. We also note here that the SMAAC and LI-COR both showed high variability in emissions during the initial 20 min of the CO2 burst test experiment. This result may reflect an equilibration period within the glass jar, particularly in response to the initial soil disturbance during wetting the soil and sealing the system.

The total cost of the SMAAC was ∼$150, making it at least two orders of magnitude less expensive than commercial IRGA units. Despite the low cost, the SMAAC still maintained reasonable accuracy in all three configurations tested, and performed repeatable measurements when compared with CO2 standards. The SMAAC is lighter weight and requires less power than commercial IRGA units, increasing its usefulness when performing extended measurements or working in remote locations. An additional benefit of the SMAAC comes from its small form factor: it can be placed directly inside the headspace of samples, thus eliminating the need to pull discrete gas samples using a syringe. Removing this step eliminates a potential source of error, particularly since many commercial IRGA pump units are not fully sealed.

The SMAAC may open new avenues of inquiry related to soil respiration measurements, both in terms of the configurations shown here as well as other possible configurations yet to be developed. For example, we focused our tests on closed chamber measurements, since those are commonly used to evaluate soil CO2 fluxes, and perform measurements such as SIR. The closed chamber measurements also lended themselves to direct comparison with the commercial IRGA unit. However, CO2 can also be measured using open systems (Norman et al., 1997; Alterio et al., 2006) or in continually flushed chambers (Chow et al., 2006). Using the SMAAC in open/purged systems thus represents an area of possible future development.

Similarly, since the SMAAC system is inexpensive and easy to assemble, multiple sensors could be used concurrently to better quantify spatial, and temporal variability in soil biological measurements, for example by analyzing multiple chambers simultaneously and thereby providing similar functionality as multiplexer units often offered with commercial IRGAs. Finally, direct continuous logging of CO2 evoluation during measurements may help generate new insights. For example, the grass-covered vs. tilled soil showed different temporal trends in the SMAAC-Burst test (Figure 4B), where the grass-covered soil produced a constant CO2 efflux rate over the 2-h test period vs. a decreasing CO2 efflux rate for the tilled soil. While the underlying mechanisms controlling these different responses remain beyond the scope of this current paper, it is nonetheless worth noting that it would not be possible to observe such trends without the high measurement frequency offered by IRGA-based instruments such as SMAAC.



CONCLUSION

The SMAAC developed in this study represents an low cost yet reliable way to measure CO2 fluxes from soils. The results obtained from the SMAAC were consistent with those from a commercial IRGA unit for both field and laboratory measurements. In this study we highlighted three SMAAC configurations that were designed to assess different aspects of soil microbial activity and function, yet the SMAAC also has the potential to generate additional applications and insights. As an example, by having the SMAAC-Burst and SMAAC-Biomass units placed inside the closed headspace above samples, we generated near-continuous measurements of CO2 evolution through time. Such CO2 trends may provide new understanding of soil microbial processes that is not possible via traditional discrete measurements. In conclusion, the SMAAC is a promising tool for measuring soil respiration and microbial activity that warrants usage by the broader scientific community.
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In Earth science, we must often collect data from sensors installed in remote locations. Retrieving these data and storing them can be challenging. Present options include proprietary commercial dataloggers, communication devices, and protocols with rigid software and data structures that may require ongoing expenses. While there are open-source solutions that include telemetry, such as EnviroDIY’s Mayfly, none presently generate real-time, remotely accessible workbooks (Aufdenkampe et al., 2017; EnviroDIY, 2018). The Openly Published Environmental Sensing (OPEnS) Lab developed the OPEnS Hub, a new approach to using low-power, open-source hardware and software to achieve real-time data logging from the field to the web. The Hub is an order of magnitude less expensive than commercial products, inherently modular and flexible, and aims to reduce technical barriers for users with little programming experience (DeBell, 2019). Data can be collected remotely using a host of transmission protocols to relay data from distributed in situ monitoring devices. The Hub mesh-networks with several nodes and backs up to an onboard microSD card. Telemetry options include 900 MHz Long Range Radio (LoRa) with up to 25 km range and Nordic Radio Frequency (nRF) for higher data rates (Feather, 2018). Ongoing transmissions from the Hub to the internet currently employ Ethernet with potential support for Wi-Fi and the cell network. The Hub engages a dynamic, low-latency portal to Google Sheets via the free Application Programming Interface (API), PushingBox, and an adaptable Google Apps Script. This framework was tested on 12 individual sensors nodes at remote sites in Oregon. This manuscript details our methods and evaluates PushingBox, Google Apps Script, Adafruit Industries’ open-hardware Feather development boards, the Hypertext Transfer Protocol (HTTP), and the aforementioned modes of data transfer.
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INTRODUCTION

Advancements in sensing technology have sparked a new age of data acquisition that continues to change how we understand the world around us. However, proprietary data loggers can be prohibitively expensive for distributed in situ sensing. These systems often store data onboard, demanding intermittent retrieval from the field or requiring ongoing fees for remote access with satellite telemetry (Communications, 2018). Proprietary systems often require separate data loggers at each sensor location, making spatially distributed sensing costly (CR1000, 2018). Although commercial loggers come preassembled and tested, by using open source alternatives, users gain an ever-growing community of collaborators and a robust, inexpensive platform. The OPEnS Hub is less than one-tenth the price of common commercial options with a hardware cost of $128, neglecting the cost of assembly time and testing which varies depending on the user’s technical background (DeBell, 2019).

One solution to the problem of logging data from remote locations leverages the “Internet of Things” (IoT) movement: everything can be connected to the internet. Specifically, the OPEnS Lab has established an “Internet of Agriculture” (IoA) initiative using open-source IoT-enabled devices to collect scientific data on environmental conditions. A significant challenge to the IoA is that systems are deployed in remote areas where Wi-Fi is not accessible. Existing open-source dataloggers such as the Northern Widget LLC ALog are proven as reliable tools for automated field data acquisition, but still lack telemetry (Wickert, 2014). However, a more recent open-source development by a University of North Texas research group supports the Zigbee telemetry protocol with an Xbee module and hosts data to the web using a Raspberry Pi and custom web interface (Ferdoush and Li, 2014; Raspberry and Pi Foundation, 2019). Additionally, EnviroDIY’s Mayfly offers an Arduino-based system with onboard telemetry options such as Xbee (900 MHz and 2.4 GHz), LoRa, and WiFi that interfaces with cloud-based data platforms including the Model My Watershed Web app (Hicks et al., 2019).

To build on the existing open source systems above, the goal of the OPEnS Hub was to create an inherently modular, cost-effective platform with a continuous, real-time link to Google Sheets. This process allows for data to be shared, viewed, and analyzed by anyone of the two billion active Google account users in the familiar Google ecosystem (Popper, 2017). We sought to develop a device that accommodates a variety of long-range wireless telemetry options and to provide open-source documentation (see GitHub) at a technical level such that a farmer, scientist, or student would be able to replicate our work (DeBell, 2019). Tutorials, computer-aided design files (CAD), code and other supporting documentation for the Hub are located at the project GitHub repository, https://github.com/OPEnSLab-OSU/OPEnS-Hub_Frontiers. A release of the GitHub repository was deposited in Zenodo for archival purposes (DeBell et al., 2019). The OPEnS Hub stands to simultaneously lower the cost of experimentation and data collection while breaking down traditional technical barriers.



MATERIALS AND METHODS

Hardware

The physical components of the Hub rely on an open-hardware suite of development boards produced by Adafruit Industries and driven by the ATMEGA32u4 microcontroller (Feather, 2018). We chose the Adafruit Feather line of development boards for their low power requirements (∼0.7 mA standby), smaller form factor, and embedded telemetry options, when compared to the ubiquitous Arduino Uno (∼15 mA standby) (SparkFun, 2015; DeBell, 2019). Variants of the Feather include onboard modules enabling 900 MHz Long Range Radio (LoRa) transmissions or Wi-Fi/Ethernet connectivity. Stackable “FeatherWing” extensions for the development boards include the Global System for Mobile Communication (GSM), 2.4 GHz Nordic Radio Frequency (nRF), and Bluetooth modules. Feathers are programmed using C++ (International Organization for Standardization, 2013) in the Arduino platform (Arduino, 2019). The boards selected for field implementation were the Ethernet FeatherWing (Adafruit Industries, 2019) to connect the Hub to the web, the real-time clock FeatherWing (Adafruit Industries, 2018b) to make accurate timestamps of transmissions, and the LoRa-enabled development board (Adafruit Industries, 2018a) which accesses a non-licensed 900 MHz radio band to transmit data from the sensors to the logger. A 3-ft-long, 8-dB, 50-Ohm impedance, omnidirectional radio antenna was used to improve transmission strength. Custom, 3D-printed enclosures were designed in Autodesk’s Fusion 360 (A360, 2019) to protect the Hub from field conditions. This produced a housing that could be rapidly modified to meet varying configurations with a production cost of $12 (DeBell, 2019). A comprehensive list of hardware can be found in the bill of materials included in the Section Supplementary Materials.

Software

A cloud service was utilized to process, store, and provide users with remote access to the collected data. Google’s App Script was chosen because it is free and can be easily modified in a language similar to JavaScript. This application also makes data available in a simple, familiar environment and displays near real-time updates using Google’s reliable spreadsheet interface. The Google ecosystem lends itself well to open data and readily pairs with open-hardware.

The process of getting field data to a Google spreadsheet requires several steps. Data must first be packaged into a format that can be sent and parsed, the device must connect to the internet, and a Hypertext Transfer Protocol (HTTP) request containing the data triggers an Application Programming Interface (API), PushingBox (PushingBox, 2018). This API was primarily chosen because it is free to use, compatible with open-hardware, and it does not require a secure connection to move data into its “scenarios” before offloading this information into Google Sheets (see Pushingbox folder on GitHub).

Each sensor node sends the spreadsheet ID, tab ID, and column names alongside the data so that the App Script can create any number of Google Sheets from a single Hub. To achieve this, each node sends data in key-value pairs (KVP). For every data point sent, the Hub specifies the origin of the data (i.e., the column in the spreadsheet) to be correctly organized, coupled with the data value itself. As a result, each data point requires two HTTP GET arguments. Although sending these KVPs adds to the total packet size, this protocol enables dynamic addition or removal of sensors without needing to change the App Script.
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FIGURE 1. The depiction above represents the data pipeline from the point of acquisition in the field to observation on personal devices.



The next steps no longer involve the development board; the API can extract and forward data from the Hub to a Google Script. When the Google Script receives a GET argument, it creates a JavaScript dictionary, relating the keys to the values which will identify the correct spreadsheet and tab and finally write these data into the corresponding columns. Next, it accesses the specified spreadsheet and tab and checks the most recent column headers. The data is then sorted into the correct columns, or a new header is created if the data keys have changed since the last upload. A full visual representation of this process is in Figure 1.

Much of the complexity of this routine stems from the limited processing capacity of Arduino-like devices for supporting the Secure Sockets Layer (SSL) or Transport Layer Security (TLS) encryption protocol required for HTTPS (HTTP Secure). This barrier is nontrivial because Google Scripts/Apps can only be accessed via secure connections. As such, the device needs to offload the direct communication with the script to another platform such as the PushingBox API. While PushingBox can trigger a variety of services upon receiving a HTTP request, the OPEnS Hub sends data to the script URL which effectively converts the original HTTP request from the Hub to a HTTPS request to reach the Google script.

Lab Testing

Since each sensor deployment configuration is unique, it was necessary to be able to test each device individually and in concert over the internet gateway to know that data was transcribed correctly to the spreadsheet. First, testing was done to confirm that the sensors were transmitting the correct data at specified intervals to the Hub. This also tested the system’s scalability by proving that multiple devices could transmit to the Hub simultaneously without losing or corrupting data. The use of a free API presented one of the significant constraints of the project because each account is limited to 1,000 HTTP requests per day. For initial testing, the sampling frequency was 5 min or 288 readings per day. The system was then scaled to support any number of devices as long as the sampling frequency did not exceed 1,000 requests per day. Prototype testing simulated field conditions by sending transmissions over a kilometer, subjecting the enclosure to precipitation, and exposing the system to high UV intensity. Although no field testing was done beyond 1 km in the field, Adafruit Industries states that the upper limit for their LoRa transmitter and receiver can be upward of 25 km line of sight (Adafruit Industries, 2019).

Field Testing

Although there are a variety of telemetry options supported by the OPEnS Hub, LoRa radio proved to be the most applicable for field testing at ranges exceeding half a kilometer. Field testing consisted of three deployments among two different sites. The first two field experiments were conducted at the H.J. Andrews Experimental Forest (Figure 2A) near Blue River, Oregon in July 2017 and July 2018, and the third was at Lewis Brown Farms (Figure 2B) near Corvallis, Oregon in April 2018 (DeBell, 2019).
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FIGURE 2. Map of field site at H.J. Andrews Experimental Forest (A) and Lewis Brown Farms (B), showing relative distances from nodes to Hub.



The first experiment consisted of a Hub equipped with LoRa radio and a wired Ethernet connection and one LoRa-enabled weather station located approximately half a kilometer away through the densely wooded forest. The following test at Lewis Brown Farms consisted of a variety of sensor types all equipped with LoRa radios transmitting at intervals of 10 min for two weather stations and 15 min for three soil moisture sensors. These data were broadcast at a maximum distance of 0.45 kilometers to the Hub which was connected via Ethernet. The final field deployment was conducted, again at the H.J. Andrews Experimental Forest, with five weather stations transmitting a variety of environmental conditions at varying distances from the Hub. The longest transmission reached 0.58 kilometers. The format and metadata of the generated Google spreadsheet are outlined in the GitHub repository under “field data,” and a map of the field sites showing the Hub in relation to the nodes can be found in Figure 2 (DeBell, 2019).



RESULTS

The system was validated in the field at two locations with a total hardware cost of $128 (DeBell, 2019). The first deployment (represented by the purple pin in Figure 2) yielded almost 2 months of consistent data transmissions approximately half a kilometer through dense forest. Weather data was reported at 5-min intervals to Google Sheets with less than 10 s of latency. The second deployment demonstrated the capability to receive sensor data from multiple nodes over a period of 4 months. The App Script proved sufficiently dynamic to generate separate tabs for each device and place their respective dataset into the correct columns, producing a spreadsheet populated with over 300,000 data points. The third and final deployment of this study resulted in weather station data received from 5 devices dispersed across the H.J. Andrews Experimental Forest with transmission distances up to half a kilometer. Cumulative data transmission from these three experiments exceeded 400,000 individual points. See the GitHub repository to access field data spreadsheets. The third experiment was cut short due to battery damage at the transmitter nodes caused by a preliminary enclosure design that was permeable to rainwater.



DISCUSSION

An initial challenge was that the data transmission and the spreadsheet were inherently coupled, which resulted in an end product that lacked flexibility. The spreadsheet assumed the incoming data’s order and placed it accordingly, which meant that if the nodes ever changed the data transmitted or the way the Hub started processing data, then the spreadsheet would organize it incorrectly. This problem was resolved by altering the functionality of the nodes to send KVP so that the data could be order-agnostic. This strategy resulted in a spreadsheet that accurately displays data in the correct columns, regardless of the order of data received, making the system truly dynamic in the event of dropped radio data packets. However, the transmissions were restricted to only 13 different sensor variables as a result.

Stackable telemetry modules are available for nRF, WiFi, and GSM which plug directly into the header pins of the Adafruit Feather. This requires only minor changes to the transmission code which is under further development on our associated GitHub repository, “Internet of Ag” (Goertzen et al., 2018). The Hub’s potential for interchangeable incoming (LoRa, nRF, and Wi-Fi) and outgoing (Ethernet and GSM) transmissions allows for future customization depending on the application of use. This modularity enables transmission over several kilometers at low bandwidths (LoRa and GSM) or shorter distance at much higher bandwidths (Wi-Fi, Ethernet). It is also notable that LoRa technology is still developing and has been expanded to transmit to an ever-growing constellation of satellites, making this technology truly global in its applicability (Telkamp, 2018; Semtech and Lacuna, 2019).



CONCLUDING REMARKS

The scope of field research using distributed sensors is often restricted by the need to manually retrieve data from remote locations. Moreover, proprietary data logging systems can be prohibitively expensive when scaled to support multiple sensor nodes. To address this challenge, we developed a modular Hub with open-source software, open-hardware and a myriad of telemetry options to push data from the field to Google Sheets in real time, making use of a platform that over two billion people currently use. The OPEnS Hub costs $128, and current ongoing telemetry is free. The Hub has relayed over 400,000 data points through dense forest, proving robust operation under field conditions.

The OPEnS Hub leverages the IoT movement and applies its low-cost and flexible framework to environmental sensing networks. The comprehensive library of code, supporting files, and tutorials on our GitHub helps to break down technical barriers by allowing citizen scientists, farmers, and students to increase the extent and precision of their monitoring efforts without undergoing the complex development process. By expanding access to open-source environmental sensing, the OPEnS Hub broadens the potential for cost-effective precision agriculture, larger field experiments, and new applications for mass data analytics that are yet to be discovered.
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The stable isotope composition of water (δ18O and δ2H) is an increasingly utilized tool to distinguish between different pools of water along the soil-plant-atmosphere continuum (SPAC) and thus provides information on how plants use water. Clear bottlenecks for the ubiquitous application of isotopic analysis across the SPAC are the relatively high-energy and specialized materials required to extract water from plant materials. Could simple and cost-effective do-it-yourself “MacGyver” methods be sufficient for extracting plant water for isotopic analysis? This study develops a suite of novel techniques for plant water extraction and compares them to a standard research-grade water extraction method. Our results show that low-tech methods using locally-sourced materials can indeed extract plant water consistently and comparably to what is done with other state-of-the-art methods. Further, our findings show that other factors play a larger role than water extraction methods in achieving the desired accuracy and precision of stable isotope composition: (1) appropriate transport, (2) fast sample processing and (3) efficient workflows. These results are methodologically promising for the rapid expansion of isotopic investigations, especially for citizen science and/or school projects or in remote areas, where improved SPAC understanding could help manage water resources to fulfill agricultural and other competing water needs.

Keywords: plant water extraction, cryogenic vacuum extraction, stable water isotopes, method comparison, plant sample transport, plant sample storage, low-tech and low-cost


INTRODUCTION

Stable isotope ratios of water (δ18O and δ2H), have been successfully used to study atmospheric and hydrological processes around the world for decades (Dansgaard, 1953; Craig, 1961; Sklash et al., 1976). When quantifying catchment water storage and release, water samples of rainfall, soil moisture, groundwater and stream flow are collected (Klaus and McDonnell, 2013), and subsequently analyzed for their isotopic composition and related to various catchment compartments in space and time. Technological innovations such as laser spectroscopy (Kerstel et al., 1999) have drastically reduced the cost of isotope analysis (Lis et al., 2008; Lyon et al., 2009). This development encouraged hydrologists to collect an ever-increasing number of water samples across space (Fischer et al., 2015, 2017) and time (Berman et al., 2009; von Freyberg et al., 2016). This development also stimulated the use of stable isotopes to explore how vegetation interacts with the atmosphere and the surrounding catchment (Brooks et al., 2010; McDonnell, 2014). To determine which pools of water are used by vegetation and returned to the atmosphere as transpiration, a common approach is to analyze the isotopic composition of plant water, e.g., water found in the root, xylem and/or leaf tissues (Dawson and Ehleringer, 1991; Brooks et al., 2010; Beyer et al., 2016; Goldsmith et al., 2018). Collecting rain or stream water samples for stable isotope analysis is relatively easy with a laser spectroscope where precisions of <0.1‰ for δ18O and <1‰ for δ2H are achieved. However, collecting plant water is more challenging because the desired water is part of the living plant tissues and must first be extracted.

Water extraction through squeezing or cooking plant tissue to obtain chemical components and essential oils has been conducted for thousands of years (Kockmann, 2014). More recently, water extraction approaches for stable isotope analysis based on high-tech versions of squeezing or cooking plant material were developed, such as cryogenic vacuum extraction (Dalton, 1989; West et al., 2006; Koeniger et al., 2011), distillation (Vendramini et al., 2007), cryogenic freezing and crushing (Peters and Yakir, 2008), microwave (Munksgaard et al., 2014), or monitored in situ using the direct vapor equilibration of water (Wassenaar et al., 2008; Sprenger et al., 2015; Volkmann et al., 2016). The different high-tech methods require a controlled environment to achieve desired accuracy and precision. In addition, each of the aforementioned plant water extraction method is associated with challenges concerning accuracy, precision and repeatability (Orlowski et al., 2016a, 2018; Millar et al., 2018). Extraction time during cryogenic vacuum distillation, for example, affects the apparent stable isotope composition (West et al., 2006). In addition, different “common” methods have the tendency to co-extract various chemical compounds, which can affect the accuracy of laser spectroscopes (West et al., 2010; Millar et al., 2018). As such, there is no general agreement upon optimal or best practice for plant water extraction methods. However, the choice of extraction method may affect study results and represents a subjective and potentially influential factor.

All current plant water extraction methods tend to be resource-intensive, costly, and demand specialized materials and supporting infrastructure. These requirements limit leveraging of citizen science projects which have been beneficial for other isotopic-centered hydrological efforts, such as spatial rainfall sampling during storm events (Good et al., 2014). The relatively high resource demands of plant water extraction is especially problematic when working in remote areas that lack infrastructure where plant water isotopic information could be most useful e.g., in central Tanzania (Koutsouris and Lyon, 2018) or in northern Sweden (Dahlke et al., 2014). Therefore, methodological innovations are necessary for fast, easy, reliable and cost-efficient plant water extraction.

With this perspective in mind, this study develops do-it-yourself “MacGyver” plant water extraction methods using materials found in common kitchens or laboratories around the world and techniques that can be implemented without specialized training. As a proof of concept, we used herbaceous plants species, such as grasses and melon plants, to evaluate the effectiveness of the various techniques and compared the isotopic composition of the extracted water with a “standard” extraction technique, i.e., the cryogenic vacuum distillation. In addition, we simulated the effect of plant sample transport and storage on the plant water isotopic composition. Since all plant water extraction methods have sources of error and uncertainty, which we can control through adequate methodological characterization and clearly defined protocols, our study proposes and tests the hypothesis that simple plant water extraction methods can be used to generate isotopic data with precisions that are comparable to that of more demanding methods.



MATERIALS AND METHODS

Plant Material Growth and Initial Processing

Plant water extraction methods were tested on four plant material groups: (A) grass grown indoors (ryegrass; Lolium perenne); (B) melon plants grown indoor (water melon; Citrullus lanatus); (C) grass grown outdoors on a mown lawn and (D) grass grown outdoors on a grazed pasture (both the pasture and the lawn C and D are a combination of mainly Poa annua and Festuca rubra) (Supplementary Figure S1).

Indoor plant groups grew in trays on an office windowsill. Each tray (22 × 36 × 6 cm) contained 40, free-draining seedling pots (4 × 4 × 5 cm). Each pot contained one turf briquette, which was soaked for 30 min in water to reach field capacity before sowing five grass seeds or two melon seeds. To control isotopic composition, we used two 25-L closed-top barrels filled with tap water at the beginning of the experiment giving a constant and known isotope composition (δ18O = 7.97 ± 0.3‰ and δ2H = −62.02 ± 0.5‰) for the initial soaking and subsequent irrigation. One of the trays rested on a kitchen balance connected to an ArduinoTM UNO micro-controller with SD-shield (AMC) to measure changes in weight due to evaporation and transpiration at 5 min intervals. In addition, AMC-connected, low-budget soil moisture sensors (HL-69) were installed into one seedling pot to monitor volumetric soil moisture content (%). The AMC information was used to monitor water content and adjust the irrigation scheme, which consisted of irrigation every 2–3 days with 10 ml of water to maintain a moisture content of approximately 60–80% across both trays. Two growing lamps (Plantagen, 6 W, 180 lumen, 265 μmol at 200 mm) were used to supplement light since the experiment was ran in the winter in Sweden (low natural radiation and short days). The lamps were positioned 40 cm above each tray and provided 20 h of light per 24 h cycle. To maintain homogeneous growing conditions, the growing pots in each tray were randomly turned around daily. After 40 days, when grass leaves reached a length of >20 cm and 2–5 mm width and to melon plants had three leaves >15 cm long, the plants were harvested.

The plant groups grown outdoors consisted of grasses collected from a lawn and a pasture at Stockholm University’s Frescati campus. Plant material samples were collected after a rain event during 1 day in October 2018 (autumn). At the moment of sampling, the qualitative soil moisture content was assessed as class 5, i.e., where squelchy noise can be heard when stepping on the ground but no water is visible (Rinderer et al., 2012). At the time of sample collection, both grasses had an average height between 10 and 20 cm, a leaf width larger than 5 mm, and were fibrous. To have a consistent sample size for the various extraction techniques (next section) and isolate potential variability in isotopic composition in the outdoor grass, the grass collected at each site was taken from three 20 × 30 cm plots located within 1 m of each other. The lawn grass and pasture grass samples were composited separately and then cut into 2 cm pieces for water extraction.

Directly after harvest of both the indoor and outdoor plant material, three replicates were prepared for each of the extraction techniques by weighing plant samples (Precisa XT4200C, ± 0.01 g). Due to the low plant weight and to be able to extract sufficient water for stable isotope analysis, a sample consisted of a leaf and stem.

Plant Water Extraction Methods

Reference Method (REF) – Cryogenic Vacuum Extraction

The cryogenic vacuum extraction technique described by Koeniger et al. (2011) was used as the reference method (REF method) for the evaluation of the MacGyver methods. This method was chosen because it is considered relatively inexpensive, fast, and reliable when working in well-controlled environments without material procurement limitations. The REF method (Figure 1a) uses a heated vial (EXE-I, Exetainer® vial with standard cap and rubber septum, Labco Ltd, Lampeter, United Kingdom) and a cold trap vial (EXE-II, Exetainer® vial with standard cap and rubber septum, Labco Ltd, Lampeter, United Kingdom). We transferred 3 g of plant material into EXE-I immediately after harvest and stored for 1 h at −20°C to avoid decomposition and fractionation. Before extraction, EXE-I and EXE-II were connected through steel capillary tubing (bended syringe 150 × 2 mm, washed and oven dried at 200°C before use) and the entire system evacuated with a hand vacuum pump (Mityvac) to a threshold of 85 kPa. EXE-I was heated for 1 h in a 100°C water bath while EXE-II rested in a Dewar flask containing liquid nitrogen (∼−196°C). Every 15 min the Dewar flask was refilled with liquid nitrogen. After 1 h the extraction was stopped and EXE-II was sealed with Parafilm. After thawing, the extracted liquid water was pipetted into 2 ml vial for stable isotope analysis.
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FIGURE 1. The different plant water extraction techniques used: (a) REF (cryogenic vacuum), (b) MO (mojito, left) and mojito after centrifuge (right), (c) MW (microwave), (d) JJ (jam jar), (e) ICE (ice cube), (f) REFT (REF with simulated transport, grass samples after 1 h in the oven to simulate transport of the material) and (g) REFS (REF with simulated storage, the grass samples thawing after 1 h in the freezer with exfiltration, i.e., loss of plant water). For each method the different materials needed, advantages, disadvantages, usability (easy, neutral, challenging indicated as ++, +, or 0) and overall rank (best to reasonable indicated as 1–3; based on Z-scores) are listed in the respective columns.



Method 1 (MO) - Pestle and Mortar Extraction (Mojito Method)

A mojito is a cocktail where mint leaves are gently mashed with a muddler to extract essential oils. With this in mind, the idea of the mojito methods was born. Interested in water instead of essential oils, we transferred 5 g of plant material to a mortar immediately after harvest and slightly crushed it with a pestle until a mushy, watery puree developed (Figure 1b). The puree was squeezed with the pestle to separate fibrous material from the green liquid. The green liquid was transferred into a centrifuge vial and laboratory centrifuged for 30 min at 5000 rpm to separate the water from the grounded plant particles. As an alternative, in remote areas a hand-made centrifuge can be used [e.g., Bhamla et al. (2017)]. After centrifuging, the liquid water was pipetted into 2 ml vial for stable isotope analysis.

Method 2 (MW) – Household Microwave and Re-sealable Zipper Storage Bags

This method used a standard kitchen microwave and re-sealable zipper storage bags (Figure 1c). We transferred 3 g of plant material into a double re-sealable zipper storage bags immediately after harvest and then microwaved at 300 W for 1 min (longer times were not used to prevent the plant material from burning). The extracted water pooled in the bottom of each plastic bag. The extracted water was transferred to a 2 ml vial for stable isotope analysis.

Method 3 (JJ) – Jam Jar Extraction

An expandable container was constructed by affixing a latex balloon secured with a zip-tie to the top of a clean 200-ml glass jar (Figure 1d). We transferred 3 g of plant material immediately after harvest into the jar before sealing the container. The jar was then placed in a 100°C water bath for 1 h (same extraction time as in REF method). During the cooking process, the balloon expands and water condensates against the inner surface. After cooking, the jar was removed from the water bath and allowed to return to room temperature. Once at room temperature, the jar was unsealed and the water in the balloon was pipetted into 2 ml vials for isotopic analysis.

Method 4 (ICE) – Ice Vacuum Extraction Using Ice Cubes and Cooking Salt

A mix of ice cubes and table salt [weight ratio 3:1 (Arbouw, 2018)] was used for cooling (−20°C) in place of the liquid nitrogen used in the aforementioned REF method (Figure 1e). Using the same setup outlined for the REF method, we transferred 3 g of plant material into EXE-I and stored frozen (−20°C) until extraction. As in REF method was conducted by placing EXE-I into a 100°C water bath and EXE-II into the ice-salt mixture. The ice-salt mixture was mixed every 15 min and the temperature was continuously monitored with a laboratory thermometer. After 1 h, EXE-II was removed and sealed with Parafilm®. After thawing, the extracted liquid water was pipetted into 2 ml vial for stable isotope analysis.

Simulated Transport (REFT) and Storage Impacts (REFS)

We explored the potential impact of transport (i.e., changes introduced after sampling and moving the samples from field to the laboratory) and storage (i.e., changes introduced by delayed analysis) on the stable isotope compositions. Since our goal was to assess the magnitude of errors introduced by transport and storage, we only consider REF method for this experiment.

To simulate the transport error, 5 g of plant material were transferred immediately after harvest into a re-sealable zipper storage bag and excess air was removed by hand. This bag was placed in a second re-sealable zipper storage bag. After being sealed, the bags were stored in a laboratory oven at a constant 50°C to simulate warm transport conditions (e.g., transport in a car without refrigeration). After 1 h, 3 g of plant material were transferred into EXE-I for plant water extraction REFT (simulated transport using the REF method to extract the plant water).

To simulate the impact of storage on the stable isotope composition, 5 g of plant material were transferred into double-bagged re-sealable zipper storage bags immediately after harvest and stored in a standard freezer at −20°C for 1 h. This test allows assessing how freezing and subsequent thawing affects isotopic composition, which would be a typical concern around storage of plant samples waiting to be processed. After removal form the freezer, 3 g of the plant material were transferred into EXE-I for plant water extraction REFS (storage impact using the REF method to extract the plant water).

The extraction efficiencies (Eeff) were assessed as the ratio of the weight of the extracted plant water over the weight of the total plant water expressed as:
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where the weight of the pre-extraction plant sample is WI, weight of the post-extraction plant sample (WE) and the weight of the plant sample after oven dried at 105°C (WD, weighed repeatedly until there was no change in weight).

Isotopic Measurement and Extraction Method Comparison

Each extracted plant water sample was pipetted into a 2 mL vial (32 × 11.6 mm screw neck vials with cap and PTFE/silicone/PTFE septa). All water samples were analyzed using a Thermo Scientific isotope-ratio mass spectrometer (IRMS, Delta V Advantage Conflo IV) coupled with a Thermo Scientific Gas Bench II to determine δ18O. Water samples (0.2 ml) were placed in Exetainer® vials and the headspace flushed by a 0.3% CO2-He gas mixture of known isotopic composition. After an equilibration phase of 24 h, the headspace vapor phase was injected 8 times which allowed for a precision of 0.08‰ for δ18O. Deuterium composition was determined by direct injection on the same IRMS, coupled with a Thermo Scientific High Temperature Conversion Elemental Analyzer (TC/EA), equipped with an autosampler (Thermo Scientific AI/AS 3000). Each sample was injected and analyzed 5 times. This allowed for a final precision of 0.7‰ for δ2H. Vienna Standard Mean Ocean Water (VSMOW) and Standard Light Antarctic Precipitation (SLAP) were used as internal lab standards for both water isotopes. Isotopic composition is reported normalized to the composition of VSMOW, which is defined as 0‰ δ18O and 0‰ δ2H. Further, deuterium excess (D-excess) is defined as D-excess = δ2H-8⋅δ18O (Craig, 1961). All extracted plant water samples were analyzed with an IRMS (high-tech, high-cost) contradicting the low-cost character of this study. However, using an IRMS we could avoid issues with solutes released during the extraction that impact the accuracy of laser spectroscopes (West et al., 2010; Millar et al., 2018). In this way, our analysis could focus on the water extraction method, assuming the isotope analysis was reliable.

The isotopic compositions of water from the different extraction methods were compared in dual isotope space (i.e., plotting δ18O against δ2H). For each extraction method the average, standard deviation (SD), range (max-min) and the difference of the average composition of a method to the average of the reference plant water extraction were determined. The plant water extraction methods were also compared by Z-scores (Wassenaar et al., 2012):
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where Mn is the isotopic composition of water extracted with the trial method (namely MO, MW, JJ, ICE, REFT, or REFS), MREF is the isotopic composition of the reference method, and SD is the analysis standard deviation. Instead of using the machine precision as SD (Wassenaar et al., 2012; Orlowski et al., 2016b), 1.44‰ for δ18O and 2.2‰ for δ2H was used as SD. These SD are based on the by Millar et al. (2018) reported average SD [leaf and stem obtained using the cryogenic vacuum extraction method Koeniger et al. (2011)] and were used in this study to better represent the natural variability of stable isotope composition in plant material. An adapted comparison criterion as proposed by Orlowski et al. (2016b) was used to reclassify Z-scores such that a Z-score <2 were comparable, scores from | 2–5| were considered acceptable and a score >5 was considered unacceptable.



RESULTS

Plant Water Extraction

All four MacGyver methods (Figures 1b–e) were able to extract 0.5–2 ml water from most plant groups with extraction efficiencies ranging from 0.5 to 1.0 (Supplementary Figure S2). In addition, the extraction efficiency varied across methods and there were qualitative differences among methods that are noted as part of the assessment of these MacGyver methods.

The MO method (Figure 1b) could extract water from the indoor plant groups. Despite centrifugation, it was not possible to separate all water from the puree and therefore no extraction efficiency was determined (Figure 1b). In contrast, outdoor grass plant material were largely fibrous given the autumn such that it was not possible to obtain enough water for stable isotope analysis.

The MW method (Figure 1c) was effective for all plant groups but some water droplets remained inside the re-sealable zipper storage bags due to adhesion to the inner side of the bag.

The JJ method (Figure 1d) was able to extract water for the indoor grown plant samples but was not able to extract sufficient water (<0.5 ml) from lawn grass samples. Some water droplets could not be piped due to adhesion to the grass and jar.

The ICE method (Figure 1e) and the REF method (Figure 1a) extracted plant water from all plant groups. As such, there was not a marked difference in the extraction efficiency comparing the MW, JJ, ICE methods and “standard” research-grade extraction technique REF.

Simulating a 1 h car ride at 50°C, the plant weight after transport decreased by 0.1–0.15 g, with the different grass samples (indoor and outdoor) losing 3% and the melon samples losing 10% of total water content, respectively (Figure 1f). Simulating the effect of storage (freezing and thawing), the plant weight after thawing decreased by 0.1–0.15 g with the different grass samples (indoor and outdoor) losing 1–10% of the total water content while melon plants decreased by 0.5 g, which is 20% of total water content (Figure 1g). From the plant materials used in REFT and REFS, we could extract 1–3 ml of water (extraction efficiency 0.3–0.98, Supplementary Figure S2) using the REF method.

Isotopic Composition of Plant Water Extracted

Considering the REF method, the outdoor grass samples were more depleted in δ18O and δ2H relative to the indoor plant samples (Table 1). Moreover, the indoor plant samples showed evaporative enrichment, falling below the global meteoric water line (GMWL, Figure 2). In contrast, grass grown outdoors on the lawn or pasture clustered along the GMWL (Figure 2). The water used for irrigation of the indoor plants had a constant isotope composition (δ18O = −7.97 ± 0.3‰ and δ2H = −62.02 ± 0.5‰) throughout the experiment and was on the GMWL (Figure 2).

TABLE 1. Comparison of isotopic composition across plant groups (columns).

[image: image]


[image: image]

FIGURE 2. Dual isotope space (δ18O and δ2H) including all extracted plant water samples, the global meteoric water line (solid gray line), the evaporation line calculated as in Benettin et al. (2018) (dashed line) using the median irrigation water (star). The median and error of the REF are indicated as cross hairs with black closed circles. (a) Symbols indicate the indoor grass (circles), melon (square), campus lawn grass (cross), grass from the pasture (asterisk) and irrigation water (star). Different colors indicate cryogenic vacuum extraction (REF), simulated transport using REF (REFT), simulated storage using REF (REFS) and the different extraction methods MO, MW, JJ, and ICE (mojito, microwave, jam jar and ice cube, respectively). The side panels show data for each plant group (A-D) separately (b–e).



The isotopic range and SD obtained from a given method were 3‰ and 1.5‰ for δ18O, and 17.7‰ and 9‰ for δ2H respectively (Figure 2 and Table 1). The average isotope composition of water extracted with any single MacGyver method differed from the average of the REF extracted plant water (Table 1).

For the different grass samples (indoor, lawn and pasture), most extraction methods provided δ18O that were comparable (28 out of 32 samples, 88%) to those obtained from the REF method, such that Z-scores were less than 2 (Figure 3). The remaining extraction methods (4 out of 32 samples, 12%) provided δ18O values regarded as acceptable (Z-scores between 2 and 5, Figure 3). Many extraction methods yielded δ2H values comparable (11 out of 32 samples, 34%) to those from the REF method, such that Z-scores were less than 2 (Figure 3). Eight out of 32 samples (25%) provided acceptable δ2H values (Z-scores between 2 and 5; Figure 3), while the remaining (13 out of 32 samples, 45%) were different from those obtained with the reference method.
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FIGURE 3. For each plant group A-D (a–d), performance of the different plant water extraction methods using the Z-scores. Symbols indicate the indoor grass (circles), melon (square), campus grass (cross), grass from the pasture (asterisk), and irrigation water (star). Different colors indicate cryogenic vacuum extraction (REF), simulated transport using REF (REFT), simulated storage using REF (REFS) and the different extraction methods MO, MW, JJ, and ICE (mojito, microwave, jam jar and ice cube, respectively).



The melon plants had fewer isotope values since not all methods were able to extract water (Figure 3b). For the methods that were able to extract water, most were comparable to the REF method for δ18O (4 out of 5 samples) such that Z-scores were less than 2 (Figure 3). The remaining extraction method (1 out of 5 samples) was acceptable for δ18O such that the Z-scores was between 2 and 5 (Figure 3). In contrast, most methods were different from the REF method for δ2H (4 out of 5 samples), such that Z-scores were larger than 5 (Figure 3). This lower reliability for δ2H with melon plants could not be explained by lower extraction efficiencies (Supplementary Figure S3).

Most of the samples affected by simulated transport or storage (REFT and REFS) were comparable (7 out of 14, 50%) or acceptable (7 out of 14 samples, 50%) for δ18O when compared to values obtained from the REF method, such that Z-scores were less than 5 (Figure 3). In contrast, most of the samples affected by transport or storage (REFT and REFS) were unacceptable for δ2H (9 out of 14, 65%), such that Z-scores were larger than 5. This result indicates a significant influence of transport and storage on the isotopic composition of plant water.



DISCUSSION

Usability of the Different Extraction Methods

Each of the investigated MacGyver methods has advantages and disadvantages concerning usability and efficiency to extract water (Figure 1). The MO method was easy to use in the field or in laboratory but could not extract water from fibrous plants. The MW extraction was quick and able to extract water from all different plant materials considered, but some water droplets remained in the bag, which likely had an effect on the calculated extraction efficiency and isotope composition of the extracted water. The JJ method can be applied nearly everywhere, including in remote areas with only access to an outdoor stove or fire, but had difficulty to extract water in fibrous plants and water droplets adhering to the leaves and jar, possibly effecting the calculated extraction efficiency and isotope composition of the extracted water. The disadvantage of the ICE method, which is a low-technology variant of the REF method, was that more materials including ice cubes were needed compared to other MacGyver methods. Still, a benefit of the ICE method was that it could extract water from all different plants considered and no additional safety or training aspects were needed (e.g., handling liquid nitrogen −196 °C). Hence, the ICE method could be used safely in citizen science and/or school projects.

Even though the low-technology and low-cost plant water extraction methods were able to effectively and economically extract water from plants, different aspects need to be examined in more detail. In the methods based on heating plant material to release plant water (MW, JJ, and ICE), a fixed extraction time of 1 h was selected from literature values (West et al., 2006; Koeniger et al., 2011). However, as observed by West et al. (2006), the extraction time of cryogenic vacuum extraction affects the stable isotope composition. Therefore, as a next step as we seek to develop and differentiate these MacGyver methods, the extraction time should be optimized for each method and investigate the effect of co-extracted chemical compounds on laser spectroscopes. In addition, it is necessary to test all methods (MO, MW, JJ, and ICE) on other types of plant (e.g., trees).

Method Precision and Plant Water Isotopic Composition

Besides the effectiveness and applicability of each method considered in this study, it is important to assess how the isotopic signatures of the extracted water compare across the different methods.

The different MacGyver plant water extraction methods were able to extract water across a range of plant species and growing conditions (Figure 2). The methods seemed to correctly capture the observed evaporative enrichment in the indoor-grown plants and that outdoor grass had an isotopic composition similar to that of the GMWL (Figure 2). Single outliers in isotopic composition can be explained by the freezing of the outer and inner part of the syringe (for both ICE and REF) in proximity to the ice or liquid nitrogen, which blocked flows near EXE-II and impacted extraction and eventually the isotopic composition.

Comparing the isotope composition of the different plant water extraction methods across the different plant groups, the ICE method provided results that were closest to the REF method (Figures 1, 3 and Supplementary Figure S4). However, also a range of plant water stable isotope compositions larger than the precision of the stable isotope analyzer could be noticed (Figure 2). The average range of 3‰ for δ18O for the different MacGyver methods is large but also similar to that reported by Millar et al. (2018) and West et al. (2006) using standard research-grade extraction methods. As such, the MacGyver methods can be used with some confidence knowing that the relative performance regarding final stable isotope composition is equivalent to high-tech and high-cost methods.

In general, the performance of the different methods for δ18O were acceptable for all plants and for δ2H for the grasses (Figure 3 and Supplementary Figure S4). The higher deviation of Z-scores for δ2H of melon plant water suggests either that fractionation occurred during sample processing or that the melon plants used in this study experience greater transpiration from the leaves. Unfortunately, due to the limited amount of plant material considered, we could not further investigate this effect through separating the different plant components (e.g., roots, stems and leaves) as was done by e.g., Millar et al. (2018). In addition, it is also uncertain whether each method extracts the same water pool from each plant type or if different pools of water are extracted according to method (e.g., water from stems vs. leaves, or from xylem vs. intercellular water). This issue begs the question of how representative any bulk extraction method (i.e., cryogenic vacuum distillation) would be when it removes all water from plant tissues.

Potential Effect of Transport and Storage on the Stable Isotope Composition

Water samples for stable isotope analysis are typically collected in the field using bottles (preferably glass or HDPE-bottles) and hermetically sealed with a cap. Under such conditions, samples collected today could be analyzed years later (Spangenberg, 2012). Our study, however, highlights that during transport from the field to the laboratory the plant water stable isotope compositions can change considerable (Figures 1, 3, 4) and to a greater extent than the accuracy of extraction and stable isotope analysis. When plants are collected and not immediately cooled, plant material continues to transpire or lose water via evaporation from the cut surfaces, resulting in water loss of up to 10% compared to the initial sample weight. Hence, it is advisable to cool the plant material directly in the field. In addition, a common practice is to store the collected plant material in a freezer until processing to prevent decomposition and fractionation until the plant water is extracted. When freezing plant material, the cell walls burst. Upon thawing, there can be 10–20% loss of the total plant water impacting the remaining plant water isotopic composition.


[image: image]

FIGURE 4. The process chain from plant sample collection and transport, storage, plant water extraction and isotope analysis to the final isotope composition. At each step, the potential water loss and associated error in isotopic composition for δ18O and δ2H are indicated as % and ‰, respectively. With each step the cumulative error in the isotope composition increases, highlighting the importance to focus not only on the extraction technique but on the full process chain.



Clearly, focusing only on equipment and laboratory techniques while neglecting how consistency in transport and storage can impact isotopic composition can bring about significant misinterpretations. This is where MacGyver methods could provide a remedy or supplement to standard methods such as the cryogenic vacuum extraction (Koeniger et al., 2011) or direct vapor equilibration method as proposed by Millar et al. (2018), by virtue of their speed and ease of use to help bring about consistency.



CONCLUDING REMARKS

Our results show that simple MacGyver methods can generate isotopic data with a precision that is generally comparable to that of higher-demand research grade methods. In addition, we demonstrated that it is necessary to consider the full process chain from plant sample collection to isotope analysis, as there are several possible sources of errors along this chain (Figure 4). All plant water extraction methods have sources of error and uncertainty, which can be controlled through adequate methodological characterization and clearly defined protocols. Therefore, the MacGyver plant water extraction methods presented here are methodologically promising for the rapid expansion of isotopic investigation especially in remote areas with technological limitations or in citizen science and/or school projects that require high safety standards.
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FIGURE S1 | Growing tray with indoor grass-A in windowsill (a), growing tray with melon-B in windowsill (b), outdoor grass-C lawn with sampling locations indicated by re-sealable zipper storage bags (c), outdoor grass-D pasture (source: Google Street view) (d), pod with indoor grass-A just before harvest (e) and pods with melon just before harvest (f).

FIGURE S2 | For each plant group (column A–D), the boxplots show δ2H, δ18O, deuterium excesses (D-exe), and water extraction efficiency. The letters indicate the cryogenic vacuum (REF), simulated transport using REF (REFT), simulated storage using REF (REFS), mojito (MO), microwave (MW), jam jar (JJ) and ice cube (ICE) extraction methods. The red line indicates the median of the REF, and the gray lines indicate the analytical standard deviation.

FIGURE S3 | The extraction efficiency as a function of δ18O Z-scores (top row) and deuterium excess Z-scores (bottom row) for the different extraction methods: cryogenic vacuum (REF), simulated transport using REF (REFT), simulated storage using REF (REFS), microwave (MW), jam jar (JJ) and ice cube (ICE) extraction methods. Symbols indicate the indoor grass (circles), melon (square), grass from the lawn (cross), grass from the pasture (asterisk) and irrigation water (star). Different colors indicate cryogenic vacuum extraction (REF), simulated transport using REF (REFT) and simulated storage using REF (REFS).

FIGURE S4 | Data of Figure 3 represented as boxplot to compare the different plant water extraction methods (mojito (MO), jam jar (JJ) and ice cube (ICE) extraction methods) for plant groups A, C, and D (plant group B excluded due to few data points) using the Z-score. Individual data points are indicated with circles and boxes indicate the 25 and 75th percentiles.

TABLE S1 | The complete stable isotope dataset that was generated and analyzed for this study.
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The protection and sustainable use of aquatic resources require a better understanding of fresh water sources, limnic ecosystems, and oceans. The effects of global change, intensive use of natural resources and the complex interactions between humans and the environment show different effects at different scales. Current research approaches are not sufficient to appropriately take account of the heterogeneity and dynamics of aquatic ecosystems. A major challenge in applied environmental research is to extend methods for holistic monitoring and long-term observation technologies with enhanced resolution over both space and time. In this study, turbidity and the content of dissolved organic matter (DOM) are key parameters, as they are of importance for assessing the health of aquatic ecosystems and the state of ecosystem services (e.g., the provision of drinking water). Photonics and optical sensors as well as integrated circuits and open-source based components open interesting possibilities to overcome the current lack of adaptive and service-oriented sensor systems. An open source based optical sensor system was developed, which enables a user-specific, modular and adaptive in-situ monitoring of the turbidity and the dissolved organic substance content almost in real time. Quantification is based on attenuation or transmission measurements with two narrowband LEDs and corresponding detectors in the ultraviolet (DOM content) and infrared range (turbidity) of the electromagnetic spectrum. The developed in-situ sensor system shows a very high agreement with the results obtained using a laboratory photometer but with less methodological effort. First tests carried out in the area close to the city of Leipzig (Saxony, Germany) show promising results. The in-situ sensor system is able to acquire the optical attenuation with a sampling rate up to 0.1 Hz. Due to the fact that data is visualized directly with the help of web services, even the quality of data collection can be improved by assisting the selection of sampling points or a direct spatio-temporal data feedback. What this approach illustrates is the fact that open-source technologies and microelectronics can now be used to implement resilient and promising sensor systems that can set new standards in terms of performance and usability within applied environmental research.

Keywords: photonic sensing, in-situ measurements, assisted monitoring, attenuation sensor, internet of things, water quality


1. INTRODUCTION

The conservation and use of aquatic resources necessitate a better understanding of freshwater sources, limnic ecosystems, and oceans to sustainably secure the livelihood of a steadily growing world population. A major challenge is seen in the fact that global change and the consequences of human action show different effects at different scales (Chapman, 1996). State of the art research approaches and scientific measurement methods are limited to large-scale measurement campaigns carried out by scientific or governmental institutions. Due to the high methodical effort and the relatively low spatio-temporal coverage, such approaches are not yet feasible enough to provide a monitoring solution to address the heterogeneity and dynamics of aquatic ecosystems in an appropriate manner (Wiemann et al., 2018).

In the field of applied environmental research, different approaches exist to measure and visualize processes in the environment and their effects on the ecosystem. These approaches extend over several scales. Starting with satellite-based earth observation, airborne, or unmanned aerial vehicles (UAVs), environmental data acquisition is also achieved by deploying sensor networks, autonomous systems, or conducting classical manual field sampling using appropriate sampling and measurement technologies for the monitoring.

What is urgently needed, however, are methods that go beyond classical established environmental research. With the help of miniaturized, integrated sensors, user groups outside science could also be integrated into the process of collecting environmental data (Citizen Science). This requires suitable sensor systems that are both easy to use and easy to process and visualize the data later on. In current research, there are approaches that investigate new strategies of environmental data collection with a similar motivation (Hut et al., 2016; Brewin et al., 2017; Seibert et al., 2019). It is particularly important to develop approaches for a wide range of users when determining, controlling and ensuring good water quality in the long term (Lockridge et al., 2016). Under these aspects, an efficient sensor system must not only provide scientifically valid data. For the later utilization of the data, appropriate interfaces must be created for visualization, online availability of the data and for the creation of a spatial reference for measurement (e.g., via GPS).

Therefore, this paper presents and evaluates an approach for such a monitoring based on an optical measuring system for the determination of dissolved organic carbon and turbidity.


1.1. Water Quality Assessment

Especially with regard to the process dynamics and heterogeneity of aquatic ecosystems, a comprehensive monitoring of these effects remains to be a challenging issue. This results in a strong pull to develop adaptive survey and monitoring strategies as well as tools to observe even complex ecosystems of large scale and over a longer period of time. In this connection, it is of particular interest to map the heterogeneity as well as the dynamics of processes in a discrete manner to address the spatio-temporal interdependencies of aquatic systems appropriately. Although the performance of sensors and sensor systems has considerably increased during the last years, the integration of data as well as the provision of gathered information have to be improved to achieve a more wide spread use of optical sensors and sensor systems in practice. In terms of optical tools for aquatic monitoring a broad review is given by Moore et al. (2009). The motivation of this work is the development and implementation of an in-situ sensor probe prototype for the optical detection of dissolved organic carbon (DOC) in aquatic media.

1.1.1. Dissolved Organic Carbon (DOC)

Dissolved organic carbon is a sum parameter and represents all organic compounds dissolved in water. It plays a key role in the assessment of water status and load (Guo et al., 1995). In the field of water and environmental research, the interest in observing and documenting short and long-term trends in DOC concentrations of surface and drinking water is of great importance (Kolka et al., 2008). Current field devices for the recording of DOC are very reduced with regard to their modifiability by the user and are not designed for near real-time data processing. Another limitation of current system is the insufficient temporal-spatial resolution. The implementation of mobile monitoring strategies is therefore difficult to achieve.

1.1.2. Turbidity

Turbidity describes how clear a selected volume of water is. In this context, turbidity refers to the presence of suspended solids. The more turbid a water is, the less light can be transmitted through it as a result of the suspended solids. With regard to ecosystem processes, increased turbidity means, for example, that less light is available for photosynthesis (Bass et al., 1995). The interaction therefore has an effect on aquatic fauna, but also on fish abundance and distribution. Furthermore, turbidity is often related to the nutrient content, which strongly influences an ecosystem (Chapman, 1996). In addition to the ecological aspects, turbidity is of great importance as a corrective in applied measurement techniques. Knowledge of turbidity is important to enable appropriate corrective measures when working with optical instruments in general (turbidity correction).



1.2. Sensing as a Service

To this end, an open-source based, modifiable in-situ probe would represent a promising possibility to realize a mobile and cross-scale monitoring approach, which allows a higher spatial and temporal resolution with lower maintenance and acquisition costs. For this purpose this work aims at the proof of concept and the development of an optical sensor probe as part of a sensor system for the detection of DOC under field conditions based on a spectrometric measurement.

As another aspect of this work, it will be investigated to what extent cost-effective open-source based platforms are suitable for realizing complex environmental information and sensor systems. Raspberry Pi, Arduino and other technological developments, especially in the field of IoT and miniaturized automation, have fundamentally changed the working methods of different user groups and the way inventions can be realized with very limited resources.

In addition to the construction of a field-capable sensor unit, the development of powerful and fast data processing structures is another motivation of this work in order to provide reliable monitoring data close to real-time. To achieve this goal web based services were developed and implemented. In this connection, the definition of standards as well as the establishment of suitable interfaces were key elements to create an holistic process chain from the acquisition of a single measurement to the provision of reliable information for decision making, which is called Sensing as a Service.

In contrast to common monitoring approaches using stationary observation data, mobile monitoring approaches provide the potential of a higher spatial resolution in terms of identifying the heterogeneity of an ecosystem. For a service-oriented implementation of the necessary computation, especially during the field measurements, an abstract data model was formulated called the Object Specific Exposure (OSE) (Schima et al., 2017; Schima, 2018). The term exposure is used to describe the relationship between a state variable, e.g. the measured concentration of organically dissolved carbon, and the respective period or reference space of the measurement. A mobile measurement series along a river section must therefore be interpreted differently than a stationary measurement in the same period. A simple averaging, however, is not sufficient, since the integral information contained with regard to the temporal and spatial peculiarities would be lost. This approach serves as a holistic representation of an exposure, e.g., an object exposed to a concentration (c) of a substance at a specific position (x, y), at a specific depth (z) and for a specific amount of time (t) in an aqueous media as shown in Equation (1).
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In view of mobile sampling, it is necessary to establish a corresponding spatial and temporal reference for each measurement of a state variable [e.g., concentration (c)]. The exposure is then composed integrally (see Equation 1). The OSE formula is a considerable help for the development of mobile sensors since applied as a design and system paradigm, it ensures that all descriptive data of a measurement conversion is generated at the sensor level. The optical in-situ measurement of absorption is thus supplemented by information such as location, water depth, time, and system status. Furthermore, a strict monitoring paradigm ensures that, for example, a measured value is only collected at full minute intervals. This allows the direct comparison of data from different sensor systems with no need for any further data harmonization.

At the same time, the usability of the collected data is increased. Following the OSE paradigm and using standardized interfaces for data transmission, real-time environmental information systems can be set up. This makes it possible, for example, to create a map display in the field while collecting the data or to visualize time series on a smartphone or tablet. The joint development of hardware and software leads to a so-called Assisted Monitoring, which is particularly useful for mobile applications as shown in the following.

1.2.1. Assisted Monitoring: Mobile App and Web Service

The approach of an Assisted Monitoring aims at providing the user with reliable information on the target environmental parameters and sensor system states during data collection (see Figure 1A). To do so, the system consists of an optical sensor head that is connected to a control and communication unit. Via a Bluetooth interface it is possible to configure the measuring system with the help of a mobile terminal device and an app (see Figure 1B), to start measurements manually or automatically and to send the measured values via a web interface, e.g., for online visualization (see Figure 1C).
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FIGURE 1. Assisted Monitoring based on mobile apps and web services will lead to new perspectives in environmental monitoring and observation. The development of service-oriented infrastructures will accelerate the data acquisition toward the provision of reliable information during field measurements (A). The visualization of data near real-time and the usage of mobile devices (B) in the field will increase the spatio-temporal resolution and the quality of environmental monitoring in general (C).



The mobile app empowers the user to modify the data acquisition and to configure the sensor system. Therefore, single measurements or an automated monitoring can be easily achieved. The app provides an initial data evaluation and a real-time data visualization. During the measurement, data can be stored locally or send to a web service.

On the server side, various services take over the forwarding, processing and visualization of the data. A browser based web service provides a dashboard for real-time data visualization including a web map service for initial interpretation of the data, e.g., in the field for ad-hoc adjustments of the sampling strategy. Here again, the sensor system development according to the OSE paradigm allows a straight data stream processing since every single measurement is geo referenced and time synchronized. The data stream process requires the following process stack per each measurement:

1. Sensor level:

(a) Routine to acquire all data from the sensor system (e.g., temperature, pressure, absorption,…)

(b) Routine to generate a message string containing all predefined values of interest

(c) Routine to configure communication module according to the used communication protocol

2. Sensor level:

(a) Message-oriented middleware (MOM) – A message broker to handle the incoming messages, e.g., RabbitMQ

(b) A data base to store the data, e.g., InfluxDB

(c) A front end to query and visualize the data, e.g., Grafana

In order to feed conventional environmental data processing, a data export function can be used to export the data in an appropriate format, e.g., as a comma separated values file.




2. MATERIALS AND METHODS


2.1. Measurement Principle

The underlying measuring principle is an optical transmission measurement (respectively attenuation) of water due to different ingredients and dilutes (Preisendorfer, 1976; Bass et al., 1995; Hoge et al., 1995). This measuring principle is well-established in laboratory analysis, so that regulations exist for the detection of certain substances in water. To comply with normed methods and standards, the use of DIN standards is common in Germany. DIN (Deutsches Institut für Normung) is the German Institute of standards. The relevant standards for this study are the DIN 38404-3 (2005) for attenuation in the UV wavelength range, DIN EN 1484 (1997) for DOC analysis and DIN EN ISO 7027 (2000) for turbidity approximation.

With respect to DIN 38404-3 (2005) the spectral absorption coefficient αλ or rather the Extinction Eλ at λ = 254 nm is used as a summarizing method for the determination of dissolved organic carbon in aquatic media. Therefore, the attenuation of UV light passing through a sample is detected by absorption. This measured absorbance of the water sample serves as a measure of the concentration of chromophorically dissolved organic substances in water, such as DOC. The general basis for such quantitative absorption measurement is the Beer-Lambert law according to Equation (2):
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Here, Eλ represents the Extinction, I0 the intensity of emitted light in W m-2, I1 the intensity of transmitted light in W m-2, ϵλ the extinction coefficient in m2 mol-1, c the concentration of absorbing material in mol l-1 or km m-3, and d the path length in m. Based on this considerations, the development of an optical in-situ sensor probe for measuring the attenuation will be described in the following.



2.2. Hardware Description
 
2.2.1. Sensor Probe

According to DIN 38404-3 (2005) the spectral absorption coefficient αλ at λ = 254 nm can be used to calculate the DOC content in aquatic media. Therefore, the probe consists of an ultraviolet light emitting diode (UV-LED) as emitter and a UV photodiode as detector. Since it is not possible to filter the medium in an in-situ measurement as recommended by DIN EN 1484 (1997), for an in-situ measurement of DOC the influencing turbidity must be compensated or determined. As shown in Huang et al. (1992) and Liu and Dasgupta (1994), a spectrometric measurement at λ = 860 nm can be used to compensate the turbidity.

Dual wavelength measurement is implemented with two sensor units, a UV sensor unit for measuring DOC at λ = 254 nm and an infrared (IR) sensor unit for measuring turbidity at λ = 860 nm. To perform the photometric measurement, each sensor unit includes an emitter and detector as shown in Figure 2A. An UV-LED (UVTOP250-BL-TO18 from ROITHNER LASERTECHNIK GmbH, Vienna, Austria) (λmax = 254 nm) is installed on the emitter side of the UV unit. An IR LED (SFH 4557 from OSRAM Opto Semiconductors GmbH, Regensburg, Germany) (λmax = 850 nm) is installed for the emitting IR unit. In addition, the IR emitting sensor head includes a constant current source at ILED = 100 mA and a voltage regulator. The UV emitting sensor head contains a constant current source at ILED = 20 mA. The detector for the UV sensor unit is a UV silicon carbide photodiode (SIC01S-C18 from ROITHNER LASERTECHNIK GmbH, Vienna, Austria) with peak spectral sensitivity at λ = 254 nm. An IR LED (SFH 4850 E7800 from OSRAM Opto Semiconductors GmbH, Regensburg, Germany) is used as a detector for the IR channel. Both detector heads also include a 16-bit analog-to-digital converter (ADS1115 from Texas Instruments Incorporated, Dallas, USA). In addition, the UV receive sensor head contains a single supply instrumentation amplifier. For controlling the system, a Raspberry Pi is used. A transistor and an optocoupler are installed for each channel to control the UV LED and IR LED. A Python script running on the Raspberry Pi is responsible for managing the switching characteristics and measurement. The emitter and detector sensor heads are connected to the control unit via 4-pole cable (LifYDY 4 x 0.10 qmm of kabeltronik Arthur Volland GmbH, Denkendorf, Germany). The entire system is supplied by a battery pack (see Figure 2). With one battery charge, data can be recorded for up to 24 h. For later application the sensors are placed inside the media. The control unit (topside unit) is designed to ensure user interaction via Bluetooth, GPS positioning and data transmission via WiFi.
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FIGURE 2. (A) shows a schematic drawing of the sensor system. (B) shows the control unit with the Raspberry Pi, GPS receiver, and WiFi module as well as the battery pack. Four cables are connected to the emitters and detector units of the UV channel (DOM) and IR channel (turbidity); the white attachment on the top of the control unit is used to measure temperature and humidity. The illustration in (C) shows the IR sensor unit at the top and the UV sensor unit at the bottom, with both receiving and transmitting sensor heads mounted opposite each other on a metal guide. Inside there is an LED as emitter and a photodiode as detector in combination with an AD-converter. A constant current source and voltage regulator are integrated on the emitter side for stable operation. The control unit and the sensor modules are connected by cables.



The housing of the probe is made of stainless steel. The system consists of two cylindrical sensor heads, one for the emitter and one for the detector. Both are mounted opposite of each other on a connecting bridge. Each sensor head has a sapphire glass window at the narrow end of the cylinder. The wide ends of the heads have a waterproof cable gland. Including the cable gland, the sensor measures a height of 4.4 cm, a length of 20.8 cm and a width of 3.9 cm, and weighs 119.2 g (see Figure 2C). The Python script running on the Raspberry Pi controls the time, duration, and iteration of the measurement. Both, the UV and IR units are activated simultaneously. Accordingly, as soon as the LED is supplied with power, it begins to emit light that goes through the medium and hits the detector (diode). Due to the relationship between the concentration of the measured compounds and the intensity of the transmitted light, the light intensity incident on the receiving diode varies (cf. Lambert-Beer law). In the photo diode, the incident light generates a current dependent on the intensity of the light, so that the voltage can be measured via a trans-impedance amplifier. This voltage is converted into a digital signal by the analog-to-digital converter and evaluated by the control unit (Raspberry Pi). Once the DOC and turbidity units are calibrated, the turbidity and consequently the content of DOC can be determined based on the transmission measurement.



2.3. Laboratory Experiments
 
2.3.1. Sensor Calibration

Both sensor units are calibrated directly in the medium. Potassium hydrogen phthalate as recommended in DIN EN 1484 (1997) is used to prepare a dilution series for DOC calibration. Even though formazine is the standard solution for the calibration of turbidity probes according to DIN EN 1484 (1997), the use of formazine is avoided due to its toxic properties. Liu and Dasgupta (1994) used milk in their experiments to produce turbidity. Since milk is an organic product, it influences the DOC measurement and therefore cannot be used for this experimental set-up. Clifford et al. (1995) used the inorganic component Fuller's Earth. Besides milk, Fuller's Earth is unsuitable due to its adsorption properties, which can lead to complications with potassium hydrogen phthalate. Talcum powder (Talcum Powder -350 MESH from Sigma-Aldrich Co. LLC., St. Louis, USA) (Mg3Si4O10(OH)2) is used as a non-adsorbent, inorganic, non-water-soluble material that does not influence the DOC measurement, in order to cause turbidity in this experimental setup. To find out how the turbidity and DOC measurement units react to different concentrations, both are mounted upside down with the receiving diode on top in a glass vessel to avoid the influence of stray light during measurement. To avoid mutual interference between the two sensor units, each sensor is inserted into the calibration vessel separately.

To prepare the dilution series, distilled water with a content of total organic carbon (TOC) of c = 0.003 mg l−1 is used as the base medium for calibration. A glass vessel is filled with V = 0.8 l distilled water. Due to this low TOC concentration, no filtering of the distilled water is required. It is intended to measure DOC concentrations of cDOC = 0, 5, 15, 25, 50, 75, 100 mg l-1. Therefore, a stock solution is prepared with c = 1000 mg l−1 potassium hydrogen phthalate. To produce the intended DOC concentrations, the following amount of stock solution is added to the V = 0.8 l zero solution (see Table 1).



Table 1. Volume of stock solution added to V = 0.8 l zero solution to produce several DOC concentrations.

[image: image]




In order to be able to measure turbidity in a comparable way, formazine has become established as the turbidity standard liquid in laboratory analysis. There are different turbidity units, all of which refer to dilutions of this turbidity standard liquid, but some of which reflect different phenomena. This study refers to the turbidity unit FAU (Formazine Attenuation Units), since a transmitted light measurement, as defined in DIN EN ISO 7027 (2000), is carried out to determine this unit. Since this is the same measuring arrangement as in the present sensor design, the greatest comparability is given here. For each DOC concentration, five turbidity levels of 0, 20, 40, 60, 80 FAU are generated. To calculate the amount of talcum powder needed to produce the different turbidity levels, several concentrations of talcum powder and distilled water are produced and measured with a laboratory photometer (Spektralfotometer CADAS 50s from Hach Lange GmbH, Berlin, Germany). This results in a linear function of the talcum powder concentration and the resulting turbidity unit. Consequently, the following quantities of talcum powder are added to gradually increase turbidity from 0 to 80 FAU. Since different amounts of stock solution are added at each DOC concentration, the amount of talcum powder added varies depending on the total volume of the sample to be generated.

The measurements are performed by starting a Python script. In this study the measurement duration is tm = 10 s. With a measurement interval of ti = 0.25 s, 40 single point measurements are performed. For the IR channel, an interruption of td = 30 s is set between the turbidity measurements to avoid drifting of the turbidity sensor due to heating.

The experimental procedure is as follows. First, a sample with the required DOC concentration is prepared and thoroughly mixed. Even if a magnetic stirrer is used, it is recommended to stir the sample occasionally by hand with a glass stirrer to keep the sample homogeneous. Shortly after stirring, a small amount of the sample is taken with a pipette and placed in a quartz cuvette. The sample is shaken thoroughly five times, the turbidity is measured with the laboratory photometer and the values averaged. The sample is then mixed again by hand in the glass vessel, the IR sensor is mounted inside and the measurement is carried out. Shortly after the IR sensor has been removed, the sample is thoroughly mixed, the UV sensor is placed inside and a measurement is performed. Then the sapphire glass window of the sensor head is cleaned, the next turbidity level is prepared and the procedure is repeated for all turbidity conditions. After measuring all turbidity conditions for one DOC concentration, the entire probe is cleaned, a new sample is prepared with the required DOC concentration and the process starts again. As a result, the voltage output from the IR and DOC sensors is measured for each combination of DOC concentration and turbidity. The results and measured values of the calibration are listed in the form of tables in the Supplementary Material of this article.

For IR and UV sensor evaluation, linear regression is performed using the least squares method and the coefficients of determination. For this purpose, the sensor signals are examined with regard to the correlation to the DOC concentration for all turbidity levels. Subsequently, a multiple linear regression according to the least squares method is performed by statistical software (IBM SPSS Statistics Version 21.0.0.0.0). Since the transmission has an exponential relationship, the extinction E (cf. Lambert-Beer law) of the detector signal is used for the comparison according to Skrabal (2009). The dependent variable is the extinction of the UV sensor unit EUV, the independent variables are the DOC concentration and the turbidity. To increase the linear relationship between dependent and independent variables, the calibration data set is revised. Therefore, all calibration points near the zero signal are eliminated, in this case all points with EUV ≥ 0.164. Only the revised data set is used for the evaluation due to the fact that all other calibration points are outside the linear range.

For the revised data set, a statistical, software-based linear regression analysis is performed using the least squares method. The resulting calibration curves are determined with respect to their coefficients of determination. Linear equations are calculated for the following relationships:

Linear relationship of the IR detector signal EIR as dependent variable and the turbidity values cFAU in FAU as independent variable. m1 in FAU−1 and n1 are constants. Therefore, all calibration points are included (see Equation 3).
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Regarding the linear relationship of the UV detector signal EUV(cDOC) as dependent variable and the DOC concentration cDOC in mg l-1 as independent variable, only calibration points with turbidity cFAU = 0 FAU are included (see Equation 4). m2 in l mg-1 and n2 are constants.
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For the linear relationship of the UV detector signal EUV as dependent variable and the turbidity values cFAU in FAU as independent variable, only calibration points with cDOC = 0 mg l−1 are included (see Equation 5). m3 in FAU−1 and n3 are constants.
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2.3.2. Turbidity Compensation

In order to be able to distinguish between the extinction as a result of turbidity and DOC content in the field, it is necessary to determine a suitable turbidity compensation method.

A practical approach is to calculate additional calibration curves by linear regression using the least squares method. The linear relationship between the UV detector signal EUV(cDOC) as a dependent variable and the DOC concentration cDOC as an independent variable for each turbidity value of the calibration data set. In addition to Equation (4) there are further linear functions for cFAU = 20 FAU, cFAU = 40 FAU, and cFAU = 60 FAU. Turbidity values greater than 80 FAU are not included in the revised calibration data set because they are outside the measurable range. After the turbidity value has been measured by the IR sensor unit, it is checked which calibrated turbidity value is closest. The corresponding calibration curve is used to calculate the compensated DOC value. All negative DOC Values are set to zero. Using the calibration points, compensated DOC values can now be calculated. Two more turbidity compensation methods are described in the Supplementary Material. However, they provide qualitatively inferior results, which is why they will not be discussed further here.



2.4. Field Measurements

The overall objective of this work is to provide an instrument for service-oriented in-situ monitoring. For this purpose, the basic feasibility will be demonstrated by means of a case study on site. To this end, two exemplary monitoring campaigns were carried out in the summer of 2016 in the urban area of Leipzig, Saxony, Germany at Lake Cospuden (see Figure 3A) and along the Elstermühlgraben, Pleiße and Elster watercourses (see Figure 3B). Lake Cospuden is an artificial lake located south of Leipzig, Saxony, Germany. It is originated from a residual mining pit that was flooded. During re-cultivation, a recreational area with beach and landscape park was created around the lake. Due to the intensive use for local recreation, the ecological condition of the lake is also of interest. For this reason, two measurement campaigns were undertaken in summer 2016 by using a small boat to investigate the situation regarding the turbidity and DOC content.
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FIGURE 3. Map of the study areas sampled in the case study. (A) shows the opencast mining lake Cospuden in the south of Leipzig. (B) shows the course of the Elstermühlgraben, a section of the Pleiße up to its confluence with the Elster near Leipzig.



Due to the service-oriented system architecture, the methodological effort during the field measurements is moderate. As described above, the sensor system consists of the sensor probe, which is connected to the topside unit via a cable and a connector.

The controlling unit can be accessed via a USB connection or via the power supply 12 V…32 V (DC). In the present case, a USB Power Bank (TL-PB20100, Portable Power Station, 20 100 mA h. Capacity, TP-Link Technologies Co., Ltd., USA) with a capacity of 20 100 mA h was used. Thus, the measuring system can be operated for ~48 h. The sensor probe can be easily mounted using the metal brackets integrated in the sensor housing at the top and bottom.

The user thus has the option of simply placing the sensor in the water on the cable, attaching it with a rope or attaching the sensor to a device carrier or frame. Conventional measuring systems are usually larger and heavier than the sensor system presented here. With the sensor system it is therefore possible to introduce new strategies and technologies for data acquisition in addition to classical monitoring through the use of research vessels.

As a proof of concept, two monitoring campaigns were carried out within the framework of the case study. For this purpose, a monitoring with a canoe was carried out, which enables data acquisition in very shallow river basins and small streams. The sensor installation for this case is shown in Figure 4. The sensor probe is attached to a bracket that allows the depth and orientation of the sensor to be changed from on-board.
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FIGURE 4. Sensor installation on a canoe for mobile monitoring. The canoe is 4.50 m long. The sensor was positioned in the middle of the canoe at a depth of 0.35 m below the water surface. For user-friendly handling of the sensor, it is important that it can be installed quickly and easily. Due to the low weight, the installation can be adapted to the respective installation situation.



After mounting the sensor probe, the system can be switched on without further user interaction. As long as a stable Internet connection exists, e.g., via an access point provided by a mobile phone, the data collected by the system is automatically transferred to the server and processed to a real-time data visualization via standardized web services. This is achieved with the help of the standardized data format JSON, which enables direct post-processing with the help of appropriate libraries and plug-ins.

The measurement system also works without an Internet connection and stores the data on an SD card. This prevents any loss of data as a result of a missing Internet connection.




3. RESULTS


3.1. Calibration of the Sensor

By calibrating the IR sensor unit, the signal was determined for all DOC concentrations and the corresponding turbidity values. For all measurement series, the coefficients of determination for the linear regression of the measurement signal by the IR sensor and the measured turbidity by the laboratory photometer are significantly higher than R2 = 0.9. Consequently, there is a strong linear correlation between the decrease of the IR detector signal and the respective turbidity. Even with turbidity values greater than 80 FAU, with U ≈ 920 mV the sensor unit is not yet in the detection limit range (zero level at U ≈ 21 mV as shown in Figure 5).
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FIGURE 5. Measured detector signal of the IR sensor in mV for all DOC concentrations and different turbidity values in comparison with the turbidity values measured using a laboratory photometer. The trend line was generated by linear regression.



To ensure that a changing DOC concentration has no effect on the IR detector signal, it is useful to perform correlation analysis for both channels. The results for the IR detector are shown in Table 2 indicating that there is no correlation between the DOC concentration and the IR sensor signal.



Table 2. Correlation coefficients between the IR sensor signals and the different DOC concentrations for every turbidity value.
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The calibration of the UV sensor unit measures the signal for all DOC concentrations and several turbidity levels, as well as the IR sensor unit. For DOC concentrations at cDOC = 0 mg l−1, cDOC = 5 mg l−1, and cDOC = 75 mg l−1, the scale of determination of the sensor signal and turbidity is relatively high at R2 ≥ 0.9. While the measured signals correlate with R2 ≈ 0.8 at DOC concentrations of cDOC = 15 mg l−1, cDOC = 25 mg l−1, and cDOC = 50 mg l−1, the signal does not correlate with the turbidity level at cDOC = 100 mg l−1. Consequently, there is a strong linear correlation between the sensor and the turbidity caused at low DOC concentrations, which decreases with increasing turbidity. In all cases, the measured signal shows a less pronounced linearity for values close to the zero level U ≈ 3.050 mV (see Figure 6).
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FIGURE 6. Measured detector signals of the UV sensor in mV for all DOC concentrations and different turbidity values in comparison to the values determined by laboratory photometers. The trend line was generated by linear regression.



In contrast to the correlation between the IR sensor signal and the DOC concentration, the UV sensor signal correlates strongly with the DOC concentration. With correlation coefficients between −0.88 and −0.97 for the first four turbidity levels, the sensor shows a strong linear correlation with the DOC concentration at low turbidity values. Only for turbidity around 80 FAU the correlation coefficient decreases in magnitude so that the relationship between the sensor signal and the DOC concentration is less pronounced (see Table 3).



Table 3. Correlation coefficients between the UV sensor signals and the different DOC concentrations and the corresponding turbidity values.
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The extinction EUV estimated by the UV sensor unit, is to be compared in the following with the DOC concentration cDOC and the respective turbidity cFAU. As shown in Figure 7, only low extinctions EUV show a linear relationship. The higher the extinction EUV, the flatter the curve. All calibration points in the blue area of the diagram are close to the zero signal. A linear relationship between the absorbance and the DOC concentration is only given for samples without turbid material. For turbidities of 20 FAU, only the cDOC ≤ 80 mg l−1 range can be described as linear. If the turbidity value rises to 60 FAU, only cDOC ≤ 25 mg l−1 can be assigned to the linear range. At 80 FAU the gradient becomes so flat that a linear relationship is no longer given (see Figure 7). Therefore, the adjusted calibration plot contains 22 of the original 35 calibration points. Compared to the unadjusted calibration data, R2 has increased from 0.765 to 0.872. Thus, the linear relationship between cDOC, cFAU and EUV has also increased (see Figure 8).
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FIGURE 7. Measured calibration points of the UV sensor represented as extinction values E, plotted on the respective DOC concentration and turbidity. The color yellow represents high detector signals, while dark blue represents low detector signals.
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FIGURE 8. Revised calibration points of the UV sensor unit represented as extinction E, plotted on the respective DOC concentration and corresponding turbidity. The color yellow represents high detector signals, while dark blue represents low detector signals.



3.1.1. Turbidity Compensation

Based on the revised calibration points, a set of calibration curves can be determined. Equation (6) characterizes the linear relationship between the IR sensor signal and various turbidity values and has a measure of determination of R2 = 0.943.
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With R2 = 0.948, Equation (7) shows the linear relation between the UV sensor signal and different DOC concentrations.
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The calibration curve (see Equation 8) shows the relation between the UV sensor signal and different turbidity values with R2 = 0.932.
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However, despite the knowledge of turbidity, it is by far not trivial to deduce the correct content of dissolved organic material in water. For clarification, an approach for turbidity compensation is shown below.

For the different turbidity levels, the relationship between EUV and cDOC is shown in Figure 9.
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FIGURE 9. Extinction EUV of the UV detector signal in relation to DOC concentration and the corresponding turbidity values.



The following calibration curves are calculated and converted into cDOC. By inserting the UV detector signal value EUV into the equation with the corresponding turbidity, cDOC can be calculated directly. The differences between compensated and produced DOC values are greatest at cDOC = 15.25 mg l−1.
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The compensated measured DOC concentrations correlate closely with more than 90 % regarding the produced DOC concentration of the calibration media. Compared to the uncompensated values, the correlation increased by more than 45 % (see Table 4).



Table 4. Correlation coefficients using compensated and uncompensated values.
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3.2. Field Measurements

The advantages of the proposed approach were demonstrated based on a case study. For better readability, the results of the measurement campaigns are presented separately. However, for the sake of completeness, all results and measured values of the monitoring campaigns are listed in the form of tables in the Supplementary Material of this article.

3.2.1. Monitoring Campaign Lake Cospuden, Leipzig

In Figure 10 the raw values of the UV and IR channel in V are plotted as a map. The results of the first campaign carried out on July 2, 2016 are shown in Figures 10A,C. In Figures 10B,D the map view of the monitoring data of the second campaign carried out on July 22, 2016 are given.
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FIGURE 10. Spatial plot of the UV detector Signal, which corresponds to the DOC content. The data were gathered using a small sailing boat at the Lake Cospuden close to the city of Leipzig (Lake Cospuden, Leipzig, Saxony, Germany). (A) and (C) are showing the results of the campaign carried out on 2 July, 2016. (B) and (D) are containing the results of the campaign carried out on 22 July, 2016. Shown are the pure measurements in V of the optical UV channel (λ = 254 nm). Low values in this representation mean a stronger light attenuation due to increased DOC content.



In addition to proving the field suitability of the developed measuring device, the field tests have also shown that direct feedback in the field, e.g., in the form of a web map display, is of great advantage. Thus, initial statements about distribution patterns can already be made during data collection. Following the idea of Assissted Monitoring, it was possible, for example, to sample areas that appear particularly interesting again or more intensively. Conventional monitoring strategies offer this possibility only to a limited extent.

Even though the data obtained represent the raw measured values of the IR and UV channels, some ecosystem relationships can still be identified as shown in Figure 10. Since no comparative samples were taken during the measurement campaigns for the laboratory analysis of water quality, only quantitative peculiarities will be discussed in the following. This is sufficient for the evaluation of the prototype and the proof of field suitability. With regard to the measurement results of the UV channel, it is noticeable that the values collected during the first measurement campaign (July 2, 2016) were significantly higher than in the second campaign on July 22, 2016 (see Figures 10A,B). With regard to the calibration tests previously carried out in the laboratory, it can therefore be deduced that the extinction as a result of an increased DOC concentration must have been considerably higher at the time of the second measurement campaign.

A similar situation applies to the IR channel. The results for the IR channel also show that there are clear differences in the water status with regard to turbidity (see Figure 10D). As shown in the previous laboratory test, the spectral attenuation in the UV range can also be influenced as a result of increased turbidity. It is not yet possible to determine conclusively from the initial measurements whether the measurement results are due to increased turbidity or an increased DOC concentration. However, supplementary reference measurements at selected points could be used to describe these correlations more precisely in further studies.

3.2.2. Monitoring Campaign Urban Streams, Leipzig

In a second campaign it should be investigated whether the developed measuring system can also be used in very small water systems since small bodies of water such as streams or ditches can only be measured with great effort using conventional methods. However, mobile monitoring approaches for small bodies of water pose an additional challenge. For this purpose, a canoe trip along the Floßgraben, the Pleiße and to the Elster in the urban area of Leipzig was carried out (2016 August, 19). These changed requirements for the monitoring task should show that the measurement system is suitable for a holistic monitoring approach. The results of the measurement campaign are shown in Figure 11.
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FIGURE 11. Spatial data plot of a monitoring campaign along a river course (Floßgraben, Pleiße, Elster) in the city area of Leipzig, Saxony, Germany (2016 August, 19). (A) shows the detector signal of the UV channel corresponding to the DOC content. The results of the IR channel are shown in (B). For both representations, lower values indicate a stronger attenuation due to an increased DOC content or increased turbidity.



For the this campaign, the results of the UV channel show a greater dynamic (see Figure 11A) than the values for turbidity (see Figure 11B). Due to the fact that the temperature is also recorded in the measuring system, statements can also be made regarding the thermodynamic properties of the water body. It should be noted that temperature differences in the size of (△ ϑ4 °C) occur particularly during the measuring campaign (see Figure 12).
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FIGURE 12. Temperature data of mobile monitoring campaign along a river course (Elstermühlgraben, Pleiße, Elster) in the city area of Leipzig, Saxony, Germany (2016 August, 19). In (A) the spatial plot of the water temperature is given. Two squares are indicating points of special interest. (B) marks the estuary of the Elstermühlgraben into the Pleiße and (C) the estuary of the Pleiße into the Elster. (B retrieved from https://goo.gl/maps/qQyVoWTnV4J2; C retrieved from https://goo.gl/maps/QLphRa7QgGA2).






4. DISCUSSION

The monitoring of DOC content by determining the spectral absorption coefficient at λ = 254 nm is a proven method. Even if there are several established probes on the market, an inexpensive in-situ probe for large area applications is not yet available. The prototype of the in-situ probe presented in this paper shows a general functionality and promising characteristics. The optical UV sensor unit for measuring DOC values and the IR sensor unit for measuring turbidity can be classified as suitable for photometric measurements. The hardware required for setting up the sensors is manageable thanks to the LEDs used. The costs are also lower compared to previously installed mercury vapor lamps. At the same time, energy efficiency has been increased and applicability improved by reducing the size.

There are some limitations with regard to the laboratory analytical evaluation and calibration of the sensor system. Since the relative standard deviation of the compensated values is higher than 100 %, it is not yet possible to measure precisely compensated DOC concentrations. However, since the correlation between the compensated measured DOC values and the real DOC values is significantly higher than the correlation between the uncompensated and the real DOC values, the turbidity compensation method has led to an improvement of the sensor readings. Possible causes for the high standard deviations lie in the calibration method or the electronic components of the probe used. In addition, formazine could be used as a turbid material because talcum powder solutions were difficult to homogenize. The accuracy of the compensated DOC values can be improved by adding additional turbidity values to the calibration. The range in which DOC concentration and absorbance are linear is very small for this prototype. A light source with a higher radiant power allows measurements of higher DOC concentration and turbidity values. Thus, at higher concentrations, the measurement signal reaches the saturated range and the linear range of the calibrated range becomes larger. By using a “UVLUX250-5” LED, the radiation power can be increased from 0.3 mW to more than 3 mW compared to the currently installed LED. Reducing the distance between the emitter and detector can also increase the maximum measurable concentrations. A further limitation can be found in the lack of verification by means of accompanying measurements during the mobile monitoring campaigns. This was not included in the basic feasibility study presented in this paper. For later studies, however, reference measurements should be made using established laboratory analytical methods and appropriate sampling, and the results and sensor performance should be evaluated accordingly.

The differences shown between the individual days (cf. Figures 10A,B) cannot be clearly justified in the context of the present study, as comparative measurements are also lacking here. Nevertheless, the prove was made that the presented measurement system is able to show spatial differences with little methodical effort and in near real time. Compared to conventional sampling and subsequent laboratory analysis, there is a considerable advantage in terms of time, method and therefore also in financial terms.

What has not yet been satisfactorily solved in the context of this study is the integration of sufficient temperature compensation to eliminate signal deviations due to temperature changes. Both the semiconductor elements used (emitter and detector) and the remaining electronics show temperature dependencies. This should be taken into account in subsequent studies.

In summary, the work shows that a measurement of DOC with a dual wavelength method at λ = 254 nm and λ = 860 nm can be realized by using LEDs, photodiodes and several low cost components. Additional experiments are necessary to improve the accuracy of the measurement. The use of more suitable components and an improvement of the calibration method are possible next steps. However, the open-source-based approach also offers the possibility of extending the range of functions and making additional optimization.



5. CONCLUSION

In addition to sensor and system development, the introduction of a holistic sampling theorem (OSE) is an essential part of this work (Schima et al., 2017). Through the combination of the monitoring paradigm and the consistent sensor development from the beginning, an unprecedented measurement system was achieved with regard to its functionality. Integrated functions for controlling the emitter intensity by changing the forward current or the pulse width modulation as well as the adjustable detector sensitivity by changing the integration time enable sophisticated functions such as autocalibration routines or adaptive system behavior. Therefore, this paper describes the structure of a modular and adaptive optical sensor concept, which opens the possibility of a fast and service-oriented environmental monitoring.

However, in order to show the feasibility of the sensor system, different initial field measurements campaigns were carried out in the area of the city of Leipzig, Saxony, Germany. A major advantage of the system is seen in its small size and low weight. This allows to carry out appropriate measurements even with small boats such as canoes or small sailing boats. Especially for shallow waters, where such measurements are often missing, this is an important addition to conventional monitoring strategies. In addition, a comparative study has shown that the sensor system presented delivers results that correspond to the laboratory analytical standard method with a laboratory photometer. Thus, the measurement quality for the proposed application is considered acceptable.

The results confirm that the prototype of the sensor system represents a promising approach that meets the requirements and specifications outlined in the introduction to this work. Therefore, the sensor system provides a fast and useful method to support and improve future environmental monitoring applications, especially for the investigation of areas not yet accessible with conventional monitoring technologies.
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Particle image velocimetry (PIV) is a non-invasive technique for measuring velocity fields. It is especially powerful when coupled with refractive index-matching (RIM) to map velocity fields around solid objects. The solid objects are typically removed from the flow field with a masking approach before performing the PIV analysis and mapping the velocity field, thus defined as an a priori method. However, applying this method, with a mask of the correct shape and at the correct location, is difficult, time consuming, and would be potentially unfeasible for packed bed of irregular shaped grains. To address this problem, we present the proof-of-concept of a novel approach to delineate highly irregular granular particles (grains) of varying size and shape and improve PIV processing for flows around grains in laboratory studies. The present technique makes use of seeding transparent RIM solids with light scattering particles during their fabrication. The RIM of the solids preserves the optical fidelity of images and the laser light sheet. Whereas the seeding in the solids can provide image contrast between solid (seeded) and fluid (non-seeded) as well as a strong zero-velocity signal in the solid. The fluid may then be seeded as well, allowing PIV spatial correlations to be performed with high confidence over the entire image. We tested the seeded RIM solid approach with both irregular individual solid pieces as well as with a volume of irregular grains. The new technique effectively obtains the fluid velocity field and solid boundary locations in both cases. Applications of the present method may range from studies of interstitial processes within a simulated sediment bed, such as those of aquifers, soils, sediments and the hyporheic zone, to near bed flow hydraulics.

Keywords: fluid-solid boundaries, hydrogel, hyporheic flow, irregular granular particles, PIV, porous media flow, refractive index matching


INTRODUCTION

Particle image velocimetry (PIV) is often conducted to study the motion of fluid around solid objects, whose presence, however, interferes with velocity spatial correlations that are performed to obtain the fluid velocity field. The typical approach applied to improve the spatial correlation with a solid object in the image is to impose an a priori digital mask over the regions where solid material is located and remove it (Gui et al., 2003; Adrian and Westerweel, 2011). Because this region is effectively removed from the flow field before quantifying the velocity distribution, it is very important that the location and extent of the solid is well known, and identifiable to avoid distorting the real velocity field (thus, we defined it as a priori). This approach, known as masking, performs well when the solid objects have well defined shapes, e.g., a circular cylinder or a sphere and their locations are known. However, when objects have unidentified irregular shapes that occupy a large portion or potentially, as in the case of packed beds or sediments, most of the view field, this technique becomes less effective, and slower due to tedious point by point border identification and masking operations. The identification of the solid-liquid boundaries becomes extremely difficult, if not impractical, in a porous media of irregular and heterogeneous grains, such as sediments and soils. These limitations become even more restrictive when PIV is coupled with RIM because both fluid and solid objects may become indistinguishable. In the RIM method, the refractive index of two transparent materials are matched such that light is not refracted or reflected at the interface between the materials making the solid disappear in the fluid (Budwig, 1994; Wiederseiner et al., 2011; Wright et al., 2017).

For porous media with regular shaped and sized grains (usually spheres and cylinders), masking has been successfully applied for RIM-coupled PIV (e.g., Hassan and Dominguez-Ontiveros, 2008; Arthur et al., 2009; Satake et al., 2015; Harshani et al., 2017). In these laboratory studies, the authors imposed regular masking shapes onto the images by an a priori approach before conducting the PIV. Thus, the shape and location of the solids were assumed to be known and then the masking was applied. Alternatively, Dijksman et al. (2017) presented a method for finding the solid-liquid borders of spherical grains using variations in pixel light intensity from grain to liquid. They commented that “Finding border voxels at the edge of the grains is a challenge.” Their approach had several steps, one of which included a spherical analytical fitting of the border, which will not apply when grains are of irregular shape.

In this work, we describe an alternative approach to the a priori masking technique and that of Dijksman et al. (2017). The proposed method will both identify the boundary between the fluid and the solid surface and facilitate velocity vector determination with minimal interference. The concept of the proposed approach is to fabricate transparent (with the same refractive index as the fluid) solid objects seeded with light scattering particles. Seeded RIM solids have two key advantages. They may be distinct from the surrounding unseeded fluid when illuminated by the laser light sheet, which allows the identifying of their boundaries. The fluid is then seeded allowing PIV analysis of the entire field of view regardless of the presence of fluid and solids (no need to create a mask before performing PIV). In this way, the spatial correlation image analysis will obtain zero-velocity vectors in regions with seeded RIM solids and generally non-zero velocities in regions with moving fluid. The seeded RIM solid region has an additional important and key property: near zero (temporal) fluctuations of the velocity as the velocity does not change among succeeding images (because the seeded solid grains do not move). This last property allows differentiation between solids and potentially very slow moving fluids. Consequently, the seeded RIM solid method proposed here will allow finding both the solid surface outline and the velocity vectors simultaneously. It is particularly well suited to irregular shaped solid surfaces, such as grains, as well as to the complex pore flows in a packed bed of grains.

The present method was designed for physical modeling of flow through and around irregular shape grains in laboratory experiments. We demonstrated the method in a cm scale test cell, but it could be applied to larger physical models, e.g., flumes. PIV has been used for field studies of rivers as a means of mapping the surface velocity (Large Scale PIV known as LSPIV, see for example, Fujita et al., 1997; Muste et al., 2008; Tauro et al., 2016). To the author’s knowledge, it has not been used for field studies within the water column of a river or stream, but it has been used within the water column of the ocean (Kakani and Dabiri, 2008; Kakani et al., 2017).

Seeded RIM solids have been used in a few previous studies for regular shaped solid pieces but not for other applications. Bellani et al. (2012) used a seeded spherical solid hydrogel piece in order to study its rotation and motion in a turbulent flow. They identified three points in the seeded solid to determine position and rotation, but did not discuss the use of the seeded solid to identify the solid-liquid boundary. Byron and Variano (2013) created a seeded ellipsoidal agarose piece to study its interactions with the fluid flow. They measured velocity of the seeded ellipsoidal piece but did not discuss the use of the seeded solid to identify the solid-liquid boundary.

In the present study, we test and apply the seeded RIM solid method in a set of experiments with two, single, irregular grains, and with irregular and a heterogeneous grain packed bed in a flow through the cell. The results demonstrate its potential to identify solid-liquid boundaries and velocity fields for these two limiting cases: a single irregular solid object and many grains of irregular shape and size.



METHODS

Hydrogel with a refractive index that matches water (Weitzman et al., 2014) was selected as transparent RIM solid. The seeded RIM solid methods were tested in a 7 cm high, 5 by 5 cm square base flow cell, which was operated in two modes: (a) with two pieces of hydrogel grains, one seeded and one unseeded, and (b) with a packed bed of seeded hydrogel grains, which may simulate porous media, like soils and sediments. Figure 1 shows a schematic diagram of the flow cell and a photograph of the flow cell filled with hydrogel grains and water. Hydrogel is visible in air as shown in the photograph where a few hydrogel grains were left on the top of the cell without water. However, submerged hydrogel grains are invisible because their refractive index matches that of water. Slabs of hydrogel were made following the recipe provided by Weitzman et al. (2014) with additional information from Menter (2016). Pieces were then broken from the slab for mode “a” experiments and they were irregular in shape similar to natural coarse sediment grains. The approximate width of these grains was 1 cm. For mode “b” experiments, the slab was pressed through a sieve with 8 mm openings into a sieve with 2 mm. As hydrogel was pressed through the sieves, it fractured into grains of irregular shapes, and sizes ranging between approximately 2 and 8 mm.


[image: image]

FIGURE 1. Flow cell schematic (on the left) operated in two modes: mode “a” with pieces of hydrogel, and mode “b” with a packed bed of hydrogel. Note that each mode was tested separately with only one mode being in the test cell at a time. The flow cell is 5 cm by 5 cm footprint and 7 cm high. Photograph of the flow cell (on the right) with the lid removed and filled with hydrogel grains and water. Additional hydrogel grains were added on the top and are in air. Those in the air are visible but those fully submerged are invisible in water as their refractive index matches that of the water.



Only one hydrogel piece (the left piece in Figure 2) for experiments (a) and all the hydrogel grains for the packed bed of experiments (b) were seeded with 4 μm Nylon particles. The seeding was conducted during the hydrogel fabrication process by dispersing the Nylon particles into a portion of the water used to form the hydrogel. Particle dispersion into the water was facilitated by placing the beaker of water on the tray of a water filled ultrasonic cleaner. Our intent was to have the second hydrogel piece (the right piece in Figure 2) to be completely unseeded for experiment (a), so we could make a comparison between seeded and unseeded solids. Thus, the hydrogel piece on the right-hand-side of the flow cell was not seeded intentionally, but, nevertheless, contained a sparse seeding of background particles present in the de-ionized water used to make the hydrogel. Degassed reverse osmosis filtered water was delivered to the test cell from a head tank to create water flow over the hydrogel pieces or through the packed bed.


[image: image]

FIGURE 2. Image of hydrogel pieces in test cell for mode “a” experiment. The image of the piece on the left illustrates the potential for determination of the solid-liquid boundary by method 1, i.e., contrast between the heavily seeded grain and the lightly seeded fluid around the grain.



The PIV approach for this study used dual Nd:YAG lasers for light sheet production and a CCD camera with 1200 × 1600 pixels and a 180 mm focal length macro lens, which were required to obtain the field of view to capture the small flow passages among grains (interstitial flows). DaVis software was used for imaging and processing of the images. Image pairs were acquired at a rate of 3 pairs per second. Preprocessing of images included rotation and shift correction to diminish vibration effects as wells as subtraction of sliding average to reduce background noise. Image pairs were processed by a spatial correlation method down to a 12 × 12-pixel (0.11 mm × 0.11 mm) interrogation cell (IC) size. The only post processing conducted was outlier detection and removal.

The particle image velocimetry images and velocity results were then used to identify the fluid-solid boundaries by three methods, which may also be used in combination: (1) by contrast between seeded solid and unseeded fluid, (2) by applying a near zero-velocity threshold, and (3) by combining near zero-velocity with comparison between root mean square of the fluctuations of the in-plane velocity within the solid and the fluid.



RESULTS AND DISCUSSION

Figures 2, 3 show the results for mode “a” experiments. Figure 2 shows the hydrogel pieces, which were rigidly held in place from behind (by two sewing needles inserted into each grain) and illuminated by the laser light sheet in the test cell as shown in Figure 1. The hydrogel piece on the left was seeded, whereas the piece on the right had only a background level of particles as described in section “Materials and Methods.” The water flowing around the pieces was not seeded but had background particles similar to the hydrogel piece on the right. Figures 2, 3 demonstrate that the solid material may be identified in the proposed three ways: (1) by contrast between seeded solid and unseeded fluid (Figure 2), (2) by applying a near zero-velocity threshold (Figure 3), and (3) by combining near-zero velocity with comparison between root mean square of the fluctuation of the in-plane velocity within the solid and the fluid. Whereas the first method does not require PIV but only light contrast between seeded solid and unseeded fluid, the last two methods require measurements of the velocity field and are based on the premises that (1) PIV predicted velocities within the solid are near-zero, and (2) because velocity in the solid does not change (stays near-zero) its temporal fluctuations are also near-zero.
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FIGURE 3. Flow around hydrogel pieces in test cell for mode “a” experiment. (a) Instantaneous vector field. (b) Time series showing particle-pathlines. (c) Average over 100 instantaneous fields. (d) Applying near zero velocity threshold to reveal outline of pieces (method 2 for finding the solid-liquid boundary). A velocity vector with length of one grid spacing had a velocity of 4.6 mm/s. The approximate vertical velocity in the cell away from the grains was 5 mm/s. All vector plots show a vector for every other interrogation cell (IC).



For the first method, the left piece of hydrogel was heavily seeded and was made distinct when immersed in lightly seeded fluid (Figure 2). The right solid piece has the same level of seeding as the fluid and normally would not be distinct, but the deposition of background particles on the surface of the hydrogel has defined the surface-fluid boundary over most of the perimeter of the hydrogel piece. Figure 2 also demonstrates that the laser light sheet illumination remained uniform even with the heavy particle seeding in the left piece of hydrogel.

For the second method, PIV was used to obtain the velocity field around the central plane of the hydrogel pieces including, instantaneous vector field (Figure 3a), time series showing particle-pathlines (Figure 3b), average over 100 instantaneous fields (Figure 3c), and applying near zero-velocity threshold to reveal the outline of pieces (Figure 3d). In addition, a video of the particle motion has been included in the Supplementary Video S1. The left solid piece in Figure 3a with dense seeding correctly shows zero-velocity vectors within the solid, while the right hydrogel piece with sparse seeding contains several spurious non-zero vectors, and which were not generated in seeded hydrogel because of the strong zero-velocity signal.

The outline of the pieces in the plane of the laser light sheet (i.e., the location of the fluid-solid boundary) may be determined by applying a near zero-velocity threshold to the PIV velocity results. Figure 3d shows the resulting piece outlines. The velocity threshold, vt, used to locate the boundary was 0.1 mm/s. All interrogation cells with velocity less than 0.1 mm/s were classified as solid and set to a black background color. This method also worked for the grain on the right since it had enough background seeding to provide zero velocity levels. However, this approach erroneously identifies as solid a small location in the flow field near the left bottom of the figure, a small black spot, because of its very low in-plane velocity.

To better constrain the near zero-velocity threshold method, we tested the third method to improve the ability to distinguish between solid material, and regions of low in-plane velocity. This method additionally uses the root-mean-square (rms) level of the in-plane velocity fluctuations to discriminate between solid and fluid. In the present flow, solid material had low rms levels and fluid had high rms levels. This will be the case for most flows with some level of unsteadiness due to instability or turbulence. For example, the rms level in the heavily seeded solid piece divided by the rms level of the fluid at the small black spot near the left bottom of Figure 3d had a ratio of 1 to 25. Thus, based on high rms level, the black spot at the left bottom of Figure 3d is actually fluid and it should be converted from solid (black color) to fluid (white color).

The velocity threshold, vt, of 0.1 mm/s was identified from the velocity distribution of the single grain experiment, mode “a” (Figure 4A, vertical dotted line). Both the frequency distribution, FD, (solid line) and the cumulative frequency distribution, CFD, (dashed line) show two groups of velocities. We classified the first group as slow velocities belonging to the seeds within the solid. The rms values also show an increase for values of velocities larger than vt (Figure 4C), as expected because rms for the fluid velocities should be larger than those of the solid. A similar behavior is visible in the rms of the velocity for the packed bed experiment, mode “b” (Figure 4D), with rms increasing beyond the vt threshold. However, the velocity CDF is smooth and does not show the bi-modal characteristic observed in mode “a” (Figure 4B), because of the large fraction of solid in the system. The selected vt is small enough to be near-zero velocity but large enough to have most of the low velocity points (Figure 4B). Some low velocities are actually slow moving fluid particles approaching the solid boundary. These slow moving fluid locations can be identified by their large rms, with rms values larger than twice the minimum rms value quantified in the solid (green triangle marker points in Figure 4D).
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FIGURE 4. Cumulative frequency distribution, CFD, (dashed lines), and frequency distribution (solid line) of the entire velocity field including solid and fluid are shown in the upper graphs. The root mean square velocity levels (symbols) are shown in the lower graphs with blue points as solid and green points as fluid. Individual grain, mode “a” experiments, left graphs (A,C); and packed bed, mode “b” experiments, right graphs (B,D). The vertical dotted line identifies the velocity threshold of 0.1 mm/s that separates solid from fluid points. For the packed bed shown in (D), the threshold based on rms (twice the minimum rms, 0.39 mm/s) quantified several slow moving fluid locations that were below the velocity threshold. For the single grain shown in (C), the threshold based on rms (twice the minimum rms, 0.18 mm/s) quantified very few slow moving fluid locations and only closely adjacent to the velocity threshold.



Besides identifying the solid, the technique can help simultaneously quantifying and visualizing the flow field. The results of the time series particle pathlines reveal the flow patterns around the hydrogel pieces (Figure 3B). The flow at the top of the right piece appears to be emanating from the surface of the piece, which would violate the fluid, solid-surface boundary condition, and but it is an artifact of the three-dimensional characteristics of the flow. The reason for this apparently unphysical behavior is that the laser light sheet intersected the face of the hydrogel piece, where its face was strongly sloped upward, creating a significant vertical velocity component very near the surface. Nevertheless, the velocity went to zero at the hydrogel surface, as it must, to satisfy normal and tangential boundary conditions.

Regions with low magnitude in-plane velocity vectors were observed upstream of both pieces. The flow entered the cell through a small diameter inlet tube (Figure 1) without the aid of flow straighteners installed in the cell. This, along with the blocking effect of the two solid pieces, generated secondary flow patterns in the velocity field upstream of the pieces including out-of-plane velocities that were not resolved with the two dimensional PIV.

Flow velocities naturally approach zero velocity as the fluid gets closer to the boundary (the no-slip condition). These slow velocities may cause overestimates of the solid size. This effect was shown by comparing the digitized boundaries of the seeded grain identified by method (1) (Figure 5 solid red line) and by the combined method (2) and (3) (Figure 5 dashed blue line). Because of the highly irregular shape of the grain, we used the contrast method (1) to provide the reference size to compare that from the combined methods (2) and (3), because we can visually see the grain. The combined methods (2) and (3) yield an increase in the grain perimeter of 1.1% and in planar area of 2.8%. Most of the error is located near the downstream side of the grain were very low velocities of low rms fluctuations were formed. However, the overall error is small.
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FIGURE 5. Boundaries of the seeded particle in mode “a” experiment identified based on method (1) by contrast with the surrounding fluid without particles, red solid line, and based on methods (2) and (3), which had similar results, blue dashed line.



The results for the mode “b” experiment with a seeded hydrogel packed bed are shown in Figure 6, which includes an instantaneous image of the seeding hydrogel grains infused with seeded flowing water (Figure 6a), a time series showing particle-pathlines (Figure 6b), and a plot with near-zero velocity threshold applied to reveal the outline of the hydrogel grains (Figure 6c). In addition, a video of the particle motion has been included in the Supplementary Video S2. The instantaneous image of particles shown in Figure 6a demonstrates that it is difficult to distinguish the location and extent of grains. We also took images of the seeded grains infused with reverse osmosis filtered water without added seeding. It was nevertheless difficult to distinguish the precise grain location and extent because of the presence of background particles in the filtered water. Thus, it would be impossible to apply the masking technique for this RIM packed bed study because the location and extent of the mask shape was unknown. The time series image shown in Figure 4B reveals stationary particles at grain locations and dark areas of particle-pathlines at locations where water was moving through the pore spaces. Pathlines moving around small solids or portions of large grains may appear to end in unconnected pores, which indicates a pathline has exited the plane, thus revealing a complex three-dimensional flow as water moves out of the plane through pores (Rubol et al., 2018).
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FIGURE 6. Flow through a packed bed of hydrogel grains. (a) Instantaneous image of particles. (b) Time series of particle motion. (c) Applying near zero-velocity threshold to reveal outline of grains (method 2 for finding the solid-liquid boundary). A velocity vector with length of one grid spacing had a velocity of 1.8 mm/s. The velocity in the interstitial spaces away from the boundary was 2 mm/s. The vector plot shows a vector for every fourth IC. Red arrows shows a solid identified by method (2), which instead should be a slow moving fluid when checked with rms value (method 3).



The in-plane pore water velocity vector plot (averaged over 100 instantaneous vector fields) is shown in Figure 6c along with blacked out interrogation cell’s (IC’s) at locations where the velocity was less than 0.1 mm/s. Velocity vectors in Figure 6c were plotted for every fourth IC and the scale was such that a velocity vector with length of one grid spacing had a velocity magnitude of 1.8 mm/s. The blacked out regions in Figure 6c reveal the extent of the grains in the plane of the laser light sheet. The image shown in Figure 6c is rich with details indicating the complexity of the pore spaces and multiple irregular grain shapes captured in the illuminated plane. The pore flow regions are in excellent agreement with the particle-pathline image shown in Figure 6b. The image in Figure 6c also reveals that pore spaces were small compared to regions of solid grain material (as it is typical because sediment porosity may range between 0.2 and 0.42), making it important to reduce the IC size to capture the details of the pore flow. The resolution of the present velocity threshold method used to determine the solid-liquid boundary location is set by the interrogation cell size. For the packed bed flow shown in Figure 4, the interrogation cell side length was 0.11 mm. We applied a smoothing function to interpolate velocity between neighboring interrogation cells.

We again tested the rms level method on the packed bed flow to better constrain the identification of solids. The method revealed that only one region was erroneously identified as solid but should have been slow moving fluid. This region was in the upper left area of the image and it is identified with a red arrow in Figure 6c. The ratio of the rms level of this region to the level within the seeded grains was 17 to 1, indicating that it was fluid rather than solid.

We were not able conduct a comparison of solid planar area between methods for mode “b” experiments, because the seeding level in fluid and solid were so close (see Figure 6a) such that it was impossible to distinguish between the two by method (1). Thus, the actual solid planar area of the irregular grains, as would be determined by method (1), was not available for comparison. Consequently, the mode “b” solid-liquid boundary results should be viewed as proof-of-concept. The primary method for identifying the solid-liquid boundary for a packed bed of irregular grains should be by contrast (method 1); since the flow over the packed bed of irregular grains is complex and this may affect threshold settings for methods (2) and (3).



SUMMARY AND CONCLUSION

In our test case, the seeded RIM grain was hydrogel and the fluid with matched refractive index was filtered pure water. The contrast between seeded grain and unseeded fluid was used to identify the solid-liquid boundary. The fluid was then seeded, allowing PIV analysis of the entire field of view regardless of the presence of fluid and solids (with no need to create a mask before performing PIV). In addition, the solid-liquid boundary was identified by considering locations with both near-zero velocity and low root mean square levels of the velocity fluctuations (i.e., low standard deviations of the velocity) in the field of view. Furthermore, the laser light sheet was not attenuated or distorted by seeding the RIM solid material and was able to uniformly illuminate the central plane of an entire packed bed of grains. We have also demonstrated that hydrogel may be fractured into grains for the study of packed bed flows. Other RIM liquid-solid pairs have the solid material with the potential for seeding as reported in Budwig (1994), Wiederseiner et al. (2011), and Wright et al. (2017). A likely candidate for solid seeding, in addition to the presently tested hydrogel, would be silicone rubber, which is paired with aqueous solution of sodium chloride and glycerol (Shuib et al., 2011). Others could be fluorinated ethylene propylene, FEP, or tetrafluoroethylene–hexafluoropropylene–vinylidene fluoride (THV), which, during three-dimensional (3D) printing, can be mixed with seeding. We believe that 3D printing, by both curing and melting techniques, will enable the proposed technique to be used with these and other solids. By curing method, the seeding can be mixed in the fluid and by melting process, the solid is shaped by applying the melted filament at micrometers thick layers, between which the seeding could be added (e.g., Guo et al., 2017).

The present seeded RIM solid approach is particularly attractive for irregular solid boundaries, like those found in packed beds. An a priori masking would be impossible for the present packed bed case and for any packed bed of irregular RIM grains. The present approach may be used to determine both the solid-liquid boundary as well as the velocity vector field. Additionally, by performing PIV in multiple planes across the test cell, the complete topography of the irregular grain packed bed as well as the pore flow map may be determined.

As in the work of Byron and Variano (2013), the method, in addition, could be used to identify the location of the solids and their motion. We also suggest, but we did not directly test it in this work, that the seeded RIM solid method is extremely powerful in studying moving mixtures of fluids and solid particles because the PIV spatial correlation analysis can be performed to the entire image regardless of where solids and fluid are. The mixture motion would be fully resolved. We suggest that the solid location and motion could be detected with pattern recognition analysis applied over several frames because the seeded RIM solid velocity field would follow that of a rigid body and would form a coherent structure. Thus, this physical modeling technique could be applied to other scientific fields beyond granular beds, such as flows within sediments and soils, and fluidized beds of mixture of fluid and particles. Other fields may include sediment transport, particle mobility analysis, and flow field around rough boundary like streambeds.

The ability to use irregular shaped grains of different sizes from fractions of a millimeter to centimeter sizes is significant, because these grains may be fabricated to mimic natural soil particles that are highly heterogeneous in sizes and shapes. Whereas masking is an effective technique when the shape and location of grains are known, it is not possible when grains have a range of unknown shapes and sizes. In the present study, we created and studied a packed bed of irregular grains, but we did not attempt to mimic the actual shape and size distributions of a real sediment bed, though there is the potential for this in future studies. Consequently, this technique provides an effective method for studying natural porous media flows, because it allows both the identification of the shape and size of the grains and the quantification of the flow field around them. This technique will pave the way to explore the interstitial processes within a simulated sediment bed, such as those of aquifers, soils, sediments, and the hyporheic zone (Tonina, 2012).
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The use of low-cost sensor networks (LCSNs) is becoming increasingly popular in the environmental sciences and the unprecedented monitoring data generated enable research across a wide spectrum of disciplines and applications. However, in particular, non-technical challenges still hinder the broader development and application of LCSNs. This paper reviews the development of LCSNs over the last 15 years, highlighting trends and future opportunities for a diverse range of environmental applications. We found air quality, meteorological and water-related networks were particularly well represented with few studies focusing on sensor networks for ecological systems. Furthermore, we identified bias toward studies that have direct links to human health, safety and livelihoods. These studies were more likely to involve downstream data analytics, visualizations, and multi-stakeholder participation through citizen science initiatives. However, there was a paucity of studies that considered sustainability factors for the development and implementation of LCSNs. Existing LCSNs are largely focused on detecting and mitigating events which have a direct impact on humans such as flooding, air pollution or geo-hazards, while these applications are important there is a need for future development of LCSNs for monitoring ecosystem structure and function. Our findings highlight three distinct opportunities for future research to unleash the full potential of LCSNs: (1) improvement of links between data collection and downstream activities; (2) the potential to broaden the scope of application systems and fields; and (3) to better integrate stakeholder engagement and sustainable operation to enable longer and greater societal impacts.
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INTRODUCTION

In recent years there has been a marked increase in the use of low-cost sensor networks (LCSNs) in the environmental sciences to address both pure research questions and applied management issues (Benedetti et al., 2010; Ojha et al., 2015; Prasad, 2015). As sensor networks with low-cost components in the setup, the rise of LCSNs has been driven by a number of factors including: the reduced cost of microcontrollers, communication modules and environmental sensors (Fisher et al., 2015), and the open science movement, which has seen the research community readily sharing designs, underlying software and firmware and data (Pearce, 2013). While there are some trade-offs with regards to robustness, calibration requirements and accuracy of low cost sensors when compared to high–end commercial sensors (Castell et al., 2017), the potential for greatly increased spatial coverage will facilitate new insights into environmental process dynamics (Krause et al., 2015). In addition to the low-cost, a key advantage of open source electronics and “DIY” sensor networks is that end-users can fully customize the network applications with potential to employ adaptive monitoring or real-time feedback and control (Blaen et al., 2016). This also enables specific monitoring or research requirements to be achieved in a number of contexts, such as smart earth and smart agriculture (Hart and Martinez, 2006; Ojha et al., 2015; Bakker and Ritts, 2018).

The technical aspects of low-cost sensor network design and application are now relatively well understood, thanks to the rapid development of information and communication technologies. However, recent research suggests that remaining challenges are largely focused around non-technical factors such as stakeholder engagements, socio-economic contexts, financial and operational mechanisms (Mao et al., 2018). These non-technical issues have already started to hinder the potential benefits these sensor networks can provide society. For example, the potential for risk reduction, resilience building, and adaptive management are frequently overlooked (Paul et al., 2018). These points are salient given the potential of low-cost sensor networks to address the inadequate data coverage in low- and mid-income countries (e.g., Strigaro et al., 2019), particularly as this lack of information remains a major challenge for policy makers in these regions (UN, 2015). Hence, there is an urgent need to better understand these emerging challenges and identify possible opportunities for future research.

Given the above, this study aims to quantitatively and systematically review and synthesize the contemporary literature on environmental LCSNs, in order to analyze current research foci and identify knowledge gaps. Reviewed publications are assessed in three non-technical dimensions that are believed to be critical for successful implementation of low-cost sensor networks and maximize their societal benefits (Mao et al., 2018) – first, clear workflow from data collection to data processing and provision (Paul et al., 2018); second, consideration of stakeholder groups (e.g., end-users and operators) in designing, using or managing sensor networks; and third, sustainable and adaptive setup of the sensor network. In doing so we sought to address four specific hypotheses, namely that: (H1) studies using LCSNs have a bias toward fields that have a in situ sensor monitoring tradition, such as meteorology; (H2) the predominate focus has been on data collection, with limited effort dedicated to other downstream data activities such as data visualization, analytics or real-time control; (H3) most studies focus on technically orientated single end-users (i.e., scientists), without considering the high potential for multi-stakeholder participation; and, (H4) given H3, the focus in the field has been on the technical feasibility of sensors and networks and the importance of factors such as sustainable operating mechanisms and physical and socio-economic contexts have been neglected.



METHODS

The use of systematic review procedures to identify the state of the art in a given research field is becoming increasingly popular in the physical (e.g., Bartesaghi Koc et al., 2018), medical (e.g., Hill et al., 2016) and social sciences (e.g., Karpouzoglou et al., 2016). This approach facilitates a rigorous appraisal and synthesis of the literature in a (semi)-quantitative way to address specific hypotheses or research questions (Mulrow, 1987). Furthermore, the analytical tools and search engines now available enable large databases of academic literature to be searched and results categorized in short amounts of time (Xu and Marinova, 2013). However, search criteria must be carefully selected to ensure the pool of literature used is suited to the hypotheses or questions posed. Here we adopt the approach outlined by Pickering and Byrne (2014) which attempts to identify geographical patterns, theoretical trends, and methodological gaps rather than undertake statistical analysis of evidence as is common in the meta-analyses of the medical sciences.

To identify the body of literature for quantitative review we used the Web of Science database, which is the largest online database for searching peer reviewed scientific literature and the most academically orientated of the main search engines (Xu and Marinova, 2013). Our aim was to include papers from two general themes: (1) low-cost environmental sensors networks, and (2) low-cost technologies that have direct relevance to (low-cost environmental) sensor networks. To achieve this, we used the following search criteria:
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where TS represents topic searching title, abstract and keywords that returned the initial pool of papers for consideration (n = 4593). The literature was then filtered to include only papers that were deemed explicitly related to environmental monitoring. To achieve this, we only included papers from Web of Science categories that were related to the geographical, environmental or earth sciences (see Supplementary Table S1 for list of categories). This step returned 218 articles from 153 journals and conferences proceedings.

These papers were then assessed in turn by examining the abstract or full manuscript to extract: (i) general information (publication year, country and study type); (ii) information on the environmental system studied (H1; i.e., Atmosphere, Hydrosphere, Earth, etc.); (iii) sensor mobility and data transmission/processing level (H2); (iv) user groups (H3); and, (v) sustainability considerations (H4). In order to consider how the existing studies utilize sensor networks, we also checked if the publications were: (1) focused on an environmental application of the technologies described; (2) describing a sensor network rather than a single sensor; or (3) focused on the measurement and collection of environmental data rather than the performance of the network per say. There were 135 publications meeting all the three criteria. More detailed information on this procedure can be found in Supplementary Table S2. All data collation and analysis was conducted using R version 3.5.1 and the Tidyverse ecosystem of packages outlined in Wickham and Grolemund (2016).



RESULTS AND DISCUSSION

The concept of low-cost environmental sensor networks appears to have first emerged in the literature in 2004. Since this date there has been a steady increase in the number of publications per year, with the highest numbers (32 and 33) recorded in 2017 and 2018, respectively (Figure 1A). This result was expected as the increase in published studies tracks the growing trend toward open science and the rise of the “makers movement” within the wider scientific community (Baden et al., 2015). Interestingly, 2004 roughly coincides with the development and release of the Arduino board an inexpensive, consumer orientated microcontroller board1 and the increase in publications post 2012 also coincides with the release of the low cost, single board computer, Raspberry Pi2.
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FIGURE 1. Number of publications as a function of: (A) year of publication, 2004–2018; (B) country in which the study was conducted; (C) the type of study or paper; (D) broad study system(s), and; (E) sub-categories identified within the air, water and earth study systems. In panel (B) only countries with >5 studies are displayed.



The global distribution of the analyzed studies displayed a distinct bias toward developed countries (particularly North America and Western Europe) with no studies from Africa and only a limited number from other developing regions (Figure 1B). This is concerning as, for example, the low number of African hydrological or meteorological monitoring stations hamper policy development and environmental management (van de Giesen et al., 2014). However, there are some projects underway such as the TAHMO project3 which aims to install 20,000 low-cost weather stations across Africa.

Most studies were single case studies with few review or conceptual articles captured by our literature search (Figure 1C). This disparity is likely to represent the relatively recent development of LCSNs as tools for environmental monitoring applications, particularly those used in peer reviewed scientific studies. The review papers were either focused on more general technological advances in environmental monitoring and not focused solely on low-cost networks (e.g., Rossiter, 2018), or provided a user group perspective on low cost sensor networks (e.g., citizen science; cf. Rai et al., 2017; Paul et al., 2018).

When considering the study system at a relatively coarse scale the literature appeared to support H1 (i.e., there was a bias toward fields with a history of in situ monitoring), with 77 publications focused on applications in the lower atmosphere and 19 on ecological systems (Figure 1D). Given the long history of sensor use for in situ atmospheric monitoring, particularly for meteorological variables, and limited use of sensors for monitoring ecological systems these results may not be surprising (Hart and Martinez, 2006). However, a larger number of the atmosphere system studies were focused on air pollution (n = 39), rather than displaying a bias toward meteorology as anticipated (n = 34) (Figure 1E). This was unexpected given the historical reliance on passive sampling and expensive laboratory equipment for analysis in air quality studies (Snyder et al., 2013). It appears public awareness of health risks (Ali et al., 2015; van Zoest et al., 2018), and the proliferation of low-cost in situ sensors (Schneider et al., 2017; Munir et al., 2019) are driving this trend. For water systems more studies focused on quantity (n = 17) as opposed to quality (n = 11). The water quantity studies were predominately focused on flooding (e.g., Horita et al., 2015; Acosta-Coll et al., 2018; Bartos et al., 2018), but studies on water resource management (e.g., Katsiri and Makropoulos, 2016) and the interface between agriculture and water resource monitoring were apparent (e.g., Kim et al., 2011; López et al., 2015). The water quality studies represented a mixture of pollution monitoring networks (e.g., Schneider et al., 2016) and agriculture focused applications (e.g., López Riquelme et al., 2009). Studies on earth systems were evenly distributed between those with a geo-hazard focus, such as landslides and earthquakes (Pumo et al., 2016; Finazzi and Fassò, 2017) and those with a focus on soil properties (e.g., Shaw et al., 2016). A further category was identified that represented studies focused on communication protocols or network architecture. An interesting trend was identified with many of these studies being pre 2012 (e.g., Bengston and Dunbabin, 2007; Walter, 2010), suggesting the field is moving beyond some of the technical aspects of wireless communication protocols and hardware with the focus now on data quality, interpretation and analysis.

When considering how existing studies collect environmental data and how they are utilized (e.g., analysis, decision-making and system control), some distinct patterns are apparent. Firstly, most sensor networks used fixed point sensors and data were transferred wirelessly either to a base station, remote server or the cloud (Figures 2A,B). The use of mobile sensors is more common for ecological systems, particularly tracking animal movement (e.g., Davis et al., 2012) and for monitoring air quality (Mead et al., 2013); however, Schneider et al. (2016) outlined a study in which sensors fitted to rafts or kayaks were used to continuously gather water quality data while moving downstream. Wired sensor networks or systems that required direct data download from local storage were associated with either: (1) scientific studies in which networks were maintained to answer a specific research objective or test a new senor type (Barnard et al., 2014; Pohl et al., 2014); or (2) monitoring networks for human infrastructure in urban environments where Ethernet connections were available (Dauwe et al., 2014; Rettig et al., 2014).
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FIGURE 2. The distributions of publications based on sensor and data collection properties. (A) Publication number split by sensor/node deployment properties. (B) The breakdown between wireless transmission of data to a base station or cloud-based server vs. hard-wired connection including Ethernet and local storage with manual data download. (C) The number of studies which highlighted networks for collection and data storage only, as opposed to studies with a data analysis component after collection, including visualization, analytics and control. (D) Data access, here the category “Isolated” refers to a dataset only available internally or to direct stakeholders, “Open” refers to an open access data storage platform, and “Larger dataset” refers to a study that contributed to a larger dataset. (E) The number of publications that explicitly considered sustainability principles. (F) The degree of stakeholder and end-user engagement in the study.



Secondly, there was a slight bias with regards to how the data were used with more papers (n = 76) reporting just data collection and storage than with a data analysis component (n = 59) (Figure 2C). This result appears to support H2 (i.e., predominate focus is on data collection), however, there appears to be a growing trend toward the development of online analytics and visualization with 23.8% of all pre 2012 studies and 46.6% of those post 2011. Most storage-only-networks were used in scientific studies with analysis conducted offline by researchers. For example, Pohl et al. (2014) used a network of low-cost weather stations to collect information on snow depth at a high spatial-resolution to quantify the influence of landscape factors on snow accumulation. Monitoring networks with online analytics and visualization were more common in recent studies where some degree of human safety or health was related to the sensed parameters. Examples include geo-hazards (Finazzi and Fassò, 2017), flooding (Jones et al., 2015; Acosta-Coll et al., 2018; Bartos et al., 2018) or air quality (Schneider et al., 2017; Kizel et al., 2018). A further type of monitoring network with analytics and visualization was associated with agriculture (Kubicek et al., 2013) and in several studies this was advanced toward automated control of nutrient addition/irrigation to optimize resource use and yield (López et al., 2015; Srbinovska et al., 2015).

Thirdly, the majority of studies (82.9%) involved networks that collected data and were isolated in nature (i.e., not part of a wider dataset or larger network) (Figure 2D). These data were then only available to or used by direct stakeholders, for example technicians/scientists (e.g., Pohl et al., 2014) or farmers involved in crop production (e.g., López et al., 2015). More recent studies have collected data to complement existing monitoring efforts (i.e., or have been operating as a sub network within a larger national network). These were in many cases associated with human health (Rogulski, 2018) or climate impacts (Shusterman et al., 2018; Šećerov et al., 2019) or had direct economic implications, for example through flooding (Horita et al., 2015) or fishing livelihoods (Wada et al., 2007). It should be noted that very few studies embraced the principles of open science and open data more generally (however see Rettig et al., 2014; Jones et al., 2015).

Despite stakeholder engagement, especially citizen science, being one of the most significant “innovative” approaches associated with LCSNs there was a paucity of such studies identified in the literature (Figure 2F). Given the relatively small number of studies with multiple stakeholders (21.2%) there appears to be strong support for H3 (i.e., most studies focus on technically orientated single end-users). However, there are some interesting examples of multiple stakeholder participation (e.g., Ali et al., 2015; Finazzi and Fassò, 2017). The involvement of citizen scientists can improve the functionalities and impacts of low-cost sensor networks by supporting its operation, enhancing adaptation, information provisioning and resilience building (Horita et al., 2015; Paul et al., 2018). In return, some sensor network applications have tailored designs to improve the user experience of citizen scientists (Schneider et al., 2016).

The application of low-cost sensor networks has been highlighted as a key area that can transform environmental governance, yet long-term environmental governance requires sustainable and long-term operations of low-cost sensor networks (Bakker and Ritts, 2018; Paul et al., 2018). Despite this, most studies identified in this review do not explicitly consider sustainability (92.5%; Figure 2E) and thus support of H4 is strong (i.e., sustainable operating mechanisms and physical and socio-economic contexts have been neglected). One possible explanation for this could be that most studies are from developed regions with significant resources and infrastructure (cf. Figure 1B). Sustainability can be achieved through either technical improvements via means such as optimization of energy efficiency (Gleonec et al., 2017; Mazinani and Davarzani, 2017), or innovative soft management/incentive-based approaches (Bakker and Ritts, 2018). Most of the reviewed studies identified with a sustainability element were associated with explicit and direct human benefits, such as monitoring a particular resource (e.g., Wada et al., 2007), protecting property or livelihoods (e.g., Lopes Pereira et al., 2014) or were agricultural in nature and focused on resource use to maximize yields (e.g., Geipel et al., 2015).



CONCLUSION AND FUTURE OPPORTUNITIES

To summarize, LCSNs are increasing in popularity but there is still a distinct bias toward developed countries, particularly Western Europe and North America, and certain study systems (e.g., atmosphere and hydrosphere). From this systematic literature review, three key challenges and opportunities were identified, which can also guide future technical development of LCSNs. Firstly, data outputs from LCSNs need to be processed and presented to benefit multiple stakeholders including scientists, the general public and policy makers. While there is still a paucity of examples with studies exploring down-stream data activities such as analysis, decision-making and system control examples exist for certain study purposes (e.g., geo-hazards) from which lessons can be learned for other purposes. Secondly, there is a clear need to improve data integration and sharing. This will involve a move away from isolated datasets to closer alignment with existing monitoring systems to create larger, richer datasets and a concerted effort to make data more open. While this has begun the idea needs to be at the core of future networks to improve system understanding and avoid duplication of effort. Thirdly, the design of LCSNs needs to better integrate stakeholder engagement and sustainable operation to enable longer term and greater societal impacts and environmental benefits.
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To better understand the small-scale variability of rainfall and its isotopic composition it is advantageous to utilize rain samplers which are at the same time low-cost, low-tech, robust, and precise with respect to the collected rainwater isotopic composition. We assessed whether a self-built version of the Kennedy sampler is able to collect rainwater consistently without mixing with antecedent collected water. We called the self-built sampler made from honey jars and silicon tubing the Zurich sequential sampler. Two laboratory experiments show that high rainfall intensities can be sampled and that the volume of water in a water sample originating from a different bottle was generally less than 1 ml. Rainwater was collected in 5 mm increments for stable isotope analysis using three (year 2011) and five (years 2015 and 2016) rain samplers in Zurich (Switzerland) during eleven rainfall events. The standard deviation of the total rainfall amounts between the different rain gauges was <1%. The standard deviation of δ18O and δ2H among the different sequential sampler bottles filled at the same time was generally <0.3‰ for δ18O and <2‰ for δ2H (8 out of 11 events). Larger standard deviations could be explained by leaking bottle(s) with subsequent mixing of water with different isotopic composition of at least one out of the five samplers. Our assessment shows that low-cost, low-tech rain samplers, when well maintained, can be used to collect sequential samples of rainfall for stable isotope analysis and are therefore suitable to study the spatio-temporal variability of the isotopic composition of rainfall.

Keywords: rainfall and its isotopic composition, sequential rainwater sampler, laboratory experiments, field test, stable isotopes (18O and 2H), low-cost/low-tech self-built sampler


INTRODUCTION

The stable isotopologues of water (H216O, H218O 1H2H16O, hereafter referred to as isotopes), are valuable tracers to study long-term changes in climatic conditions (Dansgaard et al., 1993), atmospheric processes at the weather system timescale (Pfahl et al., 2012), and are useful to understand how catchments transform rainfall into runoff. The regional variations in the isotopic composition of rainfall are relatively well understood thanks to the monthly dataset from the Global Network of Isotopes in Precipitation (GNIP; Aragus-Aragus et al., 2000). In contrast, the small-scale spatial variability of the isotopic composition of rainfall (<10 km2) has been much less studied and is often assumed to be homogenous. To better understand the isotopic composition of rainfall it is necessary to collect rainwater which is temporally resolved, and in a spatially distributed way.

Rainfall collection for stable isotope analysis started with holding a bottle of beer and a funnel in the rain (Dansgaard, 2004). Bottles have been used since then, e.g., for crowdsourced snapshot information of super storm Sandy (Good et al., 2014). Despite successful examples of manual sampling by Hrachowitz et al. (2011) or Graf et al. (2019) the need for several people and the right-on-time presence of staff and logistics during an event, makes this type of sampling demanding.

Higher quality information can be obtained by using rain samplers that collect sequential samples of rainwater in either volumetric or temporal intervals. Ideally, the rain sampler should collect rainwater at fixed temporal or volumetric intervals without any mixing of different samples. Furthermore, a sampler should be low-cost, compact, work autonomously, and consume low amounts of electricity. In addition, the sampler needs to be easy to handle, enable fast sample collection, and allow for repair in the field.

Different volume- or time-based rain samplers exist (Laquer, 1990). Rain samplers for stable isotope analysis can be self-built (Prechsl et al., 2014) or commercial (Gröning et al., 2012) cumulative precipitation collectors. However, as shown in several studies, the rainfall isotopic composition changes during the rainfall event (McDonnell et al., 1990; Munksgaard et al., 2012; Aemisegger et al., 2015; Fischer et al., 2017b; Graf et al., 2019). Therefore, it is crucial to collect sequential samples of rainfall with a high temporal resolution to capture these variations in stable isotope composition. Commercially available sequential samplers such as revolver type samplers (e.g., Rücker et al., 2019) usually need electricity to be operated and are costly. Self-built sequential samplers, using open low-budget microcontrollers, e.g., ArduinoTM (Aemisegger et al., 2015; Nelke and Selker, 2015; Hartmann et al., 2018; Ankor et al., 2019; Michelsen et al., 2019) are flexible but need energy, and a certain level of electronic knowledge is required. Instead, field-deployed laser spectrometers allow the isotopic composition of rainfall to be measured directly in the field at a high temporal frequency (Berman et al., 2009; Munksgaard et al., 2012; Tweed et al., 2016; von Freyberg et al., 2016). However, the high investment cost and high-tech character make it unfeasible to use this type of sampler to collect rainfall at a high spatial resolution in small catchments. In contrast to such high-tech high cost samplers, the Kennedy sequential sampler (Kennedy et al., 1979), which is used in many hydrological studies (McDonnell et al., 1990; James and Roulet, 2009; Šanda et al., 2014; Fischer et al., 2017b), meets many aforementioned requirements of an ideal sampler. However, it is not clear whether this sampler is able to collect rainwater without any mixing of subsequent samples. Therefore, in this study we built a version of the Kennedy sampler and evaluated its functioning in two ways: (1) a laboratory experiment using deionized water and a salt solution and, (2) a field experiment based on the comparison of the isotopic composition of sequentially sampled rainfall collected by multiple samplers during eleven rainfall events.



MATERIALS AND METHODS


The Zurich Sequential Sampler

The Zurich sequential sampler (ZRS-sampler) is an adapted version of the Kennedy type volume-based sequential rainfall sampler (Kennedy et al., 1979) and uses low-cost materials such as 100 ml honey jars, silicon tubing, plastic connectors (which can be potentially 3D-printed), and a plastic box enclosure (Figure 1). The ZRS-sampler design resulted from experimenting with different bottles using rubber plugs, tube diameters and materials, radii of transport tubes, and air vents to minimize the mixing of new rainwater collected, with water which was previously collected and stored in the series of interconnected bottles. With too small sample volumes, water droplets in the tubing might introduce memory effects. Therefore, a bottle volume of 100 ml was chosen. To also collect data on the rainfall amounts over time, we directly connected the ZRS-sampler to a tipping bucket rain gauge by attaching a small funnel to each of the two drains at the base of the tipping bucket rain gauge (Figures 1A,D, Rain collector II – tipping bucket; 0.2 mm; Davis Instruments Corp., United States, rim height installed at 1.5 m above ground level). To each funnel, a 10 cm silicon tube is connected with a Y-connector (6–7 mm, Kartell, Italy) which is connected to the sampler with a silicon tube (1.5 m). The ZRS-sampler consists of a frame (plastic sheet, 350 × 250 × 3 mm, L × W × H), where 12 × 100 ml screw top glass bottles, each representing 5 mm of rainwater, are attached with their metal screw lids (2 × M3 screws and silicone adhesive to ensure a sealed watertight connection). The different bottles are connected serially to each other using silicon tubing (Ø 9 mm OD). To divert rainwater into a bottle, a bifurcation is made using a Y-connector connected to a 100 mm vertical silicon tube (Ø 9 mm OD) reaching the bottom of the bottles. Each bottle has a smaller second silicon tube attached to the lid (Ø 3 mm OD, 500 mm, small Ø chosen to prevent fractionation from evaporation) acting as an air vent to regulate the atmospheric pressure in each bottle and prevent the water from siphoning. For a correct functioning of the sampler, these air vents always need to be vertical. Once the water level reaches the air vent, a headspace of 0.5 cm filled with air remains, no additional rainwater can enter into the bottle, and water flows to the next empty bottle without mixing with the antecedent collected water. For transport, protection and to minimize solar radiation, each ZRS-sampler is enclosed in a plastic box (UTZ-Rako 400 × 300 × 120 mm). After the last bottle, excess rainfall flows through a tube into the plastic box. It is also possible to connect a second sequential sampler to capture large rainfall amounts.


[image: image]

FIGURE 1. Overview of the ZRS-sampler tipping bucket with attached funnels (A), side view (numbers indicate sample bottles, each 100 ml or 5 mm of precipitation), side view (B) is an example of a malfunctioning sampler where in rainfall event June 2016, honey jar 1 and 2 (left to right) were leaking (not full) and therefore not properly sampling, resulting in mixing of water of different isotopic composition and top view (C). Drawing of the tipping bucket (D), section view A–A (E), top view (F), zoom in C (bottle and connections) (G), zoom in D (air vent and connection of glass) (H), and section view B–B (I). In case the study requires a high or lower temporal resolution, i.e., rainwater samples representing <5 mm or >5 mm rainfall amount, it is possible to connect honey jars with smaller or larger volumes (having a similar honey jar lid diameter).



The cost per sampler is approximately €330 including tipping bucket or €85 when using a 214 cm2 funnel instead of a tipping bucket (for price per sampler, see Supplementary Table S1).



Experimental Setup, Isotope Analysis, and Comparison

The mixing of different water samples was assessed in two laboratory experiments: I. testing the maximum rainfall intensity before sampling errors occur, and II. assessing the mixing, i.e., sampling error and memory effect within the sampler (Supplementary Material and Supplementary Figure S1, laboratory experiment).

Furthermore, the mixing of different water samples was additionally assessed by collecting rainwater during rainfall events using three (year 2011) and five (years 2015 and 2016) ZRS-samplers installed within a distance of 2 m (Supplementary Material and Supplementary Figure S2, laboratory experiment).




RESULTS AND DISCUSSION


Laboratory Experiment

The rainfall sampler was able to collect water correctly for rainfall intensities up to 1 mm s–1 (comparable to a very high rain burst, e.g., pour 1, Supplementary Video S1). For higher rainfall intensities, which rarely occur in natural rainfall events, water entered not only in the first empty bottle but in multiple bottles (pour two onward, Supplementary Video S1).

The second laboratory experiment revealed that in some bottles, mixing of different water samples occurred, which was visible from the color of the water (Supplementary Videos S2–S6). In addition to the color indicator, the electrical conductivity increased or decreased between 0 and 50 μS cm–1, to what the electrical conductivity of the originally collected water was (Supplementary Table S2). Despite the increase or decrease in electrical conductivity due to mixing of different water samples, from the mass balance (Supplementary Equation S1), the volume of water in a water sample originating from a different bottle was generally less than 1 ml (<1% of the sample volume, 10 out of 18 bottles, Supplementary Table S2). Mixing of more than 1 ml was due to memory effects, i.e., antecedent water remained in the tubing and mixed with the newly poured water. In 3 out of 18 pours, the water was accidentally poured at rates >1 mm s–1, resulting in a non-correct sampling due to trapped air bubbles in the tubing and consequently a volume of water which mixed with water of a different bottle of more than 4 ml or more than 4% of the sample volume (Test 3 in Supplementary Table S2 and Supplementary Videos S2–S6).

These results indicate that overall the sampler can be used to collect sequential samples of rainfall with a minimal mixing between different bottles. These samples can subsequently be used to determine the isotopic composition of rainfall increments.



Sampled Rainfall Amount and Its Isotopic Composition of Different Events

The different ZRS-samplers collected rainwater samples of 11 rainfall events (Ptot 1 to 30 mm, SDPtot < 1%) with an isotopic composition that is aligned along the global meteoric water line, Figure 2, Supplementary Figure S3, and Supplementary Table S3.
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FIGURE 2. For the 11 rainfall events (A–K), the mean accumulated rainfall (black line, left axis) and the δ18O of rainfall (5 mm increments) of the different rain samplers (S-1 to S-5; colored lines). The triangles indicate the start of a new bottle which are consecutively numbered number 1 to n. The solid lines indicate a correct δ18O sample while a dashed line indicates δ18O samples, for which the rain samplers malfunctioned due to technical problems. On top of each panel the temporal evolution of the SD δ18O all rain samplers (gray line, left y-axis) and SD δ18O sel rain samplers excluding malfunctioning rain samplers (black line, right y-axis).



The rooftop location was chosen for practical reasons, but does not comply with WMO recommendations for rainfall measurements (WMO, 2008) because of wind exposure. However, the variation of the measured rainfall amounts between the gauges was small for all events (SD Ptot <1%). As the different ZRS-samplers received a similar amount of rainwater, it can be assumed that the isotopic composition of the water samples collected by the different samplers should be similar.

For all events with rainfall Ptot >5 mm the δ18O decreased with subsequent samples, i.e., in time (Figure 2 and Supplementary Table S3). For events with low rainfall amounts (e.g., October 15, 2015; October 16, 2015; and October 17, 2015) the last sample bottle in each sampler was partly filled. No difference in the isotopic composition between samplers with and without tipping buckets could be observed (individual samples within the SD of δ18O or δ2H to the mean δ18O or δ2H of all samplers, Supplementary Table S3). Also, no correlation was found between the rainfall amount and SD (Supplementary Figure S5). Comparing the isotopic composition of the water in the bottles filled at the same time, the SD 18O generally ranged from 0.01 to 1.5‰ and SD 2H generally ranged from 0.01 to 4‰ (Supplementary Table S3). Only for three events, some water samples taken at the same time had an SD 18O up to 5.8‰ and SD 2H up to 45‰ (Supplementary Table S3). This considerable standard deviation, which is almost as large as the temporal variability of the δ18O from bottle to bottle, can be explained by malfunctioning (leaking bottles by which water samples of different isotopic composition were mixing) of one or some ZRS-sampler(s) during the collection of samples (Figure 1B). During some events, one or more of the honey jar lids were not closed tightly enough, and water and air were leaking. This malfunctioning resulted in only partially filled bottles and mixing of different water samples (e.g., ZRS-sampler S-3 for events May 25, 2011 and June 1, 2011, and ZRS-sampler S-5 event November 19, 2015). When removing these outliers (known from field notes and indicated in Supplementary Table S3 with the letter L), the SD was generally near the laboratory analytical precision (7 out of 11 events the SD 18O <0.3‰ and SD 2H <2‰). After October 2015, the SD 18O remained higher and the samplers showed signs of aging (after sampling approximately 50 rainfall events over 4 years). The frequent screw movements of the bottles, deformed the thin honey jar lids and the seals degraded. Despite maintenance and repairs, from October 2015 onward, bottles started to leak more often and were more challenging to repair, resulting in larger differences (SD 18O >0.3‰ or SD 2 >2‰) caused by mixing of the water samples with a different isotopic composition. This shows that it is necessary to continuously monitor the state of the sampler, performing maintenance and repairs to achieve a recommended deployment time of approximately 4 years.




CONCLUSION AND RECOMMENDATIONS

Our assessment of the self-built ZRS-sampler showed that by using honey jars and silicon tubing, it is possible to collect rainwater samples in incremental volumes with minimal mixing between sample bottles (less than 1 ml or 1% of the sample volume). During natural rainfall events, the standard deviation among the different sequential sampler bottles filled at the same time was generally <0.3‰ for δ18O and <2‰ for δ2H.

Similar samplers can be built from any material, e.g., honey jars, PET, beer, milk, and laboratory glass bottles and any kind of tubing. Notably, the low-cost, low-tech character makes this type of sequential sampler useful for investigating the spatial-temporal variability in the isotopic composition of rainfall.

However, to work correctly, and to minimize both technical and human errors when collecting rainwater samples for stable isotope analysis, from the findings in this study, we recommend:

1. Air vents need to be vertical at all times to function as intended.

2. It is essential to test for leaking bottles. Before sampling rainfall events this can be tested by filling the sampler with water and examining if all bottles fill with water to the level of the air vents. In the field, when samples are picked up, leaking bottles can be detected by checking if bottles are not correctly filled, e.g., water does not reach the air vent. Leaking bottles can be repaired using O-rings or by replacing the metal honey jar lid.

3. Full samplers must be lifted vertically. Tilting might cause mixing or spilling of rainwater collected in the different honey jars (bottles).

4. Before transferring the rainwater into transport bottles (labeled with the sampler number, bottle number and date) slightly shake each bottle to homogenize collected water.

5. To avoid unintentional mixing of rainwater of different rainfall events, remove excess water from the sequential sampler’s tubing (shake thoroughly), as well as from honey jars (use a cloth) and rain gauge bucket (Supplementary Figure S4). After controlling all tubing connections for leaks, the sampler is ready for a next rainfall event.

6. It should be noted that during frontal passages with substantial temperature changes or pressure drops during the event, stronger cross-contamination might occur between the samples due to pressure fluctuations within the vials. However, in an experiment we found no evidence for cross-contamination between the samples caused by an expansion of air and water due to temperature fluctuations.

Furthermore, from our experience using this sampler we recommend the following additional points be considered:

7. The water samples should be collected directly after a rainfall event. A dedicated test in a climate or sprinkling chamber, simulating different environmental changes in a controlled way, could be done to quantify the fractionation and importance of cross-contamination effects in the case of delayed collection of samples.

8. Lids and tubes should be replaced about every 4 years. Instead of using honey jars, more durable threaded caps and wide mouth bottles (100 or 250 ml; Duran or Nalgene) could be used.
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Variability of CO2 concentrations within the Earth system occurs over a wide range of time and spatial scales. Resolving this variability and its drivers in terrestrial and aquatic environments ultimately requires high-resolution spatial and temporal monitoring; however, relatively high-cost gas analyzers and data loggers can present barriers in terms of cost and functionality. To overcome these barriers, we developed a low-cost Arduino monitoring platform (CO2-LAMP) for recording CO2 variability in electronically harsh conditions: humid air, soil, and aquatic environments. A relatively inexpensive CO2 gas analyzer was waterproofed using a semi-permeable, expanded polytetrafluoroethylene membrane. Using first principles, we derived a formulation of the theoretical operation and measurement of PCO2(aq) by infrared gas analyzers submerged in aquatic environments. This analysis revealed that an IRGA should be able to measure PCO2(aq) independent of corrections for hydrostatic pressure. CO2-LAMP theoretical operation and measurement were also verified by accompanying laboratory assessment measuring PCO2(aq) at multiple water depths. The monitoring platform was also deployed at two sites within the Springfield Plateau province in northwest Arkansas, USA: Blowing Springs Cave and the Savoy Experimental Watershed. At Blowing Springs Cave, the CO2-LAMP operated alongside a relatively greater-cost CO2 monitoring platform. Over the monitoring period, measured values between the two systems covaried linearly (r2 = 0.97 and 0.99 for cave air and cave stream dissolved CO2, respectively). At the Savoy Experimental Watershed, measured soil CO2 variability capturing sub-daily variation was consistent with previously documented studies in humid, temperate soils. Daily median values varied linearly with soil moisture content (r2 = 0.84). Overall, the CO2-LAMP captured sub-daily variability of CO2 in humid air, soil, and aquatic environments that, while out of the scope of the study, highlight both cyclical and complex CO2 behavior. At present, long-term assessment of platform design is ongoing. Considering cost-savings, CO2-LAMP presents a working base design for continuous, accurate, low-power, and low-cost CO2 monitoring for remote locations.

Keywords: Arduino®, carbon dioxide, hydrology, soil carbon, karst, low-cost, critical zone


INTRODUCTION

Carbon exchange within the Earth system is facilitated, in part, by the production, transfer, and uptake of carbon dioxide (Schimel et al., 2001; Brantley et al., 2007). Unraveling biologic and biogeochemical (Broecker and Sanyal, 1998; Davidson et al., 2010; Demars et al., 2015; Florea, 2015), geologic (Lowenstern, 2001; Werner and Cardellini, 2006; Burton et al., 2013; Queiβer et al., 2016), and anthropogenic factors (Olah et al., 2011; Ward et al., 2015; Decina et al., 2016) that influence CO2 concentrations require not only accurate, high-frequency measurements of CO2 concentrations, but widely distributed, and if possible, spatially dense CO2 measurements (Schimel et al., 2001; Hari et al., 2008; McDowell et al., 2008; Richter and Mobley, 2009; Brantley et al., 2016).

Long-term, high-frequency measurements of CO2 concentrations are limited across Earth (McDowell et al., 2008; Andrews et al., 2014) compared to other continuous environmental monitoring in terrestrial and aquatic environments (e.g., air and stream temperature, air pressure, humidity, stream pH; Martin et al., 2017). In turn, the inter- and intra-seasonal variability of CO2 and environmental factors controlling variability across terrestrial ecosystems remains poorly constrained (Serrano-Ortiz et al., 2010; Lombardozzi et al., 2015). Reducing these uncertainties in carbon transfers hinges upon increasing the spatial and temporal coverage of CO2 measurements across the Earth system (Schimel et al., 2001, 2015; Lombardozzi et al., 2015; Bradford et al., 2016).

While the availability of commercial, field-deployable infrared gas analyzers (IRGA) have greatly enhanced measurement capacity, costs due to instrumentation acquisition, maintenance, and in some cases, limited storage capacity and control over measurement frequency using proprietary systems greatly limit the spatial and temporal extent of monitoring (Fisher and Gould, 2012; Martin et al., 2017). Furthermore, ancillary data, such as temperature (in air or water), are needed for environmental correction of CO2 values, but combined sensor, and data logger selection may be limited between proprietary systems stemming from incompatibilities between manufacturers (Fisher and Gould, 2012).

Over the last decade, the availability and use of relatively inexpensive microcontrollers and “microcomputers” for scientific research has increased significantly (Cressey, 2017). Use of these platforms to interface sensors has grown, in part, from the increasing availability of sensors, and the need for customized interfacing to measure, and monitor conditions both in increasingly complex laboratory experiments, and challenging environmental settings (e.g., caves; Pearce, 2012; Beddows and Mallon, 2018). Low-cost CO2 IRGAs (<$150 USD) and low-cost Arduino monitoring platforms (LAMPs) have been specifically used to measure and monitor dissolved CO2 using automated floating chambers (Bastviken et al., 2015) and ambient CO2 (Martin et al., 2017); however, adoption of a low-cost IRGA for electronically harsh conditions, such as high-humidity environments (e.g., caves) or within stream environments (i.e., submerged, direct dissolved CO2 measurement), have been limited. If similar methods for waterproofing CO2 sensors are used (Johnson et al., 2009), adoption of a low-cost IRGA to monitor CO2 in electronically harsh environments should be possible.

We present a low-cost ($250–300 USD), Arduino-based monitoring platform (CO2-LAMP) for measuring atmospheric, soil, and dissolved CO2 concentrations. Included in this study are methods for fabrication, reference measurement (i.e., zero and span reference gases), instrument value corrections and post-processing, and results from field-trial evaluations. As part of the reference measurement and post-processing, a novel presentation of theoretical sensor operation, sensor output, and accompanying empirical experiments were made to verify theoretical instrument output, and applicable environmental corrections. Consequently, the description and corrections are highly relevant to other direct, dissolved gas measurement systems by IRGAs (Johnson et al., 2009; Yoon et al., 2016). Field evaluation comprised: (1) A comparative field trial between the CO2-LAMP and a relatively greater-cost system for monitoring ambient CO2 and dissolved CO2, and (2) monitoring soil CO2 in a shallow soil pit. Lastly, recommendations, and future work with respect to fabrication, improving measurement accuracy, and deployment of the CO2-LAMP are discussed.



MEASUREMENT OF CO2 IN EARTH'S NEAR-SURFACE ENVIRONMENT

Measurements of CO2 within ambient air, soil, and aqueous environments encompass a range of sampling protocols and gas analyses. While not an exhaustive review, this section provides theoretical principles and practical aspects of measuring CO2 in Earth's near-surface environment used in this study. Moreover, this brief overview presents information on discrete and continuous CO2 measurement methods within air, soil, and aqueous environments with emphasis on the operating principles of direct dissolved CO2 measurements using IRGAs within aqueous environments specifically investigated.


Analysis of CO2 in Air and Soils

Analysis of ambient CO2 and soil CO2 are routinely conducted by discrete sampling and in situ gas analyzers (Jassal et al., 2005; Andrews et al., 2014; Sánchez-Cañete et al., 2017; Jochheim et al., 2018). Discrete sampling is conducted primarily through gas collection into evacuated air-tight or “inert gas flushed” (e.g., helium flushing) containers. Extracted gases are subsequently sampled, typically using an IRGA, gas chromatography (GC), or isotope ratio mass spectrometer (Breecker and Sharp, 2008; Joos et al., 2008). Common in situ gas analyzers for measuring CO2(soil) have included the Vaisala GMD20, GMM221, and GMM222, and the Eosense eosGP (Hirano et al., 2003; Jassal et al., 2005; Sánchez-Cañete et al., 2017). Unlike discrete measurements, in situ sensors allow greater measurement frequency directly located within air and soil environments. However, in situ sensors require continual reference measurements to ensure accountability of sensor drift and offsets during deployment (Moran et al., 2010; Andrews et al., 2014). To further ensure measurement accuracy through time, ancillary parameters, which include temperature, relative humidity, and atmospheric pressure, must also be measured to correct for differences between calibration, and field environmental conditions (e.g., pressure and temperature corrections; Fietzek et al., 2014). To protect against instrument damage in soil environments, protective membranes, such as silicone or polytetrafluoroethylene, are used to cover the sensor, but still allowing for gas exchange (Tang et al., 2003; Jassal et al., 2005).



Obtaining Dissolved CO2 Concentrations

Dissolved CO2 concentrations are most often obtained through three common methods: (1) Estimation of CO2 concentrations from alkalinity titration and carbonate species equilibria calculations (Stumm and Morgan, 1996; Abril et al., 2015; Jarvie et al., 2017); (2) Manual gas extraction from water sample collection in air-tight containers (e.g., copper tubing, manual headspace analysis; Sanford et al., 1996 and references therein); and (3) Directly measured through gas equilibration (Takahashi, 1961; Frankignoulle et al., 2001; Johnson et al., 2009; Yoon et al., 2016). The majority of dissolved CO2 values reported for natural waters have been, to date, through carbonate equilibria calculations from measured pH, and total alkalinity (Abril et al., 2015; Liu and Raymond, 2018). However, reported partial pressures of dissolved CO2, and corresponding dissolved CO2 concentrations in organic-rich, low pH inland freshwaters are likely overestimated due to a combination of: (1) Greater total alkalinity derived from organic acid anions (e.g., greater dissolved organic carbon) and (2) Greater sensitivity of calculated dissolved CO2 for low pH, low alkalinity waters vs. relatively higher pH, higher alkalinity waters (Abril et al., 2015). Importantly, Abril et al. (2015) highlight the critical need for direct measurements of CO2 given the large uncertainty that may arise from carbonate equilibria estimations.



Direct Measurement of Dissolved CO2 Principles

Direct dissolved CO2 measurement systems have been previously described by Yoon et al. (2016) and are separated into two categories of active-equilibration and passive-equilibration. The active-equilibration methods being: manual gas extraction; a spray-type equilibrator (Takahashi, 1961); and a marble-type equilibrator (Frankignoulle et al., 2001). In active-equilibration systems, an external power-source facilitates water-air equilibration by pumping external water through sprayers or marble media. Enclosed, internal air volumes are circulated through an IRGA. The passive method is referred to as a “membrane-enclosed sensor.” Passive membrane-enclosed sensors work via diffusion and equilibration of gases across a liquid impermeable, but gas permeable, membrane (Sanford et al., 1996; Johnson et al., 2009).

Compared to spray-, and marble-type equilibrators, membrane-enclosed sensors are practical in harsher environments such as soil, and surface waters, which can be variably saturated or highly turbid, and prone to tubing clogging or instrument fouling. This method is also more useful in situations where power delivery is limited (e.g., caves). However, membrane-enclosed sensors have the drawback of longer equilibration times (>10 min), and therefore they may not fully capture short-term, large magnitude variation in surface waters (e.g., rapid mixing during storm events; Yoon et al., 2016).

Hybrid systems also exist, which interface with surrounding water through membrane mediated gas exchange (i.e., a membrane-enclosed equilibrator) but also internally circulate air for heating and thermal equilibrium (De Gregorio et al., 2011; Fietzek et al., 2014). To decrease equilibration time in membrane-enclosed systems, external pumps near the membrane move adjacent water to the membrane interface which limit expansion of a static-boundary layer (Manning et al., 2003; Fietzek et al., 2014).

For all direct-measurement systems, CO2 measured by an IRGA or GC is the equivalent partial pressure of CO2, PCO2(aq), in equilibrium with the dissolved CO2 of the water in accordance with Henry's Law:

[image: image]

where KCO2 is the Henry's Law constant for CO2 at a given temperature, T, salinity, S, and pressure, P, and Ci is the concentration of dissolved CO2 in water (Colt, 2012). Dalton's Law states that the sum of partial pressures for all dissolved gas species are equal to the total dissolved gas pressure in the water, PTDG:

[image: image]

For most shallow surface waters and unconfined groundwater systems PTDG is approximately equal to ambient atmospheric pressures (Manning et al., 2003; Gardner and Solomon, 2009). However, some notable exceptions include: (1) dam tailwaters (D'Aoust and Clark, 1980; Urban et al., 2008) and similar surface water conditions that promote entrainment of bubbles at greater depths where PTDG may be upwards of 1.3 times atmospheric pressure; (2) deep, confined groundwater systems (Gardner and Solomon, 2009; Ryan et al., 2015); and (3) deep, crater lake systems containing submarine gas vents at depth, such as Lakes Monoun, and Nyos in Cameroon (Kling et al., 1987; Kusakabe and Sano, 1992). In both confined groundwater and deep, lake gas vent systems, increased hydrostatic pressure allows for greater gas saturation (i.e., increased concentration). As such, PTDG values may be several times that of atmospheric pressure if waters are gas saturated at these greater hydrostatic pressures. In practice, dual measurement of total dissolved gas pressure and dissolved CO2 are recommended in environments where PTDG is suspected to be higher than atmospheric pressure to account for greater dissolved concentrations (Ryan et al., 2015).

At abyssopelagic depths (> ~4,000 m) in marine systems, changes in Henry's constant due to hydrostatic pressure must also be taken in account when calculating expected PCO2 for a given dissolved CO2 concentration or vice versa (Enns et al., 1965; Hamme et al., 2015). Inland freshwater systems, however, do not encounter such depths. For example, Henry's Law constants for dissolved gas measurements at Lake Baikal (i.e., Earth's deepest lake at ~1600 m) would only be offset ~2.2% (Enns et al., 1965; Hamme et al., 2015). Therefore, changes in Henry's Law constants with respect to hydrostatic pressure are negligible for relatively shallow water bodies.



Membrane-Enclosed Equilibration Principles

Fluid movement across membranes occurs through convective mass transfer comprising diffusive and advective transport (Bergman et al., 2011; Kruczek, 2015). Diffusive gas exchange between an external environment (i.e., atmosphere, soil, or water) and a membrane-enclosed volume, or headspace containing an IRGA, has been previously described using a Solution-Diffusion model. In this Solution Diffusion model, gas exchange is driven by differences between the partial pressures of the external environment, Penv, and within the headspace, PIRGA (Bareer, 1939; Sanford et al., 1996; De Gregorio et al., 2005; Gardner and Solomon, 2009). From De Gregorio et al. (2005), assuming Penv to be constant, the partial pressure of CO2 in the headspace at some time, t, may be estimated by
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where Pi is the initial partial pressure of CO2 in the headspace, Kp is equal to the effective diffusivity of the gas through the environment-membrane boundary and the membrane material (Gardner and Solomon, 2009), A is membrane surface area, and h is membrane thickness.

Empirically, the exponential term can be calculated from experimental data using a modified form of Equation (3) whereby generalizing the exponential term, KpA/Vh, as a constant q, and subsequently solving for q:
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If Kp is unknown, but A, V, and h are well-constrained, Kp can be solved by rearranging the obtained q constant:
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In the case of membrane submersion within water, diffusion of the gas within the water may have an important impact on transfer rates, rather than mass transfer being controlled by diffusion through the membrane alone. In this case, using a slight modification of Equation (4) to calculate the mass transfer coefficient, k, where k = Kp/h may be more meaningful.

For description of percent equilibration of CO2 to a reference gas, an exponential, or e-folding, timescale can be used to describe the amount of time over which changes in concentration or percent equilibration associated with an exponential process (i.e., gas equilibration in this case) occur by factors of e ~ 2.718. From measured PCO2 using a waterproofed IRGA, e-folding time units, Tf in seconds, can be expressed as
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where t is equal to the time elapsed from the beginning of the observation period. To determine n e-folding time, where n is the folding time interval (e.g., three-folding times), n is divided by the q constant value, redefined here as τ, obtained from the exponential function term (see Equation 4): e-folding time = n/τ. For example, at three e-folding time (or 3/τ), equilibration of a mixture from the initial to final concentration is at ~95%, i.e., 1–(1/e3). In turn, solving for 3/τ determines the specific Tf equivalent to a measured value and actual time, t, where the partial pressure or concentration of CO2 is 95% equilibrated.




MATERIALS AND METHODS


CO2-LAMP Fabrication for Humid and Aqueous Environments

Fabrication of CO2-LAMP consisted of waterproofing a relatively low-cost IRGA using a semi-permeable membrane (Figure 1) and interfacing the IRGA with an Arduino-based platform to read and record instrument values. The IRGAs used in this study were the K30 1 and 10% analyzers manufactured by Senseair AB (Delsbo, Sweden). Analyzer accuracies are reported by the manufacturer as ±30 parts per million by volume (ppmv) ± 3% for the K30 1% model and ±300 ppmv ±3% for the 10% model, respectively. The resolution of CO2 concentrations reported by the K30 1 and 10% are 1.0 and 10.0 ppmv, respectively.


[image: Figure 1]
FIGURE 1. (A) Simplified schematic of step-wise waterproofing of K30 sensor. (B) Schematic wiring diagram among the power source, voltage regulator, Arduino Uno, and Adafruit loggershield, relay switch, and K30 IRGA. (C) Labeled photograph of waterproofed K30 and corresponding IRGA components in cross section.


The membranes used were an expanded polytetrafluoroethylene ePTFE sleeve (Product number 200-07; International Polymer Engineering, Tempe, AZ, USA) and ePTFE gasket disc (Product number 1084N86, McMaster-Carr, Douglasville, GA, USA). Before enclosing the sensor, a serial cable was soldered to the K30 printed circuit boards (PCB) for interfacing the sensor with either Arduino microcontroller or desktop-PC. Then, the ePTFE membrane was placed over the K30 hydrophobic filter and attached to the K30 PCB by applying a small amount of Plasti Dip rubber compound (Plasti Dip International, Blaine, MN, USA). Subsequent coats of Plasti Dip were applied to create an effective seal at the contact of the membrane and the printed circuit board.

During coating steps, small holes in the rubber compound can form from degassing of the curing agent requiring multiple rubber compound coats. Small openings on the underside of the K30 PCB were then also filled with Plasti Dip. Importantly, a 1 h curing period was allowed between applying coats of the rubber compound. After application, to ensure a complete seal, a 24 h wait period was allotted allowing for a full cure of the rubber compound. A hole large enough for the serial cable was then drilled into a small plastic case and the K30 was placed inside the plastic case with the serial cable extending through the hole in the plastic case.

A small amount of Sugru silicone adhesive (FormFormForm Ltd., London, United Kingdom) was also used to horizontally level the K30. Subsequently, the K30 was then “potted” in Hysol 9460 epoxy (Henkel Corporation, Rocky Hill, CT, USA) just up to the point of covering the membrane. Lastly, a final rubber coating was applied at the contact between the epoxy and membrane and at the serial cable-epoxy contact (Figure 1). Membrane thickness and estimated area were ~1 mm and 8 cm2.

For the majority of lab experiments, respectively, and all field trials, the K30 was interfaced to an Arduino Uno (https://www.arduino.cc) with a connected Adafruit (New York, NY, USA) Data Logging shield using a universal asynchronous receiver/transmitter (UART) serial connection. During some laboratory trials, the K30s were instead interfaced via USB to a desktop computer where readings were read and logged using CO2Meter GasLab software (CO2Meter.com, Ormond Beach, FL, USA). Two Arduino sketches (i.e., programs) were written to interface the Uno and a power relay switch (Seeed Studio, Shenzhen, China) to control power delivery to the K30 in two modes: (1) a semi-continuous mode, where values were logged every 10 s for 60 s and then the sensor was powered off for 1 min before another measurement period began; and (2) a lower-power mode where values were logged every 10 s for 20 min, followed by a 45 min sleep period. Between measurement cycles the Uno was in “sleep” mode to reduce power consumption. In general, the low-power mode is advantageous in environments where direct power and battery recharge (e.g., solar panels) are not possible (e.g., caves).

Power was delivered to the K30 and Arduino Uno using regulated power supplies in the laboratory and 12 V batteries in the field (Figure 2). Between the power source and CO2-LAMP components, a step-down regulator was used to ensure a 6.5 V delivery to the Arduino and K30. While the K30 required only 5.5 V for operation, the additional voltage was applied to supplement for transmission loss given the length of the cable to the K30 (~8 m). Measured K30 values were recorded on an SD Card using an Adafruit Assembled Data Logging shield for Arduino (Product 1141, Adafruit, New York, NY, USA).
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FIGURE 2. Arrangement of 12 V battery power source, voltage regulator, Arduino-based data logger, relay switch, and terminal block connections that lead to a waterproofed K30. Terminal block was used to reduce physical strain and potential disruption to interior wired connections in the event the connecting cable to the waterproofed K30 is disturbed (e.g., external force pulling cable out of the box).




Zero and Span Reference Measurements

To initially verify K30 accuracy, span gas measurements were made using certified CO2-Nitrogen balanced gas mixtures of 2,000 and 10,000 ppmv CO2 (±2% analytical uncertainty) both in a dry, gas-filled chamber (Figure 3A) and partially water-filled chamber where the sensor was submerged (Figure 3B). For the dry reference measurements, a waterproofed K30 1 and 10% were placed in a dry, vented chamber while the reference gas mixture was continuously delivered to the chamber until equilibration with the reference gas was obtained. For submerged reference measurements, waterproofed K30 1 and 10% sensors were placed in a vented, partially water-filled chamber where reference gas mixtures were delivered to the chamber via a diffuser stone at the base of the chamber.


[image: Figure 3]
FIGURE 3. Schematic of reference measurement configurations for (A) dry-gas, (B) submerged, PCO2, and (C) variable depth experiments. Not to scale.


The water in the chamber was considered equilibrated to 95% once the CO2-LAMP readings reached the three e-folding time. The waterproofed K30 was then removed, allowed to re-equilibrate with the ambient laboratory air, and then re-submerged and allowed to reach the three e-folding time over three different submerged trials. Importantly, intervals for e-folding times were separately calculated for the individual submerged trials. Using Equations 4 and 5, values for Kp were then calculated using an estimated volume of 5.6 cm3. Hereafter, PCO2(aq) refers to laboratory measurement of the partial pressure of dissolved CO2.



Submerged IRGA Operation and Validation

Seminal work by Johnson et al. (2009) on the construction of a passive, permeable membrane equilibrator suggested a depth-correction for IRGA output to account for increased hydrostatic pressure acting on a submerged gas analyzer. However, gas exchange will occur across a membrane until such time that PCO2 is equal between the water and the membrane enclosed volume, irrespective of changes in the enclosed headspace volume brought on by increased hydrostatic pressure, suggesting that such a depth correction is not needed. To address this discrepancy related to potential effects of increasing hydrostatic pressure on membrane-enclosed IRGA operation, we explore the theory behind PCO2 calculation for a membrane-enclosed submerged IRGA and describe laboratory experiments that we use to test the derived principles.


Submerged IRGA Output: Theoretical Principles

In air, concentrations of CO2 are typically reported by IRGAs as volumetric fractions, xc, of CO2 in dimensionless units either as parts per million volume (ppmv) or percent values for greater concentrations (>10,000 ppm or 1%) where xc may be expressed as
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where Vi equals the volume of CO2 per total volume of gas, Vtotal. Alternatively, CO2 in air may also be expressed as a partial pressure, PCO2, from the product of xi and total pressure (or sum of partial pressures, i.e., Dalton's Law), Ptotal:
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While Ptotal can be directly measured, or assumed to be near standard pressure, IRGAs do not directly measure xc.

Principally, an IRGA measures the molecular density of CO2 using the Beer-Lambert Law through the measured absorbance of CO2 for a given wavelength (Fietzek et al., 2014). Molecular density, ρ, is expressed as ρ = NCO2/Vtotal where NCO2 is the number of CO2 molecules.

The xc value from an IRGA is obtained using the ideal gas law, with

[image: image]

[image: image]

[image: image]

where R is the universal gas constant, T is temperature in Kelvin, and NA is Avogadro's number. From Equation 11, xc values depend on ρ, T, and Ptotal. If T and Ptotal are not measured, factory calibrated values for temperature, T0, and pressure, P0, are used to calculate a “reported” volume fraction, xr, which is expressed as
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For the majority of low-cost CO2 gas analyzers, where T and Ptotal are not measured simultaneously, IRGA output will generally follow Equation (12), where T0 and P0 are at or near 25°C and 1 atm, respectively. If T and Ptotal are measured a corrected volume fraction xc, can be calculated, with
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While the correction in Equation (13) is routinely employed for measurements of CO2 concentrations in ambient air and soil, dissolved CO2 concentrations are most commonly calculated from PCO2, not a volumetric fraction. From Equation (10), PCO2 can be calculated directly from molecular density, ρ, temperature, and known constants. However, IRGA output using factory calibrated temperature, and pressure is xr. To determine PCO2 from xr, Equation (12) is solved for ρ, and substituted into Equation (13), giving
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Note that calculation of PCO2 from the reported volumetric fraction only requires the calibration pressure (typically ~1 atm), not the pressure during measurement. On the other hand, a temperature correction is needed if temperature during measurement is substantially different calibration conditions.

Equation (14) demonstrates with introduction of sensor operating principles, total pressure factors out of the calculation of PCO2. Therefore, for a well-mixed, relatively shallow water body of equal temperature, salinity, and dissolved gas concentrations, the partial pressure of CO2 measured by an IRGA at equilibrium (i.e., no gas exchange across the membrane) should be equal at all depths irrespective of hydrostatic pressure. Combining Equations (1) and (14), the concentration of dissolved CO2 determined from direct, membrane equilibration methods using an IRGA can be expressed as
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While the theoretical results suggest that no depth correction is needed for calculation of PCO2, if a sensor is suddenly lowered to greater depths, compression of the membrane or sensor housing may introduce increases in total gas pressure within the IRGA. This will produce a short-term spike in the pressures of all gases, including CO2. However, this produces disequilibrium between the gas pressures within the water, and the IRGA which will drive exchange across the membrane until dissolved gas pressure in the water, and gas pressure in the IRGA are back in equilibrium.



Variable Water Depth Experiments: Laboratory Simulation

An accompanying depth compensation experiment measuring CO2 at multiple depth intervals (Figure 3C) was conducted to observe if PCO2(aq) values varied with submerged depth. A 7.62 cm PVC pipe, 152.5 cm in length was filled with water (i.e., synthetic well) to accommodate varying depth interval measurements. The gas mixture was delivered via a porous stone at the bottom of the well. Initially, the submerged K30 10% recorded PCO2(aq) values as the reference gas was delivered to the water in to confirm the PCO2(aq) of the water in the PVC tube had equilibrated with the reference gas (same method described in section Zero and Span Reference Measurements). Once the water in the PVC tube had equilibrated to the reference gas, the K30 10% was removed from the well and allowed to re-equilibrate with laboratory atmospheric CO2 concentrations, which was assumed to be ~500–600 ppmv.

The K30 was then quickly submerged to an initial depth of 20 cm and allowed to re-equilibrate with the PCO2(aq) imposed with the reference gas. Once equilibrated, the K30 was then dropped quickly from the 20 to 70 cm depth and allowed to re-equilibrate. This process was further repeated for depth intervals of 100 and 140 cm. During the experiment, equilibration was assumed to be reached once values were both within the analytical uncertainty of the reference gas, and reading variability was equal to the K30 10% reading resolution of 10 ppm for at least 10 min. Values for three e-folding time were estimated, however, after the experiments.




Field Trials

Field trials were carried out at Blowing Springs Cave and the Savoy Experimental Watershed located in Northwest Arkansas, USA (Figure 4). The two sites represent karst environments within the Springfield Plateau physiographic province overlying the Springfield Plateau aquifer (Kresse et al., 2014). The Springfield Plateau province can be characterized as a mantled karst terrain consisting of a cherty regolith overlying the Boone Formation, a cave forming Paleozoic carbonate unit (Brahana et al., 1999; Knierim et al., 2013; Al-Qinna et al., 2014; Jarvie et al., 2014).
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FIGURE 4. Location of Blowing Springs Cave and the Savoy Experimental Watershed located within the Springfield Plateau physiographic province in northwestern Arkansas, USA.



Blowing Springs Cave

At Blowing Springs Cave, both cave air, CO2(air), and dissolved CO2 within the cave stream, PCO2(stream) were measured independently by: (1) the CO2-LAMP, and (2) an enclosed membrane-equilibrator similar to Johnson et al. (2009), hereafter referred to as the “Vaisala system.” Sensors were located ~100 m within the cave. In the CO2-LAMP platform, concentrations of CO2 for CO2(air), and PCO2(stream) were measured by a waterproofed K30 1, and 10%, respectively. For the Vaisala system, CO2(air), and PCO2(stream) were measured using a waterproofed (see Johnson et al., 2009), Vaisala GMT220 (Helsinki, Finland), and logged using a Campbell Scientific (Logan, UT) CR850. Cave air temperature and cave air pressure were measured using a Campbell Scientific HC2S3 and CS106, respectively. Cave stream temperature was recorded using Cave air direction and speed were recorded using a Campbell Scientific WINDSONIC1-L sonic wind sensor. Cave stream temperature was measured using a Campbell Scientific CS547A-L. Cave air temperature, cave air pressure, cave air flow direction and speed, and cave stream temperature were logged using the Campbell Scientific CR850. For CO2(air) and PCO2(stream) monitoring locations, waterproofed Vaisala CO2 IRGAs, and K30 IRGA sensors were placed alongside each other. Monitoring using the CO2-LAMP lasted from 25 February to 9 March, 2017.

Percent differences between the Vaisala and CO2-LAMP were calculated for measurements of CO2(air) and PCO2(stream), respectively:
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Savoy Experimental Watershed

The Savoy Experimental Watershed (SEW) is a long-term experimental research station owned by the University of Arkansas encompassing numerous karst features including sinking streams, caves, cave springs, and epikarst springs (Brahana et al., 1999; Al-Qinna et al., 2014; Covington and Vaughn, 2018). Soil series at SEW have been previously classified as Clarksville (Loamy-skeletal, siliceous, semiactive, mesic Typic Paleudults), Nixa (Loamy-skeletal, siliceous, active, mesic Glossic Fragiudults), Razort (Fine-loamy, mixed, active, mesic Mollic Hapludalfs), and Pickwick (Fine-silty, mixed, semiactive, thermic Typic Paleudults; Soil Survey Staff, 2019). Soils consist of very deep, moderately to excessively drained, slow to moderately permeable soils with clay contents ranging from 20 to 50% (Soil Survey Staff, 2019).

Soil CO2 concentrations at the SEW are reported for the period of 9–22 July, 2017 and were measured ~2 m from a centrally located weather station. Concentrations of CO2(soil) were measured using a waterproofed K30 10% at ~10 cm depth within a soil cavity with the dimensions of ~10 cm depth and 4 cm diameter. A small opening was dug into the wall of the soil cavity where the sensor was placed laterally in the base of the cavity wall. The soil cavity was back-filled as to minimize soil disturbance. Unlike at Blowing Springs, a greater accuracy CO2 gas analyzer system was not co-deployed while the CO2-LAMP was deployed. Considering the Vaisala system (or similar) as a field reference measurement, assessment of absolute accuracies were not possible. However, relative magnitudes of daily CO2 variability were compared to previous studies in a humid-temperate environment (Hirano et al., 2003). At the weather station, measurements of air temperature, soil moisture, and rainfall were recorded every 5 min.



Post-processing Field Data

During field deployments, the low-power mode Arduino sketch was used to record measurements. As mentioned previously, CO2 concentrations were logged every 10 s for 20 min, followed by a 40 min sleep period. Post-processing consisted of removing data during warm-up and stabilization periods and then extracting the final, stabilized values (Figures 5A–D). Final values measured during measurement cycles at Blowing Springs for cave air and dissolved CO2 and soil CO2 at SEW are reported here.
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Figure 5. (A–D) Post-processing steps for PCO2(stream) data. (A) Example of full measurement cycle data, which includes initial peak in first 100 s. (B) Example of initial filtering removing first 100 s of measurement cycles for nine measurement cycles on 26 February. (C) The last measurement value during each measurement cycle was selected as the “stabilized” value for comparison with the interpolated Vaisala data. The measurement cycle data comprise the gray-shaded area in (B). (D) Example of filtered from data set in (B).


At Blowing Springs, stabilization periods for the sensor during warm-up changed through the monitoring period (Figure 6). Using a heuristic approach, the Hill-equation (Hill, 1910)—a non-linear, four-parameter equation—was fit to data collected during the monitoring after 100 s to evaluate changes in stabilization times over the monitoring period. Fitting to the data after 100 s minimized influence of the initial CO2 peak (Figure 5A). In general, the Hill equation is useful in describing experimental data that are sigmoid in shape where multiple non-linear processes may be present (Goutelle et al., 2008; Gadagkar and Call, 2015).
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FIGURE 6. Progressive change in PCO2(stream) stabilization curves through monitoring period.


The formulation of the Hill equation used in this study was
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where the coefficients calculated for this study were: d, the initial CO2 value; a is the final CO2 value; b is the time at which the PCO2 value has changed halfway between a and d; c, the “Hill Slope” or “steepness” value (Gadagkar and Call, 2015); and t is the time elapsed during the measurement period. Calculated coefficients for curve steepness, c, were analyzed.

At Blowing Springs, measurement timestamps between the CO2-LAMP, and Vaisala system (which included cave air temperature, cave air pressure, and cave stream temperature) were variably offset because of different logging intervals. For the CO2-LAMP, the sum duration of time spanning the two-cycle operation (i.e., the “sleep” mode and measurement period) was 65 min with the two-cycle operation beginning as soon as the platform is powered. The Vaisala system was programmed to also include a two-cycle operation, however, the total time duration was 60 min. To address the variable temporal offset, values of cave air temperature, cave air pressure, cave stream temperature, Vaisala CO2(air), and Vaisala PCO2(stream) were linearly interpolated to match CO2-LAMP time stamps to the nearest second. As the inter-hourly variability of CO2(air), PCO2(stream), cave air temperature, cave air pressure, and cave stream temperature were relatively low at Blowing Springs during the monitoring period, differences between true, and interpolated Vaisala values are likely small. In turn, CO2-LAMP data are directly compared to linearly interpolated Vaisala values of CO2(air), PCO2(stream), cave air temperature, cave air pressure, and cave stream temperature. For the following sections, reference to values of cave air temperature, cave air pressure, cave stream temperature, Vaisala CO2(air), and Vaisala PCO2(stream) refer to the linearly interpolated values. As cave air flow direction and speed were not directly compared to CO2-LAMP data, these values were not linearly interpolated. When cave air flow reversals were present, cave air flow was from the interior of the the cave toward the south entrance (or exiting the cave). Cave air flow reversals was defined when cave air flow direction >100° (Young, 2018; Covington et al., in prep.).

CO2-LAMP CO2(air) and Vaisala CO2(air) data were corrected using ancillary pressure and temperature measurements made of cave air temperature using Equation (13). Values for CO2-LAMP PCO2(stream) and Vaisala PCO2(stream) were corrected using only water temperature data (Equation 14).




Parameter Estimation and Regression Analysis

The constants q (see Equation 4) and c (see Equation 17) were estimated using EXCEL Solver (Microsoft, Redmond, WA, USA) applying a least-sum-square error procedure, which uses the Generalized Reduced Gradient method (Gadagkar and Call, 2015). Bivariate relationships were assessed by ordinary least squares linear regression using PAST version 3.25 (Hammer et al., 2001; Hammer, 2019).




RESULTS


Reference Measurements to Known Gas Mixtures

Gas equilibrated reference measurements of CO2 and PCO2 using the CO2-LAMP were within the accuracy stated by the manufacturer for the K30 1 and 10% IRGAS, respectively, in both dry, and aqueous environments. To begin the aqueous (or submerged) reference gas mixture experiments, tap water from the laboratory was equilibrated with the reference by delivering the gas mixture to the water using the diffuser stone. Considering the initial starting time as when the gas flow from the cylinder to the water began, the time needed for the water to reach three e-folding intervals (or 95% equilibration) was ~86 min for a volume of ~2.5 L (Figure 7A). This duration of time encompasses both diffusion of CO2 into the water and the subsequent exchange of CO2 across the membrane of the submerged waterproofed K30. Once the measurements read by waterproofed K30 reached the three e-folding time for the given reference gas mixture, the waterproofed K30 was removed from the water and allowed to re-equilibrate with laboratory ambient air. At this stage, the dissolved PCO2(aq) of the water in the wet chamber was considered equilibrated with the reference gas mixture.
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FIGURE 7. (A) PCO2(aq) measured during injection of 2,000 ppmv CO2 reference gas. (B–D) PCO2(aq) measured re-equilibration after equilibration of water to reference gas. Modeled exponential fits are solid black lines. Horizontal orange line, 2k ppmv, denotes 2,000 reference PCO2(aq) value. Vertical blue line indicated three e-folding time, 3τ, or ~95% equilibration. Measurements made using the K30 1% gas analyzer.


The K30s were then re-submerged three separate times for a minimum period to reach three e-folding times in the reference gas equilibrated water volume (Figures 7B–D). The times needed to reach 95% equilibration were 27, 33, and 38 min for three reference experiments, respectively. The average effective Kp value calculated was 1.2 × 10−4 cm2/s, which while nearly two orders of magnitude lower than CO2 diffusivity through ePTFE from air-to-air environments (0.01 cm2 s−1; Johnson et al., 2009), was nearly an order of magnitude greater than the diffusivity of CO2 in water (1.77 × 10−5 cm2 s−1 at 20°C; Scott, 2000). Final PCO2(aq) values were all within the analytical uncertainty of the reference gas composition 2,000 ppm ± 2% ppmv CO2 (or 2,000 ± 40 ppmv CO2).



Variable Depth Trials

At all depths intervals, PCO2(aq) values during the final 10 min of data logging were: (1) within the analytical uncertainty of the 2,000 ± 2% ppmv CO2 reference gas (or 2,000 ± 40 ppmv CO2); and (2) did not vary more than K30 10% resolution of 10 ppm (Figure 8). At depths 20, 70, 100, and 140 cm, final stabilized PCO2(aq) values and the percent difference (%) with respect to the reference gas value of 2,000 ppm CO2 were 2,020 (1%), 2,000 (0%), 2,010 (0.5%), and 2,030 (1.5%), respectively. As predicted, there were repeated patterns of an initial sharp increase in PCO2 followed by a decline to imposed PCO2 values upon rapid lowering of the K30 10% to greater depth. At depths 20, 70, 100, and 140, PCO2(aq) values were within analytical uncertainty of the reference gas after 36.7, 36.3, 16.8, and 12.8 min. Three e-folding times, 3τ, calculated after the experiments were 30, 72, 50, and 124 min for the respective 20, 70, 100, and 140 cm depths.
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FIGURE 8. Change in PCO2(aq) and time elapsed lowering from (A) air to 20 cm, (B) 20 to 70 cm, (C) 70 to 100 cm, and (D) 100 to 140 cm depth intervals. Recorded values missed initial peaks when submerged for (B) (20 to 70 cm) and (D) (100 to 140 cm) due to lagged start time on data logger. Modeled equilibration and three e-folding times are shown for (A) (20 cm) and (C) (100 cm). Estimated three e-folding times were >60 min on (B) (70 cm) and (D) (140 cm). However, the time is denoted in all panels when values are within analytical uncertainty of the reference gas mixture (hatched green line). Measurements made using the K30 10% gas analyzer.




Blowing Springs Cave CO2(air) and CO2(stream)

During the field test, multiple periods occurred when cave air flow reversed whereby cave air exited through the southern entrance (Figure 9A). Increases in CO2(air) concentrations up to 749 ppm CO2 (as recorded by the Vaisala system) were observed when cave air flowed toward the southern entrance (Figure 9B). Increases in CO2(air) were generally followed by periods of increased PCO2(stream) values (Figure 9C). However, broader peaks of PCO2(stream) (i.e., 2–3 and 6–9 March) lagged behind peaks in CO2(air) associated with the cave air flow reversals. Excluding CO2(air) during cave air reversals, CO2(air) concentrations (n = 220 measurements) were relatively constant with a mean of 472 ± 2 ppm (mean ± standard error). However, PCO2(stream) increased, overall, during the monitoring period from an initial value of 1,276–1,318 ppm CO2 (as recorded by the Vaisala system for both CO2(air) and PCO2(stream)).
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FIGURE 9. (A) Cave air flow direction and cave air flow velocity. Cardinal directions are shown. Periods when cave air flow direction are >100° are shaded gray in all panels. (B) Concurrent measurements of CO2(air) and PCO2(stream) collected by the CO2-LAMP and Vaisala platforms from 26 February to 9 March, 2017. (C) Percent difference for CO2(air) between the CO2-LAMP and Vaisala and changes in cave air temperature over the monitoring period. (D) Percent differences for PCO2(stream) between the CO2-LAMP and Vaisala and changes in curvature (i.e., c coefficient) derived from the Hill-equation.


Percent and ppmv differences between the Vaisala and CO2-LAMP for CO2(air) ranged from 2.1 to 20.9% and 13 to 147 ppmv, respectively (Figure 9C). Percent and ppmv differences between the Vaisala and CO2-LAMP for PCO2(stream) ranged from 1.3 to 11.9% and 16 to 147 ppmv, respectively, and exhibited a slight overall increase in percent difference during deployment (Figure 9D). Median percent and ppmv differences between CO2(air) and PCO2(stream) were 11.6% and 56 ppmv and 8.1% and 92 ppmv, respectively. Values for CO2(air) measured using a K30 1% were often outside the manufacturer absolute accuracy ±30 ppmv ±3% stated for the K30. Values for PCO2(stream) measured using the K30 10%, however, were within the stated absolute accuracy of ±300 ppmv ±3%.

Measurements of CO2(air) and PCO2(stream) between the Vaisala and CO2-LAMP measurements did not appear to vary randomly during the monitoring period. The largest differences between CO2(air) values for the two instruments were observed during temperature peaks and coincided with cave air flow reversals. Differences in PCO2(stream) between the Vaisala and CO2-LAMP appeared to exhibit a quasi-oscillatory behavior and some covariation was observed between measurement differences and curvature (or c coefficient) values calculated from the Hill-equation fits to the equilibration curves for the CO2-LAMP. Overall, measurements of CO2(air) (r 2 = 0.97, p < 0.01) and PCO2(stream) (r 2 = 0.99, p < 0.01) between the Vaisala and CO2-LAMP platform were well-correlated during the monitoring period (Figure 10).


[image: Figure 10]
FIGURE 10. CO2-LAMP vs. Vaisala measurements for (A) CO2(air) and (B) Vaisala PCO2(stream).




Savoy Experimental Watershed CO2(soil)

Measurements of CO2(soil) at SEW exhibited both diurnal variation and an overall decline during the monitoring period (Figure 11). The daily amplitude of CO2 variation ranged from 1,170 to 5,460 ppm with daily minimum and maximum values of CO2(soil) observed at approximately mid-night and mid-day (local time), respectively. Similar timing of minimum and maximum CO2(soil) values were also reported by Hirano et al. (2003). During the monitoring period, a light rain event occurred on 14 July evident from small rainfall totals and reduced daily temperatures, but no change in soil moisture was observed. However, CO2(soil) values decreased over 7,000 ppm from 14 to 15 July, increasing into 16 July, and subsequently decreasing over the remainder of the monitoring period. Overall, daily median CO2(soil) values were well-correlated with daily median soil moisture values (r2 = 0.84; p < 0.01).


[image: Figure 11]
FIGURE 11. (A) Hourly CO2 (soil) concentrations and median daily values from a 10 cm soil cavity and overlying air temperature from 9 to 24 July at the Savoy Experimental Watershed. (B) Fifteen-minute interval measurement of soil moisture, median daily soil moisture values, and rainfall totals measured from a weather station located ~2 m from the soil cavity. (C) CO2(soil) vs. soil water content.





DISCUSSION


Measurement Accuracy and Assessment

Laboratory reference experiments using known CO2 concentrations and imposing PCO2(aq) values in a volume of water demonstrated the viability of a K30 sensor for accurate, direct measurement of PCO2(aq) with equilibration times of 27–38 min. Compared to other commercial and non-commercial membrane-equilibration systems similar to Johnson et al. (2009) (<30 min), observed equilibration times in this study were slower most likely due to smaller membrane surface area to enclosed membrane volume ratios.

From both the submerged reference experiments (Figure 7) and variable depth trials (Figure 8), K30 1 and K30 10%, respective final measured values were all within the analytical error of the reference gas mixture. Initial offsets and drift that might have occurred during and post-laboratory measurements were not assessed; however, accounting for any drift over the laboratory experiment period would have had negligible difference for the reported PCO2(aq) values and the outcome of the reference experiments.



IRGA Principle Operation and PCO2 Depth Independence

Based on both theoretical principles and empirical evidence, the measurement of partial pressure of CO2 using a submerged IRGA in equilibrium with surrounding water is independent of hydrostatic pressure (Equation 17; Figure 8). However, CO2 concentration spikes occur with sudden increases in hydrostatic pressure (i.e., submerging to deeper depths) before the submerged IRGA returns to the reference CO2 value. This temporary increase in CO2 is interpreted to indicate compression of the enclosed membrane volume, which leads to a decrease in the gas volume, Vtotal, whereby: (1) there is an increased molecular density of CO2 without adding more CO2 molecules; which (2) yields a greater CO2 concentration measured by the IRGA; and (3) creates a situation where the total gas pressure inside the enclosed membrane volume was greater than the total dissolved gas pressure of the external water and drives re-equilibration by both diffusion (i.e., partial pressure differences) and advective (i.e., total pressure differences). As N2 was the predominant species present in the reference gas mixtures (i.e., 99.8% nitrogen balance for reference gas mixture of 2,000 ppm CO2), total pressure equilibration was likely driven by N2 exchange. As total pressure within the enclosed membrane re-equilibrates with the total dissolved gas pressure of the water, remaining gas exchange was driven by re-equilibration of partial pressures of the dissolved CO2.

Assuming an initial Vtotal of 5 cm3 and rearranging Equation (14), a volume change of 6.7% would produce the observed increase in PCO2 of ~150 ppmv during the 20–70 cm variable depth experiment from 0 to 20 min of elapsed time (Figure 8C). Given the K30 10% materials and waterproofing components being partially flexible, this percent change was within reason.

Accounting for increased hydrostatic pressure acting on the sensor (Johnson et al., 2009) with depth gives rise to overestimates of PCO2, and these overestimates are proportional to the submerged depth. Assuming a water density of 1,000 kg/m3, every 10 cm imparts an increase in hydrostatic pressure equivalent to 9.81 hPa, which would equal an ~8.77% overestimation per meter. Considering the comparative accuracy of dissolved CO2 measurement between various equilibration methods to be ~15% (Abril et al., 2015; Yoon et al., 2016), an equal value of overestimation because of the hydrostatic pressure correction is incurred at only 1.68 m depth.



Field Instrument Comparison

Measured CO2 relations between the Vaisala and CO2-LAMP for CO2(air) and PCO2(stream) covaried linearly and were statistically significant (r2 > 0.97, p < 0.01). As previously mentioned, inter-comparison assessments of manual, active, and passive equilibration methods for direct PCO2 measurement exhibited average differences of ~15% between measurement methods from field sampling (Abril et al., 2015; Yoon et al., 2016). At Blowing Springs, the observed median differences for PCO2(stream) between the Vaisala and CO2-LAMP in this study was only 8.6%. For both CO2(air) and PCO2(stream), differences between the Vaisala and CO2-LAMP likely arose from the varying ability to drive off moisture build up inside the IRGA.

At Blowing Springs, the Vaisala IR source generates more heat than the K30 IR source. In turn, the Vaisala heating element potentially allows for faster removal of any moisture within the IRGA given 100% humidity conditions in the enclosed membrane volume, which can interfere with measurement magnitude and stability. Greater initial PCO2(aq) concentrations for CO2-LAMP data during warm-up periods (Figures 5A–C) could be resultant from liquid water condensate decreasing light intensity at the infrared detector (i.e., resulting in artificially large CO2 values; Fietzek et al., 2014). This may explain greater differences among CO2(air) measurements vs. PCO2(aq) between the CO2-LAMP and Vaisala system. As greater temperature variations occurred in the cave air vs. the cave stream, the likelihood for condensation development and overestimation would have been greater for the K30 measuring cave air. Measurement stability over time was likely better sustained in the Vaisala given the ability to remove excess moisture over the deployment period.

Specific factors and correction coefficients for the aforementioned factors vary not only between manufacturers, but also among individual IRGAs of the same manufacturer (McDermitt et al., 1993; Martin et al., 2017). Fully explaining observed differences between CO2(air) and PCO2(stream) were outside of the scope of this study, but work toward accounting for humidity, temperature, and pressure within the membrane-enclosed headspace should, in theory, allow for increased measurement accuracy. Related effects from moisture interference, such as band broadening, effective pressure, and particularly, water dilution effects (McDermitt et al., 1993; Welles and McDermitt, 2005), will affect IRGA accuracy, but were also not fully assessed in this study.



Capturing CO2 Variability in Natural Settings

Carbon dioxide variability at both sites may be generally described as arising from complex carbon exchange pathways and biogeochemical cycling, which vary down to hourly time-scales. At Blowing Springs Cave, large changes in CO2(air), and PCO2(stream) are linked to cave ventilation, and air flow reversals in the cave system; when CO2(air) increases, the flux of CO2 from the stream decreases, subsequently increasing PCO2(stream). At SEW, CO2(soil) decreases over the monitoring period are likely related to changes in soil moisture (i.e., drying), and coupled reduced soil respiration (Hirano et al., 2003).

Ultimately, the IRGA selection for capturing CO2(air), PCO2(aq), or CO2(soil) variability within environmental systems should be determined based on needed accuracy, priori knowledge of CO2 variability (i.e., temporal and absolute magnitude), and site conditions. With respect to the K30 IRGAs, small variations in CO2(air), and PCO2(stream) <1% (or 10,000 ppm) CO2 like those at Blowing Springs are better suited for the K30 1%. While no reference measurement system was in place (e.g., Vaisala or similar accuracy IRGA) at SEW, CO2(soil) exhibited similar ranges, and environmental response observed in previous studies (Hirano et al., 2003; Jassal et al., 2005). As such, if CO2(soil) is known to be >1% at times when soil respiration is more active, monitoring large changes in CO2(soil) present in most soil systems is better suited for the K30 10%.

When not submerged in water or a fully saturated soil, equilibration of CO2 between the enclosed membrane volume and the environment will be relatively fast, and is likely to fully capture the temporal, and absolute magnitude of CO2 variability. In aquatic environments, such as surface waters, the temporal, and absolute magnitude of PCO2(aq), however, may not be fully captured due to slower equilibration time of the membrane-equilibration method (Yoon et al., 2016). Given site conditions, however, the membrane-equilibration method may still be the only viable method. As the CO2-LAMP equilibration time for PCO2(aq) was measured to be up to 37 min, collection of discrete, direct measurements using faster equilibration methods (see section Direct Measurement of Dissolved CO2 Principles) during varying flow regimes would, at the least, aid in elucidating the magnitude of CO2 variability not captured.

In all cases, field deployments should include: (1) accounting for environmental factors (i.e., humidity, pressure, temperature); (2) performing zero-gas (i.e., no CO2 gas present) measurements; and (3) span gas measurements before, during, and after deployment. Incorporation of these field checks should increase measurement accuracy for CO2 measurements (Fietzek et al., 2014; Martin et al., 2017) without use of an accompanying greater-cost system (e.g., Vaisala system) and yield assessment of both the K30 1% and 10% performance over longer deployment periods (>2 weeks).



Instrument Fouling, Fabrication Considerations, and Future Field Deployment

From initial deployments of the CO2-LAMP system, environmental factors have been noted which may have solely or in part caused temporary and permanent K30 instrument fouling. First, suspended sediments and other materials (e.g., branches, shells, etc.) can abrade the membrane surface causing microtears. Microtears, while not always visible, allow for liquid water to seep through and damage the K30 instrument's components. Second, upon epoxy application, and waterproofing of the K30, careful attention is needed to ensure the rubber compound seals the contact between the serial cable, epoxy, and plastic case to prevent water intrusion to the K30 from openings that, similar to microtears, are not always visually apparent. Moreover, application of the rubber compound greatly aids strain relief for the serial cable exiting the plastic case. Third, silt and smaller clay size particles can accumulate on the membrane surface particularly if oriented “face up” relative to the stream surface. If left unprotected, a mud layer or biofilm can accumulate. In both cases, dissolved CO2 concentrations would be more influenced by dissolved CO2 changes within the mud or algal mass rather than the surrounding water. For protection against sediment and biofilm buildup on the membrane surface, it is recommended to orient the sensor vertically in the water column or “face down” relative to the stream surface. For biofilms specifically, use of a bronze mesh has been found to be successful in preventing biofilm accumulation in other freshwater and marine environments (Steven et al., 2014).

Recommendations for future, long-term field deployments using a design similar presented here should consider three modifications. During fabrication, a conformal coating was not applied; however, previous studies employing the K30 for use in floating chambers noted the utility in application of a protective coating on the electronic components for both assembly and field operation (Bastviken et al., 2015). A conformal coating would serve as a protective layer with no disturbance to the K30 printed circuit board. The conformal coating would also provide additional structural support to the initial UART serial connection made to the circuit board before attaching the membrane and rubber compound coating and may help limit any effects from either contraction or expansion of the epoxy-resin during curing. Second, increasing the surface area of the membrane relative to the enclosed membrane volume will increase equilibration time. Lastly, inability to remove excess condensation that results from membrane saturation (Manning et al., 2003) or in-stream temperature changes will greatly diminish instrument accuracy and potentially cause permanent instrument fouling over time (Fietzek et al., 2014). While condensation buildup was not directly investigated, removal of excess moisture from condensation is warranted for long-term CO2-LAMP deployment and CO2 accuracy.




CONCLUSIONS

Expanding the variety of sites and frequency of CO2 measurements in ambient, soil, and aqueous environments are critical in constraining local carbon dynamics and addressing gaps in efforts to quantify the planetary-scale carbon cycle. Reduction of instrument costs provides a pathway to expand CO2 monitoring across Earth, particularly in research programs where relatively greater-cost platforms are cost-prohibitive.

As part of the CO2-LAMP development, a theoretical presentation of IRGA output, and accompanying experimentation demonstrate that, for PCO2 measurements, temperature is the only correcting variable; however, for measurements in ambient air, total pressure is needed for calculating xc (i.e., pressure- and temperature-corrected values). Importantly, these findings hold significant implications for past, current, and future implementation of IRGA analyzers for dissolved PCO2 measurement, and, where applicable, recalculation of reported values from previous studies should be considered, particularly for probes at deeper water depths.

Recorded observations in both the laboratory and field demonstrate the CO2-LAMP to be a viable, low-cost alternative to monitoring CO2 in field settings. In the case of PCO2(aq), reported values were within reported uncertainties between different methods. Future work will modify the gas analyzer-water interface to minimize potential fouling due to moisture intrusion and/or long-term condensation buildup.
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Traditionally, bathymetry mapping of ponds, lakes, and rivers have used techniques which are low in spatial resolution. Waste stabilization ponds (WSPs) are utilized worldwide for wastewater treatment, and throughout their operation require periodic sludge surveys. Sludge accumulation in WSPs can impact performance by reducing the effective volume of the pond, and altering the pond hydraulics and wastewater treatment efficiency. Traditionally, sludge heights, and thus sludge volume, have been measured using techniques such as the “sludge judge” and the “white towel” test. Both of these methods have low spatial resolution, are subjective in terms of precision and accuracy, are labor intensive, and require a high level of safety precautions. A sonar device fitted to a remotely operated vehicle (ROV) can improve the resolution and accuracy of sludge height measurements, as well as reduce labor and safety requirements. This technology is readily available; however, despite its applicability, it has not been previously assessed for use on WSPs. This study aimed to design, build, and assess the performance of an ROV to measure sludge height in WSPs. Profiling of several WSPs has shown that the ROV with autonomous sonar device is capable of providing bathymetry with greatly increased spatial resolution in a greatly reduced profiling time. To date, the ROV has been applied on in excess of 400 WSPs across Australia, several large lakes, stormwater retention ponds, river beds, and drinking water reservoirs. ROVs, such as the one built in this study, will be useful for not only determining sludge profiles, but also in calculating sludge accumulation rates and in evaluating pond hydraulic efficiency. As demonstrated, this technology is not limited to application in wastewater management, with the potential for wider application in the monitoring of other small to medium-sized water bodies, including reservoirs, lakes, channels, recreational water bodies, river beds, mine tailing dams and commercial ports.
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INTRODUCTION

Bathymetry mapping of ponds, lakes, and rivers often use techniques which are low in spatial resolution, subjective in terms of precision and accuracy, labor intensive, and which require a high level of safety precaution. Waste stabilization ponds (WSPs) are simple, highly efficient, low-cost, low-maintenance and robust systems for treating wastewater (Mara, 2004; Nelson et al., 2004; Picot et al., 2005). In WSPs, wastewater constituents are removed by sedimentation or transformed by biological and chemical processes, and a sludge layer forms due to the sedimentation of influent suspended solids, algae, and bacteria (Nelson et al., 2004). Sludge accumulation can affect pond performance by reducing pond effective volume and changing the bottom bathymetry, thus altering pond hydraulics (e.g., Persson, 2000; Nelson et al., 2004; Coggins et al., 2017). and compromising the discharge quality (e.g., Ghadouani and Coggins, 2011). Effective, safe and sustainable operation of WSPs therefore requires detailed information about sludge accumulation, distribution, and its effect on hydraulic characteristics. Furthermore, sludge accumulation can lead to increased methane production, thus contributing to greenhouse gas emissions (Hernandez-Paniagua et al., 2014; Glaz et al., 2016). This knowledge is essential for planning pond maintenance, in particular sludge removal and disposal, which can be highly expensive and complex (Nelson et al., 2004; Picot et al., 2005; Alvarado et al., 2012a). Traditional methods of measuring sludge height, and thus total sludge volume, in WSPs include the use of a “sludge judge” (a clear plastic pipe) (Westerman et al., 2008), or the “white towel” test (Mara, 2004). Sludge surveys using these techniques are typically conducted on a rectangular grid, with height measurements taken by an operator deploying the measuring apparatus from a boat. The number of point measurements taken in each pond is dependent on both the size of the pond and the grid spacing chosen by the operator. Such surveys are time consuming and have low spatial resolution; however, data from these surveys is vital for sludge management (Peña et al., 2000; Nelson et al., 2004; Picot et al., 2005).

Small sonar devices equipped with global positioning system (GPS) technology, also known as fishfinders, are not only readily available and widely used by people in boating, but have also previously been used to determine the depth of water and sludge height in small agricultural lagoons (Singh et al., 2008). Through the use of GPS technology in conjunction with sonar, the location and vertical distance to the top of the sludge layer (or sludge blanket) can be simultaneously recorded to a memory card; this data can then be used to develop contour maps of sludge and in the determination of total sludge volume in the pond (Singh et al., 2008). However, despite this technology being highly applicable for bathymetry mapping studies, it has so far been underutilized.

Remotely operated vehicles (ROVs) are becoming increasingly popular for research applications, with ROVs being developed for water sampling (Kaizu et al., 2011), and current profiling (Kriechbaumer et al., 2015). The coupling of sonar technology with an ROV platform has several advantages over traditional sludge measurement techniques, as they:


1.Require less manual labor,

2.Reduce safety risks and occupational health and safety requirements, as it does not require launching a boat onto the WSP,

3.Reduce the subjectivity of measurements taken with traditional techniques (i.e., removes human error in reading and the differences in having different people conduct the surveys),

4.Collect many more data points in a shorter period of time (i.e., increase measuring efficiency) with greater spatial resolution (i.e., smaller grid spacing), and

5.Are relatively cost effective, widely accessible, and low maintenance.



Additionally, the combination of an ROV fitted with sonar will be a significant advantage for bathymetric surveys of many water bodies other than WSPs. ROVs may also be applied to small to medium sized water bodies, such as lakes and stormwater retention wetlands, drinking water reservoirs, rivers, pools, channels, and recreational and commercial ports. The improvement in spatial resolution of pond bathymetry data alone will greatly improve models used to understand pond hydraulics and how sludge accumulation and geometry affect performance (Passos et al., 2016; Coggins et al., 2017, 2018); these could in turn be used to develop new WSP coupled models of hydraulics and biology. Thus, the main objective of this study was to assess the performance of a ROV with GPS-equipped sonar to measure sludge height in a WSP, with the aim to develop it to a point where it could be implemented for research and within industry.



MATERIALS AND METHODS


GPS Equipped Sonar Unit

For the development of the ROV, a sonar unit with GPS (model HDS-5, Lowrance Electronics, Tulsa, Oklahoma) with an 83/200 kHz transducer was selected and tested, as the built-in GPS allows for the simultaneous acquisition of water depth and map coordinate data. The unit also allows for continuous data logging, and saves files to an SD memory card; online user forums for this sonar unit report GPS accuracy between 1–6 m. This particular unit was chosen after field trials on WSPs during 2010; the unit was commercially available, and reasonable in price. At specific locations, point measurements of sludge height were taken by both the sludge judge and the sonar. As the sonar unit measures and records local water depth, sludge heights were calculated by subtracting depth measurements from the average pond depth (from pond manager asset data). There was a very strong correlation (R2 = 0.98) between the two measurement techniques (Figure 1) with a tendency for the sonar reading to be slightly higher than the corresponding sludge judge reading (Coggins et al., 2017).


[image: image]

FIGURE 1. Sonar vs. sludge judge measurement (n = 24). The dashed line indicates the 1:1 relationship, with the relationship between sonar and sludge judge (solid line) being very close to ideal (Reprinted from Coggins et al., 2017, Page 357, Copyright (2016), with permission from Elsevier).




Remotely Operated Vehicle Design

Previous sonar profiling studies have used unmanned airboats (Singh et al., 2008; Kaizu et al., 2011), and more recently unmanned aerial vehicles (e.g., Bandini et al., 2018). WSPs in Western Australia, and Australia in general, are commonly located in cleared areas, and thus do not have any shelter from the wind. For example, weather data for August 2011 from a station near a Western Australian WSP recorded wind gusts of up to 85 km h–1 (data from Australian Bureau of Meteorology), with an average 9 am wind speed of 13 km h–1, and observing wind ripples on the pond surface is extremely common. Considering the medium to strong prevailing wind conditions at WSPs across Australia, it was decided that a boat with submerged rudder and propeller would be better suited for complete and rapid sludge profiling of ponds.

A prototype ROV was built using an off-the-shelf model boat, with the sonar mounted to a frame on top of the boat, and with outriggers to stabilize the boat when turning (Figure 2A). The ROV was controlled using a 2.4 GHz surface radio, and driven by the operator and not by a pre-determined GPS-referenced path.
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FIGURE 2. Design iterations of the sonar profiling ROV (detailed specifications in Table 1). (A) The prototype was an off-the-shelf speed boat, fitted with a frame to mount the sonar unit and stabilizers to the boat. (B) Redesign of the boat with a more robust deep V-shaped hull, with frame for sonar and stabilizers. (C) Current boat design with U-shaped hull and sonar mounted inside.



TABLE 1. Specifications of the remote control boats built, showing their evolution from an off-the-shelf prototype (Figure 2A), to the redesign (Figure 2B), and finally to a robust and reliable shape (Figure 2C).

[image: Table 1]Implementation in industry was always at the forefront of the development of the boat, however, after proof of concept testing it was obvious that some improvements would be required to make the ROV more suitable and robust. In trials, the optimum speed for profiling was determined to be 2–4 km h–1; however, the prototype boat, an off-the-shelf model with a shallow V-shape hull was built for speeds in excess of 30 km h–1. The non-ideal hull shape resulted in shorter battery life, as the electronic components were not suited for low-speed use. Slow moving water vessels, such as tugboats and barges, have hulls with a deeper V-shape or U-shape, designed to cut through water with very little propulsion. These types of hulls are not only more suitable for low-speed applications, but also more stable in the water. An improvement to the hull shape would thus improve both boat stability and battery life. In addition to a different hull shape, efforts were invested in making the physical and electronic components of the boat more robust and reliable to increase run-time (battery life), and decrease wear and tear. Most importantly, the boat needed to be simple for operators to be able to service and replace mechanical and electrical components as required. A summary of specifications of the boat from the prototype boat (Figure 2A), the first redesign (Figure 2B), to the final design (Figure 2C) can be found in Table 1.

The final design of the boat (Figure 2C) has a U-shaped hull made of fiberglass. The use of a brushless, low-RPM/V motor along with Nickel Metal Hydride (NiMH) batteries has extended run-time from 20 min to 2–4 h. The U-shaped hull also allows for room for the sonar to be mounted inside the boat, removing the need for a frame. The sonar unit and batteries were positioned near the center of gravity of the boat, while the sonar transducer is fixed at the front of the hull. Due to the stability provided by the hull, the use of stabilizers is optional. Displacement hull boats require a significant amount of ballast for stability; the NiMH batteries, and lead weight provide this. The fully laden boat weighs approximately 8 kg. The boat is driven manually using a 2.4 GHz surface radio with a range of up to 200 m. This boat design is: (1) durable, easily shipped on planes and in cars, (2) consistent in operation, and (3) low maintenance. In addition, we have demonstrated in the field that this ROV design is suitable in strong wind conditions (60–70 km h–1), with boat stability and data quality not being affected; however, windy conditions can reduce battery life and may not be ideal for operators.



Assessment of Prototype ROV Operation

In the prototype stage, the remote control boat with sonar was tested on several ponds to ensure that it: (1) was suitable for use on WSP, (2) was accurate in its measurement, and (3) had high reproducibility of results.

The ROV was tested at two wastewater treatment plants close to the Perth metropolitan area, Western Australia. Two ponds were chosen for testing: Pond 1, a secondary maturation, and Pond 2, a primary facultative pond; dimensions of the selected ponds were 59 × 62 m and 84 × 84 m, respectively. Pond managers profiled both ponds using a sludge judge during June 2011. The selected ponds were profiled several times during the period of June-August 2011, with data collected using the logging function on the sonar. Data was collected along transects approximately 2 m apart in both the lateral and longitudinal directions. The boat was maintained at a constant low speed (approximately 2–4 km h–1) while profiling, and kept in constant motion for as long as possible. In addition, some profiles also included a “run” around the pond perimeter to obtain measurements as close to the edge of the pond as possible. The sonar and transducer set for shallow water using the manufacturer specifications. Additionally, ping speed was set to the maximum resolution of 3200 bytes per ping.



Data Processing and Analysis

Data was downloaded from the sonar SD memory card into Sonar Log Viewer (version 2.1.2, Lowrance Electronics, Tulsa, Oklahoma), and then exported to Microsoft Excel Comma Separated Value (csv) format (Figure 3). During processing, false depth data was removed, i.e., depth readings greater than the pond depth from pond operator asset data (1–2% of total data); these false depth readings occur due to the logging of sonar data being started prior to launching the boat onto a pond. Depth measurements were converted to meters, then depths converted to sludge heights (i.e., the average depth of the pond minus the local water depth). GPS coordinates were converted to Universal Transverse Mercator (UTM) (for more details on GPS conversion, see Singh et al., 2008). It was assumed that the pond bottom surface was uniform. Coordinates of each measurement point were then defined relative to the lowest easting and northing values. Output measurement locations and sludge heights (m) were input into 3D surface mapping software Surfer (version 9.0, Golden Software Inc), to create a graph coordinate file (i.e., xyz file). This file was then run through the gridding toolbox to filter the data, where points were retained according to median z values (sludge height) for any given (x,y). Using a simple kriging interpolation, grids were generated at a spacing of 1 m in both x and y, then used to create a 3D surface plot of the sludge. Overall, processing the data using this method takes between 30–60 min; this proved time consuming when there were several profiles to process, and could not be easily done on site just in case another profile needed to be taken (e.g., if there was an error with the sonar). In addition, these processing steps require the user to have a level of familiarity with 3–4 independent standalone software packages, making processing not user friendly. Furthermore, some of these software packages require a license, of which the cost may be prohibitive for some users, e.g., small water utilities. To overcome this issue, we developed a software package with open source tools to make the process more user-friendly, and significantly quicker.
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FIGURE 3. Summary of the data processing required after profiles are collected with the ROV. These processing steps can be achieved manually, or automated using a script.


As described in Coggins et al. (2017), the SludgePro software performs all of the filtering, analysis, and plotting of data, and can be used to produce a report suitable for use by pond managers. As a result of the development of this script, the analysis and plotting can be achieved in less than 30 s. The data processing involves a number of steps (as outlined above), including the conversion of geographical coordinates, the definition of pond boundaries, the removal of outliers or duplicated data, and visualization of data. Firstly, the script automates the conversion of the sonar map units to UTM. Using Google Earth, the pond boundaries are defined by drawing a path around the perimeter; this path is then saved as a Keyhole Markup Language (KML) file for input into the software. The software then uses the KML file to filter out points that are outside the pond boundary (i.e., those collected on land when the sonar logging is initiated). Due to the locational accuracy of the GPS being 1–6 m, there is also a tool for the user to input a shift of the data, so that all relevant data points can be included in the processing. Pond depth, from asset data, is also input into the software, and this value is used not only for the calculation of sludge volume, but also to remove the occasional outlier that is significantly out of the possible range of depth. These outliers typically occur at a frequency of 1 in 1000 points collected, and may be attributed to the boat rocking in the water while taking measurements. As the sonar has a high sampling rate, a significant number of duplicate data points are collected at each location. This amount of data per position is superfluous for the creation of a grid of the collected data. Therefore, the data is also processed to determine the median z value for each location, which is then retained for gridding; the determination of the median also helps to remove the previously mentioned outliers that may occur. Water depth is converted to sludge height by subtracting the measured water depth (the direct measurement from the sonar) from the known asset depth, assuming that the pond bottom surface is uniform. In the case of the pond depth being unknown, SludgePro has the ability to process and visualize data based upon the measured water depth only, and thus values will not be filtered out based upon pond depth. The SludgePro frontend guides the user into providing the necessary information (i.e., KML file for pond perimeter, and csv files of collected data) to process and plot the survey data (Coggins et al., 2017). Most importantly, all the files and data can be processed, read, and modified by the user without the need for any programing knowledge.



RESULTS AND DISCUSSION


Initial Assessment of ROV Operation

Profiles of Ponds 1 and 2 were measured on four occasions between June and August 2011. Pond 1 was the first pond upon which the ROV was tested and more profiles were conducted here to ensure the reliability and reproducibility of profiling data. Each profile completed with the ROV took approximately 20 and 30 min for Ponds 1 and 2, respectively.

The profile of Pond 1 (Figure 4A) shows a reasonably uniform sludge distribution, consistent with it having been partially desludged by the pond managers in early 2011. The walls of the pond are the high points visible surrounding the edge of this plot. In comparison, the profile of Pond 2 (Figure 4B) shows more variability in sludge height. With the high-resolution data collected by the sonar, it is possible to spot the channel feature that has formed between the inlet and outlet; the average sludge height in this region is 0.3 m (color: dark blue). Sludge accumulation on the side of the pond adjacent to the inlet is also visible, with the change in sludge height from the channel to this region being abrupt (0.2 m higher than the channel itself). It is also evident that there is a very large accumulation of sludge in the southwest corner of the pond. Finally, highlighting the advantages of the increased spatial resolution of provided by the sonar, the profile shows pockets that have formed throughout the sludge blanket.
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FIGURE 4. Sludge profiles of test ponds. (A) Pond 1, inlet located at (52,48) and outlet at (1,44), has a reasonably uniform sludge distribution. (B) Pond 2, with inlet at (77,1) and outlet at (6,80), with a highly uneven sludge distribution, with a noticeable channel feature. The color scale indicates the height of the sludge-water interface (in meters) above the bottom of the pond.


Reproducibility of sludge profile data collected was assessed by comparing data collected on different profiling days at Pond 1. Three profiles taken with the sonar were compared to the sludge judge measurement along the transect y = 35 m (for sludge surface shown in Figure 4A), and all data were normalized against the sonar survey taken on the first profiling day. This comparison shows the reproducibility of the sonar profiling, with measurements on different days being within 5% range of each other over the overall depth (i.e., within 5 cm) (Figure 5). The small differences between the sonar surveys over the sampling period could be due to GPS positioning accuracy on the day, however, overall we see that the sonar technique is consistent in its measurement. The inconsistencies between values from the two different survey methods can be attributed to the “human factor” of sludge judge surveys; here, showing that the sludge judge survey overestimates the sludge height (contrary to Figure 1). Sludge judge survey accuracy relies on a number of factors including: (1) the experience of the operator; (2) the subjectivity and accuracy of their readings (and their readings compared to other operators); (3) whether or not the sludge blanket surface is more consolidated or “fluffy”; and (4) sample position relative to the marks on the side of the pond, where for example, drift of the boat could impact the accuracy of the reading along the transect used in Figure 5.
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FIGURE 5. A comparison of sludge height data collected at Pond 1 along transect y = 35 m, on three different profiling days using both the sonar and sludge judge techniques, normalized and shown as a change in height (Δh) against the survey data collected on 24 June 2011 (Δh = 0). From this comparison, we can see that the sonar profiling technique is very comparable between surveys, with the departure only being 2–3 cm. In comparison to the sludge judge survey conducted on the same day, it can be seen that the sludge judge technique overestimated the amount of sludge in the pond. It should be noted here that these departures could be due to GPS positioning differences, however, overall, we can see that the sonar technique is consistent in measurement.




Advantages of Autonomous Profiling

Compared to a sludge judge survey, the ROV not only reduced sludge profiling time, but also greatly increased the spatial resolution of the data collected. The ROV surveys of these ponds were completed in 20 to 30 min, while sludge judge surveys for Ponds 1 and 2 took between 1 to 1.5 h. Furthermore, the sludge judge surveys for these ponds yielded 25 and 42 data points, respectively, whereas the sonar surveys yielded 27192 and 30500 data points. Of the collected sonar measurements, 1513 data points for Pond 1 and 1886 for Pond 2 were mapped to generate the grids used to create the 3D surface plots; data points were filtered for gridding using the median z value (i.e., depth) recorded at each GPS coordinate (i.e., the data points retained are unique, while duplicates are discarded). Using sludge judge, sludge volume estimates were calculated by using the average profiled sludge height, based on the number of data points taken. In comparison, estimates with sonar data were calculated with Simpson’s 3/8 rule for numerical integration, and used all of the mapped data points rather than just the average.

Overall, the low-resolution measurement using sludge judge can only capture pond-scale features of the sludge distribution, while a sonar survey determines the pond/sludge bathymetry (Figure 4), showing much higher detail and resolution of the sludge blanket, including highlighting the presence of channels and pockets. The high-resolution data collected can then be used for other purposes, such as quantifying the relationship between sludge accumulation and hydraulics, and is suitable for input into computer models. Therefore, the testing of the boat satisfied the requirements of higher resolution sludge height data collection, and removed the safety risks of going out onto WSPs with a boat.



Implementation by Australian Water Authorities and Safety

Over the past 8 years, several boat hull designs have been tested, however, all have been battery powered, and had a radio range of up to 200 m. Boat size has ranged between 800–1000 mm in length, and up to 400 mm in width, making them easily packed away into carrying cases, and easily transportable to and from site. The robustness of the boat has meant that is has now been used on >400 WSPs across Australia, ranging in size from those used in the testing phase (Ponds 1 and 2) to ponds/lagoons up to 2000 m in length. To date, four major Australian water utilities now use the ROV for sludge measurement in their WSP assets.

Overall, in addition to the operational reliability of the ROV, the boat also addressed the safety issues associated with sludge judge, and other on-pond profiling techniques. In particular, the development of the boat fits in with the “zero harm” safety policies of many Australian water utilities – many of which place high levels of safety practice when working in and around water. Due to the improvements in safety provided by the ROV, it has been shown as an exemplar for safety practice within Western Australia and nationally, having being nominated for and/or receiving several safety awards.

Part of any successfully used piece of equipment is a comprehensive, well-explained and easy to follow manual for use. Due to the safety requirements parties interested in the profiling boat, such as water utilities, government agencies, mining companies, it was necessary to invest time in writing an informative guide for safe usage. This would not only make it easier for others to use the boat, but also help to formulate the necessary risk assessments for permits to conduct ROV profiling of assets. The operation manual has been assessed and revised based on comments received from industry partners over the past 5 years. The manual includes sections on a quick start on site, information about the boat components, operation and maintenance, troubleshooting, data processing, and a manual for the use of SludgePro. Additional to that provided in the manual, step-by-step guides for adding and processing ponds have also been made for users of SludgePro. These have been designed assuming that the user has no prior knowledge of programing. These guides, along with the quick start on site, have been very successful in aiding knowledge transfer to users.



Surveys


WSP Sludge Management

The management of sludge is rarely considered in the pond design process, despite the inevitability of sludge accumulation in WSPs (Nelson et al., 2004). Reasons for overlooking sludge management in design include the lack of information about sludge distribution within ponds, sludge characteristics, and accumulation rates (Nelson et al., 2004). Sludge distribution within ponds is of particular interest and importance, as this can have a significant impact on pond hydraulics and treatment efficiency. More information and understanding about how sludge distribution affects pond characteristics will lead to better informed maintenance decisions by ponds managers, and could lead to design improvements.

The high-resolution data collected by the sonar is a significant improvement on traditional sludge profiling techniques, with output images clearly showing the formation of channels and areas of high sludge (e.g., Figure 4B). In addition, due to ability to collect the high-resolution data with the ROV rapidly, it is possible to use it for diagnostic purposes, such as in the case of operators observing abnormal hydraulic characteristics in pond after sludge removal. An example of using the ROV as a diagnostic tool is shown in Figure 6, which clearly indicates the areas where sludge has been removed. It was then determined that the sub-optimal sludge removal, coupled with the large decants of incoming water that this pond receives several times a day, had created a scour effect around the inlet end, resulting in the formation of a 10 m wide U-shaped channel, explaining the abnormal hydrodynamic behavior being observed by pond managers.


[image: image]

FIGURE 6. Sludge bathymetry in a pond that was reported to be displaying abnormal hydraulic behavior. Color scale indicates sludge height from the bottom of the pond in meters. The most significant feature in this profile is the U-shaped channel that has formed around the eastern edge of the pond. The inlet is located at approximately (142,70).


This example makes it clear that the high-resolution bathymetric data collected using sonar profiling is an extremely useful tool for the determination of sludge distribution in ponds. Using traditional profiling techniques, which can only capture pond-scale features, this discovery could have easily been missed, as channel features could be at smaller scales than the discreet sample spacing. Moreover, it shows that the sonar can be used high-resolution diagnostic tool to understand the hydraulics in ponds. Most importantly, this critical high-resolution data can be collected without the need to go out onto WSPs in a boat, addressing several safety considerations. The portability and convenience of this technology could be applied on ponds on a more frequent basis (e.g., monthly vs. yearly), to collect valuable data on sludge accumulation rates.

Previously bathymetric data from traditional sludge surveys in WSPs have been used to create computational fluid dynamics (CFD) models with varying levels of success (Olukanni and Ducoste, 2011; Alvarado et al., 2012a, 2013; Sah et al., 2012; Passos et al., 2014). Due to low-resolution of data input as bathymetry, these models have been harder to validate against actual conditions. Several studies have found that higher resolution data would significantly improve the accuracy to CFD models of WSPs (Daigger, 2011; Alvarado et al., 2012a); with the increased spatial resolution provided by profiling with sonar being an ideal solution to this. The increase in bathymetric resolution, coupled with tracer test data, will allow for better calibration and validation of models (Sah et al., 2011; Alvarado et al., 2012b; Passos et al., 2016), and will increase the reliability of model outputs. In turn these improvements to models will increase our understanding of WSP systems, and allow for more accurate modeling of the effects of pond installations, such as baffles, as well as aid in the management of ponds, including desludging.

Applying this to sludge management, a CFD model could be used to determine the differences between different sludge infill scenarios, for example, the current operating sludge distribution in a pond versus the same pond with no sludge; this has been demonstrated in Coggins et al. (2017). Modeling with high-resolution bathymetric data in WSPs is very promising, and with the addition of wind forcing (such as in: Shilton and Harrison, 2003), will become a useful diagnostic and predictive tool for existing and new systems, respectively; this could also extent to the design of baffles for existing/new systems, as demonstrated in Coggins et al. (2018). Therefore, the addition of high-resolution bathymetry data is a step in the right direction for more spatial accuracy in the CFD modeling of WSP systems.

The idea for this project was a grassroots idea from the operational level of our water industry partner. Since the inception of the project, it has relied upon the input of a large community ranging from on-site operators to executives. Unforeseen by us, and as a pleasant surprise, this initially small community has developed into a Community of Practice (CoP) across Australia, which has provided us continuous and ongoing support, as well as suggestions for improvement to the hardware, software, and training. One of the benefits of the growing CoP is the expansion of the application of the ROV beyond WSPs and the water industry, into a range of applications by local and state government, mining companies, and researchers. Recently, the CoP has extended into the upgrade and software architecture redesign of the SludgePro software through a university innovation initiative. This significant upgrade is expected to result in an improved product for analyzing and storing data, as well as possibly including machine learning to aid managers in decision making and forecasting.



Stormwater Wetlands

In addition to being used extensively on WSPs, the boat has been used on a series of stormwater retention wetlands in Melbourne, Australia. Rather than using the data collected to infer sludge height in ponds, the boat was used for bathymetry surveys of three basins along Troups Creek. For these surveys SludgePro is not used to analyze data, however, the same methodology that is used in SludgePro was used (as outlined in section “Data Processing and Analysis”). Filtered data (using a Python script) was input into ArcGIS to create a Triangular Irregular Network (TIN) for visualization. This shows that there are several different ways to analyze, visualize, and interpret collected data. The high-resolution bathymetry data (Figure 7) was also then able to input into a flow model of the creek network, to assist with the other research being carried out.


[image: image]

FIGURE 7. Bathymetric survey of the main wetland of Troups Creek, 3D (left) and plan view with scale and boat survey track (right), both showing water depth (Image: P. M. Bach).




Lakes

Rottnest Island, approximately 20 km off the coast of Western Australia, has a series of environmentally significant salt lakes, and despite a long history of people inhabiting the island, and it being a popular tourist destination, a comprehensive bathymetric survey of the lakes had never been conducted. The Rottnest Island Authority deployed the remote control boat on this series of lakes over a 1-month period in November/December 2015. The collection of this data was vital for the island authority in order to protect the unique environment of these lakes from the impacts of tourism and development on the island. The profiling of these lakes was a significant test for the boat, as these lakes were significantly larger than any of the WSPs previously profiled, with the largest lake approximately 1900 m in length, and 650 m in width. Eight lakes on the island were surveyed, and the data processed and analyzed using the statistical tools available in the ArcGIS package.



River Pools

The Canning River is a major tributary of the Swan River, in the southwest of Western Australia. In the upper reaches of the river, there are many small to medium sized natural pools. Anecdotal evidence from regular users of the river, and the River Guardians (State Government Department of Biodiversity, Conservation and Attractions, Western Australia), is that these pools are ecologically significant; however, the effect of natural sediment build-up in these pools is unknown. Due to its size and portability, the ROV with sonar is well suited for conducting surveys of these pools, with 10 pools having been profiled since mid-2015 (e.g., Figure 8).
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FIGURE 8. Bathymetry of a pool along the Canning River. Color scale indicates water depth in meters and the arrows indicate the direction of flow.




CONCLUSION

From this study, we can conclude that the remote control boat (or ROV) successfully measures sludge distribution with high-resolution. This then allows the construction of detailed 2D and 3D plots of the sludge blanket, showing the formation of features such as channels and pockets. Most importantly, this method allows the collection of high-resolution bathymetric data without going onto WSPs in a boat, addressing several important safety considerations. The ROV is a reliable tool that has been successfully deployed on over 400 Australian WSP of various geometries and sludge distributions, stormwater retention wetlands, lakes, and river pools. Our ability to obtain sludge distribution and accumulation data rapidly will prove invaluable in the future. This technology will help in the development of frameworks for wastewater sludge management, and could potentially have a wider application in the monitoring of other small to medium water bodies, including reservoirs, channels, recreational water bodies and commercial ports.
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Our objective was to develop and validate a freely downloadable, open-source, 3D printed rain gauge calibrator that can be adjusted for a wide range of gauges. The calibrator applies constant low, medium, and high-intensity water delivery rate, and allows the user to modify the design to conform to their system based on parametric design. The design may be modified and printed using freely available computer-aided design (CAD) software. Currently available devices for calibration tend to be designed for specific rain gauges, are expensive, employ low-precision water reservoirs, are not field portable, and do not offer the flexibility needed to test the ever more popular small-aperture rain gauges (smaller surface area to catch precipitation than the classical 200 mm standard). To overcome the fact that different 3D printers yield different print qualities, we devised a simple post-printing step that controls critical dimensions to assure robust performance. Specifically, orifices of the calibrator are drilled to reach the target flow rates. Laboratory tests showed that flow rates of 25, 50, and 83 ml/min were consistent between prints (coefficient of variation of 3.9, 2.2, and 1.8%, respectively), and between trials of each part, while the total applied water was precisely controlled (0.1%) by the use of a volumetric flask as the reservoir. The entire system costs under US$10.

Keywords: calibration, rain gauge, 3D printing, OPEnS lab, Mariotte bottle, computer-aided design, ABS plastic


INTRODUCTION

Rain gauges are essential tools for high-quality and reliable observation of precipitation. They are the most direct method for surface rainfall quantification, as utilized for hydrological, climatological, and agricultural studies (Habib et al., 2012). The following question arises concerning the validity of rain gauges: How do we know that the sampler is correctly reporting the rainfall amount. To validate the integrity of the rain gauge requires the application of a known volume of water at a known constant flow rate. It is essential to do dynamic calibration, calibration that requires a constant flow rate, because it allows for compensation of error cause by spillage (Ciach, 2003; Texas Electronics, 2019). Spillage occurs when a tipping bucket is not able to capture the rainfall due to the transition between the tipping, the rain is then spilled and not measured. Such devices already exist but have important limitations. Some employ simple gravity fed inverted bottles wherein the rate of flow decreases with the depletion of the water supply, and thus do not provide a constant rate of application. Others are tuned to specific size rain gauges, applying rates of flow and requiring a mechanical attachment that is not adaptable to alternative sizes and shapes of rain collectors. An example of this ATMOS 41 rain gauge’s (Meter group, Pullman, WA, United States) collection area smaller than those for which calibration tools had been developed, requiring that we develop a design capable of delivering lower rates of application. Custom calibrators may include a setup of programmable pumps, loggers, digital scales, and computers to be able to perform the calibration of the rain gauge (Humphrey et al., 1997). With numerous external instruments, it is time consuming to organize and reprogram all the devices required to calibrate different rain gauges.

We sought to provide a robust system with a repeatability within less than 1% in total amount and 5% of the target rate that can be modified to match a variety of rain gauge specifications and geometries. The repeatability of 5% was chosen because it is an achievable target given the technologies used to make the calibrator: 3D printing and drilling. We chose 740 mm/h (high), 450 mm/h (medium), and 220 mm/h (low); these will be referred to as 6-, 10-, and 20-min stoppers, respectively, which represent the time to drain for our setup. Three options were chosen so that the user had a range of rates to calibrate their device. These rates were selected with the objective to be able to capture data in the events of high intensity rainfall. We believe that it is in these events during which the data collection must be performed more carefully. In addition to this, it is not quite possible to design a calibrator with extremely fine resolution due to the elevated cost of the finding the equipment to manufacture it. We sought to remove the constraints of the high cost of many calibration solutions and the requirement to return a rain gauge to the lab to conduct calibration (Bergmann et al., 2001; Vasvári, 2005). Thus, we present a low-cost rain gauge calibration system which is easily customized in geometry to fit a wide range of gauges, provides for a user-definable range of constant flow rates, and most importantly is easily employed in the field. It is imperative that rain gauges are not used out-of-the box as they need proper calibration so that the collected data is correct. Our proposed solution removes the need to perform the calibration in the lab and allows the user to perform these calibrations while in the field; this reduces the time to setup and speeds up the data collection process.

A robust passive approach that delivers a constant flow rate is the Mariotte bottle (Mariotte, 1679). A typical Mariotte bottle setup has a container with a tube coming in from the top for air and another orifice for the liquid output usually on the side or through the top (Supplementary Figure 1). The flow rate is dictated by the following equation: hair − houtput = h. hair is the level from the bottom of the container to the air inlet inside the container and houtput is the level from bottom of the container to the water outlet. The difference between these two is net head which can be seen depicted in Supplementary Figure 1. The bottle is designed to deliver a constant flow of liquid, which is a function of the distance between the bottom of the air inlet and liquid outlet, orifice sizes, and the hydraulic resistance.

Our design employs the Mariotte bottle principle (Figure 1A) with the bottle inverted and both tubes formed into an O-ring sealed element we refer to as “Mariotte stoppers” that seal into the top of a volumetric flask. The materials list for seals and bottles can be found in Supplementary Table 4. Multiple flow rates were achieved in the same device by placing three Mariotte stoppers on a single plate that rests in the rain gauge (Figures 1A,B). Each Marriot stopper is cylindrical with two orifices on the top, a short-path air inlet and a long-path liquid outlet, with half of the cone suppressed toward the core; the suppressed section goes from the core to the outside in the direction of the air inlet (Figure 1C). The suppression is to facilitate the flow of air into the bottle and limit the path it must travel to enter. The side that is not suppressed gives the calibrator the change in height, from the air inlet to liquid outlet, required to dictate the flow rate (Figure 1C). The rate of outflow is dictated by the combination of the constant head, hydraulic resistance, and the outlet aperture. Except for the first few seconds of operation, the delivered water is in the form of discrete drips, and so the device could be used with disdrometers as well as other mechanical rain gauges.
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FIGURE 1. (A) Assembled three-rate assembly system; the circular cutout in this version accommodates the solar radiation sensor located within the rain gauge for which this was designed. (B) A particular print of the design illustrates the limitations of many printers to achieve a smooth surface and presents the drill-bits sizes, in mm, employed to obtain reproducible performance. (C) CAD rendering of the design illustrates that each stopper has an air inlet port and water outlet port.




MATERIALS AND METHODS

The three-rate calibrator was designed in Fusion 360 (Fusion360, 2018) which provides a freely available, user-friendly interface which allows the design to be edited per the requirements of a particular rain gauge. The design is parametric allowing the user to change defined variables that will change the design to be adapted to a classic round rain gauge. The design also includes the individual calibrator, without the base attachment, that can be used to create a custom shape base for a different geometry rain gauge. The reservoir of water employed in the test was a 500 ml (±0.5 ml, or ±0.1%) volumetric flask made from polypropylene, as purchased online for under US$5. Volumetric flasks of 100, 250, and 1000 ml are available with the same size openings, allowing a variety of total volumes of water delivery. This specific bottle does not need to be used but it will require customization if another bottle is used.

At the OPEnS lab1, we employed two 3D printers to confirm multi-platform production capability: a Lulzbot TAZ5 and Fusion3 F400. The Fusion3 F400 uses a 0.4 mm nozzle and used a 1.75 mm diameter filament. The slicer used was Simplify3D and used their F400_0.4_HatchABS printing profile with the auto-configure option “Standard.” The Lulzbot TAZ5 uses a 0.5 mm nozzle and used a 3.0 mm diameter filament. The slicer software used was Cura Lulzbot edition and used their ABS (Village Plastics) printing profile with the auto-configure option “Standard.” Important printer settings are listed in Supplementary Tables 1, 2 for the Fusion3 and TAZ5, respectively. The layer height set by the profiles is adequate for a working calibrator. A smaller layer height will produce a smoother part, whereas a thicker layer height will have a coarse finish. Generally, having a smaller layer height will result in a better part, but ultimately the accuracy and precision of the calibrator is controlled by the post-processing steps. All parts were printed from Acrylonitrile Butadiene Styrene (ABS) plastic filament. ABS plastic is considered a good engineering plastic and it was chosen for its structural stability, impact resistance, and price. It is worth noting that there are other filaments that could be used for this application but ABS offers a good balance between price and material properties. After cooling, the precise diameter of the water outlet and air inlet apertures were established by drilling out the excess plastic using a drill press and drill bits of the sizes in Supplementary Table 3. It is recommended to use a drill press and not a hand drill for the post-processing.

Once the drill bit has been locked in on the drill press the calibrator’s corresponding hole must be aligned to the drill. For example, if the 6-min setting is being drilled out, a 1.47 mm drill bit would correspond to the air hole and a 1.96 mm drill bit would correspond to the water hole. Two methods for the post-processing with the drill were tested on the 20-min stoppers. For the first method, used on stoppers 1 and 2, the drill was inserted one time and it penetrated as far as it could go. In the more careful method, for stoppers 3 and 4, the drill was allowed only to enter a small bit and then taken out for cleaning: this way the drill was only cutting into new material and not heating excessive residue inside the orifice. All of the drilling should be done at the same speed and at the recommend speed for the specific machine used. Figure 1B shows the drill bits’ diameters, in millimeters, used to drill out the holes. The 6-min setting was drilled with a 1.47 mm drill bit for the air inlet and a 1.96 mm for the water outlet. The 10-min setting employed a 1.57 mm (1/16-in) drill bit for both orifices. The 20-min setting had the air inlet drilled with a 1.29 mm and a 1.57 mm (1/16-in) for the water outlet. These hole sizes and configurations were experimentally determined to approximate the target times and are summarized in Supplementary Table 3. Supplementary Figures 2–7 illustrate the iterative design steps used to prototype the final result.



RESULTS

Figure 2 present the results of the flow rates of the 6-, 10-, and 20-min setting. Tests of the 6-min stoppers resulted with an average time of 6.28 min, 0.11 min standard deviation, and 0.018 coefficient of variation. The small standard deviation and coefficient of variation indicate that the post-processing is eliminating most of the variation is produced by the 3D printer’s inability to reproduce the same piece. Tests of the 10-min stopper resulted in with an average of time of 10.29 min, with a standard deviation of 0.23 min and a coefficient of variation of 0.022. Tests of the 20-min stoppers resulted with an average time of 19.76 min, standard deviation of 0.78 min, and coefficient of variation of 0.04. The last two stoppers also demonstrate the same response to the post-processing. It reduces the variation between each print and gives the stoppers consistent performance. This data was created using stoppers from both printers, the Fusion3 F400 and Lulzbot 5. It is apparent that regardless of where the part came from, the performance is consistent after the post-processing. To test the importance of post-printing adjustment of the hole sizes, we tested an “as-printed” 30-min design finding variation both between prints and tests. The results we obtained were an average time of 29.8 min, standard deviation of 7.59, and standard error of 2.53. The finishing step of drilling the apertures for the 6-, 10-, and 20-min stoppers resulted in consistent behavior, while the undrilled 30-min stopper gave flow rates which varied greatly between prints.
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FIGURE 2. Table that holds the results of 30, 20, 10, and 6 min stoppers showing the performance of each.




DISCUSSION

There was still variability in the rates even with careful drilling of all of the orifices, but it is significantly reduced compared to the stoppers that are not drilled after printing. The stoppers demonstrate average times that fall within 5% of the target time, but individual tests had a variability up to approximately 8%. It can be concluded that post-processing is needed to achieve the desired rates and that different post-processing methods such as the ones described above yield different accuracy. The results demonstrate that our targets can be approximated if the post-processing is done carefully. For this reason, the 30-min stoppers were not further developed as they require very specialized equipment to approximate the rate and it would have created a barrier to create such a device. The quality of a stopper can be attributed to the post-processing methods. If the drill is cleaned every time it is inserted, then the drilling will be cleaner as it will not be drilling excessive material as well as overheating the plastic. The results indicate that the variability of the physical object produced by the 3D printing process due to the 3D printer model, environmental conditions, slicer program, and print settings can be compensated for by careful post-processing. To obtain lower flow rates, and potentially more consistency, one could establish the water delivery tube diameter using sealed-in glass capillary tubes, which are available in a wide range of sizes.



CONCLUSION

Even with high performance Fused Filament Fabrication (FFF) printers, such as the Fusion3 F400, the orifice sizes do not come out to the design specification in the CAD: the resolution is not accurate enough. Drilling is the most exact way to get the results that are needed across all 3D printers. An alternate approach to the drilling process is to use reamers; they offer better consistency across the whole length of the hole because of the structure of the tool. This offers more accuracy to the hole and creates a more precise calibrator.

When the small apertures in the device were drilled post-printing, the multi-rate rain gauge calibrator performs on average within 5% of target time and can be readily modified, printed and employed in the field. The post-processing will not always yield a stopper that is within 5%; this can be attributed to the variability of the post-processing and human error. We demonstrate that without post-printing drilling, small orifices will have enough variability between prints and between printers to yield unacceptable performance. We also note that the most critical aspect of calibration of the rain gauge, that a known total volume of water is applied, is guaranteed to less than 0.1% deviation through use of a calibrated volumetric flask, purchased for this effort for under US$5 and made from high-impact polypropylene. Use and transport of this flask over 9 months in five countries has confirmed that it is amply sturdy for field use.
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Active citizen scientists (CS) took at least one measurement during the respective month. <18, 19-25, and >25 refers to the citizen scientist’s age, and <Bachelors, Bachelors, and
>Bachelors refers to the highest level of education the citizen scientist had either completed or was currently enrolled in.
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38

46.7

Rows contain average, standard deviation (Sp) and the range (max-min) of 8’80 or §2H, obtained by extracting plant water using the cryogenic vacuum (REF), mojito
(MO), microwave (MW), jam jar (JJ), and ice cube (ICE) extraction methods, and for the simulated effect of transport (REFT) and storage (REFTS). The stable isotope
dataset generated and analyzed can be found in Supplementary Table S1.
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Assumptions

Leveraging personal relationships took four staff 10 h per week for 2 weeks, for a total
of 4,000 NPR. Since 53 citizen scientists were recruited with this method, the cost
was 75 NPR per citizen scientist recruited.

For social media, an investment of 2h per week at 50 NPR was made. Since 11
itizen scientists were recruited with this method, the cost was 200 NPR per citizen
scientist recruited.

Workshops and outreaches were organized at a total of four schools and five
colleges/universities. Workshops at schools and colleges/universities were estimated
to cost 2,500 and 5,000 NPR, respectively. Since 61 CS were recruited with this
method, the cost was 574 NPR per citizen scientist recruited.

Random site visits were used to recruit 29 citizen scientists in rural areas. Assuming a
two-person team, working for 8h, plus 40km traveled per day, a daily subsistence
allowance of 200 NPR/person, and recruitment of 5 citizen scientists per day, the
average cost was 280 NPR per citizen scientist recruited.

There are three types of personal follow ups: SMS (M1a), phone calls (M1b), and site
visits (M1cV and M1cP)

For SMS, we assumed that each citizen scientist received eight SMS messages
during the monsoon, and that each message cost 10 NPR, for  total of 80 NPR.
For phone calls, we assumed that each citizen scientist received eight phone calls,
and that each call cost 15 NPR, for a total of 120 NPR.

Assuming a two-person team, working for 8h, plus 40km traveled per day, a dally
subsistence allowance of 200 NPR/person, and visits of 10 ciizen scientists per day,
the average cost was 140 NPR per citizen scientist site visit

For site visits, we assumed that each volunteer citizen scientist received two site
visits, for a total of 280 NPR per volunteer cifizen scientist.

For site visits, we assumed that each paid citizen scientist received five site visits, for
atotal of 700 NPR per paid citizen scientist.

Bulk SMS messages were sent weekly, and cost roughly 3 NPR per message
including the time to generate and load the necessary report(s), for a total of 66 NPR
per citizen scientist.

Qutreach workshops focused on motivating volunteer citizen scientists, at an
estimated cost of 40,000 NPR total, or with 117 volunteer citizen scientists, 342 NPR
per volunteer.

The motivation of data use was considered to have negligible cost, because of
existing infrastructure necessary for other purposes.

Lucky draws were used as a mofivation for volunteer citizen scientists. A total of nine
lucky draws were performed, with an estimated cost of 1,200 NPR each for 117
volunteers, or 92 NPR per volunteer.

Certificates were used to motivate volunteer citizen scientists, and cost 25 NPR each.
Payments were used to motivate paid citizen scientists, and cost 25 NPR per
observation.

See section Recruiting and Motivating Citizen Scientists for more detailed descriptions of each category.

Cost (NPR)
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S4W Gauge
Ri: Personal relationships
R2: Social media

R3: Outreach programs

R4: Random site visits
MCVol: Volunteer motivations
MCPaid: Paid motivations

Number of citizen
scientists

154
53
1
61
29
17
37

Per citizen scientist
fixed costs (USD)

0.87
0.66
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8.79
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Per observation
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Tool

Material Design Lite URL:
https://getmdl.io/
Version: 1.3.0

Bootstrap URL:
https://getbootstrap.com
Version: 4.0.0-beta.2

jQuery URL:
https://blog.jquery.com/2017/03/20/
jquery-3-2-1-now-available/
Version: 3.2.1

d3.js URL: https://d3js.org
Version: 4.13.0

Font Awesome URL:
http://fontawesome.io

Version: 4.7.0

Google Maps API URL:
https://developers.google.com/
maps/documentation/javascript/tutorial
Version: Latest available

Purpose

Defines the theme of the website and
offers a wide variety of easy-to-use
components following Material Design
principles. Provides a web adaption of
Google’s Material Design to provide
users with familiar look and feel.

Used mainly for its grid system that
assists in page layout along with
responsive design tools to ensure that
pages work across a variety of devices
including computers, tablets, and
mobile phones.

Library that simplifies development of
JavaScript for document object model
(DOM) manipulation and front-end
logic, including event handling,
animation, and Ajax calls.

JavaScript library used for developing
dynamic visualizations of data. Used to
generate time series visualizations.

Provides a set of high quality, vector
icons to provide visual meaning to
controls used throughout the website

JavaScript API that provides
customizable and dynamic maps.
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§ My Sites x +

C { & https;//www.monitormywatershed.org/sites,

Monitor My Watershed® wysites

My Sites

Map Satellite

Logan 2
&
River Heights
Logan River Golf Course @
— p Providence
Google 1

¥ My Registered Sites [

ORDER +

USU-LR-UWRL o USU-LR-Mendon o

Logan River at Mendon

Logan River at the UWRL
ut Road near Mendon, UT

near Logan,

Aug. 8,2018, 5:12 p.m. Dec. 4,2018,5:13 p.m.

D Latest Me ( { Mea
Dec. 3,2018, 9:45 p.m. (UTC- Dec. 3,2018,9:45 p.m. (UTC-
07:00) 07:00)

(13 hours, 21 minutes ago) (13 hours, 21 minutes ago)

v Followed Sites [

No followed sites

Sites you own

Sites you do not own

B status

&«

& Register a site x +

C { & https//www.monitormywatershed.org/sites

Monitor My Watershed

Register a Site
Deployed By (optional) o

Map Satellite
Site Code o

USU-LR-Mendon

Site Name o
Logan River at Mendon Road near Mendon, UT

Site type o
Stream X ~

Stream name (o

Logan River

Major watershed (optional)
Bear River
Latitude
Sub basin (optional)
41.72067
Little Bear-Logan
Elevation (optional)
Closest town (optional)
1349
Logan
Notes (optional

Located on the downstream side of the bridge crossing.

Notify me if site stops receiving sensor data.

Notify after| 4 hours of site inactivity.

@ Click on the map to update

Longitude
-111.88643
Elevation datum (optional

MSL

("]
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® ®®  LoganRiveratthe UNRLnear X =+

< C { ® NotSecure | www.monitormywatershed.org/sites/USU-LR-UWRL a % @ :

Monitor My Watershed” wmysite:

Logan River at the UWRL near Logan, UT (USU-LR-UWRL)

O VIEW TOKEN UUID LIST - DELETE

& Deployment By Jeff Horsburgh Map  Satellite
@ Organization Utah Water Research Laboratory :

) Registration Date Aug.8,2018,512pm

) Deployment Date Sept. 29,2008, 7:30 am

1 Latiude 4173014

~ Longitude 1117957

1 Elevation (m) 14160

~ Elevation Datum MsL

@ Site Type
99 Stream Name ogan River
! o @ HYDROSHARE
& Major Watershed Lower Bear River Share Data On HydroShare
Share your data on hydroshare.org. Click here to learn more.
® SubBasin Bear River

TURN ON SHARING
i Closest Town Logan

Located on the downstream side of the Utah
= Notes
Water Research Laboratory's west bridge.

©v Registration Token
2a7b4104-4afa-49c2-867d-a9a5ec0e109f

didiebda04

©v Sampling Feature UUID
741-92b5 b75a0685a4a7

Sensor Observations at this Site

& EnviroDIY

€ DOWNLOAD SENSOR DATA B MaNAc!

NS

@  Only the most recent 72 hours of available data are shown on the N Time Series Analyst

sparkline plots. The plots are broken when there are gaps in the data View data for this site
longer than 6 hours. Plots shaded in green have recent data. Plots

9 0 el Link 2]
shaded in red have not reported data in the last 72 hours

_

Last observation Last observation
Dec. 4,2018, 11:15 a.m. (UTC-05:00) 548,7 Dec. 4,2018, 11:15 a.m. (UTC-05:00) 7,6
(mm) (degC)
Medium Liquid aqueous Medium Liquid aqueous
Sansor Decagon_CTD-10 Electrical Conductivity Temperature Senaor Decagon_CTD-10 Electrical Conductivity Temperature

Depth Sensor Depth Sensor

S h'éeésl3B-Nd&-48’2-9laa-cSK)DAYdffeﬂ

T b'4d7643rifhco~4692~901 e305b1457ac69

Last observation Last observation
Dec. 4, 2018, 11:15 a.m. (UTC-05:00) 51 23 Dec. 4, 2018, 11:15 a.m. (UTC-05:00) 3.3
(uS/cm) (NTU)
Medium  Liquid aqueous Medium  Liquid aqueous
Sensor | Decagon_CTD-10 Electrical Conductivity Temperature Sensor  Campbel OBS-3+ Turbidity Sensor
Depth Sensor

9d7a63ed-bScd-4f0e-860d-c21cd83fcbe2

6ddc- v D
wib 342‘50!51 6ddc-de7e-84aa-ecdaBadlalf0

® ® ®  Manage Sensor Results Metac X+

€ C (@ O NotSecure | www.monitormywatershed.org/sites/update/ULLL2S/sensors/ a w ®

Monitor My Watershed

Manage Sensor Results Metadata for ULLL2S

Sampled
Equipment Make-Model Measured Variable units Medium Hoight Edn Delete
CTD-10 Electrical Conductivty Temperature Liquid
Millmeter ’ ]
Depth Sensor aqueovs
CT0-10 Electrical Conductivty Temperature Liquid
degree celsius ’ 8
Depth Sensor aqueous
CTD-10 Electrical Conductivty Temperature Microsiemen per Liquid g =
/
Depth Sensor Centimeter aqueous
Nephelometric Liquid
0853+ Turbiity Sensor Campbel_0BS3_Turb /7 8
Turbidty Unit aqueous
Nephelometrc Liquid
0883+ Turbidity Sensor Campbell_OBS3_Turb V B
Turbidty Unit aqueous
Mayfly Data Logger EnviroDIY_Mayfly Temp  degree celsius Equipment v <]
Mayfly Data Logger EnviroDIY_Mayfly_Batt Volt Equipment /7 B

Upload a data file (.csv) .

BACK TO SITE DETAILS.

Add New Sensor

Sensor Manufacturer

Campbell x ~

Sensor Model

0BS-3+ Turbidity Sensor x -

Measured Variable

Campbell_0BS3_Turb x v
Units
Turbidity: Nephelometric Turbidity Unit (NTU) x

Sampled Medium

Water - Liquid Aqueous x -
Height above(+) or below(-) surface, in meters (optional)

0.5
Notes (optional)

Sensor is attached to the wing wall on the downstream side of the
road crossing bridge.

Don't see your sensor in the list of equipment models?

Click here to send an email to a system administrat

de us with the mar

ease prov

make/model information for the sensor, as wel

description if you car

help@monitormywatershed.org

CANCEL D NEW SENSOR
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Data Logger: CMP01_Mayfly_170292 Campbell_OBS3_Turb YosemiTech_Y502-A_DOmgL
Data Logger: CMP01_Mayfly_170292 turbidity oxygenDisssolved
Data Logger: CMP01_Mayfly_170292 nephelometricTurbidityUnit milligramPerLiter
Date and Time in UTC-6 Campbell_OBS3_Turb YosemiTech_Y502-A_DOmgL
2008-09-30 00:00:00 31.65 7.751076985
2008-09-30 00:30:00 34.51 7.696071275
2008-09-30 01:00:00 30.51 7.649400566
2008-09-30 01:30:00 29.76 7.596061856
2008-09-30 02:00:00 32.77 7.556057147
2008-09-30 02:30:00 32.42 7.521051437
2008-09-30 03:00:00 33.64 7.471045728
2008-09-30 03:30:00 33 7.436041018
2008-09-30 04:00:00 31.58 7.427703309
2008-09-30 04:30:00 32.87 7.421031599
2008-09-30 05:00:00 33.17 7.41935889
2008-09-30 05:30:00 31.08 7.42435418
2008-09-30 06:00:00 30.23 7.44601547

2008-09-30 06:30:00 30.16 7.474344761
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POST /api/data-stream/ HTTP/1.1

Host: www.monitormywatershed.org

TOKEN: 0cd0616f-cf03-4789-aa28-82bca1b84 71
Content-Type: application/json

{
"sampling_feature": "f319af6a-3091-4070-b3ad-a606a7fdbed4",

"timestamp": "2016-12-08T14:45:01-07:00",
"f8fbf90e-f59d-4736-af66-91fbee455433": 8.3,
"52e6d5ce-ecal1-4545-9b01-607a487cbfcO0": 10.54

}





