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Management of effort is one of the biggest challenges in any team, and is particularly difficult in distributed teams, where behavior is relatively invisible to teammates. Awareness systems, which provide real-time visual feedback about team members’ behavior, may serve as an effective intervention tool for mitigating various sources of process-loss in teams, including team effort. However, most of the research on visualization tools has been focusing on team communication and learning, and their impact on team effort and consequently team performance has been hardly studied. Furthermore, this line of research has rarely addressed the way visualization tool may interact with team composition, while comprehension of this interaction may facilitate a conceptualization of more effective interventions. In this article we review the research on feedback in distributed teams and integrate it with the research on awareness systems. Focusing on team effort, we examine the effect of an effort visualization tool on team performance in 72 geographically distributed virtual project teams. In addition, we test the moderating effect of team composition, specifically team members’ conscientiousness, on the effectiveness of the effort visualization tool. Our findings demonstrate that the effort visualization tool increases team effort and improves the performance in teams with a low proportion of highly conscientious members, but not in teams with a high proportion of highly conscientious members. We discuss the theoretical and practical implications of our findings, and suggest the need of future research to address the way technological advances may contribute to management and research of team processes.
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INTRODUCTION

Measuring and managing the relative effort of contributors to a shared outcome is among the oldest problems in psychology (Triplett, 1898; Ringelmann, 1913). With the advent of technology and growth in technology-mediated collaboration in teams, the problem gets more complicated. Advances in information and communication technologies and continuing globalization keep facilitating the growing reliance of organizations on geographically dispersed virtual teams (Marlow et al., 2017). Geographical dispersion suggests dependence on technology for team communication and teamwork, which has dramatically changed team dynamics and processes (Breuer et al., 2016). Despite the significant use of geographically-dispersed virtual teams in organizations for tasks that require diverse expertise, knowledge and resources, the questions regarding how to enhance their performance are still open (Gilson et al., 2014).

One of the biggest challenges that dispersed virtual teams face is the management of team members’ effort (Peñarroja et al., 2017). The low visibility of team members’ individual contribution suggests a difficulty for social comparison and for monitoring and evaluation of each other’s effort. Under these circumstances team members might withhold their contribution to teamwork, resulting in significant process loss, or what is also known as social loafing (Ingham et al., 1974; Harkins and Szymanski, 1989).

Past research has demonstrated that feedback can be useful for increasing team motivation and reducing social loafing within distributed teams (Chidambaram and Tung, 2005). However, most of the current literature on feedback in teams suggests that it is very subjective and is typically given in a relatively complex one-time intervention that requires a focused session of team reflection to be effective (Konradt et al., 2015; Peñarroja et al., 2017). The relatively high cost (in terms of time and effort) and low effectiveness of existing feedback systems suggests a need for alternative ways of increasing team members’ motivation and effort.

Awareness tools may meet this need. For instance, the evolving literature on team awareness in collaborative learning suggests that dynamic tools that allow the members of dispersed teams to learn about the timing of each other’s activities and contributions may significantly improve team coordination and learning (Leinonen et al., 2005; Bodemer and Dehler, 2011; Buder, 2011). However, in these studies, awareness tools were mostly used for reflecting upon team members’ relative contribution to communication (DiMicco et al., 2007; Janssen et al., 2011), and have produced inconsistent findings (Jermann and Dillenbourg, 2008). Following this evolving line of research we suggest that using a shared, automatic, effort visualization tool that reflects member participation may regulate team members’ effort, thereby reducing social loafing and contributing to team performance.

Furthermore, we argue that such automatic feedback may not be useful for all teams, and that team composition will moderate its effectiveness. Specifically, we suggest that for teams with higher internal motivation (as a result of team members’ high conscientiousness), an effort visualization tool, aimed to increase external motivation, will be less effective than for teams with low internal motivation. To test our hypotheses regarding the effect of an effort visualization tool on team effort and performance, and the moderating role of team members’ internal motivation on the relations between the tool and team effort, we conducted an experiment. We examined the effect of the tool on the effort and performance of geographically distributed MBA students as they worked together on the Test of Collective Intelligence (TCI: Kim et al., 2017), a set of synchronous games designed to measure how well a group works together. As the teams completed the TCI we tested the moderating role of team members’ conscientiousness on the impact of the effort visualization tool on team effort and performance. In the next section we review past research on task effort, awareness tools, feedback, and team members’ internal motivation. By integrating these different streams of research and providing an empirical test of the proposed model, this article suggests a new approach for both researching and intervening in the distribution of effort in teams.

Task Effort

Effort is a limited-capacity resource that could be allocated to a range of task-relevant and task-irrelevant activities (Yeo and Neal, 2004). Management research has long connected employees’ investment of intense task-relevant effort to successful job performance (Hackman, 1987; Blau, 1993; Byrne et al., 2005; Salas et al., 2005). In investigating the motivational factors leading to individuals’ tendency to invest or withhold task-relevant effort in teams, research has addressed both team composition, or the individual traits that enhance motivation and task-related effort (van Vianen and De Dreu, 2001; Judge and Ilies, 2002; LePine, 2003), as well as the characteristics of the social context (Latané, 1981; Kidwell and Bennett, 1993).

Chief among the team composition factors investigated with respect to effort is the individual characteristic of conscientiousness, shown to affect both motivation and task-oriented effort (Bell, 2007). Conscientiousness has been found to correlate with commitment, diligence, performance motivation and self-regulation in individual work and in collaboration (Humphrey et al., 2007; Kelsen and Liang, 2018). In terms of social context influence, despite the positive motivational aspect of conducting work in a group setting (Hart et al., 2004), research has demonstrated that the social context of teams, where others can do the work, tends to reduce individuals’ effort (Ingham et al., 1974). The tendency to make less effort when working in a team in comparison to working alone is known as social loafing (Latané et al., 1979).

Social loafing might vary across teams and is highly dependent on team characteristics such as team members’ geographic dispersion (Chidambaram and Tung, 2005; Blaskovich, 2008), which makes members more anonymous and their contributions less observable. The growing use of geographically dispersed virtual teams in contemporary organizations highlights the need to better understand the phenomenon of social loafing in this setting and effective ways to decrease it.

Task Effort in Distributed Teams

Past research has identified several reasons behind the increased tendency of team members to withhold effort in distributed teams. For instance, Chidambaram and Tung (2005) suggested that the negative impact of team members’ dispersion on effort could be explained by the immediacy gap. Building upon Social Impact Theory (Latané, 1981) and research on social loafing (Kidwell and Bennett, 1993), Chidambaram and Tung argued that when members of a group become more isolated (and hence less immediate) their participation in and contribution to a group decreases. The immediacy gap relates to the difficulty in making social comparisons, which in turn decreases the salience of other members and their actions (Weisband, 2002). Comparing between collocated and dispersed virtual teams, Chidambaram and Tung (2005) found that physical dispersion, while not affecting the quality of the ideas teams produced, decreases the team members’ effort - the relative quantity of the produced ideas per team member, which in turn harms decision quality (performance).

Blaskovich (2008), also building upon Social Impact theory, suggested that the reliance on technology in distributed teams decreases the social impact and thus allows team members to disengage from the group, assuming the disengagement is not visible. Blaskovich (2008) found lower cognitive effort among members of the distributed teams in comparison to collocated teams. The time spent on the task did not differ, yet members in the dispersed teams were less attentive to the details of the task, and reported investing less effort.

Alnuaimi et al. (2010) followed Karau and Williams (1993) model of “collective effort,” as well as Bandura’s notion of moral disengagement (Bandura et al., 1996) and directly examined three possible mechanisms that might explain the impact of geographical dispersion on the tendency to withhold effort: attribution of blame, diffusion of responsibility and dehumanization. Their findings suggest that social loafing, driven by team members’ dispersion, was partially mediated by the dehumanization of the other team members, which was driven by the low identifiability of the distant teammates.

While team members’ relative anonymity may play an essential role in the low social presence of distant teammates and the consequent withholding of effort, the specific focus of the social comparisons and monitoring may also be essential (Salas et al., 2000). For instance, Mulvey and Klein (1998) argued that the actual withholding of effort may differ from the perceived team effort, with perceptions being the main driver of team motivation. Reasoning that team members might be particularly averse to carrying the workload while others free ride (Kerr, 1983), Mulvey and Klein (1998) found a significant negative relationship between perceived social loafing and team performance.

In a similar vein, Peñarroja et al. (2017) suggested that the inability of distributed team members to observe and monitor each other’s actual effort leads to greater reliance on assumptions and perceptions, which could be biased and erroneously negative. Researchers also noted that in order to correct the inaccuracy of the perceptions of social loafing thereby decreasing the overall withholding of effort and increasing team performance, teams need trustworthy feedback regarding its’ effort-related processes (Geister et al., 2006; Peñarroja et al., 2017).

Team Feedback in Distributed Teams

Team feedback is defined as communication of information provided by (an) external agent(s) concerning actions, events, processes, or behaviors relative to task completion or teamwork (Gabelica et al., 2012). Performance feedback is conceptualized as the provision of information about individual or group outcomes, and process feedback is defined as information regarding the way one is performing a task, and thus relates to team dynamics, including team effort (Salas et al., 2012). Despite the overall value of feedback for increasing team effort and performance, its effectiveness is known to be limited (Kluger and DeNisi, 1996). Performance feedback in geographically dispersed teams has been explored with the intention to overcome the relative anonymity of individual effort driven by geographical dispersion. For instance, Fang and Chang (2014) looked at the effect of performance feedback, but found no significant difference between the outcomes of identifiable versus unidentifiable (anonymous) contributors. Similarly, Suleiman and Watson (2008) did not find an effect of identifiability or performance feedback on team members’ social loafing. Looking into the elements of social comparison, Chen et al. (2014) found that feedback regarding others’ high performance increased the effort of those whose contribution was identifiable, but not for unidentifiable participants.

As geographical distribution impacts the visibility of team members’ effort and motivation, Geister et al. (2006) suggested that process feedback could be especially useful for assessing others’ contribution, and thus minimizing social loafing. Peñarroja et al. (2017) provided feedback on both performance and process, and helped participants to understand the feedback via a session of guided reflexivity. They found that feedback decreased the perceptions of social loafing, which in turn increased team cohesion. Geister et al. (2006) tested the effect of an online process feedback system on team members’ motivation and performance. Their findings demonstrate that process feedback is useful for increasing trust and the effort of the least motivated team member (Geister et al., 2006).

A recent review of the impact of process and performance feedback recognized specific limitations to the efficiency of feedback, such as feedback timing, level of sharedness and feedback valence (Gabelica et al., 2012). Delayed feedback has less impact on team motivation than immediate feedback (e.g., Kerr et al., 2005). Feedback information only available to specific individual team members is less effective than feedback available to all team members (e.g., Barr and Conlon, 1994). And feedback communicated with a negative tone has been shown to have a negative effect on team processes (e.g., Peterson and Behfar, 2003).

While most of the studies on the effect of feedback were conducted in collocated teams, the technology that supports collaboration among geographically-dispersed team members may provide feedback that overcomes these limitations. Specifically, collaborative platforms may provide a vehicle for process feedback that (1) is automatically generated as team interaction is happening, and therefore is immediate; (2) is displayed on the shared platform, and thus is accessible to all team members; and (3) is visual, in that it does not rely on specific wording that often reflects a positive or negative tone. Existing research on this type of feedback to date has been conducted largely by researchers in education and technology, who examine the impact of awareness systems on team learning and communication in classroom settings. In the next section we provide a short review of this literature, and highlight the opportunity it provides for understanding the effect of feedback on effort and social loafing in geographically distributed teams.

Team Awareness Systems and Visualization Tools

Team awareness refers to the ability to know what is going on in a team in real time. It helps the development of dynamic knowledge that is acquired and maintained via interactions within a team, and as a secondary goal, it aims to reflect process and assists in accomplishing a task (Gutwin and Greenberg, 2002, p. 416). Team awareness systems were developed to overcome the limitations of dispersed learning teams that use technology to communicate, thereby improving team processes and outcomes. Aiming to bring to awareness the hidden or unconscious team members’ behaviors, such as dominating a team conversation, team awareness systems are mostly used in the field of computer-supported collaborative work (CSCW, Gutwin and Greenberg, 2002) computer-supported collaborative learning (CSCL, Bodemer and Dehler, 2011) and group support systems (GSS, Dennis, 1996). However, the GSS research has rarely addressed the impact of team awareness on team effort or performance (Briggs et al., 2003).

Many awareness systems use visualization tools, as visualization produces an easier way to display and interpret complex and extensive information than verbal description (Ware, 2005). Specifically, visualization is typically used to reflect relative team member participation in communication-related activities (Janssen et al., 2007, 2011; Jermann and Dillenbourg, 2008; Kim et al., 2012). For instance, DiMicco et al. (2004) showed participants a graph that reflected the relative participation of each team member in a discussion. Jermann and Dillenbourg (2008) compared the effect of tools which reflected the relative or cumulated team members’ contribution to a specific discussion topic. Streng et al. (2009) created a visualization of the quality of a discussion, measuring it in comparison to a pre-scripted discussion structure. They compared a diagram-like visualization that included graphs and figures, with a metaphoric picture, in which objects represented the discussants’ roles (Streng et al., 2009). Similarly, Leshed et al. (2010), also aiming to reflect discussion quality, visualized the relative use of specific words categorized to themes, such as emotional or self-reference words, and compared the effect of visualization by bar-charts with visualization via an animated image.

Despite the common notion that visualizations mirror team participation across these studies, the empirical findings vary with respect to their effect on regulating effort and performance. For example, aiming to reach more equality in discussion, and examining the discourse of collocated teams, DiMicco et al. (2004) found that presenting the relative team members’ contribution to a discussion significantly reduced the amount of speech of the most active team member, but had no effect on the least active team member. Kim et al. (2012) examined collocated and distributed teams, and found that a representation of team members’ relative contribution to a conversation increased the overall discussion volume, and improved the level of cooperation among distributed team members. Similarly, Janssen et al. (2011) examined the effect of time that team members spent looking at the participation visualization, and found that time spent with the tool increased the amount of participation in online discussion, as well as the equality of participation among the team members, however, no effect was found on the actual team performance. Streng et al. (2009) found that metaphoric representation was more effective than chart-like representation and led to a quicker change in undesirable behavior. In contrast, Jermann and Dillenbourg (2008) did not find any effect of a visualization tool.

These inconsistencies draw attention to several distinctions among the mentioned visualization tools. The first distinction relates to the subjective versus objective reflection of teamwork. While some studies presented participants with the reflection of their actual measured level of participation (e.g., Janssen et al., 2007), others presented team members with subjective perceptions of participation (Geister et al., 2006). The subjective perception (peer feedback), though highly important, does not allow for a continuous immediate reflection of one’s own action, and as a result of subjectivity could be viewed as biased and distrusted by team members. The second distinction refers to how behavior was represented; some of the tools emphasized the amount of actual behavior (Janssen et al., 2007), thus increasing awareness of team processes, while others were more focused on the gap between the actual and the desirable behaviors for the task at hand (e.g., Streng et al., 2009). The establishment of a normative standard to which to compare team behavior interjects the same drawbacks that exist for more traditional verbal feedback: elements of subjectivity and context specificity. In contrast, automatic visualization of self and others’ effort should provide a more objective, valence-free feedback that increases team awareness, with less backlash due to a sense of subjectivity or manipulation. Over-complexity or over-gamification of the representation could also be a drawback, as it may draw more attention toward understanding the tool than to the actual teamwork (Leshed et al., 2010).

Balanced discussion that aims at equally distributed communication means reducing the contribution of the over-participator (DiMicco et al., 2004). In contrast, balancing team members’ effort on the work itself aims at reducing social loafing, which potentially means increasing the contribution of all team members, and especially the least contributing member. Thus, we suggest that automatic and dynamic visualization of team members’ actual task-related effort will increase team members’ awareness of other members’ effort, and serve as an external motivator to increase the overall level of team task-related effort.

H1: A visualization of the relative team members’ effort will increase overall team effort.

The Moderating Role of Team Composition

Examining feedback on the individual and team levels, researchers have long conceptualized that the effectiveness of feedback depends on team composition (e.g., DeShon et al., 2004). Team members’ abilities and predispositions influence both the actual team processes, as well as the ability to adjust to feedback. These differences could partially explain the inconsistency of feedback effectiveness documented in previous studies (Kluger and DeNisi, 1996). Nevertheless, existing team research has rarely studied the interaction of feedback and team composition.

Technological development facilitates the evolution of support systems, which are capable of visualizing team members’ effort. These capabilities provide a relatively easy and inexpensive way to increase team awareness in distributed teams. In addition, this mode of feedback can be easily altered and managed, such as by switching it on or off, or moving from team to individual level and vice versa. Thus, the use of such a tool could be adjusted to a specific team, taking into consideration team members’ predisposition and their initial motivation.

Building on the demonstrated importance of intrinsic motivation for reducing social loafing and increasing team effort (George, 1992), team composition researchers have looked at team members’ personality trait of conscientiousness (Bell, 2007; Hoon and Tan, 2008). Conscientiousness refers to the extent to which a person is self-disciplined and organized (Costa and McCrae, 1992), and has been found as the most consistent predictor of individual performance (Hurtz and Donovan, 2000; Salgado, 2003). Peeters et al. (2006) meta-analysis supported the claim that team members’ conscientiousness is positively related to team performance in professional and student teams. Looking to explain the mechanism through which conscientiousness influences team performance, researchers found that it is negatively related to social loafing (Ferrari and Pychyl Timothy, 2012; Schippers, 2014). Furthermore, Schippers (2014) found that teams with high levels of conscientiousness were able to overcome the negative effects of social loafing, as highly conscientious members compensated for the lack of effort of other teammates. This means that teams with a high proportion of conscientious members may demonstrate high levels of motivation and effort regardless of the visibility of their and other members’ effort. George (1992) demonstrated that when intrinsic motivation was low, task visibility significantly lowered social loafing. However, when intrinsic motivation was high, task visibility had no effect on team effort. Bringing these lines of research together, we suggest that effort visualization tools represent a way to enhance team extrinsic motivation via social comparison, and team members’ conscientiousness represents team members’ internal motivation. Thus, teams with a majority of members low in conscientiousness will have lower internal motivation and are likely to benefit more from an extrinsic motivation-inducing visualization of team effort, than teams where most members are high in conscientiousness. Raising awareness of the effort of other members can augment the motivation of members who are low in conscientiousness and reduce the withholding of task-oriented effort.

H2: The impact of an effort visualization tool on team effort will be moderated by team composition, such that the effort visualization tool will increase team effort in teams with a low number of highly conscientious members, but not in teams where most members are highly conscientious.

Building on the literature that connects effort to team performance (Hackman, 1987; Yeo and Neal, 2004; Byrne et al., 2005), we suggest that by increasing team members’ effort, a visualization tool focused on team effort will contribute to team performance. However, this effect will be moderated by team composition. Thus, we predict the following:

H3: The impact of an effort visualization tool on performance will be mediated by team effort and moderated by team composition.



MATERIALS AND METHODS

Sample and Procedure

We randomly assigned 335 MBA students to 80 distributed virtual project teams (3–4 members) as part of a cross-cultural management course. Males comprised 55% of the sample, and the average age was 29.23 years old (SD = 8.23). All teams had members located across different countries (geographically dispersed), with no previous familiarity. At the beginning of the project, participants individually completed a survey assessing their demographics and personality traits. As part of the team project, members of each team worked together to complete the Test of Collective Intelligence (TCI; Kim et al., 2017), which includes eight collaborative tasks. All teams were randomly assigned to one of the two conditions: effort visualization tool condition or control condition. Due to different technical problems experienced by eight teams, the final number of teams included in the study is 72. During the team task (TCI), team members’ effort was objectively measured. Team performance was measured as the aggregate t performance on all of the TCI tasks1. The data was collected under approval of Behavioral Sciences Research Ethics Committee, Technion – Israel Institute of Technology.

Manipulations and Measures

Effort visualization tool: Building upon the Platform for Online Group Studies (POGS; Kim et al., 2017) we integrated a visual awareness system, which reflected the relative effort of team members based on the number of keystrokes they made within the task collaboration space. Whenever a team member would type within the workspace the proportion of their contribution to the team’s work product was calculated relative to other team members and displayed as a bar across the top of the screen. Each team member is indicated by their unique color, which was also used to highlight the members’ keystrokes in the workspace. The more a team member contributed relative to other team members, the wider their colored bar got in real time (see Figure 1).


[image: image]

FIGURE 1. Illustration of the effort visualization tool. The bars represent each team member by color and the name. Bars automatically change their width based on the relative effort operationalized as the real-time count of valid keystrokes.



Team effort was operationalized by aggregating the total number of keystrokes made by the members of a given team while interacting with the tasks comprised in the TCI. The average number of keystrokes was 1468.35 per team (SD = 408.86). For correlations of the measure with performance and other variables see Table 1. The average number of keystrokes made by the most contributing team member M(max) = 566.10 (SD = 116.19) which was significantly higher than the average of the keystrokes made by the least contributing team member M(min) = 227.06 (SD = 156.13) t(71) = 16.15, p < 0.05.

TABLE 1. Means, standard deviations and correlations (team-level variables).
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Performance was measured as the team’s score on TCI. The TCI includes eight collaborative tasks, designed to capture diverse group processes (e.g., generating, memorizing, problem solving, and executing; Engel et al., 2014; Kim et al., 2017). For example, for the generating task, team members had to brainstorm as many ideas as they could for the usage of a brick. The memorizing task required team members to remember words placed in grids of various sizes and reproduce the word grids together. An example of problem solving tasks includes solving matrix reasoning puzzles similar to Raven’s Progressive Matrices. To measure teams’ executing process, we used a typing task where teams had to copy as much and as accurately as possible from paragraphs of text. The TCI score is a weighted average of the teams’ task scores with the weights chosen to maximize correlation with all the tasks. The measured reliability of the TCI was Cronbach’s alpha = 0.68. An advantage of using the TCI to measure team performance is that it focuses on a holistic measure of groups’ ability to work together across different types of tasks (teams’ collective intelligence), which more reliably generalizes to and predicts teams’ future performance than performance on a single task (Kim et al., 2017).

Team composition was measured by calculating the proportion of highly conscientious team members. Conscientiousness was measured on the individual level using the FFM scale (Gosling et al., 2003). The measured reliability of the scale was Cronbach’s alpha = 0.71. The sample of participants was (median) split into two categories: highly and low conscientiousness (Median = 4, on 5 items Likert-like scale; 1 - not at all, 5 - to a great extent; M = 3.95, SD = 0.83). After categorizing individual participants, the proportion of highly conscientiousness members was calculated for each team. This has been shown to be a better representation of the presence of a trait in a team compared to looking at team mean levels as it factors in the number of different people who possess the trait at a high or low level (for similar procedure, see Miron-Spektor et al., 2011).

Control variables used in analyses included the number of team members (3 or 4), proportion of females in the team and team members’ level of English proficiency (measured by self-evaluation, 1 = not proficient; 7 = fluent, overall average = 6.08).



RESULTS

Descriptive statistics and correlations among variables are presented in Table 1.

The first hypothesis regarding the effect of a visualization tool on team members’ effort was tested using a hierarchical regression model and revealed a significant effect of the visualization tool on team effort (b = 239.33, SE = 92.48, p = 0.01; see Table 2; Model 3). The effect of team composition on team effort was insignificant (Table 2; Model 3). The moderating effect of team composition (H2) was significant (b = -826.33, SE = 335.99, p = 0.02, see Table 2; Model 4).

TABLE 2. Hierarchical regression model for team effort.

[image: image]

Looking into the team composition distribution, we found that almost half of the teams (38 out or 72) had none or only one highly conscientious team member. Splitting the sample based on this characteristic allowed us to gain a better understanding of the interaction. Following Aiken and West (1991) we conducted simple slopes analysis, which revealed that for teams with a low percentage of highly conscientious members (i.e., teams with 0 or one highly conscientious team member) the impact of effort visualization tool led to a significant increase in team effort (b = 291.94, SE = 131.10, p < 0.05). However, for teams with a higher percentage of highly conscientious team members the impact of effort visualization tool was not significant (b = - 28.67, SE = 140.03, p = 0.84; see Figure 2).
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FIGURE 2. The moderating effect of team composition on the impact of effort visualization tool on team members’ effort.



Although we did not articulate a specific hypothesis regarding the effect of the effort visualization tool on highest and lowest team contributor, we suspected that due to the visualization of the relative effort social comparisons would become easier and therefore the effort visualization would increase the effort of the lowest contributor, but not the effort of the highest contributor. Indeed the results indicate that for the highest contributor there was no significant direct effect of the effort visualization tool, and no significant moderation effect of team composition. In contrast, for the lowest contributor the direct effect of the effort visualization tool was significant [F(1,70) = 3.69, p < 0.07]; lowest contributor without the tool (M(min) = 193.32; SD = 149.28; lowest contributor with the tool (M(min) = 262.71; SD = 157.36)). The moderation effect of team composition on the effort of the lowest contributor was also significant [F(3,68) = 4.00, p < 0.05] and similar to what we found for the total amount of contribution. We observed a significant effect of the effort visualization tool on the effort of the lowest contributor for teams with a low proportion of highly conscientious members (simple slope for -1SD; b = 110.42, SE = 51.47, p < 0.05), and an insignificant effect of the effort visualization tool on the effort of the lowest contributor for teams with a high proportion of highly conscientious members (simple slope +1SD; b = -14.96, SE = 51.62, p = 0.77).

To further validate our findings we looked at the variance in effort within teams, measured as standard deviation of the effort. The effort visualization tool and proportion of highly conscientious members each had no direct effect on the variance in effort within teams, however the interaction of them was significant [F(3,68) = 2.69, p < 0.07], and revealed that effort visualization tool had a significant negative effect on the variance in effort for teams with a low proportion of highly conscientious members (simple slope for -1SD; b = -0.04, SE = 0.02, p < 0.07) such that the effort visualization reduces the variance in effort in teams with fewer highly conscientious members. For teams with a high proportion of highly conscientious members the effect of the effort visualization tool was insignificant (simple slope for +1SD; b = 0.02, SE = 0.02; p = 0.24).

The third hypothesis suggested that the impact of the visualization tool on performance will be mediated by team effort and moderated by team composition. First, we examined the effect of the effort visualization tool and team conscientiousness on team performance. The results demonstrated a similar effect as found for team effort: the interaction effect was significant [b = 0.44; F(5,66) = 2.99, p < 0.05]. Similar to the effect on effort, the effort visualization led to a significant increase in team performance for teams with a low percentage of highly conscientious members (b = 0.35, SE = 0.17, p < 0.05), but not for teams with high percentage of highly conscientious members (b = -0.20, SE = 0.18, p = 0.14). The moderated mediation model was tested using bootstrap sampling produced by PROCESS macro in SPSS (Model 7; Hayes, 2013) and was significant [F(6,65) = 2.72, p < 0.05, R2 = 0.20]. Specifically the mediation was significant for teams with a low proportion of highly conscientious team members [CI 95% b = 545.64, SE = 150.71, p < 0.001, LL-UL (244.64; 846.64)], but not for teams with a high proportion of highly conscientious members [CI 95% b = -116.75, SE = 162.10, p = 0.47, LL-UL (-44.48; 206.88)].



DISCUSSION

The management of task-oriented effort in teams provides a great challenge for managers and researchers. While process feedback remains the most effective intervention for inducing task-oriented effort (Peñarroja et al., 2017), its availability and delivery could dramatically change, based on current technological developments (Streng et al., 2009; Leshed et al., 2010). Integrating the knowledge of the importance of one’s perceptions for regulating self-effort (e.g., Mulvey and Klein, 1998), with the literature on computer-mediated collaboration awareness systems (e.g., Bodemer and Dehler, 2011), this study demonstrated a way the visualization of team member effort may serve to provide efficient and effective process feedback.

In addition, incorporating team composition research that suggests the impact of team members’ traits on team motivation and effort (e.g., Bell, 2007), we theorized and found a moderating role of team members’ conscientiousness on the effect of the visualization tool on team effort and performance. Specifically, we found that the visualization tool was effective for teams with a low proportion of highly conscientious members, but not for teams with a high proportion of highly conscientious members. Thus, we have also demonstrated a boundary condition for this type of process feedback, based on team composition characteristics. We suggest that our study serves as an example for effective visualized process feedback, which when targeted appropriately based on team composition, may facilitate the effort and performance in geographically distributed virtual teams.

This study makes several theoretical contributions. First, it bridges several research streams which address task effort from different perspectives. By integrating the literature on social loafing (Chidambaram and Tung, 2005), team perceptions (Peñarroja et al., 2017), and feedback and awareness systems (e.g., Janssen et al., 2011), we demonstrated the positive role that automatic visualization may play in facilitating task effort. Research on social loafing addresses the role of social comparison, identification and fairness in understanding one’s effort in the context of teamwork (Mulvey and Klein, 1998; Alnuaimi et al., 2010). Illuminating these subjective processes, this line of research suggests a need for external intervention, which may influence or correct these perceptions via feedback (Peñarroja et al., 2017; Salas et al., 2008). However, the external facilitation required to produce effective integration of traditional feedback might limit its use due to the associated effort and cost required. At the same time, technological developments give us the ability to produce automatic visualized feedback (DiMicco et al., 2004; Jermann and Dillenbourg, 2008). This type of feedback has been studied mostly by education and technology researchers, and has not yet gained popularity among teams’ researchers. Integrating these new developments within the existing streams of research opens an opportunity for future research that may suggest different conceptualizations and operationalizations of process feedback, reflecting both the available technology and the aggregated past knowledge.

In addition, this study draws on the team composition literature (Peeters et al., 2006; Bell, 2007; Kelsen and Liang, 2018), and illustrates the need to address team composition when considering feedback interventions, by examining the moderating effect of team members’ conscientiousness on the effectiveness of the visualization tool. While technological developments open up the possibility of providing feedback in automated ways, such an approach requires strong and empirically-supported theories demonstrating the fit of feedback tools to a given team composition. Integrating these lines of research would allow for a better understanding of the interaction between internal and external motivations within a team, and their implications for team processes and performance.

Finally, this study emphasizes the importance of team processes and the potential for process feedback. The developing technology enables researchers and leaders to capture different aspects of team process, such as team effort, which were previously largely tacit and unobservable or solely reliant on team self-report. Embracing these abilities may contribute to a more profound understanding of team process and its responsiveness to process feedback.

Practical Implications

This study suggests two main practical implications. First, it presents how visualization of team members’ effort may reduce social loafing in distributed virtual teams. Using an automatic visualization may encourage team members to put more effort into their work, decreasing the misperceptions regarding other members’ under-participation. The use of such a tool could be especially effective for encouraging the effort of the least contributing member of the team (Geister et al., 2006).

In more general terms, technology provides new ways for capturing, measuring and managing team members’ effort. While in the past, effort was an elusive factor that was highly difficult to measure, today any computerized work allows for the possibility that effort could be objectively assessed and managed (e.g., Google Docs’ edit history, Slack’s workspace data). Nevertheless, it is important to note that technology use in teams can also activate negative mechanisms, producing adversarial and unintended consequences (Marjchrzak et al., 2013; Ter Hoeven et al., 2016). Effort does not always lead to better performance, and an abuse of “effort management” using technology may lead to loss of motivation, reactance, and unproductive behaviors. Therefore, there is a need for future research to suggest and test the effectiveness as well as the limitations of using technology to manage effort.

Our second practical implication relates to the need to fit process feedback to a team’s composition. As team facilitation in general and feedback in particular become more automated, there are more opportunities to address the specific needs of a team, based on its members’ characteristics. Our study demonstrates that the same effort visualization tool that is effective for teams with a low proportion of highly conscientious members is totally ineffective for teams with a high proportion of highly conscientious members. It is also possible that under some conditions, the same feedback will have the opposite effect. Looking into the future of team management, there is a growing need to understand what type of feedback would be more effective for different types of teams.

Limitations and Future Research

This study provides an integration of different lines of research and an empirical study that demonstrated the effect of an effort visualization tool on team effort and performance. On a general note, visualization tools aimed to raise team members’ awareness may increase the overall sense of being observed, and thus might lead to increased effort simply due to the mere presence of an observer, or, on the flip side may evoke participant reactivity. Here, in the context of our laboratory study, all participants were being “observed,” only the additional information about relative effort was manipulated, and the response to that observation was indeed the effect of interest. Conversely, participant reactivity may lead to mixed results, including negative feelings, and to an intentional withholding of effort. In this study, we did not observe such reactions, as could be evident from the additional analyses described which demonstrated an overall increase in effort related to the effort visualization tool, along with a decrease in variance in team members’ effort. However, future studies need to address this possibility, and examine the factors which may evoke such reaction.

An additional limitation of this study relates to the fact that the visualization tool was used during a short-term intervention. Future research should examine the long-term effects of an effort visualization tool, to realize its potential for learning, as well as the potential habituation that could occur if it was present in an ongoing way.

In addition, automation provides a range of different types of visualization and presentation (Janssen et al., 2007; Jermann and Dillenbourg, 2008; Streng et al., 2009). In this study we tested only one way of visualizing the relative effort in teams. The evolving research on awareness systems had started to address the different aspects of visualization, such as use of metaphoric representation or animated images (e.g., Leshed et al., 2010). However, more interdisciplinary research is needed to address both the psychological and perception-related aspects of team reflection.

While we focused on team members’ conscientiousness due to its relation to team members’ internal motivation, other aspects of team composition may also play an important role for team members’ acceptance of visualized team effort. For instance, team members with more independent self-construal (Triandis, 1989) might be less responsive to the relative representation of team effort than team members with more interdependent self-construal. Furthermore, the timing of the intervention could also serve as a moderating factor. In some teams it could be useful to reflect the effort at the initial stage of teamwork, while in others, it could be more efficient to introduce such feedback after the initial relationships in team have been established.



CONCLUSION

The purpose of this study was to present a developing area for the management of team effort via team visualization tools, thereby integrating new and more established lines of research from different disciplines, and to empirically test the effect of one such tool on effort and performance in geographically distributed teams. Consistent with our hypotheses, we found that the effect of team effort visualization tool was moderated by team composition, demonstrating that only teams with a low proportion of highly conscientious members benefited from the visualization. Integrating different lines of research, we demonstrate the way new technology enables objective, immediate, and visual process feedback, which may improve effort in geographically-distributed teams, and the way team composition moderates the effect of such feedback on team effort and consequently on team performance.
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Teams are an integral tool for collaboration and they are often embedded in a larger organization that has its own mission, values, and orientations. Specifically, organizations can be oriented toward a variety of values: learning, customer service, and even meetings. This paper explores a new and novel construct, organizational meeting orientation (the set of policies and procedures that promote or lead to meetings), and its relationship to perceived team meeting outcomes and work attitudes. An organization’s policies, procedures, and overall orientation toward the use of team meetings—along with the quality and perceived effectiveness of those meetings—set the stage for how teams develop and collaborate. Across two exploratory studies, we demonstrate that perceptions of an organization’s orientation toward meetings is associated with the perceived quality and satisfaction of team meetings, along with work engagement and intentions to quit. Employees who feel meetings lack purpose or are overused tend to be less engaged with their work and more likely to consider leaving the organization. Based on the findings, we conclude with a robust discussion of how meeting orientation may set the stage for team interactions, influencing how their team operates over time on a given project or series of projects. An organization’s orientation toward meetings is a new construct that may exert an influence on team dynamics at the organizational level, representing a factor of the organization that affects how and when teams meet and collaborate.
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INTRODUCTION

Workplace meetings are essential to both the functioning of organizations and employees’ workplace experiences. Of the estimated 55 million meetings occurring daily in the United States, managers in large organizations are dedicating over three-quarters of their time preparing for, attending, leading, and processing meeting results (Keith, 2015). Among the various reasons to call a meeting, workplace meetings can be used to share information (McComas, 2003), brainstorm (Reinig and Shin, 2002), socialize (Horan, 2002), and solve problems (e.g., McComas et al., 2007). Being that meetings are an integral part of organizations, firms may have a unique culture of policies, procedures, and practices that promote, emphasize, and result in meetings – that is, a meeting orientation (Hansen and Allen, 2015). Meeting orientation is a relatively unexplored topic in meeting science, and no empirical studies have looked at its relationship to employee attitudes concerning meetings or their broader work environments (Allen and Hansen, 2011; Hansen and Allen, 2015). An organization’s overall culture toward meetings (i.e., meeting orientation) may have important consequences for how groups and teams develop over time by, for instance, influencing how often, when, and under what circumstances group members come together to work and discuss problems.

Across two studies, we propose that there are a number of ways in which individuals’ belief about the meeting orientation of their organization may influence how people view various meeting and organizational outcomes, which can subsequently influence team development over time. Specifically, building upon the original theory and conceptualization by Hansen and Allen (2015), we argue that meeting orientation is related to employees’ satisfaction with meetings and the perceived effectiveness of meetings, along with broader work-related attitudes such as intentions to quit (ITQ) and work engagement. Consistent with other theories of and empirical evidence for organizational orientations (e.g., market orientation; Kirca et al., 2005), we believe meeting orientation will relate to both proximal (team meeting satisfaction) and distal (work engagement) individual outcomes. After establishing meeting orientation as an important construct of interest in meeting science and for organizations, we provide a discussion and testable propositions for future research regarding how meeting orientation, and a firm’s overall cultural toward meetings, can influence how teams develop and grow over time.

Organizational Orientations and the Meeting Orientation

Organizational orientations provide a potential competitive advantage for firms and examples include a market orientation or entrepreneurial orientation (Kirca et al., 2005; Rauch et al., 2009). A particularly relevant organizational characteristic that may affect team meeting processes and outcomes, as well as employee attitudes toward the organization, is an organization’s meeting orientation, or the policies, procedures, and practices that emphasize, promote, or leads to meetings (Hansen and Allen, 2015). As market, entrepreneurial, and learning orientations affect how an organization structures itself and operates (e.g., Matsuno et al., 2005), a meeting orientation describes the value that an organization places on meetings (i.e., team meetings) and how often meetings are used as a collaborative tool. The meeting orientation serves as the mode by which other organizational orientations permeate and are enacted across the organization. That is, unlike other organizational orientations, meeting orientation is a process focused orientation specific to how people in the organization interact with one another in, through, and around their group and team meetings.

The degree to which an organization is oriented toward the use of group and team meetings is best represented on a continuum from low to high (Hansen and Allen, 2015). Organizations with a high meeting orientation implicitly or explicitly encourage employees to use group and team meetings as an important form of interaction and the overall work process. Therefore, high meeting orientation organizations may hold many workplace meetings, but those group and team meetings are not necessarily good meetings. Likewise, low meeting orientation organizations may hold fewer meetings, and meetings are not necessarily higher or lower quality than in organizations with a different meeting orientation. For example, meetings may be viewed negatively when a meeting culture inhibits employees from doing their job because they attend too many group and team meetings. Alternatively, additional meetings that provide employees the opportunity to pose questions to executive management can be viewed positively (Hansen and Allen, 2015). Depending on the context, these meeting cultures may be advantageous or disadvantageous.

Meeting orientation is composed of four facets: policy focus, rewards for meetings, strategic use of meetings, and overuse of meetings (Hansen and Allen, 2015). Policy focus refers to the strength of formal policies and procedures at the organizational level with respect to meetings. Rewards for meeting speaks to how much organizational members believe that the organization rewards people who attend, lead, or organize meetings. Strategic use of meetings deals with how much an organization relies on meetings to gather, disseminate, or respond to information. Finally, meeting overuse refers to how much an organization utilizes meetings too often or holds meetings that are too long.

Despite the potential relevance and impact that an organization’s meeting orientation may have on the way employees interact, no published research has empirically evaluated the relation between meeting orientation and meeting outcomes. As previously mentioned, a high or low meeting orientation does not necessarily provide an indication as to the quality of an organization’s meetings or how satisfied employees are with their group and team meetings at work. However, based on the nature of several meeting orientation facets, there are a number of ways in which individuals’ beliefs about the meeting orientation of their organizations may influence how people view their meetings. Further it may influence how they view their organization and it may enable or constrain their team’s ability to function over time.

Overview of Studies

We conducted two studies to investigate the concept of meeting orientation and its relation to team meeting and organizational outcomes. These were exploratory studies designed to be a “first look” at the concept of a meeting orientation and how it may be related to organizationally relevant employee attitudes. Our first study sought to explore whether policy focus, rewards, strategic usage, and potential overuse were advantageous or disadvantageous to perceptions of team meeting quality. Given that meetings are events that can be strategically used to foster employee engagement (Allen and Rogelberg, 2013), in Study 2 we explored whether the facets of meeting orientation were related to work-related outcomes such as employee engagement and ITQ.



STUDY 1

The four facets of meeting orientation will likely differentially relate to team meeting outcomes. First, one facet of meeting orientation is group and team meeting overuse, or how much an organizational member thinks that the organization has too many meetings, has meetings that are too long, or routinely holds meetings just because meetings are scheduled. Individuals who believe that their organization overuses group and team meetings are likely to think that, in general, meetings are not effective or satisfying. One aspect of an effective meeting is having and achieving goals. Routine or “standing” meetings, and other meetings generally, may have no clear goals, making it difficult for the meeting to be effective. Likewise, people tend to dislike meetings (Tracy and Dimock, 2004), and this dislike may intensify if individuals believe that their organizations have too many meetings. Finally, people may not trust their group or team meeting leader’s managerial abilities or capacity to “do the right thing” if meeting attendees think the organization has too many meetings. Employees may view managers, who typically lead team meetings at work, as embodiments of the organization (Eisenberger et al., 1986), and if the organization overuses meetings, then the manager overuses group and team meetings. Therefore, we hypothesize the following:

Hypothesis 1: Overuse will be negatively related to team meeting effectiveness (1a) and team meeting satisfaction (1b).

The other three facets should have a markedly different relationship to meeting outcomes. Strategic use of meetings, or how much meeting attendees believe their organizations use group and team meetings to gather, exchange, and act on information, may be positively related with both team meeting effectiveness and team meeting satisfaction. People who believe that their organizations have meetings for a purpose, namely to interact with information, are likely to believe that those group and team meetings are effective and satisfying because the purpose is readily apparent and aligns with important, widely held assumptions about what a work meeting should be (Allen et al., 2014).

Policy focus and rewards may also influence how supported group and team meeting attendees feel from the organization. Support in this case derives from perceived organizational support (POS) theory (Eisenberger et al., 1986), which refers to the extent to which employees believe that their work organization cares about their wellbeing and values their contribution. A team meeting leader is supportive by valuing contributions of attendees and by fostering a caring atmosphere in their group or team meetings. If an organization has an orientation toward the strategic use of meetings and the organization rewards the use of meetings, team meeting attendees may feel that the meeting leader is supportive. For instance, if a meeting has a purpose for information sharing and the organization encourages these sorts of group and team meetings, meeting leaders may become adept at conducting these meetings by supporting and encouraging the participation of all attendees. Likewise, if group and team meetings are overused and lack purpose, attendees may not feel supported because their meeting role is unclear or the meeting is generally unnecessary.

Hypothesis 2: Policy focus (2a), rewards (2b), and strategic use of meetings (2c) will be positively related to team meeting satisfaction.

Hypothesis 3: Policy focus (3a), rewards (3b), and strategic use of meetings (3c) will be positively related to team meeting effectiveness.

Figure 1 includes hypothesized relationships in Study 1.
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FIGURE 1. Hypothesized relationships in Study 1.



Methods

Participants and Procedure

In exchange for course credit, students in an undergraduate psychology course recruited working adults to participate in the study through Qualtrics, an online survey tool. A total of 22 students sent invitations to potential participants, 174 of whom finished the survey. Thus, the final sample consisted of 174 well-educated adults (59% held a four-year degree) who ranged from 19 to 68 years old (M = 38.72, SD = 13.03). Of participants who provided information, 30% were men. Respondents worked in a variety of industries such as healthcare, education, and the military. Workers who supervised at least one employee comprised 48% of the sample.

Due to the cross-sectional nature of the design, we implemented several procedures to mitigate concerns of common method bias (Podsakoff et al., 2003). Adhering to the recommendations proposed by Podsakoff et al. (2003), which are aimed at reducing demand characteristics and evaluation apprehension, participants were assured that they would be provided with anonymity, and that their responses would not be considered right or wrong. We also followed recommendations suggested by Conway and Lance (2010), which include utilizing counterbalancing of measures and demonstrating adequate evidence of measure reliability. In an effort to mitigate concerns of item-context-induced mood states, priming effects, and biases related to the order of measures or individual items, all measures and items were counterbalanced via randomization. Furthermore, each item utilized simple and precise language, addressing one particular concept, as suggested by Tourangeau et al. (2000).

Measures

Team meeting effectiveness

Participants indicated how effective they felt their last meeting was across six areas (e.g., “Achieving your own work goals” and “Providing you with an opportunity to acquire useful information”) using a 5-point Likert scale (1 = very ineffective; 5 = very effective). Cronbach’s alpha for this measure was 0.83.

Team meeting satisfaction

Meeting satisfaction was measured using a 6-item measure developed by Rogelberg et al. (2010). Participants read a question stem (“My last meeting was…”) followed by series of adjectives and indicated how well each one described their last meeting (e.g., “stimulating” and “boring”) from 1 (strongly disagree) to 5 (strongly agree). Cronbach’s alpha estimate of internal consistency was 0.85.

Meeting orientation

Allen and Hansen’s (2011) meeting orientation scale consists of four facets: policy focus, rewards, strategic use, and overuse. Three items comprise each facet. Participants indicated their agreement or disagreement to statements for each facet. Items for policy focus included my firm “has policies that promote meetings,” “has a lot of standard procedures associated with meetings,” and “has what could be called a meeting orientation.” Items for rewards were my firm “rewards those who attend meetings,” “rewards those who lead meetings,” and “rewards those who organize meetings.” For strategic use, items were my firm “holds meetings to gather information,” “holds meetings to disseminate (share) information with attendees,” and “holds meetings to respond to (gathered) information.” Lastly, overuse was measured with the following items: my firm “has more meetings than what is required,” “has longer meetings than what is required,” and “holds meetings for meetings sake.” Participants responded to all items on a scale ranging from 1 (strongly disagree) to 5 (strongly agree). Hansen and Allen (2015) conducted a factor analysis of the scale and found that the four-factor solution fit the data best and explained 79% of the variability in the rotated sum of square factor loadings. Further, average variance extracted for each factor exceed 0.71 for all factors and Cronbach’s alpha was 0.79 or greater. In the current study, rewards (0.85), strategic use (0.67), and overuse (0.77) demonstrated acceptable internal consistency as assessed by Cronbach’s alpha, whereas the internal consistency of the policy focus measure was somewhat low (0.58).

Meeting and demographic variables

Participants reported on several factors of their last workplace meeting including meeting type, purpose (Allen et al., 2014), and number of attendees. Demographic variables included age, race/ethnicity, education level, job status, job tenure, and job level.

Results

Descriptive statistics, alpha estimates of internal consistency, and correlations between study variables are included in Table 1. Hierarchical regression analyses were used to test each hypothesis. All hypotheses related to each outcome were tested concurrently in the same regression models.

TABLE 1. Descriptive statistics and correlations of focal variables in study 1.
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Team Meeting Satisfaction

Hypotheses 1a and 2a,b predicted that overuse would be negatively related to team meeting effectiveness, whereas policy focus, rewards, and strategic use of group and team meetings would be positively related to team meeting satisfaction. In order to separate the influence of demographic factors on meeting satisfaction, the first step of the regression model included age, number of meetings attended per week, supervisory status, and job level as control variables, following best practice recommendations for statistical controls (Becker, 2005). Meeting load, or the number of meetings participants attend within a given period, has been demonstrated to affect employee job attitudes (Luong and Rogelberg, 2005). This step accounted for a significant amount of variance in meeting team satisfaction, F(4, 153) = 4.47, p = 0.002, R2 = 0.11.

In the second step of the analysis, the meeting orientation dimensions were jointly added to the model in order to test the relationships of interest and accounted for an additional 18% of variance in team meeting satisfaction, F(8, 149) = 7.46, p < 0.001. Results indicated that overuse (β = -0.20, p = 0.007) and strategic use of meetings (β = 0.36, p < 0.001) were significantly related to meeting satisfaction, thus providing support for hypotheses 1a and 2c. Policy focus (β = -0.01, p = 0.88) and rewards (β = 0.10, p = 0.18) were not related to meeting satisfaction so hypotheses 2a and 2b were not supported.

Team Meeting Effectiveness

The analytic strategy described for team meeting effectiveness as the outcome variable was followed to test hypotheses related to team meeting effectiveness. Hypothesis 1b predicted that overuse would be negatively related to team meeting effectiveness, and hypothesis 3a,c proposed that policy focus, rewards, and strategic use of meetings would be positively related to team meeting effectiveness.

As in the earlier test of meeting satisfaction, the first step of the regression model included age, number of meetings attended per week, supervisory status, and job level as control variables. These demographic variables did not account for a significant portion of the variability in meeting effectiveness, F(4, 156) = 0.72, p = 0.56, R2 = 0.02. The meeting orientation facets were then added to the model in the second step and explained an additional 29% of meeting effectiveness variance, F(8, 152) = 8.60, p < 0.001. Overuse (β = -0.22, p = 0.002) and strategic use of meetings (β = 0.53, p < 0.001) were significantly related to meeting effectiveness, which provided support for hypotheses 1b and 3c. Policy focus (β = -0.01, p = 0.89) and rewards (β = -0.01, p = 0.88) were not related to meeting satisfaction so hypotheses 3a and 3b were not supported. Complete results analyses are displayed in Table 2.

TABLE 2. Hierarchical multiple regression analyses predicting meeting satisfaction and meeting effectiveness in study 1.
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STUDY 2

The dimensions of meeting orientation may uniquely relate to employee work-related attitudes. According to Hansen and Allen’s (2015) theoretical propositions, meeting orientation should impact the culture, structure, and resources within an organization. Workplace meetings provide a setting in which supervisors and subordinates come together and interact in meaningful ways. Therefore, organizations with a high meeting orientation allow employees more opportunities for such meaningful interactions. High quality interactions are associated with trust, loyalty, respect, and obligation (Cropanzano and Mitchell, 2005). As a result, high quality leader-member exchange can result in organizational outcomes including: organizational commitment, turnover intentions, actual turnover, and job performance (Graen and Uhl-Bien, 1995).

However, certain facets of meeting orientation may be advantageous or disadvantageous relative to employee attitudes. For instance, employees who believe that their organization overuses group and team meetings—meeting overuse is a negative facet of meeting orientation that refers to the degree to which employees believe the organizations has too many meetings—may have poor work attitudes. Building from social exchange theory and POS theory, if employees believes that the organization does not value their time and wastes it on unnecessary group and team meetings, the employees are likely to have less favorable work attitudes. These positive (or negative) interactions may represent something beyond the dyadic relationship because leaders represent a proxy for the organization (Graen and Uhl-Bien, 1995). Subordinates who perceive their supervisors to be supportive may construe this interaction as an extension of the organization’s support. Through social exchange mechanisms, subordinates may further identify with the organization’s goals and care about organizational outcomes (Eisenberger et al., 1986). Therefore, we propose the following hypotheses:

Hypothesis 4: Overuse will be positively related to ITQ.

Hypothesis 5: Overuse will be negatively related to work engagement.

An organization’s emphasis on meeting orientation may contribute to both employee engagement and ITQ. Previous research demonstrated that employee engagement can be fostered in the context of workplace meetings (Allen and Rogelberg, 2013). Specifically, effectively managed group and team meetings create the conditions necessary for employees to engage in their work. Organizations with a stronger meeting orientation may provide employees with group and team meeting opportunities that assist with their ability to perform at optimal levels, connect with their role in the organization, and become fully immersed in their work (Bakker and Shaufeli, 2008).

In contrast, the group and team meeting context may also allow employees to engage in withdrawal behaviors—temporarily or permanently separating from their work roles (Harrison et al., 2006). For example, there are a variety of counterproductive team meeting behaviors that precipitously decrease employees’ attitudes related to their meetings and their organization overall (Lehmann-Willenbrock et al., 2016). As meetings are repeatedly held in contexts that are not conducive to the team’s best interests, individuals may feel drained and burned out since they are relying on this form of collaboration to facilitate the accomplishment of their goals. Thus, we believe that supervisors that exemplify the positive aspects of an organizations meeting orientation will enable engagement and reduce feelings related to quitting. The following are hypothesized:

Hypothesis 6: Policy focus (6a), rewards (6b), and strategic use of meetings (6c) will be negatively related to ITQ.

Hypothesis 7: Policy focus (7a), rewards (7b), and strategic use of meetings (6c) will be positively related to work engagement.

Although we expect that an organization’s meeting orientation is related to various job attitudes, such as ITQ and work engagement, additional team factors seem relevant in the context of this framework. That is, if meeting orientation is optimal or suboptimal, there are team factors that may strengthen positive job attitudes or reduce negative job attitudes. One good condition for teamwork, perceptions of voice, may promote good team behaviors (Gorden and Infante, 1991).

Voice refers to the degree in which employees feel as if they have voice and freedom to discuss their concerns (Gorden and Infante, 1991). Traditionally, this concept has been used as an important variable for employees who feel the need to change dissatisfying working conditions (Hirschman, 1970). Employees that perceive themselves to have a high voice may feel that: their ideas are valuable, they may share such ideas with others, and they may feel like they can actively participate in solving problems rather than simply acknowledging to decisions made by management (Gorden and Infante, 1991). In the context of meeting orientation, voice may serve as a resource that augments the effect of meeting orientation on positive workplace attitudes and depresses the effect of meeting orientation on negative workplace attitudes. In other words, we expect that the act of allowing dissenting views, ideas, or opinions in meetings may build a context of openness that empowers employees to take ownership of their work; in turn, this should promote feelings of engagement and reduce ITQ. Thus, we hypothesize:

Hypothesis 8: Voice in team meetings moderates the relationship between policy focus (8a) and strategic use of meetings (8b) and ITQ, such that the relationships will be more strongly negative when voice is low compared to high.

Hypothesis 9: Voice in team meetings moderates the relationship between policy focus (9a) and strategic use of meetings (9b) and engagement, such that the relationships will be more strongly positive when voice is high compared to low.

Figure 2 includes all hypothesized relationships tested in Study 2.
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FIGURE 2. Hypothesized relationships in Study 2.



Methods

Participants and Procedure

Participants in this study were recruited through a snowball sampling technique. Undergraduate students attending a large southeastern university enrolled in a psychology course were given a description of the study and Qualtrics link to share with full-time working adults in exchange for course extra credit. At the end of the survey, participants were encouraged to forward the survey link to other working adults who might be interested in participating. Participants were required to be employees in the United States who attend at least one work meeting per week. The sample consisted of 213 primarily White (66%) working adults, nearly split between males (48%) and females (52%).

Measures

Meeting orientation

The 12-item meeting orientation scale (Allen and Hansen, 2011) described in Study 1 was used in Study 2. Estimates of internal consistency as assessed by Cronbach’s alpha exceed 0.79 for all scales.

Work engagement

Employee work engagement was assessed using the Utrecht Work Engagement Scale (Schaufeli and Bakker, 2003). The scale consists of 17 items that measure three dimensions of work engagement: vigor, dedication, and absorption. Sample items include “At my work, I feel bursting with energy” (vigor), “I find the work that I do full of meaning and purpose” (dedication), and “I am immersed in my work” (absorption). Participants responded using a 7-point scale to indicate how often they feel each way at work from never to always. Engagement is typically examined as one factor due to high inter-correlations between the three dimensions (Allen and Rogelberg, 2013), as is the case in the present study. Internal consistency for this measure was 0.94.

Intentions to quit

A 3-item measure developed by Landau and Hammer (1986) was used to capture employees’ ITQ their work organization. Along a 7-point scale, participants reported the extent to which they agree with the statements (e.g., “I am actively looking for a job outside my current company”) from not at all to extremely. This measure demonstrated acceptable internal consistency with a Cronbach’s alpha of 0.88.

Voice

Voice was assessed using a 5-item measure from Gorden and Infante (1991) focusing on the degree to which employees felt they had voice and freedom to discuss concerns in their company or organization. Sample items included: “there was fear of expressing your true feelings on work issues” and “employees were penalized if they openly disagreed with management practices.” Ratings were made on a 7-point scale ranging from 1 (never) to 7 (always). Internal consistency for this measure was 0.75.

Results

Descriptive statistics, alpha estimates of internal consistency, and correlations between study variables are included in Table 3. Hierarchical regression analyses were used to test each hypothesis, and complete results of the final models are displayed in Table 4.

TABLE 3. Descriptive statistics and correlations of focal variables in study 2.
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TABLE 4. Hierarchical multiple regression analyses predicting intentions to quit and work engagement in study 2.
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Intentions to Quit

Hypotheses 4 stated that overuse would be positively related to ITQ, whereas Hypotheses 6a,c proposed that policy focus, rewards, and strategic use of meetings would be negatively related to ITQ. Our control, number of meetings per week did not explain a significant amount of variability in ITQ, F(1, 211) = 0.02, p = 0.88, R2 = 0.00.

The meeting orientation facets were jointly added to the model in the second step and accounted for an additional 19% of variance in ITQ, F(5, 207) = 9.81, p < 0.05, R2 = 0.19. Overuse (β = 0.32, p < 0.001) and policy focus (β = -0.29, p < 0.05) were significantly related to ITQ, which supported Hypothesis 4 and 6a. Rewards (β = 0.07, p = 0.30) and strategic use of meetings (β = -0.08, p = 0.28) were not related to ITQ, which did not support Hypotheses 6b or 6c.

We also hypothesized that the relationship between policy focus and strategic use of meetings and ITQ would be moderated by voice, such that the relationships would be stronger when voice was high compared to low. First, we calculated an interaction term between policy and strategic use of meeting sand ITQ. For the regression analyses, the first step contained the control, number of meetings per week, the second step contained voice, the third step contained the four meeting orientations, and the interaction term was entered in the final step. The interaction term between policy and voice was significant and accounted for a significant portion of variance in ITQ, ΔR2 = 0.02, β = 0.66, p < 0.05, within the context of the entire model, F(7, 205) = 13.30, p < 0.05, R2 = 0.31, supporting Hypothesis 8a. Similarly, the interaction term between strategic use in meetings and voice was significant, ΔR2 = 0.02, β = 0.07, p < 0.05, within the context of the entire model, F(7, 205) = 13.38, p < 0.05, R2 = 0.31, supporting Hypothesis 8b. The interactions are depicted in Figures 3, 4.
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FIGURE 3. Strategic use of meetings interacted with voice such that using meetings strategically was most beneficial in reducing intentions to quit when voice was low (1 SD below the mean) compared to high (1 SD above the mean).
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FIGURE 4. Policy focus interacted with voice such that the negative relationship between ITQ and policy focus was stronger when voice was low compared to high.



Work Engagement

Hypotheses 5 proposed that overuse of meetings would be negatively related to work engagement, and Hypotheses 7a,c stated that policy focus, rewards, and strategic use of meetings would be positively associated with work engagement. The first step with the control variable, number of meetings per week, did not explain a significant amount of variance in work engagement, F(1, 211) = -0.08, p = 0.78, R2 = 0.00.

The four meeting orientation facets were added to the model in the second step and accounted for an additional 19% of variance in work engagement, F(5, 207) = 9.97, p < 0.05, R2 = 0.19. Policy (β = 0.28, p < 0.05) and strategic use of meetings (β = 0.23, p < 0.05) were significantly related to work engagement in the appropriate directions so Hypotheses 7a and 7c were supported. Overuse (β = -0.11, p = 0.09) and rewards (β = -0.01, p = 0.86), however, were not related to ITQ, which did not support Hypothesis 5 or 7b.

We also hypothesized that the relationship between policy focus and strategic use of meetings and engagement would be moderated by voice, such that the relationship would be stronger for those with greater policy focus or strategically focused orientations. First, we calculated an interaction term between policy and strategic use of meeting sand ITQ. For the regression analyses, the first step contained the control, number of meetings per week, the second step contained voice, the third step contained the four meeting orientations, and the interaction term was entered in the final step. The interaction term was not significant for either policy (ΔR2 = 0.00, β = 0.13, p = 0.70) or strategic use (ΔR2 = 0.00, β = -0.06, p = 0.88).



GENERAL DISCUSSION

This paper represents the first empirical investigation of the meeting orientation construct. As the first, exploratory step in a broader investigation of organizational meeting orientation, the results of this study confirm a series of hypotheses that relate facets of meeting orientation, policy focus, rewards, strategic use, and potential overuse, to perceived team meeting effectiveness and team meeting satisfaction as well as ITQ and work engagement. In Study 1 which included all variables, strategic use was positively related to perceived team meeting effectiveness and satisfaction; overuse, on the other hand, was negatively related to perceived team meeting effectiveness and satisfaction, whereas rewards and policy were not related to either outcome. Extending our findings from Study 1, we explored the extent to which an organization’s orientation toward meetings influences employee attitudes toward the organization. We found that employees in firms with a stronger, positive meeting orientation (defined as high on strategy, policy, and rewards and low on overuse) were more engaged in their work than employees in firms with a weak or negative meeting orientation. Policy, rewards, and strategic use were positively related to engagement, whereas meeting overuse was negatively related. Similarly, our findings indicate that meeting orientation is also related to employee ITQ. Greater meeting overuse was associated with higher turnover intentions, whereas strategic use of meetings was negatively related to ITQ.

In Study 2, we expanded our focus to an important variable related to group dynamics: perceived voice in meetings. Employees who believe they have high voice in meetings are more likely to speak up to voice their concerns, thoughts, and opinions during a group meeting context (Gorden and Infante, 1991). Indeed, we found that voice moderated the relationship between some facets of meeting orientation and ITQ. In general, a stronger organizational meeting orientation toward strategic use of team meetings for sharing, reacting to, and action upon information and having specific policies for the use of group and meetings was more beneficial to lower ITQ when voice was low compared to high. These findings illustrate that, in the absence of productive climates toward group interactions, factors specific to the organizational team meeting context can compensate, thereby leading to a more favorable employee attitude.

Despite the strong pattern of results linking aspects of meeting orientation to group and team meeting outcomes and employees’ work attitudes, several of our hypotheses were not supported. Controlling for number of meetings attended per week and the unique contribution of each facet of meeting orientation, policy focus and rewards explained unique variability only in work engagement. One reason for the relatively small contributions of these facets may be that these facets are more nebulous and less concrete than the others. For example, many organizations may not have specific policies that promote group and team meetings that employees can readily identify, meaning that the policy focus aspect of meeting orientation may not be useful or that the scale needs to be modified. Similarly, employees may have difficulty recalling specific rewards that their organizations offer to people who attend, lead, or organize team meetings.

Theoretical Implications

The results of these studies have several implications. First, although the fact of being unstudied does not necessarily warrant research into a new area, this paper provided preliminary evidence that facets of organizational meeting orientation are related, and in some cases quite strongly, to important team meeting outcomes. For instance, prior research has demonstrated that satisfaction with meetings is a unique component of overall job satisfaction, even controlling for all traditional predictors of job satisfaction (Rogelberg et al., 2010). Across the two studies reported in this paper, organizational meeting orientation explained 33% of the variability in team meeting effectiveness, 20% of team meeting satisfaction, 19% of ITQ, and 19% of employee engagement. Much research on improving group and team meetings focuses on individual meeting practices, such as using an agenda, which may be helpful in improving the meetings of specific managers, but does not address meeting processes and procedures fostered at the organizational level.

Second, a variety of meeting scholars (cf. Allen et al., 2015) have suggested that technological advances in the workplace have nearly made informational meetings, or meetings in which people gather and exchange information, irrelevant, and that these irrelevant and unnecessary team meetings have contributed to the negative view of meetings in popular culture. The results of the study, however, indicate that people are more satisfied and believe that their group and team meetings are more effective when the organization supports and extensively utilizes information sharing in team meetings.

Third, group and team meetings may serve as an important tool which allows for the facilitation of employee-supervisor interactions; guided by an organizational meeting orientation, these exchanges can be advantageous and disadvantageous toward work attitudes. For instance, if an employee evaluates the dyadic relationship positively, they may construe the interactions as an extension of the organization’s support, thus, may be more motivated to accomplish work tasks (Eisenberger et al., 1986). However, if an employee feels as if their supervisor requires attendance to too many irrelevant team meetings, the employee may evaluate these interactions negatively, thus, engage in withdrawal behaviors (Allen and Rogelberg, 2013). The effects of these interactions may ripple across work attitudes.

Practical Implications

Organizations may have various organizational-level orientations (e.g., market, customer, technology) meant to advance the topic of interest (Hansen and Allen, 2015). Although meeting orientation is not an overarching business aim like those previously mentioned, there are potentials for positive outcomes related to employee engagement, transfer of knowledge, and dynamic capabilities (i.e., response to change) as explained by Hansen and Allen (2015) in their theoretical framework. Being that policy and overuse meeting orientations are related to these job outcomes, there seem to be high costs associated with overuse and turnover intentions but gains related to policy and managerial support. Our findings warrant several managerial and organizational implications.

In terms of managerial implications, our findings suggest that meeting leaders have the discretion to capitalize on planning and leadership behaviors associated with the various meeting orientation dimensions. First, managers should consider whether it is necessary to schedule a team meeting; if the information can easily be shared through email or one-on-one conversations, managers should take advantage of these alternative forms of communication rather than holding pointless meetings. Second, when calling employees for a necessary group or team meeting, leaders should only invite people for which the content is relevant. For instance, rather than a manager calling their entire team, managers can make decisions as to which collaborators are essential to accomplish the meeting’s purpose. Third, to respect everyone’s time, meeting leaders should use an agenda as a roadmap to guide and end the team meeting when the items are completed. Fourth, it is crucial that meeting leaders utilize group and team meetings as a strategic tool to gather, disseminate, and respond to information relevant to all attendees.

In terms of organizational implications, our findings suggest that organizations can use meeting orientation as a competitive advantage to guide skills, behaviors, and processes of leaders and employees. First, organizations should assess where they fall within the four dimensions of meeting orientation; if necessary, organizations should make adjustments to the policies, procedures, and practices surrounding their meeting usage. Second, since group and team meetings may be perceived as interruptions from daily work tasks, organizational leaders should instruct on when it is appropriate to hold team meetings. Third, organizations should institute policies, procedures, or training programs to instruct managers on good team meeting practices (e.g., temporal, physical, cross-cultural considerations).

Limitations

The findings of the study are an encouraging first step in the exploration of organizational level attitudes toward team meetings that can affect individual level outcomes, but a number of limitations must be considered when interpreting these findings. Most importantly, data examined in this study is cross-sectional in nature, which precludes drawing causal connections between variables, especially considering the scant literature and theorizing on meeting orientation generally. Furthermore, the cross-sectional, same-source data also makes the findings less potent. Although the models in this study depict meeting orientation leading to team meeting effectiveness, team meeting satisfaction, ITQ, and work engagement, it is entirely plausible that the opposite is true. For example, perhaps people who think their meetings are effective and satisfying believe that the organization strategically uses (and does not overuse) meetings. Future research should examine meeting orientation using a variety of data sources, such as objective, behaviorally based measures of team meeting effectiveness or quality, and relate these two ratings of meeting orientation.

Second, participants in this study represented a wide variety of organizations and were therefore each rating different organizations and different meetings. This is both a strength (i.e., increases generalizability) and limitation (i.e., hard to make specific predictions) of the studies. To strengthen the design, future research on meeting orientation should contain a combination of individual and organizational levels of analyses, such that multiple data points are collected within each organization to make comparisons across organizations possible. As meeting orientation is inherently an organizational level factor, of interest to meeting researchers should be how organizations with different meeting orientations conduct and approach group and team meetings, and another area that he may be how individuals with in those organi zations perceive their meetings.

Third, we implemented several strategies to mitigate concerns of common method variance given the cross-sectional nature of these studies (Podsakoff et al., 2003). To reduce demand characteristics and evaluation apprehension, we assured participants that their responses would remain anonymous and that there were no right or wrong answers. To mitigate order effects, priming effects, and item-context-induced mood states, we counterbalanced the measures and items through randomization (Podsakoff et al., 2003; Conway and Lance, 2010). To optimize comprehension, each item was simple, specific, and concise.

Future Directions and Propositions for Teams Over Time

Although the forgoing studies substantiate the existence of meeting orientation, they cannot directly speak to how meeting orientation impacts teams at initial formation and over time as they work in the organization. However, an organization’s orientation toward the use of team meetings in each of the four facets could have implications for the ways in which teams develop and evolve over time. In our approach to meeting orientation, a “positive” orientation includes high levels of strategic use, policy focus, and rewards, whereas a negative orientation is low on those facets and high on overuse. Based on the findings reported in this paper, we develop several propositions below regarding meeting orientation. With respect to how teams develop over time, a positive meeting orientation may play an important role in establishing the working environment of new teams, acclimating new team members to the team and organization’s culture, fostering high-quality interactions with co-workers, enhancing commitment to the team and organization, and creating more stable team memberships.

Future research on team meeting orientation should focus on the measurement of full teams given that perceptions of meeting quality may be driven by the role held by the meeting participant (e.g., leader, attendee). Decades of organizational research have compared self, peer, and supervisor ratings on perceptions of traits, skills, abilities, and performance levels; at best, self-ratings demonstrate a moderate relationship to objective measures (Mabe and West, 1982; Harris and Schaubroeck, 1988; Bass and Yammarino, 1991). Team meetings may serve as another context in which there are discrepant ratings between roles, driven by various biases (e.g., Greenwald, 1980; Goethals, 1986). In fact, Cohen et al. (2011) noted that employees in higher positions of power tended to rate their meetings as higher quality compared to others. Perhaps these discrepant meeting perceptions are more complicated than a role differences but also a function of meeting type. For instance, status update meetings may be more valuable to the project manager than the attendees, however, a strategic planning meeting may be valuable to all attendees involved. Organizational leaders are often hiring new employees and launching new teams targeting projects of interest (Lester et al., 2002). Team comprised predominantly of new organizational members enter an environment where newcomer challenges exist (Chen and Klimoski, 2003), socialization to the organization is needed (Allen et al., 1999), and meeting orientation essentially defines how the team operates from a team meeting perspective. Given these challenges, it is likely that a positive meeting orientation as just defined would facilitate team performance generally, while a negative meeting orientation may hinder such progress in these newly formed and newly constituted teams. Further, over time, we anticipate that although team performance of new teams general improves with familiarity and codification of group processes, the stable meeting orientation (positive or negative) will create an artificial boundary condition on team performance either enabling maximal performance (i.e., positive meeting orientation) or constraining performance to a less than optimal level (i.e., negative meeting orientation). Thus, the following propositions are suggested:

Proposition 1a: Newly constituted teams will perform better in organizations with a positive compared to a negative meeting orientation.

Proposition 1b: Newly constituted teams performance will be optimized over time in an organization with a positive meeting orientation compared to a negative meeting orientation.

Team member change is one of the most common forms of changes in teams (Summers et al., 2012). Team member change can occur for a variety of reasons, but member change can often lead to, or be, a disruptive event (Olekalns et al., 2003). Member change has been conceptualized as a possible stimulant of team creativity as new members bring new ideas (Choi and Thompson, 2005), as a disruptive event that can lead to teams examining their processes and interaction strategies with an eye toward improvement (Zellmer-Bruhn, 2003), or as an opportunity for knowledge transfer and team functioning to decrease if core members change (Summers et al., 2012). We anticipate that team members will change less frequently as employees are less likely to think about quitting the organization entirely, and are more engaged in their work, when they perceive the organization to have a positive meeting orientation.

Proposition 2: Teams will experience less member change over time in organizations with a positive compared to a negative meeting orientation.

A critical role of meetings in team functioning is to act as a space for knowledge transfer among team members (Allen et al., 2014). Knowledge transfer includes passing information between individuals, groups, or organizations (Argote and Ingram, 2000), and knowledge/information sharing is a positive predictor of team performance (Mesmer-Magnus and DeChurch, 2009). As team members share information more frequently, the pool of information available for other team members to use increases, which can improve team performance (Hackman, 1987). When team meetings are used strategically and when necessary, teams may engage in increased information sharing behaviors, which may result in increased performance over time. Therefore, we propose:

Proposition 3: There is a positive a relationship between team information sharing over time and an organization’s meeting orientation.



CONCLUSION

Unlike other organizational orientations (e.g., entrepreneurial), no empirical studies have investigated the consequences of meeting orientation. Studies 1 and 2 suggest that meeting orientation is related to individual perceptions of team meeting effectiveness, team meeting satisfaction, ITQ, and employee engagement even when controlling for several demographic variables. Although meeting orientation is not a predominant business aim, we see potential costs associated with meeting overuse but potential gains associated with strategic usage. Additionally, meeting orientation is an organizational level environmentally constraining construct with implications for new teams and for established teams. Over time, the meeting orientation of an organization has the potential to enable or constrain team performance and our hope is that the studies and propositions here will spur additional work by researchers on this important meeting science domain.
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This study examines teams as complex adaptive systems (tCAS) and uses latent growth curve modeling to test team cohesion as an initial condition conducive to team performance over time and the mediational effect of team coordination on this relationship. After analyzing 158 teams enrolled in a business game simulation over five consecutive weeks, we found that change in team coordination was best described by a continuous linear change model, while change in team performance was best described by a continuous nonlinear change model; and the mediation latent growth curve model revealed a negative indirect effect of team cohesion on the level of change in team performance over time, through the level of change in team coordination. This study contributes to the science of teams by combining the notions of initial conditions with co-evolving team dynamics, hence creating a more refined temporal approach to understanding team functioning.
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INTRODUCTION

Team cohesion is an emergent affective state that is at the heart of teamwork dynamics (Kozlowski and Chao, 2012; Maynard et al., 2015). It is a multidimensional construct that includes a task, a social, and a group pride dimension. Accordingly, team cohesion is defined as the tendency for a team to stick together and remain united in its pursuit of instrumental objectives and the satisfaction of members’ affective needs (Carron and Brawley, 2000). Team cohesion is especially important for the performance of business teams (e.g., Menges and Kilduff, 2015). Indeed, since the early 50s (e.g., Festinger, 1950) teamwork literature has dedicated great attention to the relationship between team cohesion and team performance in organizational settings with cross-sectional, meta-analytical, and longitudinal studies suggesting a positive relationship between the two constructs (e.g., Zaccaro et al., 1995; Beal et al., 2003; Mathieu et al., 2015).

Thanks to the accumulating body of research we now know more about the dynamic nature of the cohesion–performance relationship. For instance, we know that the relationship between team cohesion and team performance (a) takes an inverted U-shaped distribution (Wise, 2014); (b) is stronger when performance is operationalized as behavior rather than an outcome; and (c) that efficiency measures are better for capturing this relationship (Beal et al., 2003). And yet, whereas the importance of team cohesion to team performance is unequivocal, the number of longitudinal studies trying to uncover the developmental dynamics between them is scarce (e.g., Kozlowski and Chao, 2012; Kozlowski, 2015; Mathieu et al., 2015). Studying how phenomena co-evolve over time is informative about how change in one construct can help explain change in another construct and how their influences reciprocate longitudinally (Selig and Preacher, 2009). Such an approach allows for a more in-depth examination of how teamwork dynamics happen; hence, clarifying what we know about how teams do their work (Ployhart and Vandenberg, 2010). Regarding the cohesion–performance relationship, this approach helps clarify previous debate on the dynamic nature of cohesion (Kozlowski and Chao, 2012). However, we also believe that more about the cohesion–performance relationship in management teams can be learned if framing cohesion as an initial condition for team performance trajectories over time is utilized.

In order to make progress in the temporal consideration of team cohesion dynamics and because their study cannot be dissociated from the study of time (e.g., Kozlowski and Chao, 2012; Mathieu et al., 2015); we build on the theory of teams as complex adaptive systems’ (tCAS) fundamental premise, that teamwork dynamics are sensitive to teams’ initial conditions at the beginning of any performance cycle (i.e., the period of time that starts with the commencement of a project or a mission and ends when the project or the mission is completed or fulfilled—Arrow et al., 2000; Marks et al., 2001). Accordingly, this study examines the team cohesion–team performance relationship from a new perspective: we test the general hypothesis that teams’ levels of cohesion, when a team begins a performance cycle, are an initial condition impacting team performance dynamics across the entire duration of the performance cycle. Furthermore, the theory of tCAS also suggests that team cohesion is an initial condition to the developmental dynamics of team performance and that this relationship should be driven by the developmental dynamics of team coordination (i.e., how team members manage their task interdependencies during goal-directed action—Rico et al., 2008).

Although the former affirmations are apparently logical and intuitively appealing, a black box remains in the teamwork literature since these affirmations remain neglected inside the team cohesion–team performance causal link. To redress this situation, in this study we contribute to extant literature by integrating longitudinal theory with the theory of tCAS and the episodic framework of team processes to disentangle the developmental dynamics of team cohesion, team coordination, and team performance (Arrow et al., 2000; Marks et al., 2001; Kozlowski and Chao, 2012; Mathieu et al., 2015). Through our research we will help address the question of why and how team cohesion is related with team performance over time. We examine which are the forms of change that team coordination and team performance take over time, and how such change relates to team cohesion as an initial condition, from the beginning to the end of a business management simulation competition.

Theoretical Background

Complex adaptive systems (CASs) are central for dynamical systems (NDS) theory (Lewin, 1993). Under this theoretical framework, tCAS are regarded as “a set of independent agents acting in parallel to develop models of how things function in their setting, and to refine such models through learning and adaptation (…) CAS are open systems characterized by uncertainty about their evolution over time, due to the interaction of their components” (Ramos-Villagrasa et al., 2018, p. 136). According with Arrow et al. (2000), team dynamics are characterized by emergent interactions between local (i.e., team members characteristics), contextual (i.e., team processes and emergent states like coordination and cohesion), and global dynamics (i.e., contextual features such as task) as they unfold over time. These interactions drive teams toward self-organization, which is an optimum state of team functioning where teams become fully adapted to the task and/or the environment in which they are performing. Occasionally, either driven by internal or external triggers, the relative stability that exists in self-organized states is disrupted. Such discontinuities in team functioning are well documented in the work of authors such as Gersick’s (1991) punctuated equilibrium model, or Uitdewilligen et al. (2018), who found that team processes and team performance unfold over time through longer periods of stability, which alternate with shorter periods of instability where discontinuities occur.

Roe (2008) framework helps in integrating the aforementioned perspectives by suggesting that the dynamic relationship between constructs can be understood via paired combinations of three temporal features: the beginning of phenomena, which describes the initial value of any given variable (i.e., the onset/ intercept); the change in phenomena, which describes the form, direction, and intensity of development (i.e., the slope); and the duration in phenomena, which is the amount of time phenomenon persists, is observable, or behaves in a particular way (Roe, 2008). In this study, we focus on the beginning of phenomena addressing team cohesion as an initial condition; and on the dynamics of phenomena addressing the evolution of team performance via team coordination over time.

Team Cohesion as an Initial Condition to Change in Team Performance Over Time

Team cohesion is considered of greatest importance for team performance over time. Team cohesion emerges in the early stages of the team life cycle, stabilizes quickly, and is expected to become a sine qua non condition to the integrity of teams (Festinger, 1950; Weiss and Cropanzano, 1996; Arrow et al., 2000). Cohesion is understood as a performance antecedent, and research findings have systematically shown a positive relationship between both constructs (e.g., Gully et al., 1995; Beal et al., 2003). However, few studies have examined this relationship from a longitudinal lens, despite the advantages that collecting data longitudinally entails clarifying the relational patterns between constructs that are hardly identifiable in data collected on a single occasion (Roe, 2008). In this regard, research by Mathieu et al. (2015) found meta-analytical support to the reciprocal influence between cohesion and performance over time in management teams. Mathieu et al. (2015) further extended this finding by conducting two empirical studies where they found that cohesion and performance were related positively, and reciprocally, over time. Their longitudinal model worked best when cohesion predicts performance over time, but not the other way around.

By framing team cohesion as an initial condition to team performance dynamics over time we are not ignoring the temporal nature of cohesion, nor its dynamic relationship with performance; but rather acknowledging the role that cohesion levels at early stages of a team performance cycle might have predicting how and why different teams show distinct performance trajectories over time. Building on Arrow et al. (2000) and Roe (2008), we theorize that team cohesion is an initial condition to teamwork dynamics over time. Our argument is also built over Hackman’s (2012) idea of team enabling conditions, which are regarded as the optimal set of team conditions (e.g., affectivity, knowledge) at the beginning of a project or a mission, that will set the stage for a team to be the most effective it could be. Consequently, and by combining the ideas of Roe (2008); Hackman (2012), and Arrow et al. (2000), we propose that high cohesion levels at the beginning of a performance cycle will be positively related with team performance dynamics across one complete performance cycle.

Team cohesion builds the teams’ structures that allow team members to engage in open communication, debate their ideas, and learn from each other (e.g., Festinger, 1950; Mathieu et al., 2015; Maynard et al., 2015). This means that, in cohesive teams, when teams start defining a plan or a strategy, team members will more confidently participate in its elaboration. The fact that teams have higher cohesion at the beginning of a task might also be helpful if it encounters some kind of obstacle early in the team performance cycle because more cohesive teams will be more likely to work together to overcome such an obstacle. Additionally, teams that begin a project or a mission with high cohesion levels have a strong sense of mission and are more willing to invest in helping the team to achieve its goals (Kozlowski and Chao, 2012).

In contrast, for teams with low cohesion at the beginning of a new performance cycle it is less likely that team members will feel motivated to fully invest their efforts in the achievement of the team’s goals, or that all team members will contribute to the definition of a team strategy (e.g., Zaccaro et al., 1995). Plus, the low cohesion levels at the beginning of a performance cycle might facilitate the emergence of conflict, which will impair team members’ collective capacity to work together and perform well over time (Kozlowski and Chao, 2012). Following these arguments, we propose that at the beginning of a performance cycle, cohesion will function as an initial condition that promotes positive performance trajectories over time. Thus, we hypothesize that:

Hypothesis 1: The level of team cohesion at the beginning of the team performance cycle is positively related with the level change in team performance over time.

Because the way teamwork dynamics develop over time can display different patterns (e.g., continuous vs. discontinuous; linear vs. nonlinear), it is first necessary to elaborate on the changing dynamics of team performance (e.g., Ployhart and Vandenberg, 2010; Navarro et al., 2015). Later in this section, we will do the same for team coordination.

The minimum entropy principle suggests that efficient performance in tCAS can only be achieved if systems develop a minimum number of alternative behavioral strategies that they can use to adapt to their environment (Arrow et al., 2000; Guastello et al., 2013). It is the existence of a minimum number of behavioral options that allows tCAS to be effective (Arrow et al., 2000). Interestingly, although high performance is often regarded as the most desirable outcome in the teamwork literature, the minimum entropy principle suggests that some variability in performance is what allows the system to thrive in the face of change and uncertainty (Ramos-Villagrasa et al., 2012; Guastello et al., 2013; Curral et al., 2016). It is as if living-social systems need to alternate between moments of high and low performance in order to secure systems’ sustainability in the long term. This idea finds support in an accumulating body of empirical evidence showing that the dynamics of change in team performance over time have chaotic properties in the sense that change in the level of team performance has sensitiveness to initial conditions and follows a nonlinear trend (e.g., Guastello, 2010; Ramos-Villagrasa, et al., 2012; Guastello et al., 2013; Curral et al., 2016; Ramos-Villagrasa et al., 2018).

The minimum entropy principle is also supported by the idea of healthy variability, a property of living systems where healthy functioning only exists if those systems show a minimum degree of entropy in their functioning over time (Navarro and Rueff-Lopes, 2015; Ramos-Villagrasa et al., 2018). In living and social systems, rather than linear, curvilinear, or random variability, healthy variability is characterized by nonlinear dynamics in the sense that the level of change in one particular variable follows a slightly disorganized pattern of ups and downs (i.e., organized chaos). As an example, Ramos-Villagrasa et al. (2012) found that team performance dynamics showing healthy variability were related with higher team performance in the long term. The outcomes of their research also showed that team performance dynamics characterized by linear and random variation (unhealthy variability) were related with poorer team performance in the long term.

In line with previous findings and taking the view of tCAS, we expect that team performance developmental dynamics over time will be in line with the minimum entropy system and the healthy variability principle, i.e., team performance over time will change nonlinearly. Hence, we hypothesize that:

Hypothesis 2: Team performance dynamics over time will display a nonlinear trajectory across the performance cycle.

Team Cohesion as an Initial Condition to Change in Team Coordination Over Time

It is through team coordination that teams implement their strategy to achieve collective goals (e.g., Schmutz et al., 2015). Coordination happens when team members manage their multiple interdependencies. It regards the intentional use of task programming mechanisms and communication strategies in order to meet performance standards (Rico et al., 2018). Team coordination implies behaviors such as team members openly providing feedback to each other about the task environments and performance achievements, or communicating performance goal adjustment to meet unexpected situations (Rico et al., 2008; Jarzabkowski et al., 2012; Marques-Quinteiro et al., 2013).

Studies established the existence of a positive relationship between cohesion and team coordination (e.g., LePine et al., 2008). Cohesive teams have stronger social ties and experience less affective conflict, and the connectedness between team members facilitates team planning and information elaboration over time (Festinger, 1950). Thus, cohesion might be a coordination catalyst because it increases team members’ connectedness and facilitates their interaction and open communication, both of which are needed for coordination (Ensley et al., 2002).

According to the former rationales, cohesion will function as an initial condition for coordination. Evidence supporting this can be found in Zaccaro et al. (1995), who found that high task-cohesive teams invest more time in planning and information exchange during the planning period and communicate task-relevant information more frequently during the performance period than low task-cohesive teams did. These findings suggest that team coordination can be predicted over time by cohesion measured at the beginning of the performance cycle. Accordingly, we argue that at the beginning of a team performance cycle cohesion will function as an initial enabling condition promoting positive coordination trajectories over time. Thus, we hypothesize that:

Hypothesis 3: The level of team cohesion at the beginning of the performance cycle is positively related with the level of change in team coordination over time.

There are two major theories in the teamwork literature that allow us to theorize about the nature of team coordination development: Arrow et al.’s (2000) tCAS theory and Gersick (1991) punctuated equilibrium theory of team development. Both theories suggest that team coordination development is characterized by short periods of radical change happening halfway across the performance cycle, alternating with periods of stability where change is either smooth or nonexistent. This means that teams often spend the first half of a project or mission using a team coordination strategy and wait until halfway into that same project or mission to reformulate how they are sharing information and implementing decisions. Most interestingly, these dynamics should happen systematically, regardless of the duration of the teams’ performance cycles (e.g., minutes to months) or the number and length of meetings that the teams have at the beginning of the team performance cycle (Gersick, 1991).

Thus, we anticipate that the dynamics of team coordination over time are characterized by a discontinuity; that is, sudden, abrupt changes in coordination at the midpoint of the team performance cycle (Gersick, 1991; Arrow et al., 2000). Such discontinuity should happen because of the way teams develop and mature over time (Gersick, 1991; Arrow et al., 2000). Once a team is assembled, team members are likely to dedicate time learning how to work together, and how to relate with each other. During this period, team members will engage in team coordination behaviors, only making small adjustments until they finally reach self-organization, which is an orderly state that emerges almost spontaneously from the interactions between team members and often leads to higher performance (Kozlowski et al., 1999; Arrow et al., 2000). Whereas limited, there is empirical evidence revealing the occurrence of discontinuities in the way team processes change over time. In this regard, studies from the tCAS literature reported that team processes such as team learning (Rebelo et al., 2016) and team coordination (Guastello and Guastello, 1998) display discontinuous shifts. In addition, very recent research found that team action patterns (a proxy of team task coordination) exhibit discontinuous growth trajectories over time (Uitdewilligen et al., 2018).

Before self-organization is reached and when team members perceive the team has spent half of the time available to conclude a project or a mission, the team will go through a short period of disruptive change (Gersick, 1991). During this period, the quantity and quality of the feedback that is shared among team members increases. Team members learn from their own performance across the first half of the performance cycle and devise a new strategy to improve their performance in the second half. Through feedback and learning, team members develop a new shared understanding of the team and task reality, which should have direct influence on the quality of team coordination (e.g., Guastello and Guastello, 1998; Arrow et al., 2000). Once the team has self-organized by finding a new way of coordinating and performing, the team enters the second half of the team performance cycle and the number of modifications that team members do to their coordination strategy are more-or-less constant until the end of the team performance cycle (Gersick, 1991). Hence, building on these theories we hypothesize that coordination will display a smooth and incremental trajectory during the first and second half of the team performance cycle and that a discontinuity will take place at the midterm.

Hypothesis 4: The developmental dynamics of team coordination over time will display a discontinuous and linear trajectory, with a major change happening halfway across the performance cycle.

Team Cohesion, Team Coordination, and Team Performance Over Time

We argued above that at the beginning of a team performance cycle, cohesion will function as an initial enabling condition promoting both coordination and performance trajectories over time. We expect that during the first half of the team performance cycle, team cohesion will be positively related with smooth and incremental changes in team coordination levels. Team cohesion gives teams the necessary plasticity to work through difficult situations without team member loss or process failures and facilitates coordination (Zaccaro et al., 1995; Kozlowski et al., 1999; Maynard et al., 2015). These changes should also be related with fluctuations in the level of team performance until halfway through the team performance cycle. However, as teams learn how to coordinate to perform their tasks, performance will vary because team members might not adopt the best coordination strategy from the beginning (Gersick, 1991; Guastello and Guastello, 1998). With the minimum entropy principle in consideration, fluctuations in team performance are likely for teams that perform high early in the team performance cycle (Guastello et al., 2013). The extent to which such nonlinear trajectories happen will be related with team cohesion as an initial condition.

At the midterm of the team performance cycle, teams tend to experience a radical increase in team coordination behaviors (Gersick, 1991). For teams who display a greater increase in the level of team coordination halfway through the team performance cycle and are capable of maintaining or slightly improving that level across the second half, team performance should preserve its nonlinear variability over time. Most importantly, cohesion will be beneficial to the evolution of coordination and team performance because the stronger connectedness between team members will ease the flow of valuable information within the team (Zaccaro et al., 1995; Arrow et al., 2000). Team members will elaborate more on what strategy they should follow to pursue teams’ goals and will coordinate wittingly in order to assure that the team is on the right track (Reagans and McEvily, 2003; Greer, 2012). For teams capable of effectively coordinating, it is expected that they will achieve higher performance over time (e.g., Arrow et al., 2000). We hypothesize that:

Hypothesis 5: The level of team cohesion at the beginning of the team performance cycle is positively related with the level of continuous and nonlinear change in team performance over time and this relationship is mediated by discontinuous and linear change in team coordination over time.



MATERIALS AND METHODS

Research Context

Data collection took place during the first stage of a business simulation competition where each team had to run an entire company with the aim of achieving the highest investment performance. The criterion measured was the investment “return” for the original shareholders. On the first day of the competition, the market share value of every participating team was the same and the business market in which they competed was identical. Teams experienced real world-like events, such as currency devaluation, a hostile takeover or strikes.

Participants received all information necessary about the rules and the gaming environment 1 month before the competition began. Two weeks before the start of the competition, participating teams received two training sessions. This gave team members time to become familiar with the task and with each other. On day 1 of the competition teams received a general report that characterized their company and the business environment in which they were competing. During the competition, participants made top management decisions, analyzed financial and economic indicators, interacted with the different functional areas of a company (e.g., finance, human resource management, marketing), and were made aware of the impact their decisions had on the organization itself. During the competition, teams made 66 decisions weekly related to marketing, production, personnel, purchasing, and finance. Teams were also given a vast array of data to consider before making any decision. As in real financial markets, the competing companies’ stock trading was sensitive to the decisions made by the company’s management team. Teams had to upload their decisions to the competition online platform on the last day of the week, and received a report about their companies and their rivals’ performance 24 h later. The winner was the team that finished with the highest simulated share price. Teams were given absolute freedom to organize their work.

The business game competition where the participants of this study were enrolled is a high-fidelity simulation of a business company embedded in a virtual stock market abided by exactly the same rules of a real market. It offers an optimal data collection environment for the testing of new theory because experimenters have more control and data accessibility than in naturalistic settings (Marlow et al., 2017). In addition, the adoption of simulations has been proven highly effective in I/O Psychology and Human Factors research, and the number of empirical studies showing that simulations are most beneficial for research and training is growing (e.g., Uitdewilligen et al., 2018).

Participants

A total of 158 teams comprised of 509 individuals participated voluntarily in this study (26% of the original population: 512 teams integrating 2163 individuals). Team size ranged between 3 (7.6%), 4 (28.5%), and 5 (63.4%) members (M = 4.56, SD = 0.64). The age of team members varied between 18 and 60 years old (M = 29.51, SD = 9.31), and 46% of the participants were women. Regarding experience in participating in previous editions of this business game competition, 69.4% of the participants had never been enrolled before, 17.8% had been enrolled once, and 12.6% had been enrolled in 3–10 editions. Regarding education, 53% of the participants had one college degree and 5.1% had at least two (Ph.D. = 0.4%, Master = 3.7, MBA = 1.0%). Fifty-four percent of the participants had (or were taking) a degree in a management-related program (15.7% of which were from General Management), and 26.1% of the participants had (or were taking) a degree in an engineering-related program. Finally, regarding team type, 51.3% of the teams were comprised of only professional workers coming from business companies, 44.8% were only integrated students (undergraduates and graduates), and 3.9% were mixed (i.e., professional workers and students).

Design and Procedure

This study follows a longitudinal and correlational design because we collected data in more than three occasions over time (Roe, 2008), and we did not manipulate the independent variable (i.e., team cohesion). The business game competition lasted for five consecutive weeks. In light of Roe (2008) and Marks et al. (2001), the 5 weeks represented a full performance cycle, while each week represented one performance episode. Week 1 was the onset or beginning of the performance cycle, while week 5 was the end or offset of the performance cycle.

We approached the designing of our study following methodological recommendations by Ployhart and Vandenberg (2010), and Ramos-Villagrasa et al. (2018) pointing to the need that longitudinal studies should be driven by (a) available theory informing which is the more adequate direction of causality between variables (e.g., Mathieu et al., 2015), or when certain forms of change are likelier to happen (e.g., Gersick, 1991), (b) the research question that is being pursuit (e.g., will team coordination dynamics mediate the relationship between initial team cohesion and team performance dynamics, from the beginning until the end of the performance cycle that is the business game competition?), (c) the nature of the variables under examination (e.g., psychological constructs and performance measures), and (d) practicality (e.g., when/how/for how long can data collection be performed). Because our research question was to study how team cohesion as an initial condition relates with change in team performance over time, through team coordination over time, we needed to ensure that (1) team cohesion was measured in the beginning of the business game competition (i.e., beginning of the team performance cycle), (2) team coordination and team performance were measured across the entire performance cycle (i.e., on each of the five performance episodes), and (3) that how and when each variable was collected reflected the causal relationship being hypothesized (i.e., team cohesion » team coordination » team performance). Whereas it could be argued that measuring team cohesion, team coordination, and team performance all together on week 1, and team coordination and team performance all together on weeks 2–5; could raise common method concerns and doubts about the assumption of causality, these were avoided (1) by measuring team cohesion in the first week of the business game competition, (2) by measuring team coordination and team performance in all 5 weeks, and (3) because team cohesion was measured first and team coordination was measured before teams could receive their weekly performance report (hence preventing that same-week team performance would input team coordination self-reports). Additionally, team cohesion and team coordination can be reliably measured through psychological scales such as the ones we have used. More, while the timing to measure team cohesion had to be at the end of the first performance episode (week 1) for practicality reasons (i.e., we could not measure it before), the timing to measure team coordination had to be at the end of each of the five performance episodes to allow us to know the teams’ overall coordination in each performance episode. The link to the online questionnaires remained active until participants received their performance report. Figure 1 illustrates the data collection process throughout the business game competition.
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FIGURE 1. Illustration of the temporal structure of the business game competition and the data collection process.



Finally, participants applied for the competition as intact teams coming from business companies and universities. This is why team familiarity was regarded as a control variable in our study. Participation in the competition was voluntary, and participants were invited to enroll upon registering for the event via email.

Measures

Team members were asked to share their level of agreement regarding cohesion and coordination using a Likert-type scale ranging from totally disagree (1) to totally agree (7). Team cohesion as an initial condition, as well as team member familiarity and demographic variables, was measured in the first week (performance episode 1) of the business game competition. Team coordination was measured every week, from the beginning (performance episode 1) until the end (performance episode 5) of the business game competition. Team performance was objectively measured. As team coordination, it was measured on a weekly basis.

Team Cohesion

Team cohesion was measured as a multidimensional construct, using three items from the group environment questionnaire based on the saturation level of the items shown in Carless and DePaola (2000). One item measured task cohesion (“Our team is united in trying to reach its goals for performance in the competition),” one item measured social cohesion (“Our team likes to spend time together when we are not working”), and one item measured individual attraction to the group (“For me, this team is one of the most important social groups I belong to”). The three-items had acceptable reliability, α = 0.70. Since teams were formed 1 month before the start of the competition and had the opportunity to train together for the competition, they had enough time to establish cohesion (Festinger, 1950). Team cohesion as an initial condition was measured at the end of the first week of the competition.

Team Coordination

Team coordination was measured over 5 weeks using four items developed by West et al. (2004): “we are aware of what we want to accomplish,” “we debate the best ways to get things done,” “we meet several times to guarantee effective cooperation and communication,” and “we share task related information with each other.” The four-items had good reliability, αweek 1 = 0.84, αweek 2 = 0.81, αweek 3 = 0.82, αweek 4 = 0.82, and αweek 5 = 0.84.

Team Performance

To win the competition teams had to manage the company in such a way that provided the highest investment performance at the end of the simulation. The investment performance reflects the return on investment to the respective investors, not only by stock market capitalization, but also after considering the issue or repurchase of shares and the dividends distributed. The measure of team performance was based on each team’s company stock share price at the end of the competition. This was automatically calculated by the computer program running the virtual environment in which teams competed.

Control Variables

Because participating teams could have a previous history of working together and past performance predicts future performance, team familiarity and initial team performance were controlled (LePine et al., 2008). Team performance was examined using the intercept of the team performance’s growth model. Team familiarity was measured with one item asking participants about the percentage of team members they already knew before enrolling. Responses could range from I am not familiar with any of them (0%) to I am totally familiar with all of them (100%).

Aggregation

Before proceeding with data aggregation, we examined the within-group agreement index rwg (James et al., 1984) and the intra-class correlation coefficients (ICC 1 and ICC 2; Bliese, 2000) to decide whether to proceed with data aggregation (Kozlowski and Klein, 2000).

Analysis

Missing Data

In this study, the attrition level for individual responses varied between 31% (week 1) and 60% (week 5). The overall percentage of incomplete cases was 74.64%, and the overall percentage of incomplete values was 43.55%. The attrition level for team aggregated responses varied between 1% (week 1) and 15.2% (week 5). The overall percentage of incomplete cases was 19.05%, and the overall percentage of incomplete values was 2.34%. Decisions regarding how to handle missing data should be established by examining their pattern (Graham, 2009; Schlomer et al., 2010): missing completely at random (MCAR), missing at random (MAR), and not MAR (NMAR). Thus, to determine the pattern of missing data, we performed the Little (1988) MCAR test using the missing values analysis command option in SPSS 22. We obtained a non-significant chi-square value for [image: image] = 599.601, df = 651, p = 0.926, and for [image: image] = 45.894, df = 38, p = 0.178, indicating that the pattern of missing data is MCAR (Little, 1988). MCAR is considered as a nonproblematic missing data pattern that is best managed by using sophisticated stochastic imputation methods such as full information maximum likelihood (FIML) (Graham, 2009; Ployhart and Vandenberg, 2010; Muthén and Muthén, 2012).

Assessing Configural Invariance

We performed a confirmatory factor analysis (CFA) for each team process measured at each time point, separately. The factorial structure was determined based on the theoretical operationalization of team explicit coordination by Rico et al. (2008) and West et al. (2004). The goodness-of-fit was estimated using the Chi-square index (χ2), which evaluates the magnitude of discrepancy between the sample and fitted covariance matrices. To complement the use of the Chi-square index, three additional model fit indexes were considered: the root mean square approximated error (RMSEA), which measures the discrepancy between the hypothesized model and data by degrees of freedom (values ≤ 0.08 suggest goodness of fit, although some authors have argued that values ≤ 0.06 are ideal); the comparative fit index (CFI), which carries out the comparison between the fit of the hypothesized model and that of a basic model being represented by a null model (it can range between 0.90 and 1.00, with ideal fit values being ≥ 0.95); and the standardized root mean square of residual (SRMR), that should be ≤0.08 for good fit (Hu and Bentler, 1998).

Table 2 shows the model fit for team coordination over 5 weeks. Hu and Bentler (1998) suggest that decisions about the adequacy of model fit should be done using a minimum 2-index strategy to reject reasonable proportions of various types of true-population and misspecified models. The results of the CFA for team coordination show RMSEA values ≤0.17, which are above the minimum cutoff criteria point to assume good model fit. Nevertheless, Hu and Bentler (1998) suggest that the RMSEA alone is less preferable when dealing with very small sample sizes ≤600 and that combining the CFI and the SRMR can provide a more reliable alternative. The results displayed in Table 2 suggest that for all cases except one (team coordination in the second week, CFI = 0.90), both CFI and SRMR index values were within the recommended cutoff criteria point to assume good model fit (Hu and Bentler, 1998). Therefore, we considered that the factorial structure for each team coordination measurement, for every week, had an acceptable model fit. Having established configural invariance, we then tested measurement invariance (Chen, 2007).

Assessing Measurement Invariance

We followed a four-step approach in which four models were tested for team coordination (Chan, 1998; Lance et al., 2000; Muthén and Muthén, 2012; van de Schoot et al., 2012): Model 1, where only the factor loadings were set as equal over time but the intercepts were allowed to differ between weeks; Model 2, where only the intercepts were equal over time, but the factor loadings were allowed to differ between weeks. Model 3, where the loadings and intercepts were constrained to be equal over time; and Model 4, where the residual variances were also fixed to be equal over time [for further detail please regard, Lance et al. (2000) and van de Schoot et al. (2012)]. The minimum fit requirements to assume measurement invariance are that the fit of Model 3 cannot be significantly worse than Model 1 or Model 2 (Lance et al., 2000).

Since the χ2 difference test is very sensitive to sample size, the testing of measurement invariance should be done with alternative fit indexes such as RMSEA, CFI, and SRMR. Following Chen (2007), for sample sizes ≤600, measurement invariance of factor loadings (e.g., Model 1) can be assumed when one observes a change of ≤0.010 in CFI, supplemented by a change of ≤0.015 in RMSEA, or a change of ≤0.030 in SRMR; and measurement invariance of intercept (e.g., Model 3) or residual (e.g., Model 4) invariance can be assumed when one observes a change of ≤0.010 in CFI, supplemented by a change of ≤0.015 in RMSEA, or a change of ≤0.010 in SRMR. Among the three indexes, CFI should be regarded as the main criterion to determine measurement invariance because RMSEA and SRMR tend to over reject invariant models (Chen, 2007). Given the small sample size, bootstrap estimation with 5000 cases was used. The results in Table 2 suggest that both ΔCFI and ΔRMSEA for team coordination were null, or equal to 0.01. This is close to optimal fit conditions since both indexes did not change regardless of accumulating model constraints (Chen, 2007). Therefore, measurement invariance for team coordination was assumed.

Before we proceed to the main results section, it is important to highlight that performing the measurement invariance tests is computationally demanding and benefits from large sample sizes (N > 1000). Therefore, weak model fit under measurement invariance testing should not be considered as a model rejection criterion, especially when performed with small samples. Indeed, despite the weak model fit displayed in Table 2 for the measurement invariance test, what should be regarded is the stability of the model fit indicators across models. As suggested by Hopwood and Donnellan (2010), strict rejections of models based upon rigid adherence to fit index cutoffs should be considered only with regard to theoretical or substantive issues. Since the model fit for configural invariance was adequate, and keeping in mind that the testing of measurement invariance was performed using a small sample size (Hu and Bentler, 1998; Chen, 2007), we decided to proceed with further analyses.



RESULTS

Table 1 displays the main descriptive statistics, correlations, and reliability scores for all variables studied. The results suggest that 29 out of 66 correlations were positive and significant, rs ≥ 0.20, ps ≤ 0.01, and team cohesion was negatively and significantly correlated with team performance on week 2, r = −0.02, p < 0.05.

TABLE 1. Unstandardized correlations for team cohesion, team coordination, and team performance.
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Table 3 displays the aggregation indexes for team cohesion and team coordination. The results show that both the rwg index and the ICC (1) index were according to standards (James et al., 1984; Bliese, 2000), hence suggesting that the aggregation of data was possible. Regarding the values of the ICC (2) index, these were below the recommended threshold of 0.70, which can be explained by the small sample size of the teams examined in our research. Bliese (2000) argues that small ICC (2) values are not an impediment to data aggregation. For constructs with low ICC (2), the strength of the relationship between research variables might be attenuated. Thus, low ICC (2) values may have made the testing of team level relationships somewhat conservative.

TABLE 2. Configural invariance and measurement invariance for team coordination.
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TABLE 3. Aggregation indexes for team cohesion and team coordination.
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The Dynamics of Team Processes

To determine the dynamics of change for team coordination and team performance we built four competing models describing different forms of change: linear change (Model 1), quadratic change (Model 2), nonlinear change (Model 3), and discontinuous change (Model 4). The linear and quadratic temporal terms were modeled using polynomials. This means that whereas the linear trend was modeled by defining each temporal term as 0, 1, 2, 3, and 4 (with 0 marking the intercept or initial status of the research variable), the quadratic term was modeled by squaring the linear time metric, i.e., 0, 1, 4, 9, 16. Additionally, to model nonlinearity we fixed the onset and offset temporal terms of each team process as 0 and 1, allowing all other terms to adopt nonlinear trajectories (in case there were any). To model discontinuity, because this was hypothesized to occur between the third and fourth week of the competition, we modeled change as 0, 0, 0, 1, 1. This allows us to determine if there is a discontinuity (either positive or negative) in the slope of team coordination on the third week of the business game competition (for in-depth description of these approaches, please regard Ployhart and Vandenberg, 2010).

Table 4 summarizes the modeling procedure for each of the four growth models and reports the growth model fit statistics for each of them. The results suggested that team coordination, χ2 (df) = 21.98 (10), p = 0.015, RMSEA = 0.09, CFI = 0.93, SRMR = 0.09, was best described by a continuous linear change model (Model 1); and team performance was best described by a continuous nonlinear change model (Model 3), χ2 (df) = 19.62 (7), p < 0.01, RMSEA = 0.11, CFI = 0.97, SRMR = 0.07. These findings do not support hypothesis 4 and support hypothesis 2. The model fit for team coordination and team performance was good because at least two model fit indexes scored within recommended cutoff point criteria (Hu and Bentler, 1998). Although the RMSEA was above the recommended threshold of 0.08, it can still be considered a fair model fit (Hu and Bentler, 1998), especially because RMSEA is very sensitive to small sample sizes. Based on these results, the linear continuous model for team coordination and the nonlinear continuous model for team performance were set as the baseline growth models in following analyses (Lance et al., 2000).

TABLE 4. Model fit for the dynamics of growth trajectories of team coordination and team performance.
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The Descriptives of Change

The latent growth model parameter estimates (i.e., factor means, variances, and covariances) were regarded with the goal of further characterizing the nature of growth trajectories for team coordination and team performance (Lance et al., 2000). The results displayed in Table 5 show that the mean, μs = −0.03, SE = 0.05, p < 0.001, 95% CI [5.651; 5.824], and the variance, σ = 0.30, SE = 0.05, p < 0.001, 95% CI [0.218; 0.372], of the intercept for team coordination were statistically significant. Similarly, the results also suggest that the mean, μ = 4.42, SE = 0.18, p < 0.01, 95% CI [4.129; 4.714], and the variance, σ = 3.36, SE = 0.54, p < 0.01, 95% CI [2.478; 4.250], of the intercept for team performance were statistically significant. Thus, there were interteam and intrateam differences in team coordination and team performance at the beginning of the performance cycle.

TABLE 5. Unstandardized simple growth parameter estimates and model fit.
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The analysis of the descriptives of change shows that whereas the slope factor mean for team coordination was not significant, μ = −0.02, SE = 0.02, p = 0.30, 95% CI (−0.049; 0.011), the slope factor mean for team performance was positive and significant, μ = 0.43, SE = 0.22, p = 0.05, 95% CI (0.073; 0.791). Furthermore, the slope factor variances for team coordination and team performance were also positive and significant, σs ≥ 0.03, SEs ≥ 0.01, ps ≤ 0.01, 95% CI (≥3.371; ≤6.726). This result suggests that team coordination between teams did not change significantly over time, but that team performance did. Additionally, team coordination and team performance positively and significantly changed within teams; meaning that some teams significantly improved both their coordination and performance over time.

Finally, the results of the simple latent growth curve models for team coordination and team performance over time suggest that both constructs had a negative and significant covariance between the intercept and the slope, covcoordination = −0.03, SEs = 0.02, p = 0.08, 95% CI (−0.051; −0.001); covperformance = −1.87, SEs = 0.18, p < 0.001, 95% CI (2.949; −0.782). The analysis of change descriptives reveals that the higher the level of team coordination and team performance at the beginning of the team performance cycle, the less they coordinated and performed well over time.

Figures 2, 3 summarize how team cohesion as an initial condition (i.e., low, average, and high) relates with different trajectories for team performance and team coordination over time. Figure 4 summarizes the temporal mediation results.
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FIGURE 2. Interteam growth trajectories for team performance over time, when initial team cohesion is low, medium, and high.




[image: image]

FIGURE 3. Interteam growth trajectories for team coordination over time, when initial team cohesion is low, medium, and high.
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FIGURE 4. Interteam mediation growth trajectories for the relationship between team cohesion and team performance, through team coordination, when initial team cohesion is low, medium, and high.



To summarize, whereas team cohesion is an initial condition to teamwork dynamics, our findings contradict the initial hypothesis that cohesion should enable teamwork and suggest that an excess of team cohesion at the beginning of a performance cycle may impair the way team coordination and team performance change over time.

Team Cohesion as an Initial Condition

Mediation latent growth curve models (MLGCMs) are particularly useful to test for mediations where individual trajectories (i.e., trajectories between teams) of change over time are described, and where intra-individual change (i.e., trajectories within teams) is expected (von Soest and Hagtvet, 2011). As in simpler mediation models, mediation in MLGCM is supported when the variable X changes the level of the mediator M, and the change in the mediator influences the level of the outcome variable Y over time. The mediational process can be modeled as the effect of X influencing the growth of Y, indirectly through the growth of M (Cheong et al., 2003; Selig and Preacher, 2009; von Soest and Hagtvet, 2011). Following von Soest and Hagtvet (2011), growth curves (i.e., slopes/trajectories) and the MLGCM were built based on unstandardized mean scores from team cohesion (X), team coordination (M), and team performance (Y). To deal with missing data we used a FIML estimator (Muthén and Muthén, 2012). Bootstrapping was used to estimate all bias-corrected CIs based on 5000 bootstrap samples (von Soest and Hagtvet, 2011). Likewise, bias-corrected bootstrap CIs were computed for mediation effects. For this purpose, we combined in Mplus the “model indirect” and the “cinterval” commands (von Soest and Hagtvet, 2011).

The overall model fit for the mediation model was satisfactory, χ2 (53) = 119.23, p < 0.001, RMSEA = 0.09, CFI = 0.93, SRMR = 0.09. The results displayed in Table 5 suggest that team cohesion was negatively related with change in team coordination over time, B = −0.07, SE = 0.02, p < 0.001, 95% CI (−0.102; −0.037), and unrelated with change in team performance over time, B = −0.18, SE = 0.14, p = 0.194, 95% CI (−0.503; 0.000). These findings do not support hypotheses 1 and 3. The results also suggest that change in team coordination over time is positively related with change in team performance over time, B = 3.22, SE = 1.08, p = 0.001, 95% CI (1.385; 4.962). Finally, the research findings reported in Table 6 suggest that change in team coordination over time negatively and significantly mediates the relationship between team cohesion and change in team performance over time, B = −0.23, SE = 0.10, p = 0.02, 95% CI (−0.455; −0.115). This finding does not support hypotheses 5.

TABLE 6. Unstandardized mediation latent growth curve modeling (hypotheses testing).
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DISCUSSION

The aim of this study was to examine how team cohesion contributes to performance trajectories over time, through coordination trajectories. More specifically, we tested whether coordination longitudinally mediates the relationship between cohesion and performance in a sample of teams enrolled in a business simulation competition. Overall, we found that cohesion is negatively related with team coordination and team performance over time. These findings suggest that higher cohesiveness might work as a disabling condition to coordination and performance trajectories in business teams. Although it was not part of our initial theorizing, finding that the level of team coordination and team performance at the beginning of the team performance cycle is negatively related with the level of change in both constructs over time further highlights that the extent to which team members engage in coordination behaviors such as sharing information or having meetings, or perform very highly at the beginning of a team performance cycle, can also be initial disabling conditions to the teamwork phenomena over time. These unexpected results have important theoretical and practical implications that deserve consideration.

Theoretical Implications

Although our findings diverge from previous research suggesting a positive relationship between team cohesion and team performance, they are not contradictory but rather complementary. For instance, in Mathieu et al. (2015) the relationship between cohesion and performance was regarded longitudinally in the sense that the authors focused on the co-evolution of both constructs over time. Their findings suggest that cohesion and performance co-evolve positively over time, and their temporal relationship works better when cohesion is an antecedent of performance. Additionally, in Mathieu et al. (2015) the mean values for cohesion and performance at the beginning and end of the business simulation suggest that low cohesion management teams (sample 2) were achieving higher performance. Although this issue was not addressed by the authors, such findings are consistent with our results regarding the relationship between the level of cohesion at the beginning of a performance cycle, and the evolution of performance over time. It is possible that while looking at cohesion and performance as co-evolving constructs a positive relationship is found; when cohesion is regarded as an initial condition to the evolution of performance over time a negative relationship is found instead. This interpretation aligns with longitudinal theory suggesting that depending on how researchers study the temporal dynamics of their variables of interest, the relationship between the two same constructs may yield different patterns of results (Roe, 2008; Cronin et al., 2011; Kozlowski, 2015; Navarro et al., 2015).

We find additional explanations of our results in extant literature. Accordingly, Wise (2014) reported an inverse curvilinear relationship between team cohesion and team performance, in which team performance is lower at high and low levels of team cohesion and optimal at average levels of team cohesion. Research by Gargiulo and Benassi (2000) also suggests that highly cohesive communication networks are less likely to adapt their coordination strategies to situational requirements, thus performing poorly compared to moderately cohesive communication networks.

Another explanation of our pattern of findings could be that the high levels of team cohesion (M = 5.26, SD = 0.84) reported by participating teams in this study might have functioned as a heuristic for team members to determine to what extent the team was coordinating and performing well. In this line, Artinger et al. (2015) suggest that heuristics play a fundamental role in driving adaptive decision-making in managerial work environments. The authors advocate that heuristics provide a simple, less cognitively loaded, source of information from which fast decisions can be reached. However, such decisions can result in either a positive or negative outcome. This argument finds support in research by Callaway and Esser (1984) and Mullen et al. (1994) who found that more cohesive groups often render poorer decision-making outcomes. Thus, such findings align with tCAS theory (Arrow et al., 2000) and teamwork development theorization proposing that teams performing in complex work environments (such as it is the case of our teams enrolled in the business game competition) perform high when the ties between team members are strong enough to keep them working together, but not too strong to prevent them to openly question and debate their ideas or be proactive in looking for external resources that might stimulate team performance (Kozlowski et al., 1999).

Our results also have implications for the study of team coordination. As previously stated, coordination is dependent on team members’ ability to communicate openly, share relevant information, and plan (Ensley et al., 2002; Rico et al., 2008). However, the inefficiencies of high cohesion that cause a decrease in coordination capacity can harm team performance as well, given that team members will be less capable of articulating key information and task direct efforts (Esser, 1998). For teams whose initial cohesion levels are high, it might well be that biasing group phenomena such as groupthink and polarization interfere with the quality of the decisions that determine performance. Indeed, highly cohesive teams might avoid task/cognitive conflict because they believe that conflict will hamper team processes and outcomes. Rather than openly communicating, constructively confronting and exchanging ideas during performance episodes, team members will stick to the plan and avoid any kind of confrontation that threatens the team. Such passivity could be another good candidate in explaining why high initial levels of cohesion cause a reduction in task coordination and performance over time. Hardy et al. (2005) examined the relationship between cohesion, processes, and performance in sports teams; they found that 56% of the participants explicitly reported that cohesion was detrimental for both individual and collective dynamics. Participants reported that too much social cohesion caused wasted time during training, goal-related problems, and team member social isolation (e.g., ugly duckling effect; scapegoat effect). And importantly, participants also reported that high task cohesion often caused decreased member contribution to the team or task, reduced social relations, and communication inefficiencies.

Particularly, communication inefficiencies have been shown to be detrimental to coordination over time and to performance as well (e.g., Gargiulo and Benassi, 2000). Thus, when team members fail to assess relevant information, it is likely that errors will occur while communicating and planning (e.g., Grote et al., 2010). Such errors also result in a collective inability to build accurate team situational models, which results in poor performance (Stout et al., 1999; Rico et al., 2008). The increase of communication inefficiencies also brings several problems to task coordination because the decrease in team members’ collective awareness reduces the likelihood that team members will attend task inputs and fellow team members needs in a timely manner (Driskell and Salas, 1992).

To summarize, most studies on cohesion and cohesion sub-dimensions have found empirical support for the benefits of cohesion. These results have been received without much questioning, probably because the idea of cohesion as a good thing is intuitively appealing and apparently logical. Although our findings suggest that too much cohesion is bad for team functioning, we cannot say that cohesion is not functional for coordination and performance. In fact, we show how cohesion is certainly important, but only to a certain extent. Accordingly, as elaborated above our findings echo previous research showing evidence of cohesion as having a negative effect on teamwork dynamics (e.g., Mullen et al., 1994; Wise, 2014). One important detail in our findings that cannot go unnoticed is that while a cross-sectional examination of the relationship between initial cohesion and coordination showed a positive relationship between both constructs (Table 1), using a longitudinal approach allowed us to identify a negative relationship. The evolution of coordination and performance over time worsened for teams whose levels of initial cohesion were higher. These findings raise an interesting point; they suggest that the way theory is built on the relationship between cohesion and teamwork dynamics should be firmly rooted in longitudinal data (Cronin et al., 2011; Kozlowski and Chao, 2012). Furthermore, these findings suggest that the way relationships between constructs are theorized and examined is heavily dependent on how levels of analysis and time are considered (Roe, 2008; Navarro et al., 2015).

Practical Implications

Looking at our results and how they build on existing practitioner literature, a key implication of this research is that for those planning to assemble a new project team or start a business venture, assuring an average level rather than a maximum level of team cohesion at the beginning of their task will pay off for key team processes and team performance over time.

Another implication is that this study may increase HR managers and team leaders’ awareness that using cross-sectional versus longitudinal lenses to examine cohesion might result in conflicting information about the way teamwork dynamics will change across a full performance episode. Indeed, practitioners should note that managing performance over time requires the use of longitudinal data analysis in order to gain a more reliable perception of what is occurring.

Our findings also suggest that measuring cohesion at the beginning of a project might help toward designing better training and coaching support programs. Our results suggest that training coordination skills on teams is a valuable and important human resources management practice because being able to effectively coordinate over time is a baseline condition to achieve higher team performance in the workplace (Rico et al., 2018).

Limitations and Future Research

As in every empirical study, this research is not without its limitations. The first limitation of this research regards the fact that the unique features of the research context (i.e., a simulation) suggest caution when generalizing the research findings to real business organizations, and other work environments. Indeed, while the simulation emulates many of the characteristics of real business environments (e.g., the decisions that teams make about the way they manage their company will affect the company’s value in the stock market), there are no real-world consequences resulting from good or bad managerial decisions (e.g., the company going bankrupt and employees losing their jobs). However, the adoption of high-fidelity simulations like the business game competition in which our data were collected is not new to the study of teamwork phenomena such as team cohesion, team coordination, or team performance (e.g., Zaccaro et al., 1995; Mathieu et al., 2015). More, there is considerable growth in the number of empirical studies showing that high-fidelity simulations are most beneficial for learning and training because participants behave as if they were performing in real life (Marlow et al., 2017). This is particularly true for those simulations that best recreate the real-life contexts in which participants will have to perform. The closeness between simulation and reality increases the simulation’s ecological validity, meaning that the likelihood that participants will behave in a similar way to how they would behave when performing in real environments is very high (Leemkuil and De Jong, 2012). Additionally, although we could not find any empirical papers addressing the extent to which the results of high-fidelity business simulations replicate in real business organizations, we found one study by Lievens and Patterson (2011), where the authors suggest that high-fidelity simulations are powerful predictors of job candidates’ future job performance. This suggests that how individuals behave and perform during high-fidelity simulations can be replicated in real jobs.

Another limitation in our study could be that our sample is partially formed by teams of undergraduate students which also may affect the generalizability of our findings (Peterson, 2001). However, some teams in our sample were also entirely (or partially) composed of professional workers. In many organizations, work teams might have different degrees of maturation or professional experience. It is likely that some teams have very little experience (e.g., recently graduated team members), while others are composed of senior individuals that are highly experienced (Kozlowski et al., 1999). As in the previous limitation, we believe that this study replicates real-world conditions by considering teams that have highly experienced (professional workers) and poorly experienced (undergraduate students) teams. Therefore, we think that the fact our sample included students is not a serious threat to the generalizability of our findings. Besides, Druckman and Kam (2011) have systematically compared differences in research findings, between studies using students versus non-students as participants, thus finding little to none significant differences between them1.

A third limitation in this study is missing data. Missing data often raises several concerns regarding how reliable research findings can be; because the results might be contingent on the characteristics of the individuals that decide to participate in the study rather than the real relationship the constructs have (Graham, 2009). However, the fact that our missing data pattern was MCAR and given the utilization of a FIML estimation to test our hypotheses, the chance that missing data had an effect on the research outcomes is very small (Graham, 2009).

Having found no support for most of our research hypotheses might hinder perceptions about the potential contribution of this study. However, recent work by authors such as Franco et al. (2014) have raised a warning regarding the potentially biasing effect of avoiding the publication of research findings that support the null hypothesis, especially in the social sciences. They stress the negative biasing effects that such practice has in knowledge development because it limits our full understanding of social systems. Thus, the communication and dissemination of unexpected or contradictory findings are important to improve social sciences (Scargle, 1999).

Finally, we see three research opportunities that are worth exploring since they could help solving most of the aforementioned limitations. To test the robustness and generalizability of our research findings, future studies could examine what will happen if: (a) individuals are randomly assigned to teams, (b) individual characteristics such as task expertise are considered, and (c) data are collected in real business environments. All of these could be addressed with two studies. Study 1 could focus on (a) and (b), while Study 2 could focus on (c). Both (a) and (b) could be addressed in an experimental setting where the main task would be performing the same business game competition that we use, and where team member allocation (random vs. intact) and expertise (low expertise vs. high expertise) are regarded as independent variables. For instance, it could be that for teams whose team members are less familiar with each other, high expertise will be fundamental to ensure more positive team coordination and team performance trajectories across the performance cycle (e.g., Zaccaro et al., 1995; Mathieu et al., 2015). More, building on recent work by Maynard et al. (2019), by measuring team cohesion (task and social) as a covariate, researchers could also learn how both team familiarity and team cohesion contribute to teamwork processes such as team coordination and team performance. Once Study 1 is performed, Study 2 could be conducted with the goal of replicating and extending our findings using a quasi-experimental setting where newly assembled teams are compared with teams with a long existence.

Besides these suggestions, we also encourage researchers to explore (a) how each sub-dimension of cohesion influences the evolution of coordination and performance over time, and (b) what would be the temporal dynamics of team cohesion, team coordination, and team performance if an event that triggered adaptation would happen at the halfway point transition of team performance cycle (Maynard et al., 2015). Social cohesion is the sub-dimension that mostly relates to the quality of the relationships within the team (Greer, 2012). Hence, it is likely that initial social cohesion will have a stronger detrimental effect on task coordination and performance over time, than task cohesion will. In our study, we could not know the extent to which participants worked together every week, and how many hours they spent together on social activities. Future studies could have access to this information and regard it as proxies of team cohesion. How each cohesion dimension contributes to coordination and performance trajectories over time might also depend on the team development stage (Kozlowski et al., 1999), and even the extent to which the need for team adaptation is triggered halfway through the team performance cycle (Maynard et al., 2015). For less experienced teams with little familiarity among team members, social cohesion and interpersonal attraction might be the most important dimensions of cohesion that need to be leveraged. The sooner team members establish stronger social ties, the better they will be able to engage in collaborative learning and performance. Engaging in such behaviors will then facilitate the development of team mental models, which are needed for task coordination and performance. Over time, as teams gain experience and forge stronger interpersonal connections, task cohesion might emerge as a more relevant dimension of team cohesion. This is because it will give team members a sense of agreement and stability that will reduce stress and cognitive load and give team members the opportunity to focus on task or goal-directed behaviors. Still, if a dramatic shift occurs halfway through the team performance cycle, high social cohesion might be fundamental to prevent team coordination breakdowns and severe performance losses (Maynard et al., 2015).



CONCLUSION

Understanding the dynamics characterizing teamwork and team members’ interrelations requires considering the role of time and the incorporation of initial conditions triggering team processes trajectories (Arrow et al., 2000; Hackman, 2012; Ramos-Villagrasa et al., 2018). This study contributes to the teamwork literature by showing that the more cohesive a team is, the greater the likelihood that the team will see its ability to coordinate and perform impaired over time.
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FOOTNOTES

1 The results of the independent samples t-test for team cohesion suggest that professional teams and student teams did not differ on this regard, t (151) = −1.14, p = 0.312. The results of the two-way repeated measures ANOVA suggest that, although that team coordination, F(4,151) = 14.07, p < 0.001, and team performance, F(4,151) = 2.42, p = 0.048, changed over time, change was not qualified by an interaction between time and group type for team coordination, F(4,151) = 0.67, p = 0.617, and team performance, F(4,151) = 0.48, p = 0.753.
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We outline the potential of dynamics systems theory for researching team processes and highlight how state space grids, as a methodological application rooted in the dynamic systems perspective, can help build new knowledge about temporal team dynamics. Specifically, state space grids visualize the relationship between two categorical variables that are synchronized in time, allowing the (team) researcher to track and capture the emerging structure of social processes. In addition to being a visualization tool, state space grids offer various quantifications of the dynamic properties of the team system. These measures tap into both the content and the structure of the dynamic team system. We highlight the implications of the state space grid technique for team science and discuss research areas that could benefit most from the method. To illustrate the various opportunities of state space grids, we provide an application example based on coded team interaction data. Moreover, we provide a step-by-step tutorial for researchers interested in using the state space grid technique and provide an overview of current software options. We close with a discussion of how researchers and practitioners can use state space grids for team training and team development.
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INTRODUCTION

Team researchers agree that teams are inherently dynamic in nature (e.g., Cronin et al., 2011; Herndon and Lewis, 2015; Waller et al., 2016). Teams are often referred to as complex dynamic systems that evolve and change over time as they adapt to new and changing task demands, or as members leave or join the team (Arrow et al., 2000; McGrath et al., 2000; Kozlowski and Ilgen, 2006). Because teams are comprised of independent actors that interact over time, the evolution of teams is non-linear and highly dynamic (e.g., Guastello and Liebovitch, 2009). A recent review of the literature on teams as complex and dynamic systems emphasizes the need for team research to embrace methods that can account for this complexity and dynamism at the core of team processes (Ramos-Villagrasa et al., 2018).

Yet, existing research is often based on simplified theoretical models that do not appropriately account for dynamic team processes. For example, McGrath (1964) seminal work emphasized the central role of team processes as the underlying mechanism by which team members combine their individual resources to resolve team task demands. Yet, team processes are often treated as if they were “frozen” in a mediation box (Kozlowski, 2015), rather than accounting for the complex temporal interaction dynamics at the core of most team processes (e.g., Lehmann-Willenbrock and Allen, 2018).

In this paper, we draw from dynamic systems theory (e.g., Thelen and Smith, 1998) to address the challenge of adequately conceptualizing and operationalizing temporally embedded team processes. Specifically, we propose to study how teams evolve and mature in organizations by showcasing how state space grids (SSGs, Lewis et al., 1999; Hollenstein, 2013) as a methodological application rooted in dynamics system theory can capture and advance our understanding of complex team temporal dynamics. SSGs were originally used by developmental psychologists to study how developmental states occur in real time and how, over time, interpersonal patterns form and stabilize (Hollenstein, 2007, 2013). We argue that team science can greatly benefit from this approach. We discuss the benefits of the dynamic systems perspective for team science and illustrate how SSGs can trigger novel insights into team evolution and maturation, address previous methodological shortcomings, and pave the way for innovative team feedback and intervention practices.

In sum, the aim of our paper is to (a) provide a discussion of how dynamic systems theory can advance our understanding of non-linear processes unfolding in groups and teams1, (b) give an in- depth, step-by-step tutorial of how to use the SSG technique to empirically test ideas derived from dynamic systems theory, and (c) outline the benefits of SSGs for both team research and team development. To illustrate the approach, we present sample SSGs generated from coded team interactions.



DYNAMIC SYSTEMS THEORY

A dynamic system is defined as a collection of elements that change over time (Alligood et al., 1996; Thelen and Smith, 1998). As group and team researchers, we are interested in the human domain and therefore focus on groups of individuals in terms of such dynamic systems (see also McGrath et al., 2000). In doing so, we regard groups as open rather than closed systems because they are embedded in and interact with their surrounding environment, rather than being isolated from it (Arrow et al., 2000; Marrone, 2010). Of note, dynamic systems theory is not limited to the study of humans. It originated from the fields of physics and mathematics and was later transferred to biological and psychological research (for a more detailed discussion of the foundations and history of dynamics systems theory, see Guastello and Liebovitch, 2009 as well as Thelen and Smith, 1998). In the following, we will outline the basic assumptions underlying dynamic systems approaches and illustrate them with examples from both developmental psychology—the field of psychology in which the dynamic systems perspective is most strongly represented —and team research. We acknowledge here that our outline of dynamics systems theory comprises only its basic structure but that there is much more to explore about the dynamics systems perspective and how it can help to shed new light on how teams evolve and mature over time. We encourage interested readers to follow up with the seminal work of Arrow et al. (2000) who have described teams as complex, adaptive systems in more detail.

The central tenet of dynamic systems theory is that a system (e.g., an individual, a dyad, or a team) can only be in one state at any given moment in time, although several states are available (Thelen and Smith, 1998). For a team researcher, such states may be specific behaviors but they could also represent emotional, affective, or cognitive elements. A system is usually characterized by a certain degree of variability, meaning that it moves from state to state. The change from one state to another describes the dynamics of a system. These dynamics are typically messy, difficult to predict, and non-linear in nature. Despite this inherently dynamic perspective, systems do not operate randomly but tend to stabilize in certain states. Thus, over time stable and recurrent patterns emerge. This idea of self-organization or emergence (a term more familiar to team science; Kozlowski, 2015; Waller et al., 2016) “is at the heart of any dynamic systems approach” (Hollenstein, 2013, p. 3; see also Lewis, 2000).

Self-organization in dynamic systems theory is largely seen as a bottom-up process. Higher-order patterns that are characteristic for a system emerge from interactions among lower-order elements represented by individual transitions between states. This process of emergence is often spontaneous and thus challenges traditional ideas of determinism (Lewis, 2000). It is important in this context that dynamic systems theory rather functions as a meta-theoretical framework (Hollenstein, 2013). It is not bound to a specific time frame, but provides a flexible account for understanding the changes of dynamic systems. Dynamic systems can change and stabilize over the course of minutes, weeks, months, or years. Depending on the specific research question at hand and the phenomenon to be examined, a suitable time scale must be selected to observe the dynamics of the particular system. Further adding to its complexity, the dynamics systems perspective assumes that change is hierarchically nested in time (Granic, 2005). This means that patterned structures at a higher level also have a top-down effect in that they shape and constrain interactions among lower-order elements.

To make these assumptions more tangible, we can extrapolate from examples from developmental psychology (e.g., Lewis, 2000; Hollenstein, 2011). In this line of research, lower-order dynamics are often studied in real time at the moment-to-moment (micro) level. For instance, the dynamic systems perspective can help to understand how emotional development unfolds over time (for an edited volume see Lewis and Granic, 2000). At the micro level, emotional states are fast and fleeting and can change within seconds. Over the course of minutes or hours, however, they can persist and transform into more stable moods. These moods, in turn, impact real-time emotional states. It is less likely that we experience instantaneous joy and happiness when we are currently in a bad mood. Through a developmental lens, such recursive patterns can be traced even further. A multiplicity of factors, such as the environment in which we grow up or our temperament, influence which emotional experiences repeatedly solidify and expand into moods. In the long run, often over the course of years, these experiences shape our personality. Personality then has further top-down effects and influences how we behave in and evaluate certain (emotional) situations (see also Hollenstein, 2013).

Transferred to team research, dynamic systems theory can help us understand how moment-to-moment interactions among team members may result in repeating and stable patterns of behavior, such as those that lead to the development of group norms (e.g., norms for turn taking during an organizational meeting). These group norms may well restrict the team members’ behavior during subsequent team meetings. Thus, dynamic systems theory postulates causal processes both within and between time scales (Hollenstein, 2013). Next, we briefly outline the key terminology associated with dynamic systems theory before introducing SSGs as a method for applying dynamic systems theory to the study of team evolution and maturation.

State Space, Attractors, Repellors, and Phase Transitions

As a system transitions from one state to another it moves within a specific space. This space is defined by the range of all possible states and is referred to as the state space (Hollenstein, 2007). As outlined above, dynamic systems tend to stabilize such that they rarely explore or “visit” the full range of possible states in the state space. In other words, some states seem to be more attractive for the system than others. States that are visited more often, thus stable and recurrent states, are termed attractors (Hollenstein, 2007, 2013). It is easy for the system to rest in these states and more difficult to exit them. Returning to our emotion example, negative mood or even depression have been discussed as attractors (Johnson and Nowak, 2002). Looking at organizational teams, a team leader might constitute an attractor because the conversation among the team tends to center around him/her during an interaction episode such as a team meeting. Likewise, a team with a history of conflicts might fall back into accusatory patterns as soon as certain themes are mentioned in a meeting. The opposite of attractors are repellors, states that are visited less often (Hollenstein, 2007). It is more difficult for the system to reach these states and easier to leave them. As an illustration, the concepts of attractors and repellors are often represented as an undulating landscape of peaks (i.e., repellors) and valleys (i.e., attractors; Hollenstein, 2007). The behavior of the system is traceable like a trajectory or “walking path” as the system moves through the state space.

The arrangement of attractors and repellors is not set in stone. Instead, systems evolve and often adapt to changes in the environment. At certain critical points in time, the system breaks out of its usual pattern and forms new dynamics before stabilizing in a new pattern. This reconfiguration of the state space is labeled phase transition (Hollenstein, 2007). An example often used in developmental psychology is puberty. Puberty is characterized by a temporary increase in variability, including entirely new patterns of behavior that teenagers might exhibit. As a result, systems are less predictable during a phase transition (Hollenstein, 2013). After the transition, a new stability matures. For an organizational team, a phase transition might occur when a new team member joins the team, when the team has to take on radically different tasks, or when a major misunderstanding causes conflict among the team members.



STATE SPACE GRIDS

SSGs are one way to empirically test concepts from dynamic system theory in a very accessible manner (Hollenstein, 2007). The SSG technique allows for the visualization of real-time trajectories and provides various quantifications for the content and structures of these trajectories. In the following, we first describe the general set-up of SSGs and present key studies on the technique. Next, we introduce typical measures that can be derived from the visualization.

Visualizing Patterns of Dynamic Interactions

The SSG is a graphic representation of the state space of a dynamic system and plots the system’s trajectory as it moves through the state space. Most studies that employ the SSG technique focus on just two dimensions (i.e., variables) that characterize the state space. Like a chessboard, the SSG is then “a two-dimensional plane formed by the intersection of two perpendicular dimensions or axes” (Hollenstein, 2013, p. 11). Each position on the grid can be expressed as a combination of one value on the x-axis and one value on the y-axis. SSGs can be derived from any categorical dimensions2 as long as the values on both dimensions are mutually exclusive and exhaustive so that all possible states of the system are mapped out (Hollenstein, 2013). The scale and/or range of each dimension does not have to be equivalent which means that the state space does not have to be a perfect square (Hollenstein, 2013). It is important, however, that the two dimensions underlying the SSG can be assessed at the same point in time as each cell represents the simultaneous combination of the two values in the corresponding row and column. Thus, the event sequences for the two dimensions need to be synchronized. Any time series with at least two synchronized streams of coded categorical data is suitable for creating a SSG (Hollenstein, 2007).

SSGs as a methodological application rooted in the dynamic systems perspective were first introduced to the field of developmental psychology by Lewis et al. (1999). Today, new developments with regard to the SSG technique and the related GridWare software (see below) are headed by Tom Hollenstein at Queen’s University, Kingston, Ontario. SSGs were originally developed as a novel approach to study dynamic processes in early socioemotional development. Specifically, the initial study by Lewis et al. (1999) focused on infants’ attention to their mothers, measured as their angle of gaze and their simultaneous levels of distress. Infants were observed at two waves, when they were 10–12 weeks old and again when they were 26–28 weeks old. Thus, the technique was originally developed to depict and measure changes in intra-individual dynamics (i.e., the individual as the system). A similar approach can be found in a recent study focusing on the relationship between mood and rumination in remitted depressed individuals (Koster et al., 2015). Granic and Lamey (2002) extended the SSG technique to parent–child interactions (for more recent examples see Ha and Granger, 2016; van Dijk et al., 2017), and most studies that followed focused on dyadic interactions. For example, SSGs have been used to describe teacher–student interactions (for an overview see Pennings and Mainhard, 2016), coach–athlete interactions (Erickson et al., 2011; Turnnidge et al., 2014), therapist–client interactions (Tomicic et al., 2015; Couto et al., 2016), or interactions in romantic couples (Butler et al., 2014; Sesemann et al., 2017). Despite this focus on dyadic systems, we believe that SSGs also provide a powerful tool to describe patterns of dynamic interactions in groups and teams. To illustrate, let us introduce a short example.

Figure 1 shows a sample SSG for a hypothetical team that is currently brainstorming new ideas. We built this sample SSG using the SSG package implemented in Interact (Mangold, 2017), a commercial software for video annotation. There is also a free software option called GridWare (Lamey et al., 2004) which can be downloaded from www.statespacegrids.org. The website also offers an overview of published studies on SSGs and thus provides an excellent starting point for group and team researchers who are interested in the technique.


[image: image]

FIGURE 1. An example of using a state space grid to display the first 10 events of a hypothetical brainstorming session. The team’s energy level is plotted on the x-axis and coded talk is plotted on the y-axis.



The sample SSG in Figure 1 depicts the relationship between coded talk (on the y-axis) and the team’s energy level (on the x-axis). Please note that this SSG is not based on actual data but serves as an illustration. The verbal interaction was categorized using five behavioral codes, namely, support, idea expression, neutral statement, idea blocking, and criticism. The team’s energy level was coded into five categories, ranging from high negativity, to neutral, to high positivity. The combination of the two dimensions results in a grid with 25 individual states. By default, the software adds an additional row (at the bottom) and column (far left).

The behavioral trajectory (i.e., the sequence of states) is plotted as it proceeds in real time. In this particular example, we coded a total of 10 consecutive events. Each circle (also called node) represents a joint occurrence, and the size of the circle denotes the duration of each particular event. The larger the circle, the longer the two corresponding codes were logged for that particular time unit. The placement of the circles within each cell is random and can be manually adjusted as needed. The red bordered circle denotes the first joint occurrence of coded talk and coded energy. The colors can be adjusted to one’s preferences. This first event shows that the team started the brainstorming session with a neutral statement that was also neutral in tone. The arrows connecting the circles represent the order of the events. Hence, the second statement was coded as an idea put forward in a low positive tone, and so forth. In general, the idea and support statements in our example were accompanied by a positive energy level, whereas statements that were coded as idea blocking or criticism were associated with low to high negativity. Thus, the team in our example did not (yet) visit all the states in the SSG.

Quantifying Patterns of Dynamic Interactions

In addition to being a visualization tool, SSGs can be used to derive various measures that describe the dynamics of the observed system. Which measures are ultimately used to further quantify the SSG depends on the specific research questions at hand. The original GridWare software provides more measures to choose from than the SSG application in Interact, which is why we used both. In the following, we want to give an overview of those measures that are frequently turned to in SSG studies. These measures can tap both the content and the structure of the dynamic system (e.g., Granic and Hollenstein, 2003; Pennings and Mainhard, 2016).

Starting with content, the most straightforward approach is to focus on frequency measures and use this information to explore possible attractors and repellors. Thus, content measures can help to identify which states were visited most or least often. In our example above, we can see that three states were visited twice, four states were visited once, and 18 states were not visited at all. There is an important distinction between events and visits when it comes to SSG measures. Whereas events refer to any node visible in the SSG, a visit is always a transition from one cell to the next. The number of visits therefore provides information about the variability, that is the degree of state transitions, of the system. We will come back to this point when turning to the measures that capture the structure of SSGs. In our sample trajectory in Figure 1, with every event the system transitioned to a new cell. Therefore, we count 10 events and 10 visits. We chose this set up for simplicity but, of course, events can also occur consecutively within one cell. In such cases, the number of events is greater than the number of visits. In addition to raw frequencies, percentages may be considered to aid the comparison across different trajectories (or teams). Another way to standardize frequency measures is to divide them by the total duration of the trajectory. When SSGs are based on real-time recordings (i.e., moment-to-moment dynamics) and an adequate software solution was used to annotate the interaction data (i.e., including time stamps), researchers can obtain measures for duration in addition to frequency.

Based on how often and how long interaction was located in a specific cell, there are different ways to locate attractors and to describe their stability. While some approaches are more descriptive in nature, others require more intensive modeling. The respective procedure also depends on whether attractors are to be empirically identified bottom-up or whether they are derived from theory (Hollenstein, 2013). A simple way to describe attractors is to focus on those cells with (a) the highest number of visits, (b) the highest total duration, or (c) the highest mean duration per visit (Hollenstein, 2013). Such measures are not necessarily rigorous enough to provide a solid attractor analysis, but they are a good first step. If researchers are interested to explore which states actually have a higher probability of occurrence, then the winnowing procedure described by Lewis et al. (1999) might be suitable. This iterative step-by-step procedure first deletes those cells with the lowest duration. Next, a heterogeneity score is computed for each cell based on the observed and expected duration for each cell. As such, the winnowing procedure shares common ground with chi-square tests of independence. Interested readers are referred to Hollenstein (2013) who provides a detailed description of the method.

Once one or several attractors, or repellors, are identified, additional measures to describe their stability or strength can be used. The average return time to a specific cell or region describes the “pull” of the attractor. Shorter return times indicate that the system only temporally moves away from the attractor but then returns quickly, whereas longer return times may be an indication of a weaker attractor. Similarly, the total number of discrete visits to any other cell before returning to the attractor (i.e., mean return visits) describes the strength of an attractor, this time in terms of frequency and not duration.

The measures for attractor strength demonstrate that a dynamic system always wanders around the state space to some extent. In fact, the system would not be dynamic if it were “stuck” in only one particular state. Hence, measures of structure are important to describe the variability and patterns of the observed system. In the following, we want to briefly touch on the following four measures of structure, which we find especially suited for describing dynamic team interactions, namely (a) cell range, (b) total cell transitions, (c) dispersion, and (d) entropy.

Cell range is the total number of cells visited by the system. In our example in Figure 1, only seven out of 25 possible cells or states were visited. Hence, 72 percent (i.e., 18 cells) of the state space remains unexplored at this point in time. Of course, it is important that there is sufficient data for interpretation. Since we only included 10 data points in our example, it was physically impossible for the system to visit all states. Of the four variability or structural measures presented, cell range is the least dynamic measure.

Total cell transitions comprises the number of visits to the next cell, and therefore describes how intensely the system moves from state to state. Because the very first visit is not counted as a transition, the number of transitions between cells is expressed as the number of visits minus 1. In our example, the system always moved to a new cell with each time step. Hence, the total count of cell transitions is 9. Researchers interested in using this measure should attend to how they conceptualize transitions from cell to cell (Hollenstein, 2013). A total of 9 transitions, for instance, could have occurred between seven cells as in our example or between just two cells such that the system switched back and forth between two states. Thus, the number of cell transitions can be high even though the cell range is rather low. This also shows that in most cases it is useful not to look at certain SSG measures in isolation, but to use several measures simultaneously to describe the grid.

Dispersion is a measure that describes how much the coded events are scattered across the state space, controlling for relative duration. Its calculation is based on the number of visited cells and their duration. Mathematically, it is “the sum of the squared proportional durations across all cells, corrected for the number of cells” (Hollenstein, 2013, p. 46). The measure is inverted to reflect numbers between 0 and 1. Higher values indicate a higher variability, thus less rigid interaction. A value of zero would mean that all interaction took place in just one cell. A value of 1 would mean that interaction occurred evenly spread across all cells. In our example, dispersion reached a value of 0.84. Although the values are standardized and are in the range of 0–1, a comparison across different SSGs is particularly useful if their underlying dimensions are the same.

Entropy is a measure of predictability and describes the level of organization of the system. In GridWare entropy can be calculated based on cell visits (i.e., visited entropy), cell transitions (i.e., transitional entropy), and duration (i.e., duration entropy). To clarify, consider the following sequence of coded behavior ABABABAB with A and B being discrete codes, such as a joint occurrence of idea expression and low positivity. This particular sequence is much easier to recreate than the following sequence, ACBFDAAB, which seems rather random. For computing entropy, a conditional probability is calculated for each cell. For example, the probability of visiting cell A is calculated by dividing the number of visits in cell A by the total number of visits. These individual probabilities are then summed up for the entire grid based on the formula by Shannon and Weaver (1949). Lower entropy values indicate a highly organized pattern, whereas high entropy denotes unpredictability. The exact formula and implementation in GridWare is described in Hollenstein (2013; see also Dishion et al., 2004). In our example, visit entropy was 1.89. The interpretation of this measure should be based on the respective study and the structure of the SSG. For example, a comparison across different teams who have worked on a similar task and whose interaction were analyzed with the same coding system would likely yield interesting insights.

Of note, the SSG technique offers a range of measures and, although tempting, these measures should not be used blindly in subsequent analyses. Instead, the choice of a specific SSG setting and accompanying measure in GridWare or Interact software should be guided by theoretical considerations.



BENEFITS AND IMPLICATIONS FOR TEAM SCIENCE

Team interactions are dynamic and can be rather messy (e.g., Cronin et al., 2011). Adopting a fine-grained behavioral approach to investigate team interactions typically generates large amounts of data that can be difficult to make sense of (e.g., Kozlowski et al., 2015). The SSG technique can address this challenge and innovate the study of team evolution and maturation processes. In the following, we first describe the strengths of the SSG approach before we outline how this technique complements existing analysis strategies.

Strengths of the SSG Approach

The strengths of the SSG approach to innovate team science broadly fall into three areas. First and foremost, the conceptual approach underlying SSGs can innovate team science by applying non-linear dynamic systems theory and changing the epistemology of teams (for a detailed discussion, see Ramos-Villagrasa et al., 2018). The opportunity afforded by SSGs of embracing the notion of teams as complex and dynamic systems and moving away from the typical linear thinking that has predominated team research (cf. Ramos-Villagrasa et al., 2018) is particularly fruitful for advancing our understanding of the evolution and maturation of teamwork and team processes. Team interactions can be chaotic and teamwork may move in spurts rather than flow evenly toward team outcomes. This is particularly true for teamwork in the face of trends toward increasing team fluidity and temporary organizing (i.e., quick changes in team composition), distributed teamwork (i.e., members collaborating from a distance and interacting and coordinating their actions in intervals), and multiple team memberships (i.e., employees finding themselves in different roles across different teams). In light of such developments, teams are discussed as “dynamic hubs of participants” rather than clearly bounded structures (Mortensen and Haas, 2018). We expect that the interactions that ensue in these dynamic hubs are even less likely to follow linear rules than in traditional teams, and SSGs can account for this possibility.

The second strength of SSGs constitutes visualizing team interaction patterns and making complex team dynamics more accessible. This can be tremendously helpful especially for exploratory research stages, for example when there is little or no prior empirical research on team dynamics and team interactions in a particular team setting. As discussed by Granic and Hollenstein (2003), SSGs can summarize complex interactional data in an intuitively appealing manner (Granic and Hollenstein, 2003; Pennings and Mainhard, 2016). Whereas the theoretical underpinnings of dynamic systems theory may seem daunting, the visualization of such system dynamics via SSGs helps team researchers grasp the characteristics of the team as an interacting system from a holistic perspective. Visualizing the complexity of team interactions may be particularly helpful for understanding team contexts that involve frequent changes or “upheaval” and that require teams to develop swift trust and rapid collaboration (i.e., quickly settling into new routines). This includes action teams (e.g., first response teams) as well as agile teams (e.g., software development teams), where behavioral interaction patterns emerge quickly and where teams are often characterized by fluidity and low stability in team boundaries (Mortensen and Haas, 2018). In those contexts, the adoption of dynamic systems theory for team science will be particularly fruitful, and SSGs as a visualization tool can help position and guide the scholarly thought process in this regard.

When utilizing SSGs as a visualization tool, it is important to decide how to best arrange the different categories along the two axes of the grid. Rearranging the categories may be very helpful for “reading” the interaction more intuitively but should align with the theoretical underpinnings of the respective study. Moreover, the use of SSGs as a visualization tool for complex team interaction dynamics also incorporates a movie function that allows the inspection of a team trajectory evolving over time (see Hollenstein, 2013). Team researchers can either explore the cumulative trajectory of an overall observed team interaction, or they can select specific time windows for shorter trajectories (e.g., for highlighting particularly eventful or critical episodes within a longer stream of team interaction). While this analysis remains qualitative, it can facilitate more dynamic theorizing about the evolution and maturation of team processes. Furthermore, the visualization of complex team dynamics via SSGs may generate innovative research hypotheses to be tested in further analyses.

The third strength of the SSG approach concerns novel opportunities for empirical research and hypothesis testing based on the quantitative measures for complex interaction patterns derived by SSG software. SSGs provide a wide array of different measures that can be compared to traditional measures or added to existing models. Measures cannot only be obtained in a cumulative fashion, as in our example above, but also for smaller time slices within a larger data set. For example, we could request the number of events per cell for every 5 min of an observed team meeting interaction and thus obtain information about the dominant speaker (or any other measure of interest) for each temporal slice of interest. Such an approach opens up new possibilities for investigating how team processes evolve at a quicker pace and within much smaller time frames than typically investigated in temporal team process research, and departs from larger-scale temporal frames for conceptualizing team emergence (e.g., Kozlowski, 2015).

Relying on the SSG technique to quantify team interaction dynamics may be especially useful in the context of infrequent or rare team interaction behaviors. When applying a quantitative behavioral observation approach, team researchers may feel inclined to neglect such behaviors given their low base rate, or choose to combine them with other behaviors in order to obtain more frequent categories (see Lehmann-Willenbrock and Allen, 2018, for a more detailed discussion of decisions to be made when coding team interactions). The SSG technique is sensitive to such low frequency behaviors, which are sometimes highly informative (e.g., when a rare behavior only occurs in successful but not in unsuccessful teams).

As a guiding reminder, team researchers looking to apply SSGs to study team interaction dynamics need to be aware and make informed decisions about how their approach to coding the observed data will affect the results regarding system dynamics that can be obtained using the SSG technique. Of note, this does not necessarily mean that SSGs are applied to evaluate entire theories, but rather refers to making conceptually sound decisions about the operationalization of relevant team constructs at the behavioral event level. Decisions about how relevant team interaction phenomena can adequately be captured in terms of observable behavioral units should be guided by conceptual arguments (cf. Lehmann-Willenbrock and Allen, 2018), which also applies to decisions about SSGs. In other words, when choosing SSGs to quantify interaction dynamics, team researchers need to be mindful when conceptualizing the state space to ensure that those phenomena or variables of interest that will later fall onto the two dimensions of the grid will be assessed at the same time. Moreover, especially when measures of duration are of interest to a researcher, clear unitizing rules are imperative (i.e., deciding when each behavioral unit within the temporal team interaction stream starts and ends).

Complementary Analyses

The SSG technique shares common ground with some other analytical strategies that aim to distil higher-level emergent patterns from lower-level interaction among individual elements. Thus, we do not want to position SSGs as the new “holy grail” of team research. To put it in the words of Hollenstein (2013, p. 108), “[SSG] are an important tool but often it takes many tools to complete the understanding of the phenomenon at hand.” We have identified two techniques that, in our opinion, are useful complements to the analysis of SSGs, specifically recurrence quantification analysis (e.g., Eckmann et al., 1987; Webber and Zbilut, 2005; Knight et al., 2016) and sequence analysis (e.g., Bakeman and Quera, 2011; Herndon and Lewis, 2015; Klonek et al., 2016). In the following, we briefly compare the main similarities and differences between the SSG technique on the one hand and recurrence quantification analysis and sequence analysis on the other hand, respectively. Readers interested in an overview of additional methods for pattern recognition in team process data are referred to Poole (2018) or Ramos-Villagrasa et al. (2018).

As described earlier, SSGs are a tool for visualizing and quantifying the trajectories of categorical time-series data such as coded team interactions. Turning to team interactions during organizational meetings as an example, researchers may ask questions such as: Does team behavior A typically coincide with team behavior B? Do certain behavioral pairings occur more often than others? Is the interaction evenly distributed across the state space (i.e., flexible patterns) or “boxed” into specific corners (i.e., rigid patterns)? Is each team unique in terms of exhibiting qualitatively different patterns (e.g., distinctive trajectories resulting in idiosyncratic attractors) or can we identify similarities in interaction patterns across different teams?

Another non-linear approach based on the visualization of time-series data is recurrence quantification analysis (Eckmann et al., 1987; Webber and Zbilut, 2005). The visualizations at the heart of this approach are called recurrence plots (Marwan et al., 2007; Marwan, 2011). In its most classical application, a recurrence plot spans two dimensions, but shows the same time series on both axes (e.g., ABACABC, with A, B, and C denoting discrete behavioral codes). In contrast to a SSG visualization, the recurrence plot does not show specific values along the two axes, and the plot does not become denser with time as more and more events are entered. Instead, the recurrence plot shows when a specific value in the time series repeats itself (e.g., the code “A” reoccurs at positions 3 and 5) and the plot itself gets larger when the time series is longer. Whenever there is a repetition in the time series, these recurrence points are marked black in the recurrence plot (Marwan, 2011). The basic idea underlying the use of recurrence plots is that researchers can recognize repetitive sequences in the time series with the naked eye, which resembles the basic notion of SSGs. Similarly, recurrence quantification analysis offers various measures that can be obtained from the visualizations such as the percentage of recurrence (Webber and Zbilut, 2005).

Since recurrence quantification analysis typically focuses on the repetitive properties of a dynamic system within itself, this method may seem less intuitive to team researchers at first glance (but for previous applications in team science, see Ramos-Villagrasa et al., 2012; Knight et al., 2016). Moreover, recurrence quantification analysis focuses exclusively on the structure of a system’s dynamics; implications regarding the content of the system dynamics are limited. Results of this type of analysis need to be interpreted within a precisely elaborated theoretical context. Consequently, recurrence quantification analysis is less suitable for exploratory research stages. Sample research questions when applying recurrence quantification to coded team meeting interactions could include: does the team show structural recurrence in interaction data or are their interaction patterns chaotic? Are repetitions in behavior more apparent at the beginning or end of the meeting? Are there breakpoints during the meeting after which the interaction is more/less structured? How complex are the detected recurrence structures?

A benefit of recurrence quantification analysis concerns its ability to process continuously sampled signals (e.g., physiological data). When working with continuous measures, researcher need to specify a recurrence threshold (i.e., specifying when an event is marked as recurrent), which illustrates that the method is mathematically more demanding than an analysis based on SSGs as it includes finding optimal parameters (Marwan, 2011). In sum, we would argue that the SSG technique is to some extent more accessible for team researchers than recurrence quantification analysis, even though the two methods build on similar ideas—both conceptually and methodologically. We are not aware of any studies that use a combination of both techniques, but we certainly consider this promising (see also Hollenstein, 2013).

Another methodological approach to the study of team dynamics is to focus on and identify “sub-sequences” in coded team interactions (Poole, 2018). Approaches in this tradition explore more immediate temporal contingencies among coded events and can be subsumed under the umbrella term sequence analysis (Quera, 2018). Notably, sequence analysis is not one particular technique but rather “a toolbox of techniques” (Bakeman and Quera, 2011, p. 134). Over the years, different and increasingly advanced procedures for sequence analysis have been developed (Quera, 2018).

The types of research questions that can be explored with sequence analysis include the following: does behavior A trigger or inhibit behavior B, C, or D? Which behaviors A, B, or C increase the likelihood for behavior D? Which behaviors A, B, or C can inhibit behavior D? Most frequently in team research, studies using sequence analysis explore the extent to which team members reciprocate verbally (i.e., does behavior A trigger more of the same). For example, previous research has explored whether complaining leads to further complaining during organizational team meetings (Kauffeld and Meyers, 2009). Other research has utilized sequence analysis to test whether monitoring behaviors trigger different responses in higher- vs. lower-performing anesthesia teams (Kolbe et al., 2014). For such research questions, the researcher needs to specify a specific time lag. Time lags refer to the number of steps that separate a particular behavior from a criterion event. Lag1 refers to a coded event directly following the previous one (e.g., does code B immediately follow code A); lag2 refers to second-order transitions when a coded event is followed by the next but one coded event, and so forth (Bakeman and Quera, 2011). Lag sequential analysis can then test whether a certain sequence of events is statistically meaningful by comparing the observed transition frequencies to those expected by change. In contrast to SSGs, sequence analysis provides a statistical check for the sequential relationships found in the coded data. Although this is certainly also possible with quantifications derived from SSGs, the SSG technique in and of itself is much more descriptive in nature. In fact, this was one of the main reasons for the development of SSGs (Hollenstein, 2013). Sequence analysis is more rigid in comparison to SSGs because it requires the researcher to make specific assumptions about the expected patterns of behaviors. In addition, behavioral contingencies at higher lags are increasingly difficult to model because they require larger amounts of data (Quera, 2018). Yet, “often, meaningful responses in interpersonal interactions are not immediate” (Hollenstein, 2013, p. 109).

A more recent sequential analysis technique that addresses some of these caveats is time-window sequential analysis (Yoder and Tapp, 2004; Bakeman and Quera, 2011). Group researchers can use this technique to test whether a certain response occurs within a pre-defined time window such as a 5 s time-window (i.e., a behavior is contingent if we see a response within 5 s; Bakeman and Quera, 2011). From a conceptual point of view, this approach can solve some of the difficulties associated with specifying meaningful time lags. However, its practical implementation is more difficult, since time-window sequential analysis is not integrated in common observational software such as Interact (Quera, 2018).

Likewise, team researchers rarely turn to sequence analysis for exploring co-occurrences in parallel coded strings of events, although there are procedures that allow this (Quera, 2018). As a result, sequence analysis is often used in a simplified form (Herndon and Lewis, 2015). To recall, with SSGs the combination of at least two variables or dimensions is of interest. As such, the two analysis strategies could by combined by using the observed co-occurrences revealed with the aid of SSGs as a basis for a subsequent sequence analysis. In return, SSGs could be used to visualize the results obtained from sequence analysis and make the findings more tangible.

Finally, despite its many advantages and application possibilities, sequence analysis is not particularly sensitive to low frequency behaviors (for a detailed discussion of the limitations of the sequence analysis approach, see also Chiu and Khoo, 2005). Common practice is therefore to collapse fine-grained categories into larger macro codes and/or to pool the data across groups in order to base the analysis on a larger number of codes (e.g., Klonek et al., 2016). However, this approach regards groups as largely homogeneous, which has been criticized as a simplistic reductionist view on teams and team processes (Hewes and Poole, 2012).

In sum, the SSG technique has much to offer for team science. To date, SSGs have mainly been used for studying interactions in dyadic settings, outside the realm of team science (e.g., Pennings et al., 2014; Guo et al., 2017). We hope that team researchers will begin to embrace the SSG technique for enabling novel insights into the complex interactional dynamics at the core of team functioning and performance (e.g., Ramos-Villagrasa et al., 2018).



APPLICATION EXAMPLE AND TUTORIAL

To make the application of SSGs more tangible to team research and development, we will now present an example based on real team data. We provide step-by-step suggestions for using the technique and hope to highlight the various opportunities that SSGs offer.

A Step-by-Step Overview

As we have pointed out above, researchers should not begin considering SSGs in the final stages of an investigation. Rather, the decision to employ SSGs should be made early in order to be able to account for the requirements of this technique. In Table 1 we have summarized the key steps for using SSGs in team research and development.

TABLE 1. Basic steps for applying SSGs in team research.
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The first step involves defining the research aim and identifying the theoretical foundations for capturing team phenomena at the behavioral event level and specifying temporally sensitive interaction dynamics in the study context. The two chosen variables should be meaningfully related and their interaction should be grounded in theory. Most likely, the nodes or data points (i.e., the observed behavioral units) will not be randomly scattered across the state space but organized into clusters. It is advisable to find theoretical support for grouping the expected patterns of nodes into meaningful clusters. Hence, theory-based considerations should drive how a SSG is structured, and how this relates to the overarching team phenomenon that is studied. This step will ensure an early integration of the SSG technique as a methodological tool into the concept of the study.

The second step entails defining the variables of interest. Since the variables need to fulfill specific norms to be used for SSG analyses, it is imperative to account for such norms early on as well. In particular, it is important that the chosen dimensions underlying the SSG can be observed and coded in a sequential fashion (i.e., moment-to-moment). Likewise, the dimensions should be constructed in a way that they allow for mutually exclusive and exhaustive coding. It is therefore important to choose two variables that have similar granularity.

Closely related, the third step includes that both variables need to be unitized identically. For instance, if one variable was measured every 2 min (e.g., mood), the second variable (e.g., number of solutions mentioned) has to provide a data point for every 2 min as well. Hence, this aspect is important to consider at the research design stage, when making decisions regarding the operationalization of variables. The chosen software may pose additional requirements. For instance, the smallest time scale GridWare processes are seconds. Missing data should be avoided as this interrupts the interaction flow and thus the trajectory.

In the fourth step, an appropriate coding scheme can be chosen or developed. Available fine-grained coding schemes may be adjusted and summarized into broader categories to fit the purpose at hand. Note that each dimension (variable) may be coded with a different scheme (e.g., verbal and non-verbal interaction). Although it is not a theoretical requirement, for practical reasons a smaller number of coding categories, for example six to eight on each dimension, will yield a better overview and serve the purpose of applying SSGs as an analytical and/or visualization tool.

In the fifth step, once all these decisions have been taken, behavioral process data (video/audio recordings or live coding) can be gathered and coded. It is worth ensuring high-quality data through appropriate training of coders and establishing inter-rater reliability. Depending on the sample population, questions around data storage and privacy policies should be clarified before data collection and coding.

In the sixth step, once the coding is completed and visualizations are available for each team, the SSGs can be interpreted and appropriate measures for describing both the content and structure of the trajectories can be calculated. These measures can be easily exported and used for further analysis in other statistic software programs.

Finally, beyond research purposes, the coded data may be used for team development as detailed below. The visualizations, even more so than the measures, can serve as a basis for feedback.

The Data Set

Data for this application example were sampled from a recently gathered data set that has not been published to date. The data set comprises videotapes of the first (T1) and the final (T2) team meeting of a 6-week long student project at a large Dutch university. The project resembled the work of organizational consultants and required the teams to develop a managerial strategy for an organizational change project. The study was approved by the Economics and Business Ethics Committee at the University of Amsterdam. Participation in the study was voluntary, and all participants provided their written informed consent. From this pool we selected two five-person teams with roughly equal meeting durations on the basis of their productivity (high vs. low). On average, these four team meetings lasted for 55.14 min (SD = 4.08). As a proxy for productivity, we took the rate of solutions mentioned per hour. The productive team produced 19.45 solutions per hour at T1 and 21.15 solutions per hour at T2. The unproductive team produced 6.94 solutions per hour at T1 and 9.66 solutions per hour at T2. As shown in Table 2, the productive team consistently scored higher on positive team characteristics like reflexivity, cohesion, and meeting satisfaction and lower on team conflict measures.

TABLE 2. Aggregated scores on team characteristics for each team at T1 and T2.
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Formatting the Data

We coded the observed team meeting interaction using the act4teams coding scheme (e.g., Kauffeld and Lehmann-Willenbrock, 2012; Kauffeld et al., 2018) and Interact software (Mangold, 2017). Act4teams is a mutually exclusive and exhaustive coding scheme for measuring problem-solving dynamics that occur in groups and teams. Using the act4teams coding scheme, a behavioral code is assigned to each verbal thought unit, which is typically a single sentence. In order to reduce complexity, we collapsed the 43 fine-grained act4teams codes into six broader aspects of interaction. These covered elements of interactions that were knowledge-oriented, problem-focused, structural, action-oriented, relational, and counterproductive. To ensure that the coding was exhaustive, we included an additional filler code labeled “other behavior.” An overview of the simplified coding scheme including sample statements for each code is shown in Table 3. With each coded statement, we also recorded who the speaker was. Thus, our data format meets the requirements for SSGs explained in section “Visualizing Patterns of Dynamic Interactions.” The coding leads to a multivariate time series of sequentially coded categorical data.

TABLE 3. Behavioral categories, descriptions, and sample statements.
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Again, we used the SSG application in Interact software for visualization and GridWare software to further analyze the coded team data. Each cell in the grid represents a distinct interactive state defined by the mutual occurrence of a specific speaker (x-axis) and the corresponding verbal behavior (y-axis). To visualize how the interaction unfolds over the time of a meeting, we created three plots per meeting for each of the two teams (see Figures 2, 3). This is possible through a function integrated in both software applications, i.e., a time slider allows us to choose specific time ranges of interest within the recorded time. The SSG then builds up gradually. The SSG measures can also be calculated for each of the individual time intervals. The plots in Figures 2, 3 depict the interaction trajectory for the first 5 min, for the first 20 min, and for the entire meeting, respectively.


[image: image]

FIGURE 2. State space grids (SSGs) representing verbal team interactions for a productive and an unproductive team at three time points for the first meeting. The (top) three panels show the SSGs of the productive team. The (bottom) three panels show the SSGs of the unproductive team. A, B, C, D, and E label each of the five team members per team. The size of the circles denotes the duration of each event. KnowEx, knowledge exchange; ProbSolve, problem solving; Struct, structuring; TakeAction, taking initiative; Relat, relational; CMB, counterproductive meeting behavior; Other, verbal behaviors that do not fit any of the six functional categories.




[image: image]

FIGURE 3. State space grids (SSGs) representing verbal team interactions for a productive and an unproductive team at three time points for the last meeting. These are the same teams as in Figure 2. The (top) three panels show the SSGs of the productive team. The bottom three panels show the SSGs of the unproductive team. A, B, C, D, and E label each of the five team members per team. The size of the circles denotes the duration of each event. KnowEx, knowledge exchange; ProbSolve, problem solving; Struct, structuring; TakeAction, taking initiative; Relat, relational; CMB, counterproductive meeting behavior; Other, verbal behaviors that do not fit any of the six functional categories.



In the following we will discuss the grids and the quantitative measures with regard to the two teams in a more generalized way and point out benefits for both team research and team development where relevant.

Visual Inspection

Figure 2 shows the developing SSG for the two teams during their initial meeting. At first inspection of the entire meetings, we can observe clear differences between them. Starting with the columns (i.e., speakers), we can see an interesting difference concerning the length and distribution of speaker turns. First, there is a clearer pattern of cells that are visited more often than others in the productive team compared to the unproductive team. Second, more circles in the productive team are larger which indicates longer lasting contributions. Third, the distribution of circles across columns (speakers) in general and that of large circles in particular reveals that in the productive team speakers do not seem to have an equal share in the amount and length of their contributions. Some (speakers D and E) dominate the interaction and others (speaker A) are rather quiet. In the unproductive team the differences between speakers are more difficult to characterize. It seems that the conversational floor is more equally shared.

Turning to the rows and looking at the functional interaction categories, more differences arise. In the productive team, the distribution of circles in the rows shows that some are visited more frequently than others. For instance, cells on the structural level (e.g., clarifying, prioritizing, and time management statements) are visited more often than cells on the action-oriented level (e.g., interest in change and action planning). Again, the unproductive team lacks such a clear trend. Finally, in the productive team we see a dark horizontal shade across the relational level. The shade indicates intensive interaction within that level, that is relational contributions are often followed by other relational contributions. These observations are relatively rough but they provide an overview of the interaction and thus an accessible form of feedback that can be insightful for team leaders and team members themselves (e.g., Who dominates the conversation? Who tends to structure the meeting? Who takes action? What contributions occur at what point during the meeting?). Before turning to the quantification of these observations, we will briefly examine the plots that represent earlier interaction stages within the same meetings. After 5 min, in both teams one individual seems to dominate the interaction: in the productive team, member E makes a number of contributions and a particularly lengthy knowledge-oriented one. This active role seems to remain stable across the meeting. In the unproductive team, after 5 min, member D has a similar role with a prominent problem-solving contribution. D, however, does not remain dominant throughout the meeting. Further, in this first grid the productive team shows more relational interaction compared to the unproductive team. This pattern intensifies throughout the meeting. The unproductive team, however, shows pronounced interaction on the knowledge-oriented level after 5 min that increases over time. To conclude, the two teams show specific and different trends from the beginning, and these may explain higher or lower productivity. Such conclusions highlight the potential of identifying dysfunctional processes early on during the meeting to be able to correct them guiding the team into more productive dynamics.

Figure 3 represents the equivalent interaction trajectories for the final meeting. The patterns for each team look rather different compared to the patterns for the first meeting. For instance, observing the final grid for the productive team, it is less easy to identify a dominant speaker, members seem more equally involved in the interaction compared to the first meeting. Especially team member A who was very quiet at T1 is now fully integrated in the interaction at T2. Circles in the top three rows are larger than in the bottom rows. Thus, knowledge-oriented, structural, and problem-solving contributions take up more time than other types of contributions in the productive team. The unproductive team shows two dark horizontal shadows, one on the top row suggesting an intensive exchange of knowledge-oriented contributions, and one on the relational level indicating strong positive socio-emotional exchange.

Quantitative Inspection

For many of these observations we can obtain quantitative measures. These help to analyze the content and structure of the interaction within and across grids. In practical terms, it means that we could establish dominant speakers, dominant interaction categories or characterize speakers with regard to their types of interactive contributions. In addition, we can quantify if the interaction was rigid or flexible such that structural patterns in the trajectory can be identified. For example, if we want to know who of the speakers dominated the interaction we can look for the number of events that we find within that speaker’s column or we might look at the proportion of the total time taken up by the events of that speaker. Taking the example of the productive team at T1 (Figure 2) makes clear how critical it is to determine these measures beforehand and rooting this decision in theoretical grounds: considering the number of events per speaker yields member C as the dominant individual (226 events) while we can record much less events for speaker D (141 events) and speaker E (153 events) which we had identified as dominant through our visual inspection. Considering the proportion of the total time per speaker results in a different conclusion: the contributions of the three speakers are rather similar, although speaker E slightly dominates the conversational floor (C = 23.5%, D = 23.6%, and E = 27.3%). Overall, the standard deviation for these percentages was 9.23. Looking at the unproductive team, the standard deviation for the proportion of the total time per speaker was 5.27. This supports our preliminary conclusion about a more even distribution of speaker contributions in the unproductive team at T1. Still, interesting differences exist. Specifically, speaker E’s contributions composed 23.2% of the overall conversation whereas speaker C only contributed 7.1%.

Turning to measures of structure, findings reveal that all teams rather exhibit flexible interaction. The teams explored large parts of the grids with an average cell range of 38.75. Likewise, and because all team members did contribute to the discussion, the values for dispersion ranged between 0.97 and 0.98. Values for visit entropy were in the range of 3.22–3.49. Taken together, these values indicate a highly variable interaction style and show that interaction is rather difficult to predict. Contrary to other studies with SSGs (e.g., van Dijk et al., 2017), our coded team data was not boxed into a specific corner of the SSG. This is not necessarily characteristic for team interaction patterns in general but is, in part, due to how we defined the dimensions in our particular example with speakers on one axis and coded talk on the other.



BENEFITS AND IMPLICATIONS FOR TEAM TRAINING AND DEVELOPMENT

We would like to conclude this article with suggestions and ideas for the practical application of SGGs. Of note, these suggestions require future empirical work to evaluate their actual utility for team training and development. Yet, overall, we foresee multiple benefits of the application of SSGs in the context of team training and development, facilitating team maturation and evolution over time. First of all, getting teams to consider their team as a system of interactions, rather than a collection of people, may inspire novel understanding and insights regarding interdependencies and team dynamics. However, such a perspective can be quite complex and requires a holistic picture of the team interaction space. Visualizing this holistic picture via SSGs and presenting the behavioral feedback to the team can likely serve as a development trigger in this regard (cf. Lehmann-Willenbrock and Kauffeld, 2010). In the following, we point out specific ways in which SSGs might be used for effective delivery and transfer of training and development, along with recommendations for differing team contexts.

Training is considered effective when it produces changes in cognitive, affective, and/or skill-based outcomes (Salas and Cannon-Bowers, 2001), and leads to transfer of learning to the work context (Blume et al., 2010). For instance, a team diversity training may be aimed at enhancing the willingness to cooperate in diverse teams (e.g., affective changes), increasing knowledge regarding the potential benefits and pitfalls of diversity for teamwork (cognitive changes), providing the skills to more effectively utilize the heterogeneity of ideas and perspectives present in diverse teams (skill-based changes), leading to measurable performance improvements (e.g., Homan et al., 2015). In contrast to team training, team development (e.g., team coaching or developmental assignments) tends to be broader in scope and has a longer-time perspective. The skills to be acquired also typically go beyond those required for effectively accomplishing current tasks, jobs, and/or roles (Aguinis and Kraiger, 2009). Yet, boundaries between training and development are fluid, and both show considerable overlap in the principles followed to ensure effectiveness. Therefore, unless specified otherwise, we use both terms interchangeably and assume that both formats can benefit from SSGs in similar ways.

Training and development strategies typically follow several principles to ensure effectiveness (e.g., Salas and Cannon-Bowers, 2001). These entail presenting concepts and information relevant to the participant; showcasing the knowledge, skills, and abilities (KSAs) to be learnt; allowing for practicing the KSAs; and supplying participants with feedback during practicing and on improvements made over time. We believe that the SSG technique is particularly useful to support the feedback element of effective training and development.

The SSGs allow for detailed and visually appealing feedback based on actual behavior. This feedback can support teams in diagnosing the state they are in terms of team processes (e.g., knowledge sharing and utilization), in reflecting on emergent states (e.g., relational conflict), and in improving on important team processes. For instance, teams could receive feedback on their status quo as well as how their status quo has changed over the course of a training or developmental activity. Scholars have argued that feedback tools with a higher temporal resolution are especially suitable for providing developmental feedback (e.g., Rosen and Dietz, 2017). An important advantage of SSGs is that they allow teams and those involved in team training and development (e.g., leaders, trainers, and coaches) to gain an easily accessible overview of micro-level team interaction data that otherwise would be perceived as messy and difficult to grasp. The software’s “movie function,” as described earlier, may further support such practicing and feedback over time, as it adds further visual stimulation to other established forms of presentation (Myer et al., 2013). In addition, as SSGs can be administered repeatedly, (lack of) improvements could be detected, allowing teams to redirect or strengthen efforts if needed.

As SSGs are based on actual behavior, using this technique for feedback purposes might help circumvent validity and fairness issues. Such issues may arise when feedback is based on attributions or interpretations of behaviors, or of attitudes and underlying traits (e.g., by means of a rating scale completed by one’s supervisor or team members, or by means of a supervisor’s forced ranking of members in a team). Furthermore, feedback on relatively stable dimensions (e.g., intellectual ability) does not offer guidance regarding how to improve one’s behavior. Comprehensible feedback based on actual behavior, however, increases the likelihood that feedback leads to improved performance (e.g., Bandura, 1986; Kluger and DeNisi, 1996; Roter et al., 2004).

Besides their role in feedback, SSGs may be used to demonstrate the KSAs to be learnt during training and development, and facilitate subsequent practicing. For example, for more standardized procedures, teams may watch a video-based example of both an ineffective and effective team interaction. This demonstration could be accompanied by SSGs reflecting the respective patterns of observed interactions in the effective and ineffective example. The trainer or coach could then discuss concrete steps to bring the ineffectively interacting team closer to the effectively interacting team. Alternatively, team members could identify ways to approximate the effectively interacting team’s profile. Yet, “it is important to remember that all teams are not equal” (Salas et al., 2017, p. 21). Especially in complex situations, the results of a SSG analysis of a successful team should not necessarily serve as a model for other teams (i.e., “one size fits all”). In such cases, it is particularly important that the trainer or coach stimulates reflection, so that the team members themselves can decide which elements can serve as a model for their own teamwork. Building a shared understanding of successful team interaction patterns is key to make sure that all team members equally benefit from team training with SSGs. This brings us to our next point, i.e., using SSG for team development.

Compared to team training, team development may entail a longer and less formalized process, allowing for more profound and longer-lasting maturation and evolution processes in teams. Less emphasis is given on how a team compares to other teams (e.g., by comparing the team’s current SSG with the average SSG in the department, organization, or branch). Rather, development is concerned with the team’s growth over time (e.g., Aguinis and Kraiger, 2009). We expect SSGs to be helpful in stimulating this growth, as the technique allows for observing the same aspects of a team’s interaction at different points in time. These points in time may demarcate different “life stages” such as at team formation and in the middle and end of a project (cf. Tuckman, 1965; Gersick, 1988) or phases in a team’s performance cycle (e.g., action versus transition phases; Marks et al., 2001). Depending on the exact purpose, it might be useful to employ the same or different state spaces at different points in time. To observe development on a given behavioral pattern, using the same state space is likely to be most suitable. To understand whether teams appropriately deal with the unique demands that differing stages or phases impose, using phase- or stage-specific state spaces might be more insightful. Teams might also seek to improve their phase-specific behavior over time (e.g., by increasing reflexivity in transition phases and improving on coordination in action phases). In this case, using SSGs repeatedly across multiple performance cycles may prove most conducive to continuous learning.

Finally, certain types of teams may particularly benefit from using SSGs as a feedback and development tool. As our application example shows, there are visible differences in the interaction patterns not only between teams but also across different stages in the team’s life cycle (e.g., as determined by the duration of a project). Identifying characteristic patterns for team processes and emergent states embedded in certain stages of a project could help evaluate team processes in a standardized way. This could be especially interesting in and applicable to the context of SCRUM teams. While their project phases are relatively short and contents may vary according to project, the general procedures employed in SCRUM teams follow similar patterns across projects (Schwaber, 1997; Rising and Janoff, 2000). Furthermore, teams undergoing intense training (e.g., in the form of simulations) before entering the performance stage such a crisis or emergency teams, aviation or astronautic crews, or firefighter and special force units may be particularly attuned to benefit from the fine-grained, behavior-based feedback opportunities of the SSG technique. Systematically studying SSGs obtained during training and development in these team contexts may afford the opportunity to extract knowledge on more generic patterns of effective behavior across types of teams.
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FOOTNOTES

1 In accordance with much of the existing literature, we use the terms “group” and “team” synonymously.

2 So far, the SSGs technique has been applied primarily to categorical data. An extension to continuously sampled signals is discussed in Hollenstein (2013).
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Much of the previous research on the emergence of team-level constructs has overlooked their inherently dynamic nature by relying on static, cross-sectional approaches. Although theoretical arguments regarding emergent states have underscored the importance of considering time, minimal work has examined the dynamics of emergent states. In the present research, we address this limitation by investigating the dynamic nature of group potency, a crucial emergent state, over time. Theory around the “better-than-average” effect (i.e., an individual’s tendency to think he/she is better than the average person) suggests that individuals may have elevated expectations of their group’s early potency, but may decrease over time as team members interact gain a more realistic perspective of their group’s potential. In addition, as members gain experience with each other, they will develop a shared understanding of their team’s attributes. The current study used latent growth and consensus emergence modeling to examine how potency changes over time, and its relation with team effectiveness. Further, in accordance with the input-process-output framework, we investigated how group potency mediated the relations between team-level compositions of conscientiousness and extraversion and team effectiveness. We collected data at three time points throughout an engineering design course from 337 first-year engineering students that comprised 77 project teams. Results indicated that group potency decreased over time in a linear trend, and that group consensus increased over time. We also found that teams’ initial potency was a significant predictor of team effectiveness, but that change in potency was not related to team effectiveness. Finally, we found that the indirect effect linking conscientiousness to effectiveness, through initial potency, was supported. Overall, the current study offers a unique understanding of the emergence of group potency, and facilitate a number theoretical and practical implications, which are discussed.

Keywords: group potency, emergence, team effectiveness, conscientiousness, extraversion


INTRODUCTION

According to the input-process-outcome (IPO) framework (McGrath, 1964) and related models (e.g., the input-mediator-output-input [IMOI] model; Ilgen et al., 2005), emergent states are integral to understanding the effectiveness of teams. In this light, extensive research has been conducted in effort to improve our understanding of how emergent states influence team effectiveness (Kozlowski and Ilgen, 2006). Marks et al. (2001) defined emergent states as, “constructs that characterize properties of the team that are typically dynamic in nature and vary as a function of team context, inputs, processes, and outcomes” (p. 357). Examples of emergent states include collective efficacy, group potency, and cohesion. Overall, meta-analyses have found that the previously mentioned emergent states are positively related to team effectiveness (e.g., Gully et al., 2002; Beal et al., 2003; Stajkovic et al., 2009, respectively). Although these findings have been influential in building our understanding of team effectiveness, little research has investigated the temporal, dynamic aspects of emergent states (Kozlowski et al., 2016; Waller et al., 2016). Ilgen et al. (2005) argued that time plays an important role in understanding the emergence of states in teams, and without more direct insight into the temporal nature of emergent team processes, theoretical advancements, and practical recommendations will be limited (see also Collins et al., 2016; Salas et al., 2017a,b). To address this issue, the current investigation sought to examine: (1) how group potency, a critical emergent state, changes over time, (2) the relation between the dynamics of potency and team effectiveness, and (3) the mediating effect the dynamics of potency have on the relation between inputs (i.e., team-level personality) and team effectiveness.

In this research, data were gathered from student engineering project teams over multiple time points during an academic course. We then used latent growth and consensus emergence modeling to examine the dynamic nature and emergent properties of group potency. Throughout, we use the term dynamic to reflect the separate factors of the initial starting point of teams’ potency, the rate of change in potency over time, and also the emergence of the construct (see Ployhart and Vandenberg, 2010; Wang et al., 2016). Further, we investigated the role of team-level input variables (i.e., team-level conscientiousness and extraversion) as predictors of the dynamicity of group potency. Additionally, we examined whether the dynamics of group potency mediated the relations for both conscientiousness and extraversion on team effectiveness.

In the following sections, we utilize conservation of resources (COR) theory to discuss the importance of group potency as a team-level resource that influences team effectiveness, in accordance within the broad IPO and IMOI frameworks. In addition, we invoke COR to support our theoretical rationale for how potency changes over time, and how this change predicts team effectiveness. Then, we theorize that specific personality traits (i.e., conscientiousness and extraversion) are both antecedents (i.e., inputs) and resources that contribute to the process of group potency dynamics and the prediction of team effectiveness.



GROUP POTENCY

Group potency is one of the most frequently investigated emergent states and team processes associated with effective teamwork (LePine et al., 2008), and recent research suggest this trend is going to continue (e.g., O’Neill et al., 2016; Schaubroeck et al., 2016, among others). Although it has been described in different forms previously (see Stajkovic et al., 2009), we adhere to its conventional definition as a team’s generalized confidence in its ability to perform across a variety of situations (see Guzzo et al., 1993). Potency differs from efficacy, in that “efficacy represents a shared, task-specific expectation that the team can accomplish its goals, whereas potency is a more generalized sense of competence” (Kozlowski, 2018, p. 208). To date, two meta-analyses have investigated the relations between group potency and team performance (Gully et al., 2002; Stajkovic et al., 2009), with both reporting that group potency is positively related to team performance, ρ = 0.35 and 0.29, respectively.

Nevertheless, these meta-analyses are based on research that has used static, cross-sectional approaches (Marks et al., 2001), which unfortunately may not adequately address the inherently dynamic nature of group potency. As such, the dynamic aspects of group potency, which we expand on subsequently, have been relatively ignored by past research (Kozlowski and Ilgen, 2006; cf. Collins and Parker, 2010; Collins et al., 2016; Salas et al., 2017a,b). There are two potential reasons for this: (1) gathering longitudinal data with teams can be difficult because team membership and/or project assignments may change over time (see McClurg et al., 2017), and (2) the analytical approaches for investigating emergence and growth had not developed until recently (see Collins et al., 2016; Lang et al., 2018). In this research, we address these methodological challenges and present a novel investigation into the dynamics of group potency over time.



EMERGENCE

The concept of emergence in multilevel phenomena (e.g., teams) has been the focus of recent theoretical discussions (see Kozlowski et al., 2013; Waller et al., 2016; Grossman et al., 2017). Here, we establish a theoretical model for the emergence and dynamics involved with group potency. Kozlowski and Klein (2000) defined an emergent state as a characteristic of a team that “is amplified by their interactions, and manifested as a higher-level, collective phenomenon” (p. 55). An emergent state, therefore, is a dynamic construct, which theoretically changes or emerges over time (Kozlowski and Ilgen, 2006). We adopt this as the basis for our investigation because it makes an important distinction that other definitions do not address (e.g., Marks et al., 2001). In Kozlowski and Klein (2000) definition, emergence is not a singular attribute; rather there are two distinct underlying processes that develop as a result of group interactions: (1) amplification, and (2) consensus. Amplification refers to the growth aspect, or in broader terms, reflects the notion of changing levels over time, of a construct. Consensus refers to the emergence of a collective phenomenon from the shared perceptions of individual members. Broadly speaking, the literature on emergent states has ignored the dynamic nature of both amplification and consensus (Cronin et al., 2011; Kozlowski et al., 2016). In particular, the vast majority of previous research has used cross-sectional data, which is poorly suited to examining the role time plays in both amplification and consensus processes (Cronin et al., 2011; Roe et al., 2012; Vantilborgh et al., 2018). Emergent states should demonstrate changes in level and consensus over time, and result from team interactions and collective experiences that lead to increasingly shared perceptions and consensus between individual members (Kozlowski and Klein, 2000; Marks et al., 2001; Kozlowski et al., 2013; Kozlowski, 2018).

Group Potency Levels Across Time

For group potency – and other emergent states – to develop, team members need time and a reason to interact and develop an understanding of “who they are” as a group (Marks et al., 2001; Kozlowski, 2018). This suggests that potentially, at first, teams would be less confident in their ability to perform because they do not have enough experience with each other to develop a shared understanding of their collective ability. Then, conceivably, as team members interact over time they will gain insight into each member’s work habits and abilities, leading to increases in collective confidence. This perspective, however, rests on the assumption that team members enter teams without any pre-existing expectations. It seems more likely that team members enter their teams with high expectations, optimism, and confidence, especially without evidence to suggest otherwise. In support of the latter, Allen and O’Neill (2015b) theorized that the early agreement they found among team members on ratings of emergent states (e.g., group potency) might be attributed to an early positivity bias. They reasoned that this bias may lead to inflated perceptions of potency early in teams’ lifecycle, indicating a strong need to consider the role of time in investigating team processes. Unfortunately, limited research has been conducted on the dynamic nature of group potency. One study, however, by Lester et al. (2002) measured group potency at two time points, and using differences scores found that group potency decreased over time. Although difference scores have several methodological shortcomings (see Edwards, 2001, for a review), this finding is not overly surprising. In fact, research on the “better-than-average” effect (e.g., Svenson, 1981) – a common social comparison bias – would suggest that team members’ initial expectations of their team’s collective general ability might be inflated. The better-than-average effect has also been found to be stronger when the comparison target is ambiguous (Alicke et al., 1995), as in a newly formed team might be, and is positively related to over-confidence in one’s individual ability (Larrick et al., 2007). It may therefore stand to reason that confidence in one’s team may occur early in a team’s lifecycle. Yet, as members may rate their team artificially high early on in their tenure (Lester et al., 2002), scores will tend to decrease over time as members interact with each other and face ongoing challenges with the task that may reduce their potency resources that are available for subsequent performance episodes. Continuing interactions and experience with the task may facilitate more realistic perceptions of how the team can reasonably be expected to perform (i.e., a demonstrating a decreasing trend over time), in conjunction with increasing consensus across members. Together, this underscores the emergent and dynamic nature of potency. Based on this theorizing, the following is hypothesized:

Hypothesis 1: Perceptions of group potency will decrease over time.

To be clear, we suggest that the downward trend of group potency would be approximated well by a linear trajectory (see Ployhart and Vandenberg, 2010). Rather than a series of discrete step-wise drops, or patterns of punctuated change, we anticipate an incremental series of changes over time. Particularly, as teams meet on a set schedule during their lifecycle (i.e., three times a week during course and laboratory sessions) interacting with each other may lead to gradual changes in perceptions of group potency. Thus, rather than sudden, dramatic changes (i.e., discontinuous, non-linear change) in perceptions of group potency, teams will demonstrate a consistent, linear, downward pattern over time.

Group Potency Over Time and Implications for Team Effectiveness

To improve our understanding of the dynamic nature of group potency, it is crucial to investigate its criterion-related validity and examine how group potency relates to team effectiveness. Meta-analytic research at both the individual- (e.g., Stajkovic and Luthans, 1998) and team-level (Gully et al., 2002; Stajkovic et al., 2009) suggests strong, positive relations with performance. However, these results, as previously mentioned, are based on static research methods and do not take into consideration changes over time.

Within a time-limited project, group potency may function as a team-level resource that takes time to coalesce through consensus, but can be drawn upon by the team to influence effectiveness and the achievement of team tasks and goals. According to the COR theory, resources play an important role in understanding behavioral outcomes (e.g., performance; Halbesleben and Bowler, 2007). Halbesleben et al. (2014) defined resources as “anything perceived by the individual to help attain his or her goal” (p. 1338). Although defined at the individual level, this definition could easily be translated to the team context by defining a team resource as anything perceived by the members that can help the team attain its goal(s). This definition allows group potency to be considered a team-level resource that can be used to optimally influence team effectiveness (see Guzzo et al., 1993; Gully et al., 2002; Stajkovic et al., 2009). In this light, there are two key components of COR to consider: (1) initial resource losses lead to future resource losses, and (2) a greater amount of a resource can reduce the vulnerability to resource losses (Hobfoll, 2001, 2011), as in a buffering effect. Concerning initial resource loss, Hobfoll et al. (2018) argued that resource loss begets stress, which leads to further resource loss. In support of this theorizing, research by Demerouti et al. (2004) demonstrated that resource loss (due to work pressure) leads to increased stress (i.e., work-life role conflict) in individuals, which then leads to further resource loss (i.e., exhaustion). Demerouti et al. (2004) referred to this phenomenon as a “loss spiral,” which has also been reported by De Cuyper et al. (2012) and Whitman et al. (2014). Consistent with these findings, we anticipate that teams that are unable to conserve their potency resources over time will lose further resources over time, and experience worse team effectiveness. Concerning the buffering effect, Hobfoll et al. (2018) argued that individuals who have more resources are less likely to lose resources and are more likely to gain resources. For example, Hakanen et al. (2008) found that individuals with greater job resources were more engaged in their work, which led to increased innovativeness in their work group. Chen et al. (2009) also found that by boosting individuals’ resources through training, they were more likely to adapt to changing work contexts and were less likely to experience resource loss (i.e., exhaustion). We therefore propose that teams that start with higher potency (i.e., initially have more potency resources than other teams) will perform better than teams that have lower initial potency. Together, we therefore hypothesize the following:

Hypothesis 2: Changes in group potency (i.e., the downward trend described by Hypothesis 1) will be negatively related to team effectiveness.

Hypothesis 3: Initial group potency will be positively related to team effectiveness.

Group Potency Consensus Over Time

Emergent states, as previously defined, describe the development of a collective phenomenon from the sharedness of individual members’ perceptions of a team-level attribute. Emergent states therefore exist as constructs at the collective level (e.g., team, group, unit, and organization), underscoring their theoretical foundations based on differing composition frameworks. Detailed considerations of composition models is available elsewhere (e.g., Chan, 1998; Kozlowski and Klein, 2000); however, we note here that research on emergent states (e.g., group potency) requires that a level of consensus (i.e., agreement or sharedness), which is based on a theoretically appropriate composition model, be demonstrated. Emergent state research has generally relied on rwg, intraclass correlations (ICCs), and other agreement statistics (see LeBreton and Senter, 2008, for a review) as indices of consensus. Kozlowski et al. (2013) noted that although these statistical approaches for assessing agreement have been used in both cross-sectional and longitudinal research to demonstrate emergence, their use has predominantly been restricted to static interpretations (even when averaged across time in longitudinal research), and therefore ignores the temporal aspect of emergence. More specifically, in both cross-sectional and longitudinal data, these consensus statistics have been used to demonstrate that emergence has taken place, but only provide a snapshot of sharedness, thereby ignoring the dynamicity of the emergence process. For example, in cross-sectional research, after demonstrating some level of consensus, researchers are left to assume a team-level phenomenon has emerged, without actually assessing the pattern of change in consensus that may more accurately represent the emergence process (O’Neill and Allen, 2012; Allen and O’Neill, 2015a). Although this is informative from a descriptive standpoint, interpreting isolated ICC estimates may not provide a strict test of whether emergence has occurred. To address this issue, Lang et al. (2018) introduced the consensus emergence model, which allows researchers to examine change in consensus over time, a key component of the emergence process. The current investigation used this methodology to provide an assessment of group potency emergence over time.

As a collective phenomenon, group potency fits into Chan (1998) referent-shift consensus model. Group potency, therefore, requires consensus amongst group members to demonstrate the collective or shared aspect of the construct. Commensurate with Kozlowski et al. (2013) theorizing on emergent processes, group members need time to interact with each other and engage with the task to develop a shared understanding of the team-level phenomenon. Initially, group members’ perceptions of their potency will be based on minimal information as they have had limited time interacting. As a result, initial ratings of group potency will be more indicative of individual members’ perceptions rather than shared perceptions. It can therefore be theorized that agreement between group members will increase over time. Accordingly, we forward the following hypothesis:

Hypothesis 4: Consensus on group potency will increase over time.



ANTECEDENTS OF GROUP POTENCY’S DYNAMIC NATURE

According to the IPO framework, inputs play an important role in the development of team processes. Inputs are conditions or characteristics of team members that exist prior to the team interacting and performing together, including – but not limited to – personality, and other dispositional characteristics. Inputs can therefore be considered as antecedents to emergent states, such as group potency. We selected conscientiousness and extraversion as two input variables (i.e., resources) that will contribute to group potency (i.e., a resource gain). Our rationale for selecting conscientiousness and extraversion is two fold. First, meta-analytic research by Ng and Feldman (2014), structured around COR theory, demonstrated that both conscientiousness, and extraversion contribute to resource gains (e.g., salary attainment). Second, meta-analytic research by Bell (2007) found that team-level conscientiousness and extraversion were positively related to team effectiveness (ρ = 0.14 and ρ = 0.10, respectively). Although the latter supports the direct relation between our selected inputs and team effectiveness, there is a dearth of research investigating the full IPO framework and the implied indirect effects of how the inherently dynamic nature of team processes and resources (e.g., group potency) transmit the effects of input resources to outputs. LePine et al. (2011) described the issues involved with this piecemeal approach of only assessing the input-output, or process-output relations, for example, rather than a more theoretically aligned model of input → process → output. Further, LePine et al. (2011) noted that more advanced research designs and analyses should be forwarded to improve understanding of the complete framework (see also Pitariu and Ployhart, 2010). Finally, Mathieu et al. (2014) pointed out that team personality composition might not just be relevant for static teamwork variables but also their change over time.

In the current research, we investigated the full IPO framework by incorporating team-level conscientiousness and extraversion as inputs (i.e., antecedent resources), initial levels and change in group potency as process variables (i.e., team process resources), and team effectiveness as an output. Together, indirect relations are described with group potency’s dynamics mediating the relations between team-level personality and team effectiveness.

Conscientiousness

Individuals with high conscientiousness are characterized by being hardworking and achievement-oriented (Goldberg, 1990). Further, conscientious individuals tend to be confident (Chen et al., 2004; Ebstrup et al., 2011), and likely behave in a manner that is conducive to operating in a team environment (e.g., O’Neill and Allen, 2011). Even further, as noted, Bell’s (2007) meta-analysis found that team-level mean conscientiousness was positively related to team performance. Thus, past research has illustrated positive relations between team-level conscientiousness and both group potency and team effectiveness.

We again draw upon COR theory, and apply a resource-based perspective to propose how team-level conscientiousness relates to the dynamics of group potency and team effectiveness. Another key proposition of COR is that initial resources can combine to positively influence the achievement of desired outcomes, and can help produce gains in resources, or alternatively, can provide additional resources to help maintain resources levels that may otherwise become depleted over time. Hobfoll (2011) argued that resources should be considered as “caravans,” in which the combined functioning of resources best facilitates achieving desired outcomes (e.g., meeting goals, coping with stress). Based on the importance of team-level conscientiousness, we argue that team-level conscientiousness can function as a team “input” resource that can lead to gains in (i.e., higher) initial group potency. For instance, groups that see themselves as more collectively hard working will likely see themselves as having higher initial confidence in their ability to achieve the team’s goals, because they know they will persist even when the task difficulty increases. In addition, increased team-level conscientiousness may provide another resource to the team to protect against loss of potency resources over time. Thus, teams with higher levels of conscientiousness will be able to better conserve their potency resources over time. This, in turn, will lead to increased team effectiveness. Thus:

Hypothesis 5a: The initial level of group potency will mediate the relation between conscientiousness and team effectiveness.

Hypothesis 5b: The rate of change of group potency will mediate the relation between conscientiousness and team effectiveness.

Extraversion

Highly extraverted individuals tend to be talkative and sociable (Goldberg, 1990). Research on team-level extraversion has generally revealed positive relations with team performance (Bell, 2007), as it may facilitate positive interpersonal interactions between team members (Barry and Stewart, 1997). Further, extraverts tend to have higher confidence in their ability to work in a self-managed group (Thoms et al., 1996), suggesting a positive relation between team-level extraversion and group potency. Finally, extraversion involves facets related to energy, activity, and excitement seeking (Hastings and O’Neill, 2009), all of which would encourage strong willingness to engage in the work and exploration required for team success.

Similar to team-level conscientiousness, team-level extraversion can be considered a resource that is brought to the team by its individual members and functions as an input for team processes (i.e., group potency). Thus, considering team-level extraversion as a team resource, it may lead to increased initial group potency and help teams preserve their group potency over time. This will permit teams to conserve and maintain their potency resources during its lifecycle, potentially leading to increased team effectiveness. Based on this theorizing, the following is hypothesized:

Hypothesis 6a: The initial level of group potency will mediate the relation between extraversion and team effectiveness.

Hypothesis 6b: The rate of change of group potency will mediate the relation between extraversion and team effectiveness.



MATERIALS AND METHODS

Participants and Procedure

This study was reviewed and approved by Western University’s Non-Medical Research Ethics Board and participants provided written informed consent prior to participating. Participants were 337 first-year engineering students. The majority of participants (81%) were male, and ranged in age from 16 to 33 years (M = 18.5, SD = 1.9). Participants were randomly assigned to one of 77 project teams, which consisted of either four (62% of teams) or five (38%) members. Each team had two small design projects (taking place over 2 months each) and one large design project (taking place over 4 months) to complete over the course of an academic year. For the large design project, students were required to create a prototype of a device that individuals with a disability could use to improve their well-being.

Survey data were collected at five different time points throughout the academic year. Conscientiousness and extraversion data was collected on the first day of class before students were assigned into their project teams (i.e., Time 1). Group potency data was collected at three subsequent time points: 2 months (Time 2), 5 months (Time 3), and 8 months (Time 4) after the start of the semester. Grades on the large design project were collected at the conclusion of the semester (i.e., Time 5) and serve as our measure of team effectiveness.

Measures

Conscientiousness

Conscientiousness was measured with ten items from the International Personality Item Pool (IPIP; Goldberg et al., 2006; α = 0.81). The IPIP items correlate highly with Costa and McCrae’s (1992) NEO-PI-R. There were five positively worded and five negatively worded items. A sample item is “I am always prepared.” Participants responded to these items on a five-point Likert-type agreement scale (1, strongly disagree; 5, strongly agree).

Extraversion

Extraversion was also measured with ten items from the IPIP (Goldberg et al., 2006; α = 0.86) that correlate highly with the NEO-PI-R. There were five positively worded and five negatively worded items. A sample item is “I feel comfortable around people.” Participants responded to these items on a five-point Likert-type agreement scale (1, strongly disagree; 5, strongly agree).

Group Potency

Group potency was measured with seven items from Guzzo et al. (1993), which measure a team’s confidence in their general ability to be effective. A sample item is “No task is too tough for this team.” Participants responded to these items on a five-point Likert-type agreement scale (1, strongly disagree; 5, strongly agree). Sosik et al. (1997) found that these group potency items have strong internal consistency with a Cronbach’s α ranging from 0.87 to 0.98 across three time points.

Team Effectiveness

Associated with the large design project, teams submitted a comprehensive written report that was typically about 100 pages in length. The report contained a variety of detailed information pertaining to the project including, design sketches, mathematical models, and implications for practice. Team reports were rated based on their overall quality by experienced course instructors, who were blind to this study’s objectives, and grades were assigned to the team as a whole (i.e., no unique grades were assigned to individual members). Each rater rated a unique subset of the reports (see O’Neill et al., 2018).

Analytical Procedure

Using Mplus 7.4 (Muthén and Muthén, 2012, 2015) throughout for our focal analyses, we implemented a sequential model testing procedure to conduct (1) longitudinal measurement invariance analyses, (2) latent growth modeling, and (3) consensus emergence modeling (Lang et al., 2018). The full model assessed is illustrated in Figure 1. Examinations of change over time requires measurement invariance to ensure that a measure functions and means the same thing over time, and to facilitate meaningful longitudinal inferences (Ployhart and Vandenberg, 2010). Longitudinal measurement invariance assesses the stability of a scale’s measurement model over time, and without this support misleading interpretations may result, akin to comparing apples to oranges over time (Chen and West, 2008). Demonstrating invariance requires several analytical steps, which include: (a) configural invariance, (b) metric invariance, (c) scalar invariance, and (d) strict invariance. Ployhart and Vandenberg (2010) noted that configural, metric, and scalar invariance are sufficient for longitudinal invariance, yet strict invariance was also investigated as it can provide additional insight into the structure and function of a scale (McLarnon and Carswell, 2013). The configural invariance model assesses whether the same pattern of factor loadings holds over time. For determining configural invariance, we – in part – assumed support because all seven potency items, which measure a single factor, were assessed at each time point. In addition, we also considered indicators of model-data fit rendered by the comparative fit index (CFI) and root mean square error of approximation (RMSEA). CFI values > 0.95 and RMSEA values <0.08 can be taken as evidence for acceptable model fit (e.g., Hu and Bentler, 1999). Building on the configural invariance model, metric invariance then constrains respective factor loadings to equality, scalar invariance places additional equality constraints on respective intercepts, and strict invariance places equality constraints on respective item residuals. To assess plausibility of each of these sets of invariance constraints, the Δχ2 test can be used because each set of constraints imposed represent a nested model. However, as Δχ2 may be overly sensitive to sample size, changes in the CFI of less than 0.010 and/or changes in the RMSEA of less than 0.015 can support invariance in each step (Chen, 2007). In each longitudinal invariance analysis, autocorrelated residuals were specified between respective items (Little, 2013).
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FIGURE 1. Focal analytical model. Numeric factor loadings for LGM presented. Direct effects, c’paths, and shown in dashed lines. Indirect effects, comprising respective a and b paths and associated aj × bj effects, and shown in solid lines.



Our invariance analyses used individual-level data in order to achieve a balance between sample size and model complexity. However, to account for the nested nature of our data (i.e., individuals within teams), we used robust maximum likelihood estimation, implemented as Mplus’ MLR estimator, in conjunction with the TYPE = COMPLEX specification to furnish model fit indices and standard errors that were robust to non-independence (Muthén and Muthén, 2012; McNeish et al., 2017). Given the use of the MLR estimator, Δχ2 nested model comparisons were facilitated through Satorra and Bentler’s (2001) scaled Δχ2 statistic.

An additional wrinkle in estimating the longitudinal invariance models concerns the correct specification of the longitudinal null model (Little, 2013), which is used in the derivation of the CFI. If the null model is incorrect, the CFIs used to judge invariance may also be biased and may result in erroneous inferences. As discussed by Widaman and Thompson (2003), the correct longitudinal null model should specify zero covariances between any indicators (as in the typical null model), but equal variances and equal means for respective indicators across time points. As such, our use of the CFI was based on the corrected longitudinal null model.

Then, using latent growth modeling (Chan, 2002), and the aggregated potency scores, we examined the dynamics involved with group potency. First, we estimated an unconditional model to estimate the mean and variability around the latent intercept and slope of group potency. The latent growth model was specified in a typical fashion with the factor loadings for the latent intercepts all fixed at 1.00, and the factor loadings for the latent slope were fixed at zero, 1.00, and 2.00, for each of the measures (i.e., Time 2, 3, and 4; see above), respectively. The parameterization for the slope follows from equal time spacing between Times 2 and 3, and Times 3 and 4, as both reflected 3-month time lags. We then incorporated team effectiveness, as a simultaneous outcome of both the latent intercept and slope, and the personality predictors to assess the indirect effects. Using bias-corrected bootstrapping, with 10,000 samples, indirect effects were deemed significant if their 95% confidence intervals (CIs) excluded zero. Notably, the personality predictors used the mean-aggregation of scores from each individual member and as mean-aggregated personality is not a shared-unit property of a team (Kozlowski and Klein, 2000) justifying aggregation (via ICCs, etc) is therefore not required (e.g., O’Neill and Allen, 2011).

Finally, we used Lang et al.’s (2018) multilevel procedure to examine consensus emergence of group potency. This allowed us to assess emergence of the group-level potency construct from the sharedness, or more specifically the increasing degree of sharedness, of individual members’ ratings over time.



RESULTS

Table 1 presents the team-level correlation matrix, the intraclass correlation estimates [ICC(1) and ICC(2)] for group potency at each time point, and Cronbach’s alpha internal consistency estimates. Notably, the ICC estimates increased slightly over time, indicating a growing proportion of variance in group potency that could be attributed to the team-level rather than the individual-level. This suggests increasing consensus in perceptions of team potency over time and stronger emergence. We revisit this pattern to more formally substantiate the emergence of group potency and provide a test of Hypothesis 4.

TABLE 1. Team-level Descriptives and Intercorrelations.
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Table 2 presents the results of the longitudinal measurement invariance analyses. The configural invariance model demonstrated adequate fit, CFI = 0.95 and RMSEA = 0.06. Adding equality constraints on the factor loadings resulted in ΔCFI = –0.001 and ΔRMSEA = –0.002, supporting metric invariance. This suggests that the potency measure retains a similar meaning across occasions. The scalar invariance model resulted in a ΔCFI = –0.003 and ΔRMSEA < 0.0004 versus the metric invariance model. This lends support to scalar invariance, which suggests that the potency measure functions similarly over time. As a final stage in the invariance analyses, additional equality constraints were placed on respective item residuals to assess strict invariance. This model resulted in ΔCFI = 0.003 and ΔRMSEA = –0.004, supporting strict invariance, and suggests that each item had equivalent reliability over time. Together, these invariance analyses suggest equivalence of group potency over time, facilitating our focal latent growth models.

TABLE 2. Longitudinal measurement invariance analyses.
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Given the ICCs provided support for aggregating group potency to the team-level, we averaged individual members’ group potency scores within each team, and used the aggregated scores to estimate our latent growth model. The unconditional growth model demonstrated adequate fit to the data, χ2(1) = 0.73, p = 0.39, CFI = 1.00, RMSEA = 0.00. With respect to Hypothesis 1, the mean of the latent slope was of central interest, which was estimated as −0.07, p < 0.05. This supported Hypothesis 1, suggesting that group potency decreased over time (by 0.07 units at each time point). The estimate of the latent intercept was 4.06, p < 0.01, and the variances for the latent intercept and slope were 0.20, p < 0.01, and 0.04, p < 0.05, respectively. The correlation between the latent intercept and slope was −0.14, p = 0.59. Interestingly, freeing the slope’s factor loading for the second group potency measure, as in a latent basis model (Grimm et al., 2013) did not suggest an improvement in fit. Specifically, Δχ2(1) = 0.71, p = 0.39, and both the Akaike Information Criteria and Bayesian Information Criteria were higher in the latent basis model than the latent growth model. Thus, based on parsimony, we proceed with the linear latent growth model. Notably, even in the latent basis model, the trend did not deviate significantly from a linear trajectory, thus lending further credibility to Hypothesis 1, and the underlying linear, downward pattern of change in group potency. Next, incorporating team effectiveness as a simultaneous outcome of the latent intercept and slope factors also resulted in adequate model-data fit: χ2 (2) = 1.22, p = 0.54, CFI = 1.00, RMSEA = 0.00. Specifying regressions between both intercept and slope factors and effectiveness revealed that the regression of effectiveness on the latent slope was b = 0.07, p = 0.99, but that for the latent intercept it was b = 10.23, p < 0.01. Thus, there was no influence of change in potency on team effectiveness, but the starting point of teams’ potency was positively related to effectiveness. Accordingly, Hypothesis 2 was not supported, whereas Hypothesis 3 was supported.

To more formally assess the emergence of the group potency construct, we used Lang et al. (2018) consensus emergence model. This model uses longitudinal changes in the individual-level residual variances as evidence of emerging consensus. Specifically, decreasing residual variances can be taken as indicative of increasing consensus emergence, and therefore reflects more agreement about a team-level phenomenon. Indeed, in our model the estimated change in residual variance was δ = –0.11, p < 0.05. This suggests significantly less individual-level variance and comparably greater sharedness at the team-level over time. In other words, this negative coefficient supports the proposition that group potency demonstrated significant increases in the support for emergence over the three measurement occasions. Thus, Hypothesis 4 was supported.

Finally, we incorporated the conscientiousness and extraversion team-level predictors into the latent growth model. This also resulted acceptable model-data fit: χ2 (4) = 3.02, p = 0.55, CFI = 1.00, RMSEA = 0.00. Neither of the indirect effects involving the latent slope had 95% CIs that excluded zero: the conscientiousness → latent slope → team effectiveness indirect effect was −0.01, 95% CI = –3.11–2.65, and the extraversion → latent slope → team effectiveness indirect effect was 0.08, 95% CI = –2.36–4.55. The indirect effect involving extraversion → latent intercept → team effectiveness was also not significant, −0.73, 95% CI = –9.34–4.65. However, the indirect effect of conscientiousness → latent intercept → effectiveness was significant, 5.57, 95% CI = 0.59–23.58. Thus, there was no evidence for the mediating role for change in potency, but instead the latent intercept transmitted the effect of conscientiousness on team effectiveness. In sum, Hypothesis 5a was supported, but Hypotheses 5b, 6a, and 6b did not receive support.



DISCUSSION

There are four intriguing findings from the current investigation that contribute to both the group potency and the multilevel emergence literatures. First, the latent growth model revealed a significant negative slope for group potency. Group potency levels therefore decreased over time, on average across teams. Previous research by Lester et al. (2002) also found a decrease in group potency over time; however, that study had only two time points and a much shorter time span in comparison to the current investigation (i.e., 9 weeks vs. 6 months, respectively). We theorized that individuals would generally tend to start with high expectations of how their team would perform (Svenson, 1981). As well, due to the “better-than-average” effect when teams first get together they may experience a “honeymoon period” where they have unrealistic positive expectations of how they will do as a group (Forsyth, 2018). Over time, it is probable that the honeymoon dissolves as team members spend more time interacting, debating, dealing with internal conflicts, and other challenges associated with teamwork and the team task (O’Neill and McLarnon, 2018; O’Neill et al., 2018). In this study, we drew upon COR theory to argue that these challenges negatively affect team resources (e.g., group potency), resulting in a decrease in magnitude over time. Interestingly, similar results have been found in other research domains. For example, in examining changes in organizational commitment, an integral workplace resource, Lance et al. (2000) and Bentein and Meyer (2004) found that organizational newcomers experienced loss of this resource over time as they interacted with their new settings. Our results, and those from the domain of organizational commitment, therefore support the argument that resources can be depleted over time as individuals interact with their environment, whether the environmental context is a workplace or a team. This suggests that early team experiences (i.e., socialization) are important for establishing strong, initial group potency resources.

This paved the way for the second intriguing finding from this study: in the latent growth model, teams’ initial group potency predicted overall team effectiveness. This implies that, although group potency takes time to emerge (which we discuss subsequently), early interactions might play an important role in setting a team up for future success. Although teams may have elevated potency ratings during a honeymoon period, they are still able to effectively leverage their potency resources, such that it helps explain teams’ effectiveness later on during project completion (i.e., 6 months later). This finding supports Kozlowski et al. (2013) argument that it is important to assess emergent states as early in a team’s lifecycle as possible. Even though group potency resources may decrease over time, early potency, and the intrateam resources it provides, may have a role in determining future strategizing, planning, and cooperation, which helps to set the stage for the future goal and task accomplishment. Thus, despite the decreasing trend experienced by teams over time, what appears to be an important component of a team’s effectiveness is each team’s perception of potency early on in their respective lifecycle.

The third intriguing contribution that this research provides is that we documented an increase in consensus on group potency within teams. Thus, members gained an increasingly shared perception of their group’s potency over time. This is an important aspect of what Kozlowski et al. (2013) described generally as exemplifying the multilevel emergence process: as team members interact they will develop a stronger, shared understanding of the team’s emergent properties (e.g., group potency). Historically, “sharedness” or consensus has only been investigated using cross-sectional analyses, and inferred via ICC estimates, with “high values” taken to support the occurrence of emergence. This approach, however, does not facilitate an inference of the actual process of consensus emergence, which is temporally defined. Using Lang et al.’s (2018) methodology, we were able to utilize an analytical approach that is sensitive to emergence’s inherently temporal nature and provide an empirical estimate of group potency’s emergence. Commensurate with Allen and O’Neill (2015b), we found support for early emergence, with Time 1 ICCs meeting acceptable levels of agreement (LeBreton and Senter, 2008). Nevertheless, our findings also suggest that agreement still increased over longer durations as team members interact and get a better understanding of “who they are” as a collective.

Although the findings of decreasing group potency levels and increasing consensus on group potency may seem in opposition, these are independent phenomena. Conceivably, consensus could emerge over any level of a construct, which could be static or dynamic in nature. Future research may be able to leverage Lang et al.’s (2018) framework and incorporate predictors of emergence, such as relationship and process conflict (O’Neill et al., 2018), psychological safety (Edmondson, 1999), intrateam communication, and peer feedback (Donia et al., 2018), among others.

The fourth important finding reflects the application of the IPO framework to test key COR principles. More specifically, two input resources – conscientiousness and extraversion – were included as antecedents of group potency’s dynamic nature. We found that the relation between conscientiousness and team effectiveness was mediated by initial group potency. Contrary to our expectations, no effect was found for extraversion, or for the link between conscientiousness and team effectiveness, as mediated by the rate of change in potency level. These findings suggest that teams that comprise individuals with higher levels of conscientiousness are more likely to get off to a “good start,” and utilize their collective personality composition as a resource to develop higher levels of initial group potency (another resource), thereby leading to greater team effectiveness.

Practical Implications

Stemming from these results, an important practical implication is that early team interactions need to be managed effectively to enable a strong starting point for teams’ group potency. With an emphasis on early group potency, rather than the change in potency over time, teams may be able to leverage initial potency as a critical team resource and more effectively navigate hurdles encountered during project completion. Nevertheless, future research may want to also consider how the potentially negative effects of overconfidence (Goncalo et al., 2010) can be mitigated with early team experiences such as developing a team charter, engaging in informal socialization, and other activities that may assist in developing a healthy level of early group potency.

A second practical implication is that interteam differences in personality composition play an important role in developing early group potency. We found that teams that had members with higher conscientiousness were more likely to develop group potency early on, leading to increased team effectiveness. Drawing from an integration of COR theory and the IPO framework, conscientiousness is an important resource that sets the stage for teams’ early potency, which reflects another critical team resource that, in turn, influences effectiveness. Therefore, teams can utilize the resources made available by their aggregated level of conscientiousness to establish and develop group potency allowing them to be more effective. Thus, it is important to consider personality traits, like conscientiousness, when selecting members for a team (see Allen and West, 2005; Morgeson et al., 2005; O’Neill and Allen, 2011; Allen and O’Neill, 2015a).

Limitations

One of the limitations of the current study is the use of a student sample that, on average, was relatively young (18.5 years old). As well, the participants were predominantly male. It is therefore somewhat difficult to generalize the current findings to more heterogeneous work environments. Furthermore, our results may only apply to time- and project-limited teams. Teams that are tasked with multiple performance cycles may experience a different form of change in potency over time, during the completion of their projects. Future research will be needed to assess the form and function of potency in alternative types of teamwork, which may also facilitate insight into Marks et al.’s (2001) recommendation to investigate multiphasic perspectives on team processes.

A second limitation concerns the ability to apply these results to the dynamic nature that is exemplified by other emergent states. Specifically, the dynamics of potency may vary from the growth inherent with other emergent states (e.g., cohesion). Although potency may emerge after a relatively short duration, and then decline over time, cohesion (i.e., a motivational force that drives teams to stay together) may take longer to emerge as teams take time to decide whether they want to stay together. Thus, future research should be conducted using similar research methods and analytical procedures (i.e., latent growth modeling, paired with Lang et al.’s (2018) consensus emergence model) to investigate the dynamics of other emergent states.

A third limitation is that the measures marking the beginning of the potency growth trajectories were collected 2 months into teams’ lifecycle. This timeframe was selected because members had limited time to interact over the first 2 months, but would have still been representative of teams’ “honeymoon” levels of potency, as they had yet to receive any substantial feedback on their team effectiveness. The results of this study, however, demonstrate that potency had already begun to emerge by the beginning of the trajectory. Future research should measure and examine potency even earlier on in a team’s inception (see Kozlowski et al., 2013).

Directions for Future Research

Although this research presents several unique and valuable contributions to the literature, there are a number of crucial questions future research should investigate. First and foremost is cross-validation of these findings with a larger number of more heterogeneous teams engaged in alternative projects that take place over longer (or shorter) time periods and lifecycles. Such research endeavors may highlight alternative forms of group potency change over time (i.e., non-linear, discontinuous). However, we would still likely anticipate consensus to emerge and solidify over time, though it may taper off during longer lifecycles. Though we have substantiated a linear, downward trend in group potency over time, it may also be interesting to examine whether distinct types of teams occupy differential trajectories of group potency dynamics. Specifically, leveraging growth mixture modeling, future researchers could examine nuanced trajectories of potency that may be illustrated by distinct types of teams (Muthén, 2001; McLarnon and O’Neill, 2018; O’Neill et al., 2018).

Additionally, future research could be dedicated toward whether similar emergent states (e.g., collective efficacy) may exhibit differential patterns of change over time. For instance, collective efficacy, as previously mentioned, is an emergent state that represents a group’s confidence in their ability to perform a specific task, rather than the general ability to perform that is measured by group potency. Thus, as teams engaged in a specific task (e.g., a product development initiative), they could experience increasing collective efficacy as they gain task-specific knowledge, and expertise through practice – similar to how training can increase self-efficacy (Blume et al., 2010) – while also experiencing decreasing group potency as they recognize how challenging it can be to effectively function as a team, in general. Nonetheless, we believe the current research provides substantial value to the literature, and our methodological approach may assist future studies, which we eagerly await so as to equip the literature with a comprehensive understanding of form, function, predictors, and implications of group potency.



CONCLUSION

The current investigation improves our understanding of the dynamic aspect of group potency. Results demonstrated that potency decreased over time, which we attributed to a honeymoon period associated with a team’s early interactions. Further, teams tended to agree more on their team’s potency over time, suggesting that it takes time for the group potency construct to emerge. Even further, early group potency predicted team effectiveness, however, the change in group potency did not. This suggests that early interactions play an important role in establishing group potency, which may emerge relatively quickly, and may set the tone for future success. Finally, initial group potency mediated the relation between team-level conscientiousness and team effectiveness, suggesting that conscientiousness plays an important role in influencing the dynamics of group potency, which subsequently leads to increased team effectiveness.
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Teams have been a ubiquitous structure for conducting work and business for most of human history. However, today’s organizations are markedly different than those of previous generations. The explosion of innovative ideas and novel technologies mandate changes in job descriptions, roles, responsibilities, and how employees interact and collaborate. These advances have heralded a new era for teams and teamwork in which previous teams research and practice may not be fully appropriate for meeting current requirements and demands. In this article, we describe how teams have been historically defined, unpacking five important characteristics of teams, including membership, interdependence, shared goals, dynamics, and an organizationally bounded context, and relating how these characteristics have been addressed in the past and how they are changing in the present. We then articulate the implications these changes have on how we study teams moving forward by offering specific research questions.
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INTRODUCTION

Today’s organizations are markedly different than previously established. With the explosion of innovative ideas and novel technologies, organizations are redesigning the way work is accomplished (Wageman et al., 2012). This new redesign is mandating a change in job descriptions, roles, and responsibilities as well as how employees interact and perform collaborative work. According to Graesser et al. (2018), collaborative work can have potential disadvantages: ineffective communication, social loafing, diffusion of responsibility, and conflict. When harnessed correctly, though, collaborative work can entail division of labor, multiple perspectives, emergent ideas, and multi-source evaluation which enhances quality (Graesser et al., 2018). Collaborative work, as the name would suggest, involves collaborations. Collaborations manifest differently with the rise of geographic dispersion, working remotely, and collaborative technologies. Essentially, collaborations entail teams and teamwork that have evolved and resemble a new era.

The original conceptualization of teams considered them to be intact, tightly bounded, and coupled with members from a single organization who are co-located, interacting face-to-face to generate an identifiable product, service, or solution (Hackman, 2012; Tannenbaum et al., 2012; Wageman et al., 2012). Conversely, teams today consist of members from multiple organizations shifting in and out of the team while relying heavily on technology to complete a variety of tasks (Hackman, 2012; Tannenbaum et al., 2012). To illustrate, previous research has found that up to 84% of teams experience change (Espinosa et al., 2012), and another study found that the number of members from different countries was the same compared to the number of members located in the same room (Cummings and Haas, 2012). These studies simply illustrate that the archetype of teams is changing, and fluidity is increasingly prevalent.

Organizations are relying on fluid teams for several reasons. One, organizations must remain agile, responding quickly to opportunities and market changes, and strive for strategic and operational innovation (Tannenbaum et al., 2012; Chiu et al., 2017). Two, organizations are often using independent contractors to execute work, which traditionally entails a finite duration and potentially limited involvement (Chiu et al., 2017). Three, organizations rely on such teams to stimulate and energize members (Mortensen and Haas, 2016). Fourth, organizations are designing teams according to the specific skills and expertise needed to execute particular tasks, and the requisite knowledge and skills may vary as the tasks fluctuate (Tannenbaum et al., 2012).

Because organizations have new demands that leverage fluid teams, the implicit assumptions surrounding teams are not necessarily applicable. Previously, the well-established definitions assumed that the long-standing characteristics of teams (i.e., multiple members interacting dynamically and interdependently working in a bounded context toward a shared goal; Hackman, 1987; Salas et al., 1992; Cohen and Bailey, 1997; Kozlowski et al., 1999) remain stable and consistent throughout the team’s life span (Tannenbaum et al., 2012). See Table 1 for a list team characteristics highlighted in various definitions of teamwork. These characteristics, though, as originally conceptualized may not be accurate as the landscape of organizations, work, and teams has evolved considerably to be much more diverse and heterogeneous (Harrison and Humphrey, 2010; Mathieu et al., 2017).

TABLE 1. Team characteristics.
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Understanding there is a need to discern teams differently, researchers have argued that there is a notable distinction with teams either being “real” or “pseudo” (Hackman, 2002; Wageman et al., 2005; Richardson, 2010; West and Lyubovnikova, 2012). Hackman (2002) suggested that real teams consist of four primary elements: clear boundaries, established interdependence, moderately stable members, and authority. Wageman et al. (2005) contended that real teams are comprised of three features: clear boundaries, collective responsibility for shared goals, and moderate membership stability. A more recent update posited that real teams are hallmarked by six dimensions: tightly coupled interdependence, agreed upon objectives, systematic reflex or review of performance, clear boundaries, high autonomy, and specified roles (Richardson, 2010; West and Lyubovnikova, 2012). Pseudo teams, on the other hand, are defined as a group of people who call themselves a team and work independently or interdependently toward a potentially different perception of their goal while having permeable boundaries (Richardson, 2010; West and Lyubovnikova, 2012). While we understand the desire for a distinction and applaud those trying to more aptly apprehend and examine teams, we contend that this division may not be totally suitable. The idealized conceptualization of teams is a rare reality; rather, most teams are messy. That is, most teams in today’s climate are emergent social systems that are fluid in various aspects (Chiu et al., 2017). With this fluidity in mind, it begs the question – how much variation and fluctuation in a team’s core characteristics is permissible? And, what are the implications of these characteristics with regard to team composition, process, and performance?

Recognizing the reality of teams, researchers are beginning to advocate for more novel yet realistic approaches to theorizing and investigating teams (Harrison and Humphrey, 2010; Hackman, 2012; Tannenbaum et al., 2012). Some have proposed that the concept of teams should be modified to reflect “teaming” – a continual process where teams are constituted and reconstituted (Edmondson, 2012). Others have suggested the idea of team fluidity to address this evolution of teams. However, many define team fluidity as simply changes in team membership (e.g., Dineen and Noe, 2003; Bushe and Chu, 2011). More recently, though, researchers contend that team fluidity is more than membership change because that does not accurately depict today’s teams and experiences (Chiu et al., 2017). Understanding that teams are in a new era, the purpose of this paper is to dissect each of the fundamental components of teams – membership, dynamics, interdependence, goals, and boundaries, – delineate the implications of how these components are conceptualized, and recommend avenues for future research that will better capture the current nature of team membership, contexts, and dynamics.



CONSIDERATIONS REGARDING THE CORE CHARACTERISTICS OF TEAMS

The fluidity and versatility of how actual teams operate in real-world settings present serious challenges for those scientists and practitioners attempting to understand teams. We suggest that placing careful limits and boundaries on how we qualify ‘real’ teams is not the path forward if we are to provide research insights applicable to these real-world teams. Instead, we suggest we may find more practical direction in a comprehensive/integrated deconstruction of the defining features of teams that seriously considers how fluctuations within each feature practically affect our approach to studying and improving teams.

Membership

Perhaps the most defining characteristic of teams is membership. After all, what makes a team recognizable as a specific team is its members. Extending even further, team composition, team size, and team tenure have team membership as the foundation. According to many definitions, teams must be comprised of two or more members (Kozlowski et al., 1999; Salas et al., 2005; Kozlowski and Ilgen, 2006; Rousseau et al., 2006; Salas et al., 2007). Although these definitions do not imply that the members have to remain the same, it is often assumed that they are consistent (Wageman et al., 2012), and research has traditionally treated teams as stable entities (Hirst, 2009).

Teams that have stable membership are considered to be intact or closed (Ziller, 1965); meanwhile, teams that have fluctuating membership are thought to be open (Ziller, 1965) or fluid (Bushe and Chu, 2011), and membership changes with regards to addition, subtraction, or substitution. Bedwell et al. (2012) ascribes this fluidity to three scenarios: (1) integrating a new member to an existing team, (2) losing a member of an existing team without replacing the lost member, or (3) losing a member and integrating a new member to an existing team. Such changes can occur at the simple level of a single member to the complex level of an entire cohort (Mathieu et al., 2014). Consequently, team membership can range from “frozen rigidity” to “radical discontinuity” (Arrow and McGrath, 1995) with changes in frequency (i.e., turnover) and duration (i.e., tenure) serving as two major indices (Chiu et al., 2017). Within an organization, such membership change occurs for seven reasons: (1) desire to have different skills through various stages of work, (2) need for flexible allocation of personnel, (3) drive to provide developmental career opportunities, (4) response to high turnover, (5) need for organizational upsizing or downsizing, (6) desire to promote effective communication, and (7) motive to avoid collusive behaviors among employees (Bushe and Chu, 2011). In addition to within organization, membership change occurs across organizations. The philosophy of maintaining the same employment and retiring from the same organization is becoming an old adage (Landrum, 2017), and recent evidence suggests that ‘job hopping’ is on the rise (Robert Half, 2018).

Adding another layer of complexity to membership change is the consideration of ‘multi-team’ or multiple team membership (MTM), which refers to members serving on multiple teams simultaneously (van de Brake et al., 2018). MTM adds complexity in that there are two relevant considerations: context switching and temporal misalignment (O’Leary et al., 2011). Context switching occurs when members shift their focus from one team context to another, and temporal misalignment occurs when there is a gap in time from focusing on tasks. Understanding these considerations is important since some estimates indicate 81% of individuals have MTM (O’Leary et al., 2011), and others suggest 94.9% of members serving on multiple teams (Martin and Bal, 2006). The pervasiveness of MTMs is due to particularly skilled individuals being a desired commodity, teams being project-centered that necessitate individuals with specialized expertise, and work that has shifted toward being flat and dispersed (O’Leary et al., 2011).

Recognizing the prevalence of MTM or even membership change within a single team, researchers have begun to investigate the potential implications for taskwork, teamwork, and team performance. Two opposing views regarding the role of membership change have emerged. One school of thought frames such changes as being disadvantageous. Membership change results in a loss in individual knowledge and shared knowledge, a diverted focus away from the task, lowered member commitment, and lack of cohesion (Bushe and Chu, 2011; Bedwell et al., 2012) as well as diminished coordination (Summers et al., 2012) and reduced cooperation (Arrow and Crosson, 2003). Additionally, such teams have poorly developed shared mental models and transactive memory systems making them unable to orient quickly to new tasks and transitions (Bush et al., 2018). Finally, there is evidence that demonstrates member instability detrimentally impacts performance (Argote et al., 1995; Lewis et al., 2007); while, team familiarity strengthens team processes and states (Mathieu et al., 2014). The other school of thought frames membership change as beneficial, citing as evidence an increase in breadth of knowledge (Bedwell et al., 2012), transfer of knowledge and resources (Tannenbaum et al., 2012), and the number and diversity of ideas generated (Choi and Thompson, 2005) as well as increased productivity (Choi and Thompson, 2005) and heightened team learning (Savelsbergh et al., 2015). Moreover, such fluidity may help maintain a team’s flexibility, which is particularly beneficial in emergent situations and circumstances (Tannenbaum et al., 2012). To illustrate, teams that are more fluid may be equipped to address task conflict, which can be a beneficial catalyst for communication as well as a tool for mitigating groupthink (Bush et al., 2018). Therefore, the objective of team membership decisions should be to strategically support the organizational mission and promote organizational flexibility in competitive environments (Bell et al., 2018b). Regardless of the school of thought, membership change undoubtedly has an impact on processes, states, and outcomes.

Given that research has repeatedly indicated that a team’s members substantially influence teamwork (Mathieu et al., 2017; Bell et al., 2018a) and performance (Bell, 2007) and the ever-changing nature of membership, new questions start to surface. If membership is so fluid, how should measurement be implemented to accurately reflect the state of the team as well as the dynamism of the team? Is resorting to traditional cross section or correlational designs still appropriate? Can we make fair comparisons longitudinally if the composition of the team is different? These questions simply scratch the surface as the dynamism of membership does not only affect the team dynamics, but it also influences the team’s interdependence, goals, and boundaries. Additionally, such fluid membership also raises questions about selection, interventions, and work design that merit investigation.

Interdependence

Interdependence refers to the level or sequencing of interaction required of team members in order to complete a given task or achieve a particular goal or outcome and is often the reason why teams are formed in the first place (Campion et al., 1993). The nature of what a team is trying to accomplish can be characterized by a two-dimensional framework – scope and complexity (Mathieu et al., 2017). A team’s objectives work symbiotically with interdependence. Interdependence moderates the relationship between team processes (i.e., cognitions and behaviors) and team performance (Gully et al., 1995, 2002; Beal et al., 2003). As such, it is a critical team feature that is almost ubiquitously included in every team definition. The underlying tenet of interdependence is that the more interdependent team members are with one another, the closer they approach “real” team status while lower interdependence is more indicative of a “working group” as opposed to a “real” team (Katzenbach and Smith, 1993).

The source of interdependence can be multifaceted. It may be determined by the nature of the task, the manner in which goals are defined, the process through which those goals are achieved, and the method for assessing team performance (Wageman, 1995; Campion et al., 1996; Van der vegt et al., 2001). Task interdependence refers to the degree of task-driven interaction among team members (Shea and Guzzo, 1987). Stated differently, task interdependence is the level to which colleagues must rely on one another in order to effectively perform their individual roles and job responsibilities (Saavedra et al., 1993). As task interdependence increases, demands for coordination, communication, and cooperation also tend to increase. Consistent with the idea that interdependence exists in degrees, task interdependence has been conceptualized as existing in different forms that range from a lower degree of integration to a much higher and more complex degree.

Pooled interdependence can be summarized as a performance-sum relationship where each member contributes to the group without needing to directly interact with other group members. Naturally, this is the lowest level of interdependence because it simply means that team performance is the simple sum of each individual’s performance. When task interdependence is pooled each team member contributes his/her own work to the final product without being reliant on any other member. A loose example of pooled interdependence might be an edited textbook wherein each chapter an author contributes content based on his or her own expertise without needing to consult the authors of other chapters. The final publication is the result of multiple authors’ contributions and would not have been possible without each, but the chapters within are individual products. Sequential task interdependence occurs when one group member must complete his task before another member is able to complete hers and different parts of the task must be completed in a prescribed order. The classic example is of a car assembly line where each employee performs a specific action that contributes to the final product. In this example, interdependence is a bit stronger than in the pooled example because members are dependent on others to complete their work. Reciprocal interdependence is the next conceptualization and occurs when team performance requires individuals to hand tasks back-and-forth between one another. These “temporally lagged, two-way interactions” (Saavedra et al., 1993, p. 63) generally exist when team members have different specialty roles that can be completed in a flexible order. For instance, two colleagues co-authoring a paper may write different sections and then go back and edit one another’s work until the manuscript is ready for review. Finally, team interdependence exists when members jointly diagnose, problem solve, and collaborate to complete a task. There is considerable freedom within this level of interdependence to design your own job responsibilities, but the final product requires mutual interaction. An example may be a design team working together to co-create a redesign of a gaming platform.

The problem with conceptualizing interdependence in this way is that it is probably more complex in reality than how it is presently conceived. In fact, many modern teams are involved with multiple tasks simultaneously, and each of these tasks might be associated with different levels of collaboration (Bell et al., 2018a). Similarly, the longer the lifespan of the team, the more likely it is that a work group moves between different levels of interdependence. A development team, for example, may demonstrate high-levels of interdependence when they are steeped in the divergent and convergent thinking stages of development, but as they navigate other stages of creation, they may find that their interdependencies become less complex. Furthermore, this team may find that they regularly shift between interdependencies as they come together for intense brainstorming and co-creation then somewhat disband to work on individual tasks then come together again to assemble and test their prototype.

The questions we as researchers must ask is, if interdependence is an organic moving target, how does that affect our definition and conceptualization around ‘team’? Can ‘real’ teams be considered teams if the level of their interdependencies changes over their life span? Does the shift in interdependency within a working group affect the ‘teamness’ of that group? Can a single team be more or less of a team throughout its lifespan as its interdependent nature fluctuates? Importantly, what does that mean for teams operating in the real world?

If we conclude that teams can and do in fact fluctuate with regards to interdependencies and this affects their ‘team status,’ there are clear implications for research. Measurement becomes more challenging because we will need to consider what level or even combination of interdependence teams are experiencing at the time of measurement, and if their interdependence profile is different across measurement timepoints, we may need determine whether fair comparisons can be drawn or whether we need to develop more sophisticated methods to understand the impact on their performance. We must also consider more practical concerns such as how do we make sure that team members are selected and/or trained to be able to navigate these fluctuations. It is quite possible that the team member who operates best when interdependence more closely reflects pooled or sequential process will find periods of more intense interdependence difficult to maneuver and vice versa. Thus, we will need to find better ways to support employees as they engage in various forms of collaboration.

Goals/Shared Responsibility for Outcomes

Another defining feature of teams is the existence of at least one shared goal. This feature is central because without a shared objective, there would be no reason for multiple individuals to collaborate. They would instead be engaged in separate pursuits. However, once two or more individuals are united in the attainment of the same objective, they become interconnected. While the pathway to goal attainment can vary (see task interdependence), the unity between them manifests as goal interdependence and guides their performance (Saavedra et al., 1993). Thus, goals direct the attention, effort, and persistence of group members (LePine, 2005) while also influencing interactions within teams (Hu and Liden, 2011). Specifically, goals direct teams on how to define individual responsibilities, coordinate actions, and develop efficient work procedures (Klein and Mulvey, 1995). This influence manifests through planning, cooperation, mutual support, and member interactions (Mitchell and Silver, 1990; Weingart, 1992; Weldon and Weingart, 1993; Crown and Rosse, 1995).

The effort extended by group members in the pursuit of shared goals creates variance in the rewards, punishments, and feedback teams receive. Competitive and individual distribution of outcomes can inhibit team effectiveness through blocking, undermining, and hindering behaviors (Miller and Hamblin, 1963). Alternatively, shared goals can create shared responsibility for outcomes among team members (Shea and Guzzo, 1987) which are likely to enhance effectiveness by motivating members to cooperate and assist in the performance of other members (Gully et al., 2002).

The interplay of shared goals and responsibilities of outcomes clearly has implications for how teams perform. They affect team motivations, work distribution, and team member interactions because they set the direction in which the team is moving and serve as glue cementing the team together. Thus, teams are partially defined by the goal(s) they are harmonized in striving toward. The implication is that if team goals change, then the team may also be qualitatively different. Work may need to be restructured. Team members may need to be subtracted or added. The dynamics of work and team member interactions may be substantively different. In sum, the morphing of team goals and responsibilities for outcomes should be considered as a parameter for determining whether a work unit can be meaningfully compared over time or across performance contexts. Changes in team processes and emergent states may not be the result of team learning, for example, so much as they may be natural reactions to changes in goals. From a practical standpoint, the implications may be that lessons team members learned by working with one another toward different objectives may not entirely translate into the current project. Teams may discover growing pains resulting from goal shifts. It may require additional work for teams to readjust to changing demands and goals, so special efforts may be necessary as a team strives toward a new goal, even when there is a history of collaboration among its members.

Of course, from a theoretical and research perspective it means that we may have to be cautious about how we define and measure teams. If goals are substantially changing and work flows are also changing as a result, it may no longer be appropriate to consider a specific collection of individuals to be the same team. In that instance, we have to be careful about the inferences we are drawing from assessment of these groups over time or across circumstances.

Team Dynamics

Clearly, team members must interact with one another in order to pursue shared goals and manage task interdependencies. However, team dynamics and interactions vary greatly and are moderated by a number of attitudes and behaviors. The leading taxonomy for characterizing team interactions and dynamics comes from Marks et al. (2001, p. 357) who describe processes and emergent states. Processes are “members’ interdependent acts that convert inputs to outcomes through cognitive, verbal, and behavioral activities directed toward organizing taskwork to achieve collective goals.” More simply, team process is the interaction of members with each other and their task environment. Processes are the means through which team members use essential and varied resources such as experience, expertise, equipment, and financial support to garner team outcomes. Thus, it is team process (i.e., action and interaction) that drives accomplishment of team goals (LePine et al., 2008).

Of course, teamwork involves more than simple behaviorally based action. Teamwork also consists of attitudes, values, cognitions, and motivations (Morgan et al., 1993; Salas et al., 2011). Marks et al. (2001, p. 357) call these affective and cognitively oriented qualities of teamwork emergent states. Emergent states are “constructs that characterize properties of the team that are typically dynamic in nature and vary as a function of team context, inputs, processes, and outcomes.” These team properties are states in that their quality is not guaranteed to be stable. As such, emergent states can influence how team process unfolds while themselves changing in response to team member interactions. For example, teams low in psychological safety (an emergent state) may struggle to ask each other for task assistance (a process), which might result in performance delays or errors, which could stir conflict or discord (another emergent state) within the team where none previously existed. In other words, emergent states are products of the team experience that also can impact the way in which team members interact, be it positive or negatively.

Certain competencies are needed to manage these evolving processes and dynamic emergent states. According to Cannon-Bowers et al. (1995), teamwork-related competencies vary on two domains – task and team – that span a continuum of specificity that ranges from specific to general. Task specific competencies are those that are applicable only in a specific task or type of task. For example, aviation skills are highly task-specific. Task generic competencies are those that are applicable across a variety of task settings. For instance, project management skills are applicable across a variety of projects and contexts. Correspondingly, team competencies can also be categorized as specific or general. Team specific competencies require the team members to know one another well and have experience working together whereas team generic competencies are applicable across different teams with different team members.

When considered on a matrix (see Table 2) these domains combine into four distinct types of competencies: Context-driven, task-contingent, team-contingent, and transportable. Context-driven competencies are specific to both the task and the team, making them highly specialized. As such, these competencies are generally best developed within in-tact teams trained or practiced in realistic settings. They are not especially good candidates for selection since it is difficult to understand in advance how a team member may integrate his or her KSAs into an existing team. Task-contingent competencies are specific to the task but not to the team. These are best trained in a realistic task environment and may be useful for selecting new team members. Team-contingent competencies are specific to the team but not to the task. It is generally unhelpful to select team members based on these competencies and instead they are better developed with intact teams across a variety of tasks. Finally, transportable skills are the most flexible. They are applicable to all teams across all tasks.

TABLE 2. Matrix of teamwork competencies.
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Irrespective of the specifics of the task or team, all teams experience transitions as they evolve from one task to the next. Marks et al. (2001) clearly outlined the relevant processes for transition periods (i.e., mission analysis, goal specification, and strategy formulation) as well as the processes for action periods (i.e., monitoring goal progress, systems monitoring, team monitoring, and coordination); however, modern teams likely do not experience these clear delineations as postulated by Marks et al. (2001). In other words, modern teams experience transitions along a continuum of length and punctuated between tasks that range on a continuum from similar to dissimilar (Bush et al., 2018). Consequently, the requisite processes may differ given the temporality of the transition periods and the similarity (or dissimilarity) of the tasks surrounding those transition periods.

As teams maneuver these phases, they must make decisions in an evolving world, requiring them to be flexible in the presence of change. Team adaptation is the process through which teams respond cognitively, affectively, and behaviorally to change (Baard et al., 2014), which can stem from internal (e.g., membership turnover) or external (resource availability) sources (Frick et al., 2018). Successful adaptation has beneficial outcomes for teams; however, it may also manifest maladaptively for numerous reasons (Frick et al., 2018). Frick et al. (2018) describe the Four Rs heuristic to explain how team adaptation occurs and explain the points of failure in this process that could result in maladaptation. The stages include recognize (i.e., noticing and acknowledging a change), reframe (i.e., shifting cognitions about the situation as a result of the change), respond (modifying behavior), and reflect (i.e., contemplating the change and the team’s subsequent response).

Affecting these tasks and transitions while constraining and influencing team dynamics is team structure. Team structure encompasses the team relationships that drive the assignment of tasks, roles and responsibilities, and leadership (Bresman and Zellmer-Bruhn, 2013; Chiu et al., 2017). Like many other defining elements of teams, structure has historically been assumed to be somewhat stable in nature. That is, task assignments are pre-defined, roles and responsibilities are clear and consistent over time, and leadership manifests as command and control (Chiu et al., 2017). However, in modern teams these traits are also increasingly fluid. Task assignments occur on an as-needed basis and are given to team members with the ability and bandwidth to perform them. Roles and responsibilities, therefore, become more blurred (Dube, 2014) as team members coordinate to move with greater adaptability and agility. Leadership is increasingly self-directed (Aime et al., 2014) and shared across team members (Carson et al., 2007). Team member status emerges quickly based on observable characteristics and expected performance but is subject to change if those in positions of authority fail to perform adequately (Driskell T. et al., 2018). The result is that modern teams rely less on stringent pre-defined plans, rules, procedures, and communication norms (Malone and Crowston, 1994) and more on informal and emergent coordination (Okhuysen and Bechky, 2009).

While these frameworks help us to organize the way we approach, think about, and manage team dynamics, they somewhat fail to account for the complexity that are real world teams. For example, it is likely that many teams require some combination of specific, general, team, and task competencies to support team emergent states and processes. These competencies are further influenced by the transitions teams experience between tasks. In fact, even the dynamics themselves as well as the transitions may be contingent upon the tasks.

Team Boundaries

The final defining characteristic of a team is the idea that a team does not exist in a vacuum but rather is influenced by context. According to Bell et al. (2018a), context shapes the team in three ways. One, the context influences the salience of a particular attribute. Two, the context can alter the relevance and importance of an attribute. Three, the context ignites which attributes are of value. Some conceptualize context broadly by making a distinction between external, influences mostly outside of the control of the team, and internal, influences within the team (Bell et al., 2018a). Meanwhile, others conceptualize context more granularly by referring to context as the characteristics of the task, the timeframe of the performance episode(s), the governance structure over the team, and a team being embedded within a larger entity or context (Edmonson and Harvey, 2018). In essence, the context functions by providing boundaries.

Boundaries in a general sense facilitate togetherness and serve as a distinction between what something is versus what it is not (Alderfer, 1976). Within the team context, a team has boundedness with boundedness being a delineation between members and non-members, and individuals use three criteria to identify boundedness (Mortensen and Haas, 2016). One, members rely on an official team roster (formal criterion). Two, individuals receive the label of team member by themselves or someone else (identity-based criterion). Three, members are identified through a pattern of interactions (interaction-based criterion). Although these criteria may provide clarity for how boundedness is determined, and literature often assumes clear team boundaries are the norm, the actual boundaries in real-world teams are often less clear (Tannenbaum et al., 2012). Some have long proposed that boundedness may be actually be a spectrum with highly permeable boundaries (i.e., underbounded) to highly impermeable boundaries (i.e., overbounded; Alderfer, 1980); meanwhile, others have posited that boundaries are more dynamic and fluid and are constituted and reconstituted (Edmondson, 2012). In fact, there is so much fluctuation that it is often difficult to determine who comprises the team (Hackman, 2012).

Such ambiguous boundaries are a result of team fluidity, overlap, and dispersion (Mortensen and Haas, 2016). Fluidity entails members who are dynamically moving in and out of the team. Overlap involves members who work on multiple teams simultaneously, and dispersion refers to members working from different organizations or geographic regions. Such fluctuations in team membership are often arranged and coordinated rather than being chaotic and impromptu (Tannenbaum et al., 2012). Because the boundary is being reshaped with such fluctuations, it impacts shared identity and shared understanding. With every fluctuation, the team must rebuild its identity and must update the shared understanding based upon the member’s mental models of the team, task, and context.

Fluidity, overlap, and dispersion affects boundedness between the team and the outside context, but it also affects boundaries within the team and the tasks. Team members create boundaries within the team based upon the extent that they perceive themselves to be similar to one another. That is, team members rely upon surface-level cues (i.e., attributes that are easily accessible and detectable) and deep-level cues (i.e., psychological characteristics) to inform categorization. Categorization enables team members to rely upon heuristics which can serve as an impetus for subsequent attitudes and behaviors (Feitosa et al., 2018). Consequently, such categorization and perceptions influence the roles, interactions, and structures (Bell et al., 2018a; Feitosa et al., 2018; Graesser et al., 2018). To elaborate, teams often develop a core and a periphery structure (Tannenbaum et al., 2012; Mortensen and Haas, 2016). Albeit colloquially, the concept of a core and a periphery is analogous to an inner and outer circle. The core structure is comprised of members who perform a “major” role; whereas, the periphery structure includes members who perform a more “minor” role. Similarly, tasks can also manifest as a central working sphere and a peripheral working sphere (Gonzalez and Mark, 2004). A central working sphere is considered important and urgent; whereas, a peripheral working sphere is deemed to be less important and critical. Additionally, members dedicate more time on central working spheres yet allocate minimal time toward peripheral working spheres.

Given the dynamism of boundedness between entities, within teams, and tasks, it is evident that boundary clarity is integral. When teams experience boundary clarity, members experience individual certainty, and the team experiences a collective agreement (Mortensen and Haas, 2016). Conversely, teams that have poor boundary clarity are comprised of members with individual uncertainty and an overall sense of collective disagreement. Members are unsure of who is considered a member of the team, and members have opposing views on who is an actual member of the team.

Regardless of the clarity or ambiguity, the boundedness of a team has implications for researchers and practitioners (Mortensen and Haas, 2016). That is, researchers may need to alter their theorizing and measuring depending upon the stability and clarity of the boundedness. For example, many team processes or states are grounded in the idea that teams are tightly coupled and bounded (e.g., transactive memory systems), but how do these manifest if teams have loose and permeable boundaries? Similarly, roles and responsibilities are often theorized based on the assumption that they remain consistent, but if a team’s boundaries are fuzzy, the idea of a boundary spanner needs revisiting (Mortensen and Haas, 2016). Practitioners, similarly, may need to select, design, and support teams differently depending upon the consistency and certainty of the boundedness.



IMPLICATIONS

For decades, the needs and experiences that teams faced in the real-world as well as the policies and procedures that practitioners used to manage teams corresponded to the studies that researchers were conducting (Tannenbaum et al., 2012; Wageman et al., 2012). However, the organizational landscape that has manifested is not always aligning with prevailing research; therefore, research and even practice needs to evolve according to current needs to advance team effectiveness. Although “old questions” become relevant again when the very nature of teams has changed (Wageman et al., 2012), others argue that the questions should actually shift given the gravity of changes (Mathieu et al., 2017). Below we discuss implications of the evolution of teams in the modern era for research.

Team Types

When attempting to understand what constitutes a team, many have theorized about team types. For example, Sundstrom et al. (1990) postulated that there are four main team types: advice/involvement, production/service, action/negotiation, and project/developmental teams. Cohen and Bailey (1997) followed suit by suggesting there are project teams, traditional work teams, parallel teams, and management teams. Devine et al. (1999) created another taxonomy to include four team types: ad hoc project teams, ongoing project, ad hoc production, and ongoing production and actually modified the taxonomy to include 14 different team types (Devine, 2002). Even still, De Dreu and Weingart (2003) created their own team type taxonomy, which included project teams, production teams, decision making teams, and mixed teams. Finally, Wildman et al. (2011) presented a team type taxonomy based upon tasks: managing others, advising others, human service, negotiation, psychomotor action, defined problem solving, and ill-defined problem solving. Although these are simply several examples demonstrating various interpretations and suggestions for team type taxonomies, it does portray that there is no consensus regarding how teams should be classified and that many taxonomies approach classification based primarily on task type. Teams have greater distinctions beyond task type, so such categorization actually limits our apprehension of team effectiveness (Tannenbaum et al., 2012). Recognizing the limitations of instituting a categorical classification system for team types, Hollenbeck et al. (2012) created a dimensional scaling framework to describe teams positing that teams varied on authority differentiation, skill differentiation, and temporal stability. The dimensional scaling approach is closer to potentially representing teams; however, the theory might need to be altered further to account for the dynamism of all facets of modern teams. For example, because boundaries can be ambiguous and membership can be fluid, the team type may also change with time and as the team progresses and transitions between tasks. If the team type does in fact change and is in fact dynamic, what are the implications for teamwork and taskwork as well as team and task performance? Do variations on teams (e.g., virtual teams; Gilson et al., 2015 and multi-team systems; Shuffler and Carter, 2018) impact teamwork, taskwork, and outcomes? Essentially, what constitutes different teams may need to be updated with the changes to reflect contemporary work and organizations. Understanding what constitutes such teams as well as what conditions are most important helps lead to greater insights regarding team effectiveness (Hackman, 2012). Questions for future research include:

• What features beyond the task constitute team types? How does the evolution of these features impact the team type?

• What approaches are most suitable for characterizing teams (e.g., categorical or dimensional scaling)?

• What other categorizations or dimensional scaling factors need to be considered and included?

• How do variants on traditional team types impact teamwork?

Models and Frameworks

Perhaps the foundation of most team theorists is the depiction of team effectiveness models. Many team models are rooted in the input–process–output (IPO) foundation put forth by McGrath (1964). Inputs are the antecedents that influence the dynamics of team members. The processes are the interactions that team members undertake to achieve the desired goal, and the outputs are the outcomes or results accomplished by the team. As Hackman (2012, p. 431) says, “the core idea of the model is that input states affect group outcomes via the interaction that takes place among members.”

Despite being a valuable infrastructure, the IPO framework has several limitations leading others to modify the original conceptualization. Many adaptations have included an environmental or contextual component since teams do not operate in a vacuum and are certainly influenced by contextual factors (e.g., Cohen and Bailey, 1997). Introducing a contextual component lead to the realization of the multilevel nature of teams – individuals are nested within teams, and teams are nested within organizations which exist within even broader environments (Klein and Kozlowski, 2000). A second limitation of the IPO approach is the narrow focus on process. Processes are interdependent cognitive, verbal, and behavioral activities that convert inputs to outputs (Marks et al., 2001), but not all teamwork components are simply processes. Teamwork is also comprised of emergent states, which are properties that represent the attitudinal and cognitive properties of the team (Marks et al., 2001). Further, not all “processes” are mediators as originally depicted in the IPO organization; unpacking teamwork entails that some processes and emergent states can be moderators as well as mediators. Understanding these conceptual limitations, Ilgen et al. (2005) delineated “process” by presenting the input–mediator/moderator–output–input (IMOI) framework. A third limitation in the IPO approach is the lack of temporality, noting the limitations of suggesting that teams operate linearly and not episodically (Marks et al., 2001). To address the temporality of teams, there are two prominent approaches: developmental and episodic (Mathieu et al., 2008). The developmental approach suggests that teams have differential influences and qualitatively change over time. The episodic approach posits that teams exhibit different processes and states at different times. See Mathieu et al. (2008) for a review of team effectiveness.

All of the models that attempt to address previous limitations certainly advance our understanding of the complex phenomena of team effectiveness; however, we argue that more work regarding the theoretical nature of teams is still needed. The influences and the underpinnings of teams do not reside in clear and distinct packages, but rather the effectiveness of teams lies in the complex web inherent within teams and teamwork (Hackman, 2012). Modern teams are likely not well-represented within simple cause-effect models because what ensues as teams strive to accomplish their goal(s) is not a linear progression; instead, a complex combination of factors varying differentially is a more accurate representation. Modern teams are likely to juggle tasks over time, experience membership churn, coordinate with other teams, and reconfigure throughout its lifecycle (Driskell J.E. et al., 2018). Future approaches should consider more sophisticated frameworks that move beyond causal models and involve an analysis of all factors and conditions (Hackman, 2012). Additionally, other processes, such as team creativity and innovation, and emergent states, such as team well-being, may become more central drivers of modern team effectiveness and should situate more prominently in team performance frameworks and research (Driskell J.E. et al., 2018). With these considerations, we put forth the following research questions:

• What approach(es) are more suitable if the input-process-state-output structure is outdated and not applicable?

• How should modern team effectiveness models and frameworks be represented to accurately depict contemporary teams?

• How can team models and frameworks correctly depict the fluidity of all of the characteristics of modern teams?

• What team attitudes, behaviors, and cognitions should be considered when creating team effectiveness frameworks?

• What are the relationships between all of the contextual factors as well as the team processes, states, and outcomes if they are not linear?

• What are the unique contributions of team attitudes, behaviors, and cognitions, and how do these vary over time?

• How can temporal components be best incorporated and depicted?

Measurement

As we have indicated, previous thinking depicted teams with relatively stable factors (e.g., goals and roles). Because team factors were primarily theorized as being stable, they are often only measured once or used as correlates (Tannenbaum et al., 2012). Such data is often collected at the individual level, but because it is evident that individuals are nested within teams, individual data is often aggregated to the team level. Some argue, though, that simple linear aggregations are not appropriate since the inputs, processes, and states are not perceived similarly across members and are not interchangeable (Murase et al., 2012). Aggregates represent compositional characteristics, and compositional thinking assumes the content and structure are created linearly and represented similarly (Bell, 2012). The characteristics of today’s teams are much more fluid and dynamic. Therefore, teams and the factors that comprise teams need to be studied and measured with regards to patterns over time (Bell, 2012; Mortensen and Haas, 2016). More specifically, measures of patterns could include: density, reciprocity, transitivity, and centrality. Studying networks and patterns is more representative since extensive fluidity raises the question of whether the relevant team members are being measured across time and whether the multilevel nature of teams is being captured. Simply stated, researchers are at risk of comparing different sets of team factors (e.g., membership) when only using cross sectional measurement (Murase et al., 2012). A network approach acquires information about individuals and their attributes as well as the team-level properties, and it captures the nature of the interactions. This approach is useful for understanding where an individual is embedded within a larger team or multiteam system (Bell et al., 2018b), helping to identify essential players and create a more comprehensive understanding of teamwork through a relational lens. Ultimately, theorizing and researching current teams requires a shift from the old fashioned to a more modernized approach. Mathieu et al. (2017) posit that a more modernized approach likely means that there is no standard set of measures for team research. The specifics that influence or are inherent within each team vary too greatly between and across teams making them markedly different and necessitating more nuanced metrics. Consequently, we propose the following questions:

• What research designs should be leveraged to most appropriately generalize from lab settings and study teams in applied settings?

• What statistical techniques should be employed to correctly represent the complex web of teamwork and team performance?

• What approaches are more suitable if central tendencies no longer provide a clear picture and understanding?

• What tools and metrics are most suitable to best understand and unpack the simultaneous and interrelated nature of teamwork? What tools and metrics are appropriate for time-dependent constructs?

• How can illustrative case studies be leveraged to highlight novel constructs and relationships?

• What continual streaming metrics (e.g., wearable sensors) can be utilized to address longitudinal issues?

Staffing Teams

The dynamism and fluidity of today’s teams present special challenges for staffing teams. In some cases, such as in surgical units, teams may come together for fairly brief periods of time, even just a few hours to complete a single surgery. These teams might complete multiple projects or cases in rapid succession, or they may disband after just one project together. It is possible for these short-duration teams to reconfigure, sometimes with a majority subset of the original team and other times with a composition of team members that barely resembles the original team. This is a stark difference from the “traditional” team, with its longer-duration lifecycle and mostly stable membership. Traditional teams have the benefit of time, allowing them to more deeply develop critical emergent states like trust, psychological safety, and transactive memory systems. Because members of traditional teams have to work with one another for longer durations, it is possible that individual idiosyncrasies and work habits are more important in these contexts. However, for the rapid cycle teams that are appearing with greater regularity in the modern workplace, these individual differences may be less important to staffing a team. Instead, it is likely that who is on the team is less important than what knowledge, skills, and attitudes they contribute. Selection, therefore, may require less attention on compatibility of team members’ personality and work preferences and instead emphasize the compatibility of team member strengths and competencies.

We must also consider how dynamism in roles, goals, and tasks can impact selection of team members. Teams should be staffed based on members’ value to organizational competitive advantage (Bell et al., 2018b). Changing needs, which may or may not be anticipated, adds complexity to the issue of staffing teams. While each team member may still bring a specific background or expertise to the team, expertise particulars may not be able to be successfully anticipated. It, therefore, may be more appropriate to look for individuals with certain attributes that might facilitate adaptability to changing circumstances and demands. Such attributes may include learning orientation, self-directed motivation, tolerance for ambiguity, and willingness to empathize, brainstorm, and prototype. It is also likely that selection should focus on identifying candidates with transportable teamwork competencies as opposed to those that are task-contingent.

As always, identifying team members for cultural fit is paramount when staffing teams, even as teams become more and more dynamic and short-lived. It is potentially even more important for staff working on rapid-cycle teams to have a strong identification with the company culture so that these individuals are better able to collaborate and coordinate with other members of the organization even as their teams assemble, disband, and reassemble in different configurations and navigate changing expectations, goals, and demands. Organizational value congruence is expected to reduce both task and relationship conflict between team members (Chuang et al., 2004), therefore, selecting staff for congruence with organizational values will help team members subject to participating on multiple teams or teams that quickly configure and disband work collaboratively with their colleagues. With this in mind, we present the following research questions:

• What competencies or values should be considered when staffing teams?

• How does staffing influence the manifestation of team competencies or values?

• How does the fluidity of team characteristics (e.g., interdependence) impact staffing decisions? Conversely, how does staffing impact the dynamism of team characteristics?

• What are the qualities of a flexible team member, and how can team members help one another to become more flexible?

• How do team member characteristics impact how work is completed?

• What task characteristics should be considered when staffing modern teams? How does the evolution of the task and its characteristics influence staffing decisions?

Team Interventions

Of course, it does not make logistical, practical, or even conceptual sense to rely on selection as the main source of controlling team membership and performance during dynamic situations. However, team-based interventions (i.e., systematic activity aimed at strengthening team competencies and dynamics and improving team performance; Lacerenza et al., 2018) are also employed. As described above, interventions are especially useful for modifying context-specific and team-specific competencies (Cannon-Bowers et al., 1995). However, given the faster pace of change in modern organizations and the agility that many teams must demonstrate in order to perform well, traditional approaches to interventions may also need to be re-thought. Known hallmarks of well-designed training include communicating information, demonstrating the principles, skills, or behaviors to be learned, providing opportunities for students themselves to practice, and providing subsequent feedback on their performance (Salas et al., 2012, 2015). Typically, instruction has been constrained to formal classroom style approaches wherein participants come together in a face-to-face setting and learn from an instructor. In these sessions, participants usually must plan in advance to attend, register, commute to the classroom, and have protected time in their calendars to participate in training, all of which can present as barriers to the communication of necessary information. Traditional approaches may be suitable for teaching transportable competencies but may no longer be sufficient for imparting other types of knowledge, skills, and attitudes when needed. They also may not reflect how learning actually takes place. Much of learning is experiential, occurring in informal or on-the-job real-world settings (Shank, 2012).

On-the-job training is not a new idea. Adult learners want to have access to information, practice, and feedback when they need it most and since experience plays a major part in how we learn and perform, the thought of incorporating these lessons at work, where they are most relevant is attractive. Compound this proclivity for convenience and applicability of materials to current work processes with a dynamic environment and the implication is that interventions intended to improve teamwork and team performance may be better presented on-the-job, to actual team incumbents. Furthermore, with changing conditions, whether they are reconfigured team membership, a new team goal, changing interdependencies, or new task assignments and responsibilities, there is greater need to have access to relevant information and interventions real-time. Teams may not have the time or resources to schedule formal training off-site, taking time away from their jobs and the work that needs to be accomplished.

The natural next question is what delivery mechanisms can be used that would be suitable for these demands? Technology is likely to play a large role. Access to online repositories of information that teams and individual team members can access and download at will would be ideal. Of course, incorporating demonstration, practice, and feedback opportunities into these materials will be equally important and may require more creative approaches when a knowledgeable instructor, mentor, or coach is unavailable to provide teams with direction and sensemaking of content. Teams would also need access to reliable equipment like internet and computers capable of presenting content. For many teams, these materials are easily accessed but for teams such as military, medical, and construction teams that work in a variety of settings equipment of this type may not be already provided. Take construction teams as an example; these teams may not have access to reliable WiFi while on a job site. However, most Western employees do have access to smartphones and data plans. Practitioners and researchers should consider how these technologies can be tapped as a platform for accessing team resources real-time.

Finally, interventions and delivery of content for modern teams needs to be bite-sized and digestible, with only relevant information being presented. Teams operating in dynamic environments may not have the time to muddle through excessive content when there is work to be completed and very little, if any, dedicated time for additional learning. Couple that with recent estimates that the adult attention span may be as short as eight seconds (Microsoft, 2015), and there is further evidence for the need to keep intervention and informational content brief. Finding the balance between how little content is essential and how much content is excessive will be a challenge moving forward, especially when individual learner needs will naturally vary. Regarding team interventions, we propose the following research questions:

• How do we embed interventions within the team performance context so they are available precisely when needed?

• What tools and resources beyond training (whether classroom-based or on-the-job) can help teams respond flexibly to changing demands?

• How should interventions be employed given the movement toward globalization and the rapid advent of new technology?

• To whom should interventions target when attempting to maximize teamwork and team performance?

Digitization and Technology

Perhaps the biggest factor influencing how we define, work in, and study teams is digitization. Digital technologies are radically changing the world and the ways we live and work. Face-to-face meetings have given way to phone and video conferencing; paper-based mail has been replaced by email; typewriters exchanged for laptops and smart phones; wired connections substituted for wireless always-connected devices. Team members are able to communicate with each other across time and distances in ways that were previously impossible. Tannenbaum et al. (2012) outline many of the advantages and pitfalls that technology has for teamwork. Among the perceived advantages are greater ability to collaborate over distance (enabling the collaboration of experts across the globe), automatization of routine tasks, swifter communication, and flexibility in scheduling. These characteristics have the potential to enhance teamwork and team effectiveness, but they come with their own set of challenges that may off-set potential gains. For example, it is easier than ever to work non-traditional hours. While the flexibility afforded by technology may be believed to facilitate individual employee productivity, it can also invade personal time for non-work activities and create dissatisfaction with work-life balance (Barber et al., 2019). While employees are working longer hours, this does not necessarily translate into greater productivity as they forego necessary rest and down time needed for renewal (Fritz et al., 2010). Furthermore, technology-mediated collaboration can create lags in information exchange, more misunderstandings, fewer information seeking attempts, and less coherent messages (Andres, 2012).

Digitization and technology may underlie most, if not all, of the challenges and advancements we see in modern teams. However, much like Pandora, we cannot put our digital tools back in their boxes. The world in which we collaborate is not like the world of yesterday; but neither does tomorrow’s world look like that which we see today. The technologies we are using now will likely be outdated within a decade, and teams will continue to evolve. Future teams research centered on technology and digitization might explore:

• How can technology be leveraged to facilitate increasingly important team processes, such as creativity?

• What impact does technology have on team and team member well-being?

• Does technology need to mimic the advantages of face-to-face interactions or can teamwork be organized to better leverage the advantages of technology?

• How do technologies impact the emergence of team states such as cohesion, trust, identity, and adaptation?

• How do we limit the invasiveness of technology within our collaborations?



CONCLUSION

Teams have been ubiquitous, so there have been longstanding theories and research. However, teams are very different given the macro trends in organizations and tasks. Consequently, these well-established theories and methodologies may necessitate some modernizing as the landscape of teams looks very differently in today’s society. Contemporary teams and collaborations require new thinking and approaches to gain real insights and answer enlightening questions (Murase et al., 2012; Wageman et al., 2012). Additionally, as Tannenbaum et al. (2012) indicated, the need for future research is exacerbated by conflicting evidence (e.g., membership fluidity). To understand what novel thinking and research is necessary, we must first unpack the defining components of teams. Thus, the purpose of this paper was delineate how the traditional defining characteristics of teams are actually being represented in the real working environment and offer avenues for investigators to conduct future research to better unpack the theorizing and implications surrounding teams. We hope that future researchers begin to dissect the theory regarding and surrounding teams with finer detail to advance an accurate depiction of contemporary teams.
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Background: To anticipate the dynamics of future long-distance space exploration mission (LDSEM) teams, research is conducted in analog environments (e.g., Antarctic expeditions, space chamber simulations), or environments that share key contextual features of LDSEM such as isolation and confinement. We conducted a systematic review of research conducted on teams in LDSEM-analog environments to identify which factors have been examined with quantitative research, and to summarize what the studies reveal about team dynamics in LDSEM-analog environments.

Methods: We used a comprehensive search strategy to identify research on teams that lived and worked together. Data on team dynamics were extracted where possible, and sources were coded for key contextual features. The data did not lend themselves to traditional meta-analysis. We used two approaches to summarize the data: a weighted averages approach when the study reported enough data to calculate an effect size, and descriptive figures when data across studies were directly comparable.

Results: Seventy-two sources met our inclusion criteria, yielding 253 effect sizes and 1,150 data points. Results from our weighted averages approach suggested that the team cohesion and performance relationship may be operating differently in isolated and confined environments than other teams that lived and worked together (e.g., military teams), and that, given the available data, we can say very little about the magnitude and direction of the relationship. Our descriptive figures revealed important trends: (a) team members in longer missions generally spent less social time together than shorter missions; (b) consistent team efficiency over time was typical, whereas decreased team efficiency over time was atypical; (c) by 40% of mission completion or 90 days, all teams reported at least one conflict, (d) commanders' written communication with mission control decreased in length over time, and (e) team mood dynamics did not consistently support the third-quarter phenomenon.

Conclusions: There are inherent limitations to our study, given the nature of the analog research (e.g., correlational studies, small sample size). Even so, our systematic review provides key insights into team dynamics in LDSEM-analog environments. We discuss the implications of our research for managing future space crews. Importantly, we also provide guidance for future research.

Keywords: team dynamics/processes, space exploration, astronaut, conflict, small sample, analog, over time changes, teams and groups


INTRODUCTION

Extreme teams help to solve complex problems outside of traditional performance environments and have significant consequences associated with failure (Bell et al., 2018). As a type of extreme team, astronaut crews will be expected to live and work under psychologically and physically demanding conditions for future long-distance space exploration missions (LDSEMs), such as missions to Mars (Salas et al., 2015b). For example, LDSEM astronaut crews will be required to function effectively as a team in isolated and confined environments for up to 30 months (Human Exploration of Mars Design Reference Architecture [DRM] 5.0; Drake, 2009). LDSEMs will require crews to operate more autonomously as their communication with mission control (MC) will be delayed up to 22 min (DRM; Drake, 2009). Crewmembers will switch between periods of high and low workload, as well as between individual and team tasks. It will be necessary for the LDSEM crew to work together seamlessly for demanding team performance situations such as landing on Mars, keep conflicts manageable, and provide one another with social support as crewmembers deal with the stressors of prolonged space flight.


Rationale

The National Aeronautics and Space Administration (NASA) and other space agencies seek to optimize team performance to minimize the risk of mission failure, and work with researchers from various scientific disciplines to prepare for future LDSEM missions. While meta-analytic investigations of important team relationships exist (e.g., team cognition, cohesion, composition, and performance), these investigations include traditional work team samples and findings may not necessarily generalize to the LDSEM context (Beal et al., 2003; Bell, 2007; DeChurch and Mesmer-Magnus, 2010; Bell et al., 2011). As such, researchers collect data in spaceflight and Earth-based analog environments, which are thought to mimic the challenges crews will encounter in LDSEM, to best design, prepare, and support future LDSEM crews and mission teams. Research on natural analogs examines teams that exist outside of research purposes; examples include polar stations in the Antarctic, where teams conduct scientific research while living in an isolated and harsh environment (e.g., Leon et al., 2011). Research in controlled analogs includes teams that exist specifically for research purposes; examples include teams in HI-SEAS, Human Exploration Research Analog (HERA) at Johnson Space Center, and the NEK facility at the Russian Academy of Science's Institute of Biomedical Problems (e.g., Ushakov et al., 2014; Binsted, 2015; Roma, 2015).

Analog settings share similar characteristics of LDSEMs expected to challenge crews and possibly impinge on team dynamics. As examples, analog crews live in a confined space (i.e., small living and working spaces with minimal privacy, physical discomfort), are isolated from others (i.e., limited interaction with others outside the crew, difficulty in communicating with family), are surrounded by a harsh physical environment (i.e., an environment in which survival is not possible without special equipment), have variable workload (i.e., a high and low volume of work at different periods), and have long-duration missions (i.e., the team works together for an extended period of time). Each analog may have its strengths and weaknesses given that not all of the environmental factors may be present in a particular analog. For example, crews in Antarctic stations experience physical confinement and isolation, but are typically isolated as smaller crews for shorter periods than is expected for LDSEMs. They also have environmental cues not available in spaceflight (e.g., daylight). Crews in space simulations (e.g., HUBES, SFINCSS) may experience isolation and confinement but are typically not surrounded by a harsh physical environment.

Research on teams in analog environments has a rich history. In fact, a number of factors (e.g., compatibility and cohesion, mood, communication, conflict, performance) have been investigated in natural analogs (e.g., Antarctic; Wood et al., 1999; Steel, 2001), space simulations (e.g., HUBES, Mars 105, SFINCSS; Gushin et al., 2001; Sandal, 2004; Nicolas et al., 2013), and isolated and confined laboratory settings (e.g., Emurian et al., 1984) dating back to at least the 1960s (e.g., Gunderson and Nelson, 1963; Altman and Haythorn, 1965; Gunderson and Ryman, 1967). This research suggests several dynamics unique to the LDSEM-analog settings.

As examples, while a meta-analysis of the traditional team literature suggests that the team cohesion and team performance relationship is generally small (Beal et al., 2003), team cohesion may be of particular significance when crewmembers live and work together and rely on one another for social support (Landon et al., 2015). Astronaut journals collected in the International Space Station (ISS) reveal a decreasing number of positive comments about team interaction over the course of a mission (Stuster, 2010). Further, problems associated with poor unit-level team cohesion such as subgrouping and isolation can occur, which have implications for conflict, information sharing, and team performance (Kanas, 1998; Kanas et al., 2009).

The psychological health of the crew is likely to be important for LDSEMs as crews will be living and working in an extreme environment for an extended duration. Communication between space crews and MC is thought to provide information about the crew's psychological health and the crew's psychological climate. Analysis of a space crew's communication with MC is the standard operating procedure of the psychological support group in Russian MC and is used to examine crews' emotional status and the communicators' coping strategies (Gushin et al., 2012, 2016). Among other things, research by Gushin et al., 1997, 2012 indicated that crews decreased the scope and content of their communication to outside personnel over time—a phenomenon called psychological closing.

Some crews have reported changes in mood over time. The third quarter phenomenon is the tendency for positive mood levels to decrease while negative mood levels and conflict increase after the midpoint of the mission (Bechtel and Berning, 1991; Steel, 2001; Dion, 2004; Kanas, 2004; Wang et al., 2014). Though mood is typically measured in LDSEM-analog research as an individual-level variable, researchers sometimes use the team mean of individual-level mood scores to represent team mood. Team mood is important because it contributes to team emotion, which is defined as a team's affective state that arises from bottom-up components such as affective composition, and top-down components such as affective context (Kelly and Barsade, 2001). Team emotion starts with individual-level moods and emotions and is then shared with the team either implicitly through emotional contagion or explicitly through means such as affect management. Environmental context such as lighting and physical layout can affect moods (see Kelly and Barsade, 2001). Thus, a better understanding of how team mood changes over time is necessary, especially given the extreme conditions expected for LDSEMs, such as living in a small transit vehicle with no natural light. The aforementioned evidence on team cohesion, communication, and mood are examples of findings that may be unique to the LDSEM context; this underscores the importance of examining team phenomena in LDSEM-analog environments.

While a body of research examines teams in analog environments, to date, it has not been quantitatively summarized. A quantitative summary of the analog team research is important for several reasons. First, it summarizes what we know about teams in LDSEM analog environments, given the available data. Specifically, it can provide insights into how team dynamics may unfold over time for LDSEM teams, and be used to benchmark typical and atypical team dynamics in the LDSEM environment. It also can identify potential threats to LDSEM team dynamics and performance. Second, it can help guide future research in analog environments by identifying what areas are in need of more research, new areas for research, and strategies that aid with knowledge accumulation over time. Guidance for future research is particularly important given the expense and time required to collect analog research.



Objectives and Research Questions

The primary purpose of our research was to provide an overall picture of the available data on team dynamics and performance in LDSEM-analog environments. To do this, we systematically reviewed quantitative research conducted on teams in LDSEM-analog environments. We answer two primary questions with our systematic review: (1) which factors have been examined with quantitative research, and (2) what do these studies reveal about team dynamics in LDSEM-analog environments?




METHODS


Study Design and Inclusion Criteria

Typically, meta-analysis is preferred for integrating estimates of the same relationship of interest across studies; it allows us to generate cumulative knowledge about a set of studies. The benefits of meta-analysis over narrative reviews have been widely noted (see Glass, 1976; Schmidt and Hunter, 2015). Early in our review process, however, we suspected that most studies conducted on teams in analog environments would not lend themselves to traditional meta-analysis. Frequentist meta-analytic techniques can be inappropriate when a limited number of studies have examined a particular relationship or when sample sizes or data do not permit the calculation of an effect size, for example, when data are only reported for a single team. Further, a review of the analog research at the individual-level determined that traditional meta-analytic techniques were inappropriate (e.g., Shea et al., 2011). Given this, our general approach (e.g., search strategies, coding) was consistent with best practices in meta-analysis in organizational psychology (e.g., Schmidt and Hunter, 2015); however, we retained a broader set of studies and ultimately used alternative analytic approaches to summarizing the data. Our reporting is consistent with the PRISMA guidelines (Moher et al., 2009) to the extent that they apply to non-medical systematic reviews.

We sought to be as inclusive as possible while also striving to ensure that the data were relevant to understanding team dynamics in an LDSEM environment. We applied three general inclusion criteria. First, we retained sources that reported quantitative data from teams in LDSEM-analog environments, however, we excluded descriptive case studies and narrative reviews. Second, we identified and included only team-level data (as opposed to individual-level data). We excluded articles that reported individual-level data that were not tied to a particular team (e.g., Bartone et al., 2002), or that were tied to a large polar station (>40 people) but not to a team or a small station (e.g., Doll and Gunderson, 1971; Palinkas et al., 1989). Third, we included research in which members of the focal team (e.g., the “crew” analog) live and work together for a period. We provide more detail on this decision next.

Defining an LDSEM-analog environment has challenges because a particular extreme environment (e.g., Antarctic winter-overs) may only share some of the same characteristics expected of LDSEM. All analogs are imperfect approximations of LDSEM, and researchers must weigh the importance of different features of the context in understanding the phenomena of interest. Because of this, we broadly defined LDSEM-analog research as research in which members of the focal team (e.g., the “crew” analog) live and work together for a period. We included military teams when they were expressly described as intact teams (e.g., combat teams; Ko, 2005; Lim and Klein, 2006) even if the research did not explicitly mention that the unit lived together. We did not include military or firefighter training exercises when it was unclear whether the team lived together either while at training or while not at training (e.g., Oser et al., 1989; Hirschfeld and Bernerth, 2008). We excluded sources that included data on children (e.g., Tyerman and Spencer, 1983). We coded features of the analog environment and sample characteristics as moderators, rather than excluding studies based on specific features of the analog (e.g., mission length, autonomy). We chose this approach so that we could make comparisons across different conditions (e.g., in isolated and confined setting, non-isolated confined settings; how phenomena change over time), as opposed to designating arbitrary cutoffs related to fidelity. It is important to note, however, that our decision criteria led to the inclusion of some missions in which teams lived and worked in an isolated and confined setting for shorter-durations (e.g., 6 and 10 days). We retained these in order to be able observe any potential changes over time, but note that they have lower fidelity in regards to duration.



Search Strategy

We used a comprehensive search strategy to obtain quantitative research on teams in LDSEM-analog environments. Our efforts included: (1) searches of 13 databases that ranged from general databases such as Google Scholar and EBSCOhost, specialized databases such as the Military and Government Collection and space agency databases and technical report repositories (e.g., NASA, ESA, JAXA); (2) searches of specific journals such as Acta Astronautica, Aerospace Medicine and Human Performance, Human Factors; (3) contacting 29 researchers that we identified through the NASA taskbook, our project contact at NASA, or because they frequently publish in the area (e.g., Vinokhodova, Leon); (4) posts to listservs (e.g., Science of Team Science, INGRoup, relevant Academy of Management area listservs); and (5) a review of reference lists of key articles, including those from which we were able to obtain an effect size (e.g., Gunderson and Ryman, 1967; Emurian and Brady, 1984), reviews of similar domains (e.g., Schmidt, 2015), and recent technical reports on team research funded by NASA (e.g., Bell et al., 2015b; Burke and Feitosa, 2015; DeChurch and Mesmer-Magnus, 2015; Gibson et al., 2015; Smith-Jentsch, 2015). The search process included research published until November 2016. Researchers were contacted in May 2015.



Data Sources, Studies Sections, and Data Extraction

In total, we identified approximately 309 sources (e.g., books, technical reports, dissertations, journal articles, and conference papers) for possible inclusion. To better understand the nature of the available data, we sorted the 309 sources into three categories: (1) sources that included quantitative data with a team-level sample size of 5 or greater, for which a team-level effect size between a predictor and criteria related to team functioning could be generated; (2) sources that included quantitative data on fewer than 5 teams or only data for one variable over time; and (3) sources that did not provide relevant data for our quantitative review. Sources in the third category were excluded from further review. The decision to exclude an article was agreed upon by at least two members of the research team. Seventy-two sources were retained for inclusion and coded for fidelity characteristics and other moderators, and the quantitative data on team dynamics. Of these, 11 different sources (e.g., journal articles, technical reports) provided enough information to calculate effect sizes representing the relationship between a predictor and a criterion related to team functioning, and 61 different sources reported quantitative data on team dynamics over time in LDSEM-analog environments but did not include enough data to calculate an effect size.

To extract data, two coding forms were created: one for coding effect sizes and one for coding data (e.g., means and standard deviations) related to team dynamics over time. When a source reported data on 5 or more teams and a predictor and team outcome relationships, we coded or calculated an effect size, either r or Spearman's r. For sources with a team sample size <5 we coded quantitative data such as means (or another team-level representation) and within-team standard deviation, when available, for team dynamics across time. We included data that were presented numerically as well as those presented in figures, except when the approximate value reported in the figure could not be reasonably estimated (e.g., due to ambiguities in labeling of the axis).

Coding forms were similar in that both captured characteristics of the source, the sample, fidelity characteristics, and information about the predictor and/or criteria. In addition, a codebook with definitions of the variables and descriptions for the different categories for each variable was developed. We coded fidelity characteristics when they were described or could be reasonably assumed by two independent coders, given the descriptions provided in the sources. We used the Internet to locate information about specific simulations or Antarctic stations to complete missing fidelity information, where possible.

We coded study design as: (a) descriptive, (b) correlational, (c) quasi-experimental, and (d) experimental. We coded the degree of similarity between the sources' samples and the anticipated characteristics of LDSEM crews in terms of demographic differences (e.g., gender, national background). We coded the fidelity of the team to the characteristics expected for LDSEM crews. Studies were coded as occurring in dangerous environments when the setting had features that required individuals to use special equipment (e.g., winter-overs in Antarctic) or posed an imminent threat (e.g., polar bear threat). Studies were coded as isolated when team members were limited in physical interaction with outside parties for a substantial period of time during the study, and confined when they primarily operated in a highly restricted space. For example, winter-overs in small Antarctic stations or space simulations were coded as an isolated and confined environment. Autonomy was coded as high, moderate, low, or not reported. Many studies did not describe the level of autonomy in detail and were coded as “not reported.” Mission length was coded as the total of number of days in the team's life span. Ongoing teams such as firehouses (e.g., Kniffin et al., 2015) were coded to the max of the distribution (e.g., 730 days). We also coded crew size, workload amount and variability, how the crew communicated with those outside of the focal crew (e.g., mission control) and whether there was a time delay in the communication.



Coder Training and Agreement

The second and third authors served as coders for this study. The primary author trained the coders on the coding scheme described in the previous section. Coders first received a coding sheet and a codebook that provided descriptive information about each category of variables. All three authors then used the codebook and coding sheet to independently code three articles. The three authors met to discuss the coding, observe areas of agreement and disagreement, and make modifications to the coding sheet and codebook. Next, all three authors recoded the initial set of articles to help establish a frame of reference that incorporated the modifications made to the coding documents. Disagreements about the coding were resolved during a follow-up meeting using a consensus approach. After the second round of coding, a common set of 5 articles was coded to determine the efficacy of the coding process and to establish decision rules. When there was little disagreement (i.e., <3 disagreements across the variables coded in the studies), two coders coded the remaining articles. A randomly sampled common set of coded articles indicated that initial agreement, prior to the consensus meeting between coders, was relatively high (mean agreement of 87% on the variables that were coded). Discrepancies between the two coders were discussed and agreement was reached using a consensus approach. When consensus could not be reached with certainty between the two coders, the coders met with the primary author to discuss how the characteristic in question should be coded. After the coding was completed, we inspected the data sets to better understand the nature of the data, to determine the appropriateness of meta-analysis for summarizing the data, and to determine the best way to summarize the available evidence.



Analytical Strategy

Although we were able to locate a relatively large amount of data for our review, the small sample sizes in most studies (e.g., <5 teams) and the variety of relationships examined in the effect size studies, suggested the majority of the data did not lend themselves to traditional meta-analytic techniques. Thus, we used the following approaches. First, when the team factor and team outcome relationship could be represented using an effect size, we calculated a weighted average of the effect size from the local (analog) population and the relevant meta-analytic estimate from the traditional teams literature as a minimum-variance estimate. We used this approach as a means of balancing the precision that meta-analysis can provide in estimating a relationship across multiple settings with the high uncertainty (especially due to small sample sizes, etc.) but localness that a specific effect size generated in an LDSEM-analog environment can provide. We also calculated the average inaccuracy of the estimates and used these to create 95% credible intervals to quantify the uncertainty of the estimates.

We used equations 1, 2, 3, and A12 from Newman et al. (2007) in forming our weighted averages. We used estimates from meta-analyses in the extant literature (e.g., Beal et al., 2003; LePine et al., 2008; Bell et al., 2011) to inform the prior probability distribution. We only generated an estimated distribution of the true population local validity when there was a relevant meta-analytic effect reported in the extant literature that could inform our prior distribution. This limited the number of relationships we estimated and narrowed the effects to team performance as the outcome. Further, even with performance as the outcome, there were a number of relationships for which we could not locate relevant meta-analyses; the relationships between leader-member exchange—the idea that leaders have relationships with their followers that vary in quality (Graen and Uhl-Bien, 1995)—and team performance, and between personality characteristics (e.g., conscientiousness) of the leader and team performance are examples. We also did not locate relevant meta-analyses for many of the personality and needs variables examined by Gunderson and Ryman (1967), such as wanted affection and nurturance personality. Finally, there were two estimates from military teams [e.g., shared mental models from Lim and Klein (2006) and collectivism from Ko (2005)] that were already included in meta-analyses that would have been used in the calculation of the weighted averages [(DeChurch and Mesmer-Magnus, 2010); and Bell (2007) respectively]; we did not estimate local validity of these two estimates. We corrected the observed correlations in a given analog study for unreliability of the predictor and criterion in order to match the corrections used in meta-analyses that were used to inform our prior distribution. Although we would have preferred not to correct the local validity estimates for unreliability because of the small sample sizes on which they were based, the majority of the variances used to inform the prior distributions were corrected for unreliability. Newman et al. (2007) indicate the importance of ensuring that the prior and local effects have the same corrections. When reliability was not reported, we used the closest estimation of reliability from the most similar research in our data set. When the correction resulted in an estimate >1, we did not compute a weighted average. This is because the weighted averages approach relied on the z transformation, which for values over 1 is undefined. Values exceeded 1 for correlations from Gunderson and Nelson (1963) and Gunderson and Ryman (1967), which were based on the same source data (e.g., self-report cooperation and performance) and exceeded 0.90 prior to correction.

Second, when the number of teams included in the study was too few to generate an effect size, and when data across studies were comparable, we descriptively summarized the data on team dynamics over time via a series of figures. We plotted team dynamics over time when data were comparable (e.g., similar scales, similar response formats), and reported for at least three different teams across at least two different data sources (e.g., articles, conference presentations). We plotted team dynamics over time in terms of mission days and over relative time. Relative time was calculated as the mission day divided by the total mission length. Relative mission time was examined given that some effects for factors such as team cohesion and conflict, are thought to different because of the point of the team in the lifespan (e.g., third quarter phenomenon) rather than the mission day itself.




RESULTS


Flow Diagram of the Studies Retrieved for the Review

Figure 1 depicts the flow diagram of the studies retrieved for review.
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FIGURE 1. PRISMA 2009 Flow diagram. Moher et al. (2009).





Study Selection and Characteristics

Eleven sources (e.g., journal articles, technical reports) provided enough data (team n ≥ 5) to generate 253 team-level effect sizes that represent a team factor (e.g., team cohesion) and team outcome (e.g., team performance) relationship. We refer to this as our effect size data set. Sixty-one sources included data on team functioning from fewer than 5 teams; from these sources we were able to glean 1,150 data instances (i.e., data collected on one or more variable at a particular time point) to benchmark team dynamics in LDSEM-analog environments over time. We refer to this as our benchmarking data set. We provide a summary of the fidelity characteristics of our samples in Supplementary Table 1.



Synthesized Findings

Our first research question asked: what factors related to team dynamics has quantitative research examined in analog environments? In the effect size data set, the majority of effects (i.e., 102 effects across 9 studies) represented the relationship between a predictor and team performance. Forty-seven effects across 6 studies represented the relationship between a predictor and cohesion or compatibility, and the remaining effects represented a variety of outcomes that differed across studies. The specific predictor and criterion relationship examined varied across studies. Predictors included inputs, emergent states, and team process variables (see Marks et al., 2001), personality (e.g., Gunderson and Ryman, 1967), values, leader-member exchange, and team-member exchange (e.g., Ko, 2005), compatibility and cohesion (e.g., Gunderson and Nelson, 1963), mental models (e.g., Lim and Klein, 2006), conflict (e.g., Seymour, 1970), leadership (e.g., Lim and Ployhart, 2004), ability, experience, mood, exploratory search, and planning (e.g., Knight, 2015). Outcome variables included performance effects (e.g., accomplishment, accuracy, time to completion, efficiency, and quality), emergent states, team processes, and other team dynamics such as cohesion, team mood, egalitarian atmosphere, viability, team-member exchange, leader-member exchange, exploratory search, and cooperation. The data were largely dependent (i.e., the 253 effects came from only 11 different sources), and a variety of predictor and outcome relationships were examined. Only the relationship between measures of cohesion (e.g., compatibility, spending time together) and team performance was examined in more than 3 independent samples (k = 6).

In the benchmarking data set, team factors included emergent states, team processes, outcomes, and additional team dynamics markers. For example, emergent states included team cohesion (e.g., Allison et al., 1991; Vinokhodova et al., 2012), and team processes included conflict and interpersonal relations (e.g., Leon et al., 2004; Šolcová et al., 2014). Outcomes included performance (e.g., Emurian and Brady, 1984) and more subjective outcomes such as satisfaction (e.g., Bhargava et al., 2000; Leon et al., 2004). Finally, other dynamics markers, such as team mood (e.g., Kahn and Leon, 2000; Steel, 2001; Bishop et al., 2010), were commonly reported in analog studies. A full list of all team factors examined for the effect size and benchmarking data sets is available in Supplementary Table 2.

Our second research question asked what quantitative research reveals about team functioning in LDSEM-analog environments. We discuss the results of the weighted averages approach, and descriptive figures benchmarking team dynamics next.



Weighted Averages Approach

We used our weighted averages approach to provide the best possible estimate of the magnitude and direction of the relationships between team factors and team outcomes in the analog environments, given the available data. Figure 2 summarizes the weighted averages results, the credible intervals around the estimates, and displays the forest plot. Specific information about the local validity information obtained from LDSEM-analog studies, the meta-analytic effects that we used in the calculation of the weighted averages, and the estimated posterior distributions are provided in Supplementary Table 3. Local validity estimates include team performance with cohesion, age homogeneity, education homogeneity, team learning, planning, team task-relevant experience, cooperation, and transformational leadership.
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FIGURE 2. Estimated distributions for the predictor and team performance relationship in analog environments. ICE = analog team was in an ICE environment (e.g., Winter-overs in Antartica) NO = team was living and working together but not in an ICE. Hmgnt = Homogenity. Task-rel Exp = task-relevant experience. Trnsfrm Ldr = Transformational Leadership. The square represents the weighted average local validity population estimate (ρposterior) and the bar represents the 95% credible interval. Specific estimates are provided in the right column as per ρposterior [95% credible interval]. The credible interval can be interpreted as follows: there is a 95% chance that the true population predictor and team performance relationship (ρ) is between the first number and the second number. Number in the left column indicates the analog data source. 1. Gunderson and Nelson (1963), Outcome = self-report team achievement, Antarctic stations; 2 and 4 from Gunderson and Ryman (1967), Outcome = team accomplishment, mixed sources, Antarctic stations; 3. Emurian and Brady (1984), outcome = performance on lab task; 10-day isolated lad experiment; 5. Nelson (1964), outcome = supervisor ratings of individual performance aggregated within station, Antarctic station; 6, 8, and 9 Knight (2015), outcome = team's time and number of obstacles completed in a final challenge task, military training; 7 and 11 Kniffin et al. (2015), outcome = supervisor rating of performance, firehouses; 10, 12, 13. Ko (2005), outcomes = team performance, mixed sources, special operations teams.



First, we discuss the team cohesion and team performance relationships. Studies 1, 3, and 5 (as noted in Figure 2) were conducted on teams in isolated and confined environments (ICE); each of these studies measured team cohesion and team performance with different operationalizations. Estimates 7 and 13 reflect the team cohesion and team performance relationships for teams that are sometimes used as LDSEM-analogs but which are not isolated or confined for extended periods (non-ICE).

That data suggest that with 95% certainty, we cannot speak to the direction or size of the team cohesion and team performance relationship in ICE. For example, estimate 1 reflects the estimated results for the team cohesion and team performance relationship for data collected in Antarctic stations where team cohesion was operationalized as self-rated compatibility of station members, and team performance was operationalized as self-rated station achievement. The mean estimated validity is −0.10, and with 95% certainty, we estimate that the true population validity falls between −0.46 and 0.28. This is rather imprecise, as the prediction interval includes large, moderate, and small negative effects, no effect, and small and moderate positive effects. Conversely, with 95% certainty, we can describe the team cohesion and team performance relationship in the firehouses studied as positive and small to moderate (i.e., estimate 7), and in the special operations military teams studied, as positive and moderate to large (estimate 13).

Data for a few additional relationships other than team cohesion and team performance were also available. The age homogeneity and team performance (Figure 2, Estimate 2) and the educational level homogeneity and team performance relationships (Figure 2, Estimate 4) in an ICE (e.g., Antarctic station winter-over) were estimated with a large degree of imprecision; the prediction interval included positive, negative and no effect. Conversely, with 95% certainty, the true population effect between cooperation and team performance is estimated to be positive and large (Figure 2, Estimates 11, 12) for firehouses and special operations teams. Finally, with 95% certainty, the true population effect between transformational leadership and team performance for special operations teams, and the true population effect between team task-relevant expertise and team performance for military training teams are positive and exceed a small effect (Figure 2, Estimates 9, 10).

Taken together, there is a high degree of imprecision associated with estimates of the true predictor and team performance relationships from studies with teams in ICEs. Specifically, unlike most of the estimated relationships from teams in non-ICE, given the current data, if we retain a 95% level of certainty, we have limited to no understanding of the size or direction of the relationship of team cohesion and team performance observed in multiple ICE, age homogeneity and team performance in an ICE, and educational homogeneity and team performance in an ICE.



Benchmarking Team Functioning Over Time

Next, we benchmarked team dynamics over time in studies with sample sizes too small to generate a between-team effect size, but for which data were comparable (e.g., similar measures, similar response formats) on at least three different teams from at least two different data sources (e.g., articles, conference presentations). With this requirement, we were able to generate figures on cohesion, efficiency, team conflict, communication with MC, and team mood.



Team Cohesion

While we identified several studies with cohesion data reported over time from 5 or fewer teams, these data were collected using a variety of cohesion operationalizations making it difficult to directly aggregate and make for meaningful comparisons across settings. We were able to benchmark a subset of this data by identifying 3 sources with data from 11 teams spending time together (e.g., social activities, eating meals). We classified these activities as evidence as social cohesion. Figure 3A illustrates team cohesion across mission days. Figure 3B plots team cohesion over relative time (i.e., the mission day divided by the total mission length).
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FIGURE 3. (A) Team cohesion over time. (B) Team cohesion over relative time. Emurian et al. (1978), Emurian et al. (1985), Tafforin (2015).



The data reported suggests some fluctuations in cohesion over time. However, two patterns are present. First, it appears team members spend more time together during shorter missions. The Concordia, Tara Drift, and Mars 500 missions lasted for 268, 507, and 520 days, respectively. In comparison to shorter missions [i.e., Emurian et al., 1978, 1985], which lasted for 6, 10 and 12 days, team members in longer simulations generally spent less social time together. There was one exception to this: time together increased sharply at certain points for a team at Concordia station. These instances could have been the result of significant events at the station during those periods (Tafforin et al., 2015). It is important to note that we included shorter-duration missions to avoid an arbitrary cut off and to observe changes over time. The stark contrast between shorter-duration and longer-duration missions on time spent together suggest limited usefulness of shorter-duration studies in understanding team cohesion for LDSEM.



Team Performance

Homeostat was used to collect data on team performance across a number of space simulations (e.g., HUBES, SFINCSS). Homeostat is a computer task in which, under time pressure, a team solves tasks that require the coordinated action of the whole team (Eskov, 2011). A number of metrics can be assessed using Homeostat, including an efficiency metric (Csh) and leadership tactics. Figure 4A is a plot of team efficiency across mission days. Figure 4B is a plot of team efficiency over relative time.
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FIGURE 4. (A) Team efficiency over time. (B) Team efficiency over relative time. Le Scanff et al. (1997), Vinokhodova et al. (2001), Eskov (2011).



The data suggest that three teams (i.e., a team in EXEMSI and two of the teams in SFINCSS simulations) were relatively consistent in terms of efficiency over time. The HUBES team decreased steadily in efficiency over time. One of the SFINCSS teams (Group 3) had a sharp decline in efficiency early in the simulation and then steadily increased during the remainder of the simulation.

Descriptive information on team dynamics in the HUBES and SFINCSS simulations implicate ineffective role structure and conflict as possible triggers of the performance decrements of HUBES and SFINCSS–Group 3. Specifically, in addition to measures of efficiency, the Homeostat also collects information on leadership tactics by individual team members as a means of understanding the leadership structure used while completing the task. For SFINCSS group 3, Vinokhodova et al. (2002) indicated that the data did not suggest that a role distribution structure had sufficiently developed. Further, the SFINCSS simulation also included a New Year's Eve incident between a member of another group and a woman in Group 3 of the simulation, which led to tension between crews (Sandal, 2004). The sharp decrease in effectiveness in the SFINCSS Group 3 depicted in Figure 4A also happened around this time. For HUBES, Sandal (2001) reports that there was evidence of an unstable crew structure; specifically, the commander's leadership was challenged during the first 8 to 10 weeks of the mission. Further, crew relations in the simulation were marked by interpersonal tension and alienation of one crew member during later parts of the experiment. Taken together, this may suggest ineffective role structure, conflict, and alienation as possible threats to team efficiency.



Team Conflict

A few sources (k = 4) reported conflict scores over time for 8 different teams using 2 types of conflict metrics (e.g., total number of conflicts reported, Likert scale). Figures 5A,B summarize data that were comparable across multiple teams from different analog environments for the total number of conflicts reported within crews. Data do not show a consistent trend across teams. Some teams are more variable than others in the number of conflict incidents per month, while others are more stable. Some teams report conflict early on, while others do not. By 40% of the mission completion (with this data the equivalent of at least 90 days) all teams had reported a least one instance of conflict. No team had more than six instances of conflict per month with a given target (i.e., the crew or MC).
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FIGURE 5. (A) Team conflict over time. (B) Team conflict over relative time. Steel (2001), Basner et al. (2014).





Communication With Mission Control (MC)

Gushin et al. have examined crew communication with MC in several studies (e.g., Gushin et al., 1997, 2001; Gushin and Yusupova, 2003) and have reported comparable data, which allowed us to plot the total duration of crew–MC audio-communication sessions (in seconds) over time (see Figures 6A,B), as well the average report length per week of the commander's end-of-day report to MC (see Figures 7A,B). For the SFINCSS, HUBES, and ECOPSY simulations, audio communication paralleled the standards of Mir in that 30 min were made available for audio communication every 90 min in the daily schedule but use of the time was not required. At the end of each day, the commander submitted a written report to MC on mission status and fulfillment of the daily schedule (Gushin et al., 1997, 2001). Data in Gushin and Yusupova (2003) was collected by researchers listening to crew-MC communication once a week (for ISS mission 1) and twice a week (for ISS mission 2).
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FIGURE 6. (A) Team communication with mission control over time. (B) Team communication with mission control over relative time. Gushin et al. (1997), Gushin et al. (2001), Gushin and Yusupova (2003).
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FIGURE 7. (A) Commander report length over time. (B) Commander report length over relative time. Gushin et al. (1996b); Gushin et al. (1997), Gushin et al. (2001).



As depicted in Figures 6A,B, patterns of average audio-communication length between the commander and MC were inconsistent across teams. It is interesting to note, that the HUBES crew that had decreasing efficiency over time (Figure 4A) also had shorter audio communication with MC over time (Figures 6A,B). As depicted in Figures 7A,B, average mission report length to MC per week decreased over the course of the mission in SFINCSS, EXEMSI, and ECOPSY. Gushin et al. (2012) describe this as the closing of a communication channel, or psychological closing. Psychological closing can include a decrease of the communication volume throughout isolation, decrease in the issues discussed, and preference for communication partners.

It should be noted that there is a wealth of specific details (e.g., negative statements, jokes) that can be gleaned and assessed via content analysis of within- and between-group communications. Our figures here only reflect report length and total time for audio communication, which were reported in the same format across multiple teams. We refer the interested reader to Gushin et al. (2012) and Tafforin (2015) for more detail on the range of communication parameters that have been examined.



Team Mood

Multiple studies reported the affect of team members using Profile of Mood States (POMS; Shacham, 1983; Curran et al., 1995). POMS captures individuals' mood via self-report ratings on six dimensions using a 5-point Likert scale. The dimensions are tension-anxiety, depression-dejection, anger-hostility, fatigue-inertia, confusion-bewilderment, and vigor-activity. To arrive at an overall total mood disturbance score, the first five subscales listed are summed and then the vigor-activity subscale is subtracted. Team mood is captured with the average total mood disturbance across the team. Figures 8A,B show team mood over time and team mood over relative time, respectively. Figure 8A shows that the MARS 500 crew reported elevated total mood disturbance compared with teams in other LDSEM-analog environments, although it should be noted that the scaling reported for Scott Base was 0 to 4 instead of 1 to 5 as in the other simulations. Thus, the winter-over at Scott Base may have ratings more similar to Mars 500. Both studies that included teams in ICE for a year or more (e.g., Mars 500, an Antarctic winter-over) showed a spike in team total mood disturbance around the 1-year mark, and this was confirmed in the text of the studies reporting the data (e.g., Steel, 2001; Wang et al., 2014). Figure 8B, which shows total mood disturbance over time relative to the proportion of the mission complete, does not support a clear third-quarter phenomenon at the team level.


[image: image]

FIGURE 8. (A) Team mood disturbance over relative time. (B) Team mood disturbance over relative time. Palinkas and Houseal (2000), Steel (2001), Vinokhodova et al. (2002), Sandal (2004), Wang et al. (2014).



Team mood also has been operationalized in LDSEM-analog environments as the team mean of self-report ratings on the positive and negative mood components of the Positive and Negative Affect Schedule (PANAS; Watson et al., 1988, see Leon et al., 2004, 2011, for examples). Figures 9A,B,10A,B, show the relationship between affect operationalized as the team mean PANAS scores over time. Figures 9A, 10A show team positive affect over time and relative time. Figures 9B, 10B show team negative affect over time and relative time. For team negative affect over relative time, three of seven LDSEM-analog teams show an increased negative affect during the third quarter.


[image: image]

FIGURE 9. (A) Team positive affect over time. (B) Team positive affect over relative time. Kahn and Leon (2000), Steel (2001), Atlis et al. (2004), Leon et al. (2004), Leon et al. (2011), Nicolas et al. (2013). Binsted (2015) provided unpublished data that may be later published. Because of the level of granularity of these figures, the data are not displayed.
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FIGURE 10. (A) Team negative affect over time. (B) Team negative affect over time. Kahn and Leon (2000), Steel (2001), Atlis et al. (2004), Leon et al. (2004), Leon et al. (2011), Nicolas et al. (2013). Binsted (2015) provided unpublished data that may be later published. Because of the level of granularity of these figures, the data are not displayed.





Risk of Bias

There are two key risks of bias in our systematic review. First, publication bias may be a problem, especially given the small sample sizes associated with analog research. More extreme findings are more likely to be published. Small sample sizes compound the issue because the extreme findings are less likely to replicate. Given this, we made a focused effort to obtain unpublished research. Second, there were two potential biases associated with our weighted analyses approach. Some of the effect sizes used in our weighted averages approaches were based on very small sample sizes, which may influence the normality of the local validity distribution. We based our weighted averages approach on Newman et al. (2007) local validity Bayesian estimation approach. However, the local validity Bayesian approach is only regarded as Bayesian when the distribution of the local estimate is normally distributed. Because it is not possible for us to test this assumption without access to raw data, we referred to our approach as taking a weighted average.

Further, due to the limited amount of data in different analog conditions, we were unable to estimate potential bias due to certain moderators such as whether the analog study was conducted in an ICE or non-ICE environment. However, Newman et al. (2007) indicates that the accuracy of their local validity Bayesian estimation approach holds true even in the presence of true moderators (e.g., teams that perform in ICE environments, for example, where the ICE/non-ICE context moderates the observed predictor and outcome relationship). Even so, we acknowledge that because we cannot assess or model the bias that may be present due to combining a local effect size from an ICE environment with a meta-analytic effect from non-ICE environments, we are trading an unknown amount of bias to generate a minimum variance estimate. If raw data were available, it would be better to do a full Bayesian analysis that takes into account sampling variability at the local level, as well as any bias in using a meta-analytic estimate based on the broader team literature as the prior distribution. Given the limitations of available data, however, we believe our weighted averages approach provides the best estimate of the team predictor and outcome relationships in the specific LDSEM-analog environment. Further, given the limitations of the data from sources, which had fewer than 5 teams, we believe our descriptive figures best represent the data.




DISCUSSION

LDSEMs such as human missions to Mars are of increasing interest to NASA, space agencies, and private sector organizations. Conducting research in analog environments provides a means for understanding team dynamics for a potential LDSEM mission as well as other teams operating in similar ICE environments (e.g., oil drilling teams). Analog research on team dynamics has a long history dating back to at least the 1960's, thus it is important for researchers and agencies to learn from the past analog research to inform future analog research and prepare for future space exploration. The primary goal of this research was to summarize the existing quantitative evidence on team dynamics in LDSEM-analog environments.


Summary of Main Findings

Our study has three key takeaways. First, there is an extensive research base on teams in LDSEM-analog environments. We were able to locate 72 different sources reporting quantitative research. Although there are quite a few studies that have examined teams in LDSEM-analog environments, the major of the studies had too small of a sample size to generate a between team effect size. Inconsistency in how the same construct was measured across studies further limited the ability to make comparisons across studies. Second, team dynamics are dependent on specific aspects of the context. For example, the team cohesion and team performance relationship was positive and strong for teams that lived and worked together but not in isolation and confinement (e.g., special forces teams), while little could be said about the relationship between team cohesion and team performance for teams in isolation and confined environments—an important aspect of LDSEM. Further, team dynamics varied greatly over time, underscoring the importance of temporal considerations and fidelity in analog environments. Third, we were able to document and provide interesting insights into how team dynamics unfold over time. These benchmarking figures provide insights into how team dynamics may unfold over time for LDSEM teams, benchmark typical and atypical team dynamics in the LDSEM, and identify potential threats to LDSEM team dynamics and performance. More detail on specific findings is provided next.

Results from our weighted averages approach suggest that the team cohesion and team performance relationship may be operating differently in isolated and confined environments (e.g., Antarctic stations, laboratory research with ICE characteristics) than in traditional work team environments. While we can confidently state that the relationship between team cohesion and team performance in non-ICE studies (e.g., firehouses, special operations teams) is positive and small to large, and similar to previous meta-analytic estimates (Beal et al., 2003), we cannot draw any conclusions about the direction and magnitude of the relationship between team cohesion and team performance in isolated and confined environments. Despite the limitations of such results, our findings highlight the importance of examining the effects of team cohesion on team performance in isolated and confined environments, and provide a cautionary note about generalizing findings from teams sometimes used as analogs that live and work together (non-ICE) to teams operating in isolated and confined environments. Similarly, limited information on other team factors (e.g., age homogeneity, education level homogeneity) and team performance inhibited us from estimating the true population validity of specific relationships in isolated and confined environments. Bringing further clarity to team cohesion for LDSEM, our figures that benchmarked team cohesion over time revealed that teams in shorter-duration missions spent more time with each other (an operationalization of team cohesion) than longer-duration teams. These results suggest limited usefulness of shorter-duration studies in understanding team cohesion for LDSEM.

As part of our quantitative review of team dynamics in LDSEM-analog environments, we also explored our benchmarking data set for trends in team dynamics over time (i.e., team efficiency, team conflict, team communication, team mood). Beginning with team efficiency, crews must coordinate and complete mission tasks in an efficient manner in order to achieve mission success (Salas et al., 2015a). Based on the available data, team efficiency in LDSEM-analog settings was relatively consistent across time; it was atypical for team efficiency to decrease over time. In uncommon situations in which team efficiency decreased during missions (see Vinokhodova et al., 2001; Eskov, 2011), researchers implicate ineffective role structure and conflict as possible triggers of the performance decrements (Sandal, 2001, 2004; Vinokhodova et al., 2001), suggesting that such factors are key threats to team efficiency. Further, the primary focus of team performance in LDSEM-analog environments has been efficiency. LDSEM will likely have team performance demands beyond team efficiency. For example, the team may need to be creative in order to use scare resources effectively, which suggests an expanded view of team performance in analog research is needed.

In contrast to team efficiency, intrateam conflict data greatly varied over time in LDSEM-analog settings, such that data do not show a consistent trend across teams. However, all teams reported at least one conflict within the team or with mission control by 40% of the mission completion or 90 days. Given that all teams engage in at least some conflict in extended mission, and will likely have to resolve these conflict incident rather autonomously, it is important to better understand conflict and effective conflict management strategies in LDSEM-analog settings.

With regard to team communication in LDSEM-analog settings, communication between crews and mission control is thought to provide valuable information about the psychological health of the crew and the interpersonal climate within the crew. It is interesting to note that one of the crews that demonstrated decreased efficiency over time (i.e., HUBES crew) also had shorter audio communication with mission control over time. Moreover, commanders' written communication with mission control across several missions were in line with the psychological closing phenomenon in that the length of commanders' reports to mission control decreased over time (Gushin et al., 1997, 2012). Analysis of communication is likely to provide a fruitful means for understanding team dynamics.

As for team mood—operationalized as total mood disturbance or positively affectivity—there was inconsistent support for the third quarter phenomenon (Steel, 2001; Dion, 2004; Kanas, 2004; Wang et al., 2014); however, three of seven LDSEM-analog teams reported an increase in negative affect in the third quarter of their missions. The two teams in particular that were studied for an extended period (i.e., greater than a year) both reported an increase in total mood disturbance approximately 1 year into the mission. These findings are important to note in light of the fact that team mood plays an instrumental role in team dynamics (e.g., Kahn and Leon, 2000; Steel, 2001). They suggests that it is prudent to better understand the effects of extended isolation on team mood for LDSEM.



Limitations

The results described should be considered in light of the limitations of this research. In our attempt to quantitatively summarize team dynamics in LDSEM-analog environments, we were limited by the empirical research available within the extant literature (e.g., small sample size, correlational). The validity coefficients from the LDSEM-analog studies used in our analyses are based on small sample sizes. When weighted average analyses are based on smaller sample sizes, there is more uncertainty regarding how well an observed effect in a given sample reflects the true population validity. To help address this issue, based on the available data, we calculated improved estimates of the true population team predictor and team criterion relationships in an LDSEM-analog environment by inversely weighting the variances of the validity coefficients from the LDSEM-analog studies and the meta-analytic estimates of the same team predictor-criterion relationships from the extant literature. Additionally, we calculated the average inaccuracy of the estimates to generate 95% credible intervals regarding the uncertainty of the estimates. This approach afforded us the precision associated with meta-analytic estimates while accounting for the localness associated with a specific effect size from an LDSEM-analog environment.

Moreover, the studies included in our quantitative review were almost exclusively descriptive or correlational in design (see the work by Emurian and colleagues for a notable exception). With this is mind, we cannot make causal statements about the relationships examined in our review, nor can we disentangle the effects of one team predictor from another. Consequently, we encourage researchers to employ experimental and quasi-experimental designs to identify key threats to team dynamics and performance in LDSEM-analog settings. We acknowledge the limitations of this data (e.g., small sample size, correlational). Importantly, however, this is the data that we currently have for understanding team dynamics in LDSEM-analog environments.



Future Directions for Research

Despite the limitations of this study, our findings provide insight into several potentially fruitful areas for research in regards to content, and research approaches related to extreme teams. In general, it seems that research should be prioritized when the nature of the relationship would be most likely to change as a function of the LDSEM context. One area in need of research is team affect. While most of the team mood data presented in this article were generated from aggregated individual-level data (for a notable exception see Šolcová et al., 2013), applying a team-level perspective and conducting investigations on team affect and team affect management could provide a more in-depth understanding of the role of affect in crew performance and crew member well-being. For example, team affect tends to become more homogenous through mechanisms such as emotional contagion (Totterdell et al., 1998), which could be magnified by specific characteristics of the LDSEM context (e.g., isolation and confinement). Also, crew composition factors (e.g., national diversity) could influence the emergence of team affect, norms for affective suppression or sharing, and the effectiveness of affect management approaches. Considering the unique features of ICE, further exploration of team affect, emotions, emotion regulation, and affect management in ICE across diverse crews and over time is warranted. Further, given that spikes in total mood disturbance were observed at the 1 year mark for studies in which teams both teams were in extended isolation, it is prudent to better understand the effects of extended isolation for LDSEM.

A second area in need of research is conflict management. LDSEMs provide a unique context in which conflict will need to be managed. Given the significant communication delays with those on Earth as teams travel into deep space, the teams will likely need to effectively manage conflict with at least some degree of autonomy. Our data suggest that at some point conflict is likely to occur between the crew, or between the crew and mission control. Indeed, LDSEMs are likely to be a situation where the crew will face competing or inconsistent priorities. For example, if more than one mission control is utilized for a particular mission, competing information may be given in regards to priorities (e.g., perform a function that requires the whole crew; require an individual adheres to a particular exercise schedule), which could create ambiguity in how crewmembers should allocate their time and resources. Crewmembers are likely to be diverse in a number of ways (e.g., professional, national background) which could also lead to misunderstandings or competing priorities (e.g., maintenance of the space vehicle, complete the science experiment) and potentially cause intra-team conflict (Bell et al., 2015a). The extent that crews effectively manage conflict will be of great importance given the expected durations of the space missions, the inability for crewmembers to leave, and the limited and delayed communication with mission control possibly compounding issues between the team and mission control. A better understanding of conflict and the conflict management cycle as teams live and work together in extended isolation and confinement is prudent.

In addition to their effects on team performance, conflict management and affect are important areas for future research because they will likely play a critical role in a team's resilience. While researchers are working diligently to mitigate all potential threats to team effectiveness, LDSEM crews will inevitably face challenges. A key aspect of correctly composing, training, and providing countermeasure support to crews will include consideration of the crew's resilience, defined as the capability to withstand and recover from stressors, pressure, or challenges (Alliger et al., 2015). Crewmembers' challenges may range from subtle changes that result in a less than ideal team state (e.g., the general decline in positive mood) to events that are more acute in nature (e.g., dispute related to the involvement of MC in conflict management). Regardless of the specific challenge, team resilience will likely be critical to the success of crews on LDSEMs. Future research should examine the effects of specific manipulations of stressors on crew resilience as well as the effects of subtle changes that occur during a team's life cycle on crew resilience.

We believe the decline in team efficiency during the HUBES simulation and the dip in team efficiency for one of the teams during the SFINCSS simulation provide interesting directions for future research in LDSEM-analog settings. Several researchers (e.g., Sandal, 2001; Vinokhodova et al., 2001) suggested that the decline might have been due to intra-team conflict and instability in or a lack of established leadership structure. Given the autonomy of the crew at long-distances from Earth, and the likelihood that crews will include individuals from both high and low power distance countries, a better understanding of the conditions needed for teams to establish a workable leadership structure, and the process for ensuring crews high in gender and cultural diversity can effectively resolve status conflict is necessary (Bendersky and Hays, 2012).

Finally, a number of methodological recommendations can be made for future research. First, sample sizes in high fidelity environments to LDSEM, particularly ICE, are likely to be small. Where possible, data should be collected in such a way that they can be aggregated and compared across multiple studies. Ideally, enough data should be collected to generate an effect size. The normality of the data could be reported (or even better, the raw data) to allow future summaries to ensure the data are being appropriately modeled. When the sample size is too small to allow an effect size to be generated, data on key team constructs (e.g., team efficiency, communication, mood, and cohesion) should be collected with a common set of measures. Analog research on mood has consistently relied on the PANAS and POMS which made comparisons across studies possible. Researchers at the Russian Academy of Science's Institute of Biomedical Problems and some individual researchers (e.g., Leon) have consistently collected data using the same measures, which allowed us to report many of the figures in this article. In addition, NASA's Human Research Program is adopting a standardized set of measures to be collected across NASA analogs that includes measures such as team conflict, team cohesion, and team mood as well as other constructs. For key constructs (e.g., conflict, mood, cohesion), it is essential that analog research use the same measures so that the data better lend itself to the eventual culmination of studies.

Second, continued research is needed on small sample sizes. As an example, some meta-analytic approaches (e.g., Bayesian, Fisherian) calculate sample variance as 1/n and others as 1/(n-3) (Brannick, 2001), and the Schmidt and Hunter (2015) method uses n-1 in the denominator of their random effects meta-analysis of correlations. As Brannick (2001) states, “if the sample is so small that the choice of n or n-3 is critical, then the researcher has a more serious issue to confront, namely, how to collect more data” (p. 469). Unfortunately for analog researchers, more data is not likely to be a feasible option for many studies. While differences in how sampling variance is calculated and the ability to calculate sampling variance at small sample sizes may generally be less of an issue in traditional meta-analyses, it is an important issue for the eventual culmination of team LDSEM-analog research. Future research may wish to explore the accuracy of the different meta-analytic approaches for use with extremely small sample sizes (e.g., correlations based on 3 to 7 teams) through simulations as well as develop alternative versions of quantitative aggregation for small sample sizes. Continued advances in analytics that can best represent small sample size data is likely to be important for space research as well as extreme teams in general (Bell et al., 2018).




CONCLUSIONS

Future space exploration teams will be required to work effectively under complex and dangerous conditions to successfully accomplish their missions. With an understanding of team dynamics in LDSEM-analog environments, we can minimize potential threats to mission success while optimizing team performance. While an extensive research base exists that examines teams in LDSEM-analog environments, small sample sizes make traditional forms of meta-analysis inappropriate. Importantly, however, this is the data that we have for understanding team dynamics for future LDSEMs. Given this, we used a weighted averages approach to generate minimum variance estimates of team predictor and outcome relationships, and generated descriptive figures depicting team dynamics over time. Our systematic review of quantitative research on teams in LDSEM-analog settings summarizes what we know about team dynamics for future LDSEM, and provides guidance for future research.
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There is a long history, dating back to the 50 s, which examines the manner in which team roles contribute to effective team performance. However, much of this work has been built on ad hoc teams working together for short periods of time under conditions of minimal stress. Additionally, research has been conducted with little attention paid to the importance of temporal factors, despite repeated calls for the importance of considering time in team research (e.g., Mohammed et al., 2009). To begin to understand team roles and how temporal aspects may impact the types of team roles employed when teams are working in extreme mission critical environments, the current manuscript uses a data-driven, bottom-up approach. Specifically, we employ the use of retrospective historical data as our input and a historiometric approach (Simonton, 2003). Source documents consist primarily of autobiographies, memoires, biographies, and first-hand accounts of crew interaction during spaceflight. Critical incidents regarding team interaction were extracted from these source documents and independently coded for team roles by two trained raters. Results of the study speak to the importance of task and social roles within teams that are predominantly intact and operating in extreme environments where mistakes can be life threatening. Evidence for the following task (i.e., coordinator, boundary spanner, team leader, evaluator, critic, information provider, team player, and innovator) and social roles (i.e., team builder, nurturer, harmonizer, entertainer, jokester, and the negative roles of attention seeker and negativist) were found. While it is often task roles that receive the greatest attention, results point to the importance of not neglecting the socioemotional health of the team (and the corresponding roles). Results also indicated that while some roles were consistently enacted independent of temporal considerations (e.g., mission length), the degree to which others were enacted varied across missions of differing lengths. Additionally, based on the current sample we see the following trends: (1) increased enactment of the team builder role as mission duration increases, (2) prominence of the entertainer role, and (3) increased emphasis on the visionary/problem solver role on missions over 2 years.

Keywords: teams and groups, team roles, team performance, time, temporal and contextual factors


INTRODUCTION

It has often been said that a team of experts does not make an expert team. Although different conceptualizations of teams have been introduced within the literature, one prevalent definition stipulates that teams consist of two or more individuals who interact dynamically, adaptively, and interdependently; share common goals or purposes; and have specific roles or functions to perform (Salas et al., 1992). Teams represent a prevalent approach to structuring work, with a majority of employees reporting spending at least some part of their day within a team setting (Ken Blanchard Companies, 2006). In this vein, there is a long history of research that has sought to examine the factors that contribute to team effectiveness within a variety of contexts and much has been learned (Mathieu et al., 2008).

Despite the long history of research on team effectiveness, much of this work has been built on ad hoc teams working together for short periods of time within laboratory or organizational settings. Additionally, much of this work is primarily static in nature despite repeated arguments for the importance of considering temporal factors in team research (e.g., Mohammed et al., 2009). This, in turn, has led to minimal guidance for those individuals tasked with staffing, developing, and assessing teams that operate over longer periods of time as intact teams or operate within mission critical, extreme contexts. Teams that operate in these environments are often referred to as “extreme teams.” According to Bell et al. (2018), extreme teams are those which are embedded in environments whereby one or more contextual features exist that are atypical in level or kind.

While understanding the factors that facilitate team effectiveness and how these may change over time is an important and difficult endeavor due to the complexity of collecting longitudinal data on teams, facilitating this understanding is of even greater importance for teams operating in extreme contexts. Extreme teams are not only exposed to stressors that are atypical in level, but stressors often occur simultaneously and oscillate between chronic and acute duration levels (Bell et al., 2018). Teams operating under these conditions have been shown to be more likely to have decrements in performance due to the effects of stress on team process (and correspondingly performance, Driskell et al., 1999).

In seeking to understand the factors that facilitate the effectiveness of such teams and how these factors may change based on temporal factors (e.g., team duration), we focus on team roles. Research on team roles has a rich history dating back to Bales (1950). Roles have been defined as a “set of behaviors that are interrelated with the repetitive activities of others and characteristic of the person in a particular setting” (Stewart et al., 2005, p. 344). Throughout the years, many taxonomies have been created to delineate the roles that facilitate performance in teams (e.g., Bales, 1950; Belbin, 1981; Mumford et al., 2006). While there are differences in the taxonomies created throughout the years, nearly all argue for the importance of both task and social roles. However, not much is known regarding the types of team roles needed within mission critical, extreme contexts, or how team roles in this context vary based on temporal factors (e.g., team/mission duration).

Therefore, the goal of the current study is to move the literature forward in two thrusts: (1) understanding the team roles needed within extreme environments and (2) examining how the instrumentality of specific team roles may vary based on temporal factors in extreme environments. These advancements meet a critical need in better understanding the dynamic nature of teams and consequently the roles that are enacted, but also begin to highlight the importance of context.

To achieve our goals, we employ historiometry (Simonton, 2003) as a methodology to analyze archival documentation of crew interaction, with a particular emphasis on role enactment in extreme teams using spaceflight crews as an exemplar. In the following, we first present background on team roles, extreme teams, and highlight a set of hypotheses that serve to drive our approach. Next, we summarize our methodology including the nature of our sample and procedure. Finally, we describe our results, extract the implications for understanding the dynamic nature of team roles within the context of extreme teams, and highlight future research needs.



TEAM ROLES

Team roles have been defined as different functions and responsibilities team members must assume to enable smooth team functioning (Stewart et al., 1999, 2005). In this vein, a number of taxonomies have been created that argue for those roles that must be enacted to facilitate team performance (Benne and Sheats, 1948; Belbin, 1993; Mathieu et al., 2015; Driskell et al., 2017). The manner in which taxonomies have described team roles has varied, ranging from descriptions involving: (1) high overarching categories consisting of 2–3 dimensions, (2) nuanced categories consisting of 5–12 dimensions, and (3) those focusing on a set of core characteristics (see Table 1 for exemplars). Early work tended to describe team roles primarily in terms of broad overarching roles (e.g., Bales, 1950). Evidence of this research stream can still be seen in work on team roles for despite many role taxonomies becoming more nuanced, there is now general agreement on two broad classes of team roles: task roles (those behaviors that further task completion and fulfillment of the team’s objectives) and social roles (those behaviors that maintain the team’s social environment and the socioemotional health of the team).

TABLE 1. Example team role taxonomies.
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As the literature progressed, taxonomies began to become more nuanced, accounting for a more varied set of roles (e.g., Margerison and McCann, 1985; Belbin, 1993; Parker, 1994, 1996; DuBrin, 1995). Perhaps most recent in this steam of work are role taxonomies put forth by Mumford et al. (2006) and Mathieu et al. (2015). Mumford et al. (2006) synthesized the previous literature on roles and delineated a set of ten roles, five task roles (i.e., contractor, creator, contributor, completer, critic) and five social roles (i.e., communicator, cooperator, calibrator, consul, coordinator, see Table 1). Mathieu et al. (2015) suggest that one of the key theoretical contributions of this work is integrating Ancona and Caldwell’s (1988, 1992) work on roles with additional theoretical frameworks to include the notion of boundary spanning. Work by Mathieu et al. (2015) attempted to find a middle ground between high overarching taxonomies of team roles and those taxonomies with many nuanced team roles. Mathieu et al. (2015) proposed and validated the Team Role Experience and Orientation (TREO), that includes six team roles. The six roles consist of the organizer (i.e., structures the team and task to ensure goals are being met), doer (i.e., completes taskwork), challenger (i.e., challenges the team to question assumptions and approaches to the task), innovator (i.e., generates ideas and solutions), team builder (i.e., maintains a positive atmosphere within the team, establishes norms, and supports team decisions), and connector (i.e., connects the team with outside entities). Taken as a whole, the research provides compelling evidence to support the validity of the six roles introduced within this theoretical framework.

Representing the last category of role taxonomies is the work of Driskell et al. (2017). Building upon previous work, Driskell et al. (2017) delve deeper into roles and argue that there are three characteristics (i.e., dominance, sociability, task orientation, see Table 1) that can be used to describe all team roles based on the degree to which each characteristic is present. This three-dimensional model is labeled TRIAD or Tracking Roles in and Across Domains. Its usefulness lies in helping to understand how team roles might covary with one another based on their underlying characteristics.

Each of these approaches has expanded an understanding of the team roles needed for successful teamwork. However, there remains a gap in the literature regarding the influence of context. Researchers have sought to create team role taxonomies that are comprehensive and generalize across samples and conditions. Yet, we suggest that the prevalence and necessity of team roles may be contingent upon the demands of the situation. Therefore, we draw from a taxonomy introduced to describe team roles in extreme environments to further understanding in this area. In particular, Burke et al. (2016) developed a taxonomy which utilized existing literature and interviews with domain experts to form an initial set of team roles grounded in the context of teams operating in extreme environments. The taxonomy depicts a set of eleven roles consisting of five social roles (three functional, two dysfunctional) and six functional task roles. Social roles include: contribution seeker, team builder, jokester/entertainer, attention seeker, and negativist. In contrast, task roles consist of the following: team player, evaluator, information provider, boundary spanner, visionary/innovator, coordinator (see Table 2 for a full description of roles).

TABLE 2. Team role taxonomy (Burke et al., 2016).
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While the taxonomy put forth by Burke et al. (2016) provides initial input into the types of team roles that may appear, further research needs to be conducted to examine the degree to which these roles actually occur in teams operating in extreme contexts. Teams embedded within extreme environments are repeatedly faced with strong situations which present unique demands, and each demand may require a different team role. Consequently, a more precise theoretical model explicating the roles needed for success, depending upon the various demands of the situation, is required. To address this gap, we leverage the taxonomy described by Burke et al. (2016) along with the literature on extreme teams (below) to foster our understanding of how different conditions faced by spaceflight teams influence the necessity of specific team roles.



ROLE ENACTMENT IN EXTREME TEAMS

As the predominant amount of work on team roles has been conducted within the context of teams operating in non-extreme environments, those charged with composing, managing, or developing teams that operate in extreme environments have little guidance upon which to rely; this is despite the mission critical nature of the teams that operate within these types of environments. Extreme environments have been described as ones in which “one or more extreme events are occurring or are likely to occur that may exceed the organization’s capacity to prevent and result in an extensive and intolerable magnitude of physical, psychological, or material consequences to – or in close physical or psycho-social proximity to – organization members” (Hannah et al., 2009, p. 898). Teams that operate within extreme environments often face stressors that are atypical in kind or level (Bell et al., 2018); this culmination of stressors may drive the instrumentality of the various task and social roles that have been argued for within the broader literature.

While there are a number of team types that operate in extreme environments, perhaps the most commonly referenced are those operating within the context of polar exploration, firefighting, spaceflight, and some military environments. In investigating role enactment within these more extreme teams, we utilize teams involved in space exploration/spaceflight. Teams operating within the context of spaceflight face a number of potential stressors that are atypical in terms of kind and level. For example, research has identified at least four different classes of stressors often present in this environment: physiological/physical, habitability, taskwork, and psychosocial (see Dietz et al., 2017). In terms of physiological/physical stressors the following have been identified: decreased exposure to sunlight, circadian rhythm disruption, and sleep deprivation. Stressors related to habitability have been argued to include things such as a lack of privacy, noise/vibrations, and cooking/eating restrictions. Crews also face task related stressors such as: scheduling, variations in task autonomy, periods of monotomy/boredom, shiftwork, time pressure, and high workload. Finally, there are a myriad of psychosocial stressors which may occur, including but not limited to family life disruption, multicultural issues, task and relationship conflict, communication delays, and isolation/confinement (Dietz et al., 2017). These stressors often occur in conjunction with one another and serve as a source of threat to the crews embedded within this environment. As such, space exploration, and the teams therein, provide an exemplar of teams that operate in extreme environments and can be categorized along the set of characteristics argued by Hannah et al. (2009) to define extreme environments (i.e., location in time, magnitude of consequences, probability of consequences, physical/psychosocial proximity, and form of threat).

In seeking to understand the team roles that must be enacted within extreme environments, such as spaceflight, we can leverage work conducted on how teams respond when under stress. In this vein, early work by Sorokin (1943) found that groups involved in catastrophic events tended to become overly aroused and emotional which consequently impacted the way they processed information and made decisions. Similarly, work conducted by Driskell and Salas (1991) found stress impacts the degree to which members are receptive to informaton offered by team members. Specifically, replicating previous findings (Foushee and Helmreich, 1988), Driskell and Salas (1991) found that under stress low status members became more willing to defer to high status members. However, contrary to previous findings, results indicated that high status members were more likely to attend to the task contributions of others. In these cases the team is in a situation in which the high status member is willing to accept task input, yet lower status members may be less willing to provide such input. This drives a need for task related roles which seek to proactively elicit information from relevant team members. While this role primarily serves to facilitate task accomplishment, it does have a social component by providing a sense of meaning and value to team members indicating that their contributions are valued.

Extending this work are findings by researchers indicating that stress leads to a loss of team perspective whereby an individual member’s breadth of attention narrows and they become more self-focused, less group identity is reported, and members have less of a collective representation of the task (Driskell et al., 1999). Similarly, stress has been argued to increase distraction and decrease attentional focus, increase team members’ cognitive load, increase negative emotion (e.g., frustration, fear, anxiety), and increase social impairment (e.g., reduce back-up behavior, increased interpersonal conflict/aggression, failure to appropriately read social cues, and less cooperative behavior as seen through attentional narrowing) (Driskell et al., 2018). Given the impact that stress has on both task and psychosocial aspects of the team, in line with prior research, we would expect that both task and social roles would be present (Prichard and Stanton, 1999; Chong, 2007) and fairly equally distributed when looked at across the lifecycle of the team.

Hypothesis 1: The distribution of task and social roles will be fairly equally represented in extreme teams.

The taxonomy put forth by Hannah et al. (2009) along with the types of stressors often experienced within spaceflight can be used to further make predictions regarding the specific types of task and social role behaviors that might be evidenced. Hannah et al. (2009) delineates five dimensions of extreme environments: location in time/temporal ordering, magnitude of consequences, probability of consequences, form of threat, and physical or psychosocial proximity. For the current effort, the first four of these are perhaps the most relevant in delineating the types of roles needed within the context of spaceflight (and other teams operating in similar extreme contexts). As such, these will be briefly discussed next.

Location in Time

The types of threat that are present within the predominant number of extreme environments are ones which oscillate over time (e.g., at certain times being more of a concern). The temporal cycle of the impact of such threats will vary across extreme contexts and as such will drive the nature of the type of team processes required for teams to be resilient within such environments. With regard to spaceflight, the threat is primarily located in the situation although some physiological effects can persist beyond the immediate situation. While there are always low intensity chronic stressors that exist within spaceflight due to the mission criticality of the environment and distance of the crew from earth, there are periods of high intensity, acute stressors which may occur in combination as unexpected or off-nominal events occur. In this vein, Hannah et al. (2009) argue for the importance of the management of transitions between these periods of nominal and off-nominal events. With regard to roles, this drives the need for the sets of behavioral activities which will facilitate team and leader transition phase behaviors as seen in the work of Marks et al. (2001) and Morgeson et al. (2010). More specifically, role behaviors that facilitate structuring and planning of coordinative activities and points of transition, such that member cognitive and behavioral capacities are taken into account in order to ensure the capacity of any one individual member is not exceeded. This would, in turn, point to the importance of the coordinator role, information provider which serves to facilitate the exchange and clarification of information, boundary spanner to push and pull information in from outside the immediate team for use in planning, as well as the enactment of the evaluator role.

Magnitude/Probability of Consequences

The second and third factors that Hannah et al. (2009) argue as defining characteristics of extreme environments are the magnitude and probability of consequences. With respect to spaceflight, the magnitude and probability of consequences is high given the distance from earth, relative isolation, and the environmental characteristics of space. To better understand the impact on the crew and the roles that may be important, we leverage existing literature on the impact of stress on teams along with that on high reliability organizations. Extracting from the literature on stress and teams, stress has been shown to degrade team process by causing: a narrowing of attention, loss of team perspective, degradations in coordination, and tendency for groupthink with low status members more willing to defer to others and less likely to speak up (e.g., Janis, 1972; Callaway et al., 1985; Driskell and Salas, 1991; Burke et al., 2008; Ellis and Pearsall, 2011). This points to team roles such as the critic (to combat groupthink) and boundary spanner (to bring in alternative information from outside and serving to combat the narrowing of attention and in combination with the critic role serving to combat groupthink). The propensity for low status members to “go with the flow” and potentially not offer valuable information drives the need for the contribution seeker.

High reliability organizations (HROs) can be defined as organizations that operate within environments where the magnitude and probability of consequence of error is high, yet are able to minimize errors (Roberts, 1990). As such, HROs should provide some insight into the types of roles needed when magnitude and probability of consequence is high. Research has suggested that principles of collective mindfulness (i.e., preoccupation with failure, reluctance to simplify interpretations, sensitivity to operations, commitment to resilience, and underspecification of structures, Weick et al., 1999) are the mechanisms that allow HROs to effectively operate. Moreover, work has attempted to translate the above organizational practices to the team level (e.g., Wilson et al., 2005; Baker et al., 2006). Wilson et al. (2005) argue that at the team level, these processes may be manifested through the following actions: sensitivity to operations (e.g., cross-lagged communication, information exchange, maintaining shared situation awareness), commitment to resilience (e.g., backup/monitoring, shared mental models), deference to expertise (e.g., assertiveness, collective orientation, expertise), reluctance to simplify (e.g., adaptability, flexibility, and planning), and preoccupation with failure (e.g., error management, feedback/team self-correction).

An examination of the HRO principles can provide insight into the types of team roles needed. For example, many of the principles speak to ensuring that information is being transmitted throughout the team (i.e., sensitivity to operations, preoccupation with failure) to maintain shared mental models and situation awareness (i.e., sensitivity to operations, commitment to resilience). This speaks to the need for team roles such as the information provider and contribution seeker to ensure relevant input is being gained no matter the status of the individual team member. The importance of members backing one another up (i.e., commitment to resilience) and maintaining a collective orientation (i.e., deference to expertise) drives the need for the team player, jumping in wherever needed. Finally, the requirement to be adaptive and flexible (i.e., reluctance to simplify, preoccupation with failure) drives the need of the critic who can combat against groupthink as well as the boundary spanner role to ensure that the team is maintaining an awareness of events outside the team that may impact their mission.

Hypothesis 2: The oscillations in stressor onset as well as the high magnitude and probability of consequences will drive the following task-orientated roles as being commonly seen: boundary spanner, team player, evaluator/critic, contribution seeker, and information provider.

Form of Threat

The fourth characteristic along which extreme environments can be characterized is the form of the threat(s) presented to the teams. Hannah et al. (2009) argue that threats can be physical, psychological, or material. In the case of spaceflight, while threats can exist on any of the three aforementioned dimensions, they are most often physical and psychological. Factors such as isolation, confinement, and disruption of family life drive the increased need for team roles that are targeted at maintaining the psychosocial health of the team, in addition to the physical health. Therefore, we predict that the enactment of behavioral sets of activities that serve to reduce interpersonal conflict (e.g., harmonizer), maintain team morale, redirect crew attention from the negative aspects (e.g., team builder, entertainer), and ensure that personal physical and space needs are met (e.g., nurturer) are the key social roles that will be seen within extreme environments. The latter set of roles (e.g., nurturer) arise to fulfill the gap created based on the confinement and isolation from loved ones who might otherwise ensure these basic needs are met.

Hypothesis 3: Social roles that will be most prominently seen in extreme teams (e.g., spaceflight crews) include: the harmonizer, nurturer, team builder, and entertainer.



ROLE ENACTMENT AND TEMPORAL CONSIDERATIONS

While the contextual nature of extreme teams is expected to drive the importance and/or frequency of enactment of particular roles as argued for above, it is also expected that team roles are dynamic and the degree to which specific roles are manifested within a team will vary based on several temporal factors. Below, we begin to set forth a series of propositions driven by the literature on team development, albeit manifested in two different ways. The literature on team development and team dynamics has a long history (e.g., Tuckman, 1965; Gersick, 1991; Salas et al., 1992; Hackman and Wageman, 2005; Kozlowski et al., 2009; Burke et al., 2017), yet in thinking about extreme teams we take a slightly different approach in that we couple team development with contextual factors due to their tightly linked nature in teams.

The context within which we are investigating extreme teams is one in which the team members tend to be task experts, co-located with fellow crew members, and highly driven individuals. These crews also tend to be intact, operate under varied stressors that occur simultaneously, and tend to have high level of isolation and confinement. Therefore, our propositions will touch less upon the team developmental needs as by the time the predominant number of these teams are on a mission, they have already been exposed to a wide variety of team building and training exercises and in most cases have prior knowledge of crew members (if not prior working experience with them). Instead, we focus predominantly on how team needs may change over time based on the temporal duration of the missions within which the team is operating.

Work by Salas et al. (1992) has argued, and later research has shown (e.g., Mathieu et al., 2008), that in order to be effective, teams must master two tracks of skills – taskwork and teamwork. Specifically, the taskwork track represents “task-orientated skills that members must understand and acquire for task performance” (Salas et al., 1992, p. 10). In contrast, the teamwork track refers to “the behavioral interaction and attitudinal responses that team members must develop before they can function effectively as a team” (p. 11). We expect that teams operating in extreme contexts are no different than most operational teams in this regard (i.e., both sets must be mastered, as indicated by Hypothesis 1). However, we do propose that teams operating in these extreme environments have different challenges that cause the instrumentality of roles related to the maintenance of these two tracks to differ over time.

Within the set of extreme teams under consideration, missions of shorter duration tend to be characterized by high operational tempo due to the high workload present as crew members strive to complete science payloads, engage in public outreach and educational efforts, adhere to exercise and diet schedules, and ensure the equipment in transport vehicles and the habitat are working properly. The degree of high operational tempo seen in missions of short duration drives the crew into a very task-oriented mindset. Therefore, within these missions when the crew is together for shorter periods of time roles will tend to revolve around ensuring task needs are met. This is not to say that social roles are not important on the shorter duration missions, but the social stressors that the teams are exposed to on the short duration missions are not as salient as the task-orientated stressors. For these reasons, we would expect that in terms of frequency of enactment, there would be a greater proportion of task roles enacted on those missions that fall within the short duration category. The social stressors that the teams are presented with on short missions may be viewed as low level, while task stressors tend to be of higher levels and oscillate between acute and chronic in nature. Although not conducted with extreme teams, a review of team studies conducted by Bradley et al. (2003) revealed a pattern consistent with this expectation. They found that teams working on tasks of shorter duration, as compared to longer duration tasks, focused on “the task to the exclusion of efforts to form cohesive team norms that would only benefit the teams if they were going to remain together for the performance of future tasks” (p. 12). This evidence suggests that teams are less likely to invest in interpersonal relations and focus on fostering group norms via social roles when focused on tasks or missions of shorter duration (i.e., <=15 days).

Hypothesis 4: In shorter duration missions, task roles will be the driving factor in facilitating team performance, particularly those roles which foster the self-regulatory capacity of the team and facilitate collective mindfulness (e.g., boundary spanning, evaluator/critic).

As the duration of the mission increases, and correspondingly the team is exposed to the extreme conditions for longer periods of time, we expect that the enactment of social roles will become more prominent. The task-based stressors do not disappear as many are defining features of the extreme environment; however, the perceptions of isolation and confinement increase and begin to take a socio-emotional toll on the team. This effect is commonly reported in literature with respect to teams that have been deployed within extreme conditions for long periods of time. This phenomena is known as the third-quarter effect whereby individuals within isolated extreme environments often experience a decrease in mood and affect during the third quarter of their deployment or mission (Evans et al., 1987; Bechtel and Berning, 1991; Steel, 2001). This, in turn, is expected to drive an increased focus on behaviors that are related to ensuring that the social needs of the team are being met as a way to combat this natural drop in affect and mood. Moreover, teams formed for a longer period of time, as compared to teams working on tasks of shorter duration, have been found to invest more effort in forming relationships with other team members because they are aware that the longer task duration makes it more beneficial to have these relationships (Bradley et al., 2003). In line with this evidence, we suggest this is another reason, in addition to contending with the extreme environment (e.g., Steel, 2001), that more social roles are likely to be enacted on longer duration missions. Team members may engage in more social roles with the underlying goal of forming close relationships with other team members due to the longer duration of the mission.

Hypothesis 5: As team duration increases within extreme contexts the enactment of social roles become more frequent. Particularly, those roles that foster the socioemotional health of the team such as behaviors which provide an escape from the stressors present as well as behaviors which seek to maintain the emotional and physical health of the team (e.g., entertainer/jokester, nurturer).



MATERIALS AND METHODS

In order to test our assumptions and to gain a better understanding of team roles in extreme teams, with an emphasis on spaceflight crews, a historiometric approach (Simonton, 2003) was applied. Historiometry describes the systematic analysis of the content of past events and is defined as the “collection of methods in which archival data concerning historic individuals and events are subjected to quantitative analyses in order to test nomothetic hypotheses about human thought, feeling, and action” (Simonton, 1998, p. 269). This method is especially useful for exploring a relatively new research area, such as examining the dynamic nature of team roles in extreme environments, because it depends on data that were not explicitly collected for the research question of interest, thus limiting some bias. Further benefits of this approach include the contextual richness of the data and the corresponding external validity (Crayne and Hunter, 2018). Historiometry also enables the examination of complex constructs as expressed in behavior (e.g., team roles) during real situations, and the investigation of how such (team) constructs may differ depending on the type of situation (Antonakis et al., 2003). Recent studies have similarly applied historiometric analysis to explore topics such as team leadership in mission critical/isolated environments, successfully providing insight into other relatively new team-level research areas (e.g., DeChurch et al., 2011; Burke et al., 2018).

Sample

The final sample used to examine our hypotheses consisted of 525 roles extracted from 514 critical incidents describing collective team interaction within the context of spaceflight. The incidents and coded roles came from the following seven missions that varied in length, allowing an examination of how team roles may vary over time: Shuttle, Soyuz, Gemini, Skylab, Salyut, Mir, and Mars 500.

Procedure

Sources

The first step was to identify historical events (i.e., missions) that documented team interaction within the context of spaceflight. Sources were identified through the following databases: EBSCOhost, Google, and Google Scholar. Sources were also identified by searching the following websites: Amazon, Johnson Space Center, and European Space Agency. Both primary (e.g., diaries and autobiographies) and secondary sources (e.g., biographies and missions reports) (Simonton, 1990) were collected (see Table 3 for complete list of final sources used). Sources were examined for the extent to which they described team interaction and corresponding behaviors whereby critical incidents regarding team role enactment could be extracted. Of specific interest was task and social role enactment as evidenced within collaborative activities that occurred while members were engaged in their primary tasks (i.e., task execution) as well as those that occurred during off-task periods (i.e., downtime). Information related to duration of the spaceflight missions comprising our sample was also collected (Table 4). The missions identified fell into one of four durations: short (15 days or less), medium (greater than 15 days, maximum 6 months), long (greater than 6 months, maximum 1½ years), longest (longer than 1½ years, maximum 2 years).

TABLE 3. Sources and the respective spaceflight context.
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TABLE 4. Differentiating of spaceflight context based on mission duration.
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Sampling

The initial search produced approximately 150 sources for further examination. Sources were then examined with respect to the following criteria: (a) sources must describe interdependent interaction among the crew/team; (b) sources must describe crew/team actions where team role behaviors (positive or negative) are present and described; (c) teams being described must be operating in a real or simulated spaceflight environment; and (d) source must be accessible. A group of psychologists with experience in team roles and historiometric analysis reviewed the suitability of all sources as described previously, while taking into consideration the representation of all different spaceflight contexts and missions durations. At the end of this stage, a set of 39 sources remained (i.e., 14 books and 25 diaries).

In order to systematically extract all relevant information from the final set of 39 sources, seven subject matter experts were trained on the critical incident technique and its application in the current context (Flanagan, 1954). The critical incident technique has been described as a set procedures that assist in the systematic extraction of human behavioral observation which may be “…adapted to meet the specific demands of the situation at hand” (p. 335). The first step in developing a critical incident is to understand the aim of the incident. For us, the aim is driven by our stated research questions. Therefore, the raters responsible for extraction of the critical incidents needed to understand what team roles were and how they manifest in teams. While all raters had a prior familiarity with team roles, ensuring their understanding was the initial part of our training. Next, training progressed to incident extraction. While the specific form a critical incident may take can vary based on the researcher’s need, for the current project, extraction included a behavioral description of team interaction at a specific point in time during the team’s mission as well as the consequence of that interaction (see Table 5 for examples).

TABLE 5. Example statements and categorization.
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Coding

Once extracted, all incidents were double-coded by two SMEs with experience in teams (and more specifically team roles). The SMEs were asked to independently sort the identified roles into role type (i.e., social, task, or non-applicable), role category (e.g., team player, contribution seeker, or non-applicable), and if applicable into role subcategory. Raters utilized the Burke et al. (2016) taxonomy as a baseline for their coding, but were told not be restricted by the dimensions contained within that particular taxonomy. For some incidents, more than one role category was identified. For testing the interrater reliability among the SMEs, we calculated Krippendorff’s alpha, a standard reliability measure regardless of the number of observers, levels of measurement, sample sizes, and presence or absence of missing data, by using the respective SPSS macro (Hayes and Krippendorff, 2007). The interrater agreement was excellent for role type (Krippendorff’s α = 0.79), role category (Krippendorff’s α = 0.77), and for role subcategory (Krippendorff’s α = 0.75) (Cicchetti, 1994). In the final step, a meeting was held where both SMEs came to consensus regarding any discrepancies in their codes.

Data Analysis

Data analysis consisted of two primary foci. First, to examine the set of propositions pertaining to team role enactment within extreme teams (Hypotheses 1–3), the roles that emerged from the card sort were rank-ordered by their frequency of occurrence. The frequency of each role type (i.e., task, social), role category (e.g., jokester, critic) and role subcategory (if applicable) was calculated.

To examine the dynamic nature of the identified team roles, we differentiated between spaceflight contexts in terms of the mission’s duration (i.e., short, medium, long, and longer duration, see Table 5). Specifically, we adopted a comparative method (e.g., Gardner, 1993) by comparing and contrasting the illustrated team roles, in order to extract the common and differing role characteristics between the various temporal durations.



RESULTS

Team Roles

One of the primary questions posed within the current study was with regard to the types of task and social roles exhibited in teams operating within extreme contexts, using spaceflight crews as an exemplar. Closely related to this question was an examination of how temporal factors (i.e., mission duration) impact the nature of team roles exhibited. In this vein, five hypotheses were put forth regarding the team roles expected to be the most prevalent based on the defining features of spaceflight crews operating in extreme contexts and the frequency of specific role enactment based on mission duration.

With respect to Hypothesis 1, as predicted, results indicate that in terms of frequency both task and social roles were enacted in nearly equal proportions. Specifically, collapsing across missions, results indicated that 51% of the roles witnessed were social roles, while 49% of the roles were task-related (N = 267 and 258, respectively). Additionally, results indicated that many of the roles seen in previous taxonomies developed with respect to teams operating in more traditional, non-extreme environments also appeared in the current context (e.g., team builder, jokester, team player, information provider). However, at a global level there were some differences to note. First was the presence of the social role of “entertainer.” While similar to the jokester role seen in many role taxonomies outside of extreme contexts, the entertainer role is broader. Specifically, we define it as behaviors which seek to maintain cohesion and emotional well-being of team members through humor and other active, public forms of artistic expression. Additionally, the role of “nurturer” was a prominent role that does not often appear outside this context. This role consists of behaviors primarily focused on the maintenance of the physical health and personal space of crew members. Finally, of note is the lack of enactment of what would traditionally be considered negative roles consisting of behaviors directed at fellow team members (e.g., attention seeking, social loafing, expression of negativity). While a negativist role was frequently seen in some contexts it tended to consist of negative affect (i.e., complaining) regarding environmental, contextual, or equipment difficulties; it did not tend to be directed toward fellow crew members. When it was directed at individuals, it was most often members of ground control.

Hypotheses 2–3 described the task and social roles that were believed to be the most critical to teams operating in extreme contexts, such as spaceflight. To examine the data in relation to the hypothesis presented herein, the team roles that emerged from the card sort were rank-ordered in terms of their frequency of occurrence with respect to task and social roles, respectively. With respect to the predictions set forth in Hypothesis 2, findings were mixed. In line with predictions, the roles of boundary spanner, team player, and information provider emerged within the top five most frequently occuring task roles (see Table 6). The team player role is comprised of behaviors that reflect a willingness to pitch in wherever help is needed. Whereas, the information provider is comprised of behaviors serving to transmit and gather informaton within the team and create shared mental models. Finally, the boundary spanning role involves those behaviors which serve to maintain a link between the team and external entities and may involve the pulling and pushing of information. However, also occuring within the top five, but not predicted, were the coordinator role (encompassing subroles of team leader and project management) and the visionary/innovator role. The later role involving behaviors related to problem solving and thinking outside the box. Finally, contrary to predictions, behaviors related to the analysis and evaluation of ideas (e.g., critic) did not appear within the top five enacted task roles.

TABLE 6. Rank ordering of the top five task roles which emerged.
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Hypothesis 3 pertained to the enactment of social roles. Similar to Hypothesis 2, results suggest partial support for this prediction. As expected, the team builder, entertainer, and nurturer roles were witnessed within the top five most enacted social roles (see Table 7). This reflects the importance of positive behaviors that improve the team‘s social structure and well-being. Specifically, the team builder reflects behaviors which seek to improve and maintain the social structure of the team, including behaviors that foster motivation and harmony. A subrole of this dimension is the nurturer role which primarily focuses on behaviors promoting the physical and emotional well-being of crew members, including personal space. However, the presence of behaviors reflecting an explicit negative outlook (i.e., the negativist) was unexpected. In further examining the results, these role behaviors primarily came from crews involved in the Skylab mission where relations between mission control and the crew degraded to such a point that the crew went on strike. Dropping the mission where the crew went on strike does drastically reduce the prevalence with which these behaviors are seen, but they would still appear within the top five. However, the focus then becomes negative comments related primarily to environmental and equipment conditions, with much less of a focus being on interpersonal negativity. Table 8 contains a full listing of all team roles which emerged and the frequency with which emergence took place (both task and social).

TABLE 7. Rank ordering of the top five social roles which emerged.
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TABLE 8. Relative frequency of enactment of task and social roles (as compared to one another).
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Additionally, we conducted exploratory analyses to determine the five most commonly enacted roles when looking across the total set of task and social roles. As can be seen in Tables 8, 9, results indicated the following five roles were the most frequently occurring, in order: boundary spanner, team builder, entertainer, negativist, and team player. This last role was closely followed by the presence of the visionary/innovator role. In essence this analysis pits social and task roles against one another to examine the most frequently occurring roles across the set of extreme contexts.

TABLE 9. Rank ordering of the top five team roles enacted across task and social categories.
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Roles Over Time

Another primary goal of our study was to investigate the degree to which roles may vary across spaceflight contexts in terms of mission duration. As is common with the exploration of phenomena on which there is not a large body of prior work upon which to build hypotheses (and one reason for the approach taken), the hypotheses concerning the specific task and social roles expected to be most prevalent based on temporal duration received mixed support. Table 10 contains the full list of task and social team roles, their frequency counts and percentages as delineated by temporal duration.

TABLE 10. Emergence of team roles by temporal duration of mission4.
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Results indicated that during short missions (i.e., less than 15 days), task team roles emerged twice as frequent (N = 84) as social roles (N = 48), while during medium duration missions (i.e., up to 6 months), the exact opposite role distribution was found between task (N = 44) and social (N = 80) team roles. During long (i.e., up to 1.5 years) and longer spaceflight missions (i.e., more than 2 years), the task (N = 98 in long missions, N = 32 in longer missions) and social (N = 99 in long missions, N = 40 in longer missions) team roles were evenly distributed. It seems that task roles are notably salient in very short missions, while social roles are gaining importance as the duration of the mission increases. At the same time, when the duration of the spaceflight missions exceeds a duration of 6 months both task and social team roles become equally frequent (see Table 11). The above set of results tends to support the primary tenets put forth in Hypotheses 4 and 5. Specifically, that the enactment of task roles are the most prominent within missions of short duration, while social roles gain more prominence as mission duration increases.

TABLE 11. Frequencies of task and social roles identified for each mission duration.
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However, in looking at the predictions as to what particular task and social roles would appear most prominently, we received mixed results (see Table 10). One of the top task role categories, similarly frequent in all mission durations, was the team player, highlighting the importance of being willing and prepared to contribute and help whenever and wherever needed. The boundary spanner role also emerged as one of the top task roles in all mission durations, gaining frequence with increasing duration up to long duration missions; during the longer duration missions, the frequence of the boundary spanner was lower compared to the other mission durations. The opposite trend emerged for the third top task role for all mission durations – visionary/innovator; this social role decreased in frequency as mission duration was increasing, demonstrating its lowest frequency during long duration missions. For the longer mission duration, the visionary/innovator role emerged more frequently than in any other mission duration. The task role of team leader, highlighting the importance of leadership-oriented behaviors focusing on directing the teams toward mission completion, was identified as one of the top social roles only in short duration missions.

The entertainer role was one of the top social roles that similarly emerged in all mission durations, demonstrating the relevance of positive behaviors that serve to bring humor into the team. The team builder was identified as one more top team role in almost all spaceflight contexts, gaining frequence with increasing mission duration. During short duration missions, the frequency of the team builder role was noticeably lower compared to the other mission durations. The complainer team role, reflecting negative behaviors of complaining and whining about social team issues, emerged as one further top social role only for medium mission duration.



DISCUSSION

The use of teams has become ubiquitous within organizations due to the potential for teams to accomplish complex and interdependent work within environments that are increasingly dynamic. A well coordinated team is not only a pleasure to watch, but can bring tremendous rewards to organizations by leveraging the combined intellectual strength of its individual members. However, more often is the case that teams are implemented, yet fail to fully capitalize on the potential synergy present in the team; when capitalized upon, this synergy allows teams to become more than the sum of their individual member contributions. In effort to facilitate the probability that teams can leverage this potential capacity, there has been a tremendous amount of research conducted on the factors that facilitate the ability for members to work in a coordinated and adaptive manner such that they are ready to respond to changes both internal and external to the team. Due to the tremendous growth in team research and the corresponding lessons learned, a great deal of guidance can be currently provided to organizations regarding team dynamics. However, as noted by the editors of this special issue, sorely lacking in the area of team research is guidance pertaining to how the instrumentality of processes, states, and facilitating factors seen in team effectiveness models and team taxonomic efforts may vary due to temporal factors.

Due to the complexity of teams there are a variety of ways that temporal factors could be operationalized within teams, including but not limited to: the moment to moment changes in team process dynamics, oscillations between transition and action phase while engaging in a performance episode, team developmental stage, and/or length of time the team has been together. Within the current study, we have begun to take initial steps to delineate how team roles may vary over time by examining teams operating within extreme environments over short, medium, and long durations. Given our interest in team roles and how they may change over time within extreme teams, we chose to initially investigate this phenomena at a more global level in terms of time. The path we chose was dictated by the fact that, while dynamic, the enactment and switching of roles is most likely not as dynamic as changes in team process, thereby pushing us initially toward a more global view of time. In addition, given the lack of research on team roles over time within teams operating in extreme conditions we did not feel the theory was yet there to begin to predict moment to moment changes at a fine-grained level.

Results of the study speak to the importance of task and social roles within teams that are predominantly intact and operating in extreme environments where mistakes can be life threatening. Additionally, our findings begin to highlight areas of commonality and distinction between these environments and the more traditional organizational environments in which teams have been studied. In essence, while there were many commonalities between the team roles seen in the context of spaceflight and those which appear in the team role taxonomies which appear in the broader literature on teams, there were also differences. In terms of commonalities, task roles such as the team player, coordinator, evaluator/synthesizer, information provider/facilitator were seen. However, far less commonly seen were task related roles that may be considered dysfunctional (e.g., social loafer, power seeker). The decreased prevalence of these roles may be due to the mission critical environment in which the teams in this sample (and many teams in extreme environments) are embedded. Mistakes in these environments can often be extremely costly not only in terms of material, but personal resources – in some cases life threatening.

Many of the differences seen in terms of role enactment dealt with aspects of the social roles. Perhaps most prevalent was the expansion of the traditional jokester role to encompass a more inclusive entertainer role. This role reflects the elevation of mood and team member bonding not only through humor, but also through competitive activities and coming up with novel ways to occupy “down time.” Additionally, the team builder role incorporated the notion not only of behaviors which serve to reduce conflict and promote harmony among team members, but behaviors that serve to keep the team motivated, and behaviors that are more “nurturing” by nature. This later aspect of the team building role is one that is not often explicitly mentioned in the team taxonomies that appear in the broader literature. Finally, it is interesting to note that results did suggest a prevalence of behaviors related to negative affect; however, the predominant amount of these affective remarks were not directed at the immediate crew, but were either directed outside the immediate crew, or expressed in relation to conditions or equipment. This points to the fact that the atypical stressors present in the environment do serve to impact the affect of teams within extreme contexts; being resilient in these environments does not mean that negative affect does not occur. Future research should further investigate the mechanisms through which the team deals with the negativity when expressed. It is likely that some of the other social roles seen may serve as a buffer against the negativist comments, but this needs to be further investigated.

Furthermore, the exploration into how mission duration, or the degree of time that the team is embedded within the extreme environment, also revealed interesting findings. In particular, variation in the instrumentality of task role enactment on missions of shorter duration and the increased prevalence of social roles as mission duration increased. This points to the increased attention paid to the socioemotional impact that operating within extreme environments can have on the team and the types of social roles that teams utilize to mitigate some of these negative effects and remain resilient to the multitude of stressors. Often when examining teams operating in extreme environments there is a tendency to focus on the task-related effects of the stressors, with less of a focus on the socioemotional aspects. The findings from the current study begin to highlight the increased importance of not neglecting the socioemotional health of the team. Additionally, based on the current sample we see the following trends: (1) increased enactment of the team builder role, (2) prominence of the entertainer role, and (3) increased emphasis on the visionary/problem solver role on missions over 2 years. Of additional interest is the continued prevalence of the boundary spanner role even though these teams were operating under conditions of isolation and confinement. In part the prevalence of this role may be an artifact of the sample itself reflecting the communication between the flight crew and mission control. However, the role of boundary spanner has also been seen in extreme teams outside the context of spaceflight (Burke et al., 2018). Future research should continue to investigate the nature and instrumentality of this role under varying levels of isolation and confinement.

Limitations

The examination of archival accounts of teams operating in extreme contexts provides a wealth of contextually rich information concerning real teams operating together over time. However, as with any method, it also has limitations. For example, it does not facilitate an understanding of the relationship of identified team roles to their impact on team processes and emergent states. Additionally, the source documents which were examined to pull critical incidents from were not written with our research questions in mind. While this may be considered a strength, as it may serve to eliminate biases concerning social desirability, given the archival nature it does not negate the possibility that the individual accounts themselves are biased. We attempted to mitigate this possibility to the extent it was possible by collecting information from multiple sources. Related to the fact that the source documents were not written for our specific purposes is the fact that while they were contextually rich they do not provide the level of detail needed in order to investigate team roles at a finer grained temporal level to capture more moment-to-moment changes. Future research should continue to explore these questions using a cross-section of methodologies as each method has its own strengths and weaknesses and it is only through a combination of methodologies that confidence will grow and theory will move forward.

Future Research

The results herein begin to highlight those task and social roles that are important within extreme teams. While we did not explicitly compare high and low performing teams in the current study at some level the teams contained within could be considered effective in that the missions were accomplished without serious bodily harm. Future research should more explicitly investigate differences between high and low performing teams to more finely delineate areas in which team roles are likely to falter as this could point to potential countermeasures. Moreover, investigation into the temporal dynamics relating to team roles is an area that is wide open. We have begun to provide some initial findings herein as to how time may impact the type of team roles which are enacted. However, future research could begin to examine how often the informally defined team roles examined herein are associated with team enactment of action and transition phases during performance episodes. Leveraging work by Marks et al. (2001), one could imagine that the enactment of particular team roles could be used to drive the efficiency and effectiveness of the phases of cyclical activity which comprise performance episodes. Additionally, future research could begin to highlight those roles that are essential to move teams along different phases of the developmental continuum.

Up to this point, team roles and many other team factors have tended to primarily been examined at a single point in time (usually at the end of the mission), with little attention paid to how the myriad of temporal factors present may impact how they evolve and change with regard to their implementation or instrumentality. It is our hope that the findings presented here and the many new questions that emerge will serve to spur future research in this area.
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Teams are complex and dynamic entities that face constant changes to their team structures and must simultaneously work to meet and adapt to the varying situational demands of their environment (Kozlowski and Ilgen, 2006). Agencies, industries, and government institutions are currently placing greater attention to the influence on team dynamics and teamwork as they are important to key organizational outcomes. Due to increased emphasis being placed upon the understanding the maturation of team dynamics, the incorporation of efficient methodological tools to understand how teams are being measured over time becomes critical. Thus, the purpose of this paper is to present a review of relevant academic articles detailing the science behind methodological tools and general approaches to study team dynamics over time. We provide an overview of the methodological tools used to understand team dynamics with accordance to specific temporal elements. Drawing from Kozlowski et al. (1999) process model of team development, we highlight relevant emergent team constructs within each stage. As well, for each stage, we discuss the what and how to measure team dynamics. Our analyses bring to light relevant, novel and complex approaches being used by researchers to examine specific constructs within different team developmental phases (e.g., agent-based simulations, computational modeling) and the importance of transitioning from a single source methodology approach. Implications and future research are also discussed.
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INTRODUCTION

A variety of global forces have led to the continuous implementation of teams across all different areas of the modern work industry (Cross et al., 2016; O’Neill and Salas, 2018). Driven by competition and consolidation, the current workforce requires fast response time, increased levels of expertise, and shared pools of knowledge that only effective teams have the ability to bring forth (Kozlowski et al., 1999). Teams, which can be defined as “distinguishable sets of two or more people who interact, dynamically, interdependently, and adaptively toward a common and valued goal/objective” (Salas et al., 1992, p. 4), possess different attitudes, behaviors, and cognitions that are constantly shaped and influenced by that of other team members, and vice-versa (Dyer, 1984; Kozlowski and Chao, 2018). Ernst & Young Global Limited (2013) found that over 90% of organizations believe that teams increase employee participation and performance and as a result, they are adjusting accordingly to benefit the possibility of achieving these desired outcomes. For example, innovation and service-oriented organizations such as 3M and Nestlé have decentralized and instead use shared service and information centers, as well as implemented teams to maintain productivity and alignment with overall business strategies (McDowell et al., 2016).

Brought on by an influx of emphasis on teams within organizational settings, a considerable amount of research has been conducted in efforts to determine what specific characteristics actually lead to the most successful team outcomes (Humphrey and Aime, 2014). What is important to understand is that as extremely complex dynamic systems, teams consistently develop over time as members evolve and adapt to the varying situational demands they continuously face (Kozlowski and Ilgen, 2006). In addition, teams are also heavily influenced by a variety of other factors (e.g., individual personalities, working relationships amongst members of the team, roles, culture, external factors, and time) (Myers, 2013). Although researchers such as Arrow et al. (2000), have characterized teams as complex adaptive systems (CAS) and multiple theoretical frameworks have emerged to capture and explain this idea, relatively few empirical work have actually been able to examine how long it takes for teams to be effective and how these effects unfold and develop over time (Kozlowski and Bell, 2003; Ramos-Villagrasa et al., 2018; Devaraj and Jiang, 2019). In fact, most empirical studies that have incorporated the idea of emergent states within teams have mainly operationalized the various related constructs through the use of weak methodological tools, such as self-report measurements. These are often incapable of capturing temporal aspects that influence teams which only illustrate teams in a static nature (Carter et al., 2018). Therefore, though useful, self-report measures risk the creation of inaccurate conclusions, as team members may report inaccurate perceptions based on their limited ability to view all aspects of the perceived construct being measured.

Accordingly, in the past few decades, various amounts of team researchers have developed frameworks in efforts to illustrate the unpredictable course of team dynamics. However, the fact that teams are constantly and dynamically ever-changing in terms of their processes, tasks, and context makes this a very difficult task (Miller, 2003). For example, Tuckman’s (1965) theory regarding the four developmental stages of small groups (e.g., forming, storming, norming, and performing), though important to teams literature as it explains that all teams go through phases as they grow, face challenges, find solutions, and deliver results, presents limitations to team’s research because it is meant to be hierarchical in nature. In other words, teams are not able to reach the next stages unless the previous stage has been accomplished. Later developments have shown that this may not always be the case. In McGrath’s (1984) input-process-output (I-P-O) model, which has had a large influence on team dynamics research, process signified how members are able to combine efforts and knowledge to complete a specific task. However, despite implying team interaction, much research pertaining to process assess them only “as static retrospective perceptions” (Kozlowski and Chao, 2018, p. 578). Moreover, the I-P-O model fails to take into account that all mediational factors are not necessarily processes (Ilgen et al., 2005). Marks et al. (2001) developed a temporally based framework and taxonomy of team processes, noting that many constructs presented by researchers trying to invoke the I-P-O actually invoke emergent cognitive or affective states. Most recently, Ramos-Villagrasa et al. (2018) conducted a systematic review of the science of teams, under the logic that teams operate as CAS. As CASs, teams constantly adapt to tackle environmental occurrences, and make decisions based on the team’s history and expected outcomes of the future (Arrow et al., 2000). In examining teams through this lens, researchers are given the opportunity to view teams in a non-linear, more dynamic way. Such a method has been seen as crucial to teams research because in adapting a non-traditional lens to study teams, researchers are better able to deal with temporal issues and provide insight for better practical application (McGrath et al., 2000; Navarro et al., 2015).

All dynamic constructs are theorized to change over time, thus the use of inadequate methods of measurements often can result in inaccurate representations and unsubstantiated views of actual team dynamics. Given that no measure can ever be the perfect representation of the construct it is trying to represent and that some constructs surface and become more apparent at different stages within the team’s lifespan, researchers must consider a wider array of options to actually achieve the optimal assessment. While theories and frameworks attempt to capture team dynamics in a non-static light, not only do gaps in the literature still remain present in terms of how these dynamics can be accurately measured over time, methods of actual implementation have not progressed at a similarly. Despite being in the era of teams, teams research has not given enough consideration to temporal issues that often arise (e.g., Argote and McGrath, 1993; Kozlowski and Bell, 2003; Ilgen et al., 2005; Mohammed et al., 2009), as it is often regarded as one of the most neglected critical issue in teams research (Kozlowski and Bell, 2003). Accordingly, time should not just be regarded as the backdrop of events, but rather the lens through which the emergence of different behaviors, attitudes, and cognitions are observed (Ancona et al., 2001).

Namely, in order to effectively understand team dynamics, it is critical to examine what team emergent states and processes are most important, highlighting the when, what, and how to measure team dynamics over time. More specifically, the key challenge is to not only recognize time and temporality, but the study’s design, data collection, and the methodologies behind team dynamics (Stewart, 2010), allowing researchers to effectively replicate and understand states of team dynamics through organizational and team processes. The purpose of this current paper is to provide an overview of the methodological tools and general approaches used to understand team dynamics depending on the temporal elements. Drawing from Kozlowski et al. (1999) process model of team development in combination with an A-B-C (i.e., attitudes, behaviors, and cognitions) framework, we highlight measurement idiosyncrasies of team dynamics as the team develops. First, we conduct a systematic review of scientific articles that utilize methodological tools and general approaches to measuring team dynamics over time. Secondly, articles are coded with the intent to extract themes regarding how team dynamics are measured at team formation, task compilation, role compilation, team compilation, and team maintenance. We then provide temporal considerations in which we identify the most efficient way to capture these. Lastly, we identify opportunities to further push more rigorous research and science in terms of team dynamics measurement.



METHODOLOGY

In these sections, we briefly summarize our theoretical and methodological approaches. Specifically, we define the scope of team dynamics and the A-B-C framework (Kozlowski et al., 1999) and describe the inclusion criteria and conceptual coding we used to inform the assumptions and their proposed revisions.

Theoretical Approach

A-B-C Framework

As developing and maintaining effective teams has become a crucial topic, a myriad amount of research has been developed in an attempt to explain what conditions actually contribute to its successes and failures (Salas et al., 2015b). In an effort to consolidate key findings regarding teamwork and offer a more overarching, practical, and concise means of understanding it, Salas et al. (2008) developed the A-B-C framework for understanding teamwork. Three important aspects to teamwork that the framework depicts include the attitudes, shared behaviors, and cognitions of the individuals that make up the team. Arrow et al. (2000) define the attitudes, behaviors, and cognitions among team members as local dynamics, as they exist within the context of that specific team. Conceptually, team dynamics are embedded within team performance and are comprised of a set of these interrelated attitudes, shared behaviors, and cognitions, all of which contribute to the dynamic processes of performance. Shared behaviors specifically describe what team members do (e.g., communication, collaboration, conflict, and leadership styles). Attitudes, or what team members believe or feel include openness, trust, cohesion, and team viability. Cognitions, which include transactive memory, shared mental models, information and knowledge exchange, are what team members think or know.

These behaviors, attitudes and cognitions are in part what makes teamwork an adaptive, dynamic, and episodic process that is instrumental toward being able to achieve a common goal. The combined efforts of teamwork are necessary for effective team performance and positive outcomes, as it defines how tasks and goals are accomplished in a team context. Research has shown that if team members are not able to successfully share knowledge, trust each other, be open, and coordinate behaviors, teams have an increased likelihood if failing, even if they possess an extensive amount of task relevant knowledge (Mathieu et al., 2008). The aforementioned constructs often act as “emergent states,” which means they can become present as team members interact with one another across different performance episodes (Marks et al., 2001). The limited amount of research examining the emergent states of these constructs, likely due to logistical constraints put on researchers, complicates and restrains our understanding of their temporal nature (Salas et al., 2015a). Not all findings regarding different constructs can be generalized to all teams, especially when they are not measured over the same period of time, contexts or conditions. The A-B-C framework proves extremely useful in that it captures the elements that together shape team dynamics. In identifying these elements, researchers are able to take steps to better develop practices that can promote optimal teamwork, but only when contextual and temporal aspects are also taken into account. Research has shown that to fully understand teams, how they develop and change over time must be examined as well (Gully, 2000).

Temporal Frameworks

It is widely understood that teams possess a past, present and future (McGrath et al., 2000). To thoroughly understand team dynamics, it is important that researchers expand our understanding of how teams develop over time. Several temporal frameworks have been developed in an effort to address the need. As discussed by Luciano et al. (2018), different temporal frameworks should be considered when examining dynamic constructs, as different forms and varieties of time can have substantial implication for our understanding of teams. Namely, developmental theories (e.g., Tuckman and Jensen, 1977; Ford, 2014) suggest that all teams change as a function of their development over time. A frequent occurrence within developmental theories is that stages build over each other at qualitatively different stages, thus suggesting that when measured it must be taken into account that different teams may develop at dramatically different paces. Further, episodic models (e.g., McGrath, 1991; Marks et al., 2001; Jarvenpaa and Majchrzak, 2016) suggest that teams can complete different tasks within different time frames, all whilst being directed at the same goal. In other words, a common theme amongst episodic models and theories is that different processes are activated at different times based on the specific demands of the team’s tasks, implying that in order to measure dynamic constructs more accurately, they must be measured at different times as they relate to the cyclical patterns of team activity (Luciano et al., 2018). Other temporal frameworks (e.g., Barley, 1986; Weiss and Cropanzano, 1996; Park, 2010) dictate that external stimuli, such as environmental events also influence internal team processes. This implicates that research should also focus on assessing constructs before, during, and after the occurrence of such environmental events as a way to fully understand the dynamic nature of teams (Luciano et al., 2018).

Methodological Approach

Literature Search and Inclusion Criteria

This review collected and examined relevant articles that presented methodological tools and general approaches in measuring team dynamics overtime. Articles were accumulated through the use of research database sources. Searches were utilized through the electronic search engines EBSCOhost with PsycINFO and Business Source Complete being the main electronic databases. In order to generate a targeted collection of findings, we had to undergo a number of steps to find emergent processes within team development. First, we explored team emergent processes in regards to team attitudes, behavior, and cognition by examining a literature review on the role of intra-team state profiles by Shuffler et al. (2018). Second, two of the authors garnered a list of specific constructs that develop within intra-team development by examining Kozlowski and Bell (2003), who wrote an extensive review chapter on the creation, development, and operation of work teams within the different phases of team’s life cycle. As well, Taras et al. (2010) meta-analysis was also used as a reference for team emergent processes (e.g., group cohesiveness, trust, and conflict). Two of the authors held a meeting to discuss the most prominent team constructs by using the three articles to cross reference and come to a consensus. In all, four constructs across the attitude, behavior, and cognition model were developed as illustrated by Figure 1.
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FIGURE 1. Model illustrating constructs present during team developmental stages.



Our next step involved conducting a computerized search for each construct within the research database EBSCOhost. Using PsycINFO and Business Source Complete, we reviewed relevant articles through the combination of teams and the four emergent processes within the conceptual categorization of attitudinal, behavioral, and cognitive team constructs (see Table 1 for a list of the final constructs). For instance, within EBSCOhost, researchers applied transactive memory system (TMS) within the first field option and teams within the second field option. As mentioned, only relevant articles were used with each search item displaying the title, authors, keywords, and abstracts. Two authors coded 50 articles for each search item in order to extract the most significant studies as well as keep the searches consistent. In all, 600 articles were examined.

TABLE 1. Summary of literature search findings.
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Our literature analysis consisted of all source types as we did not limit our examinations to any publication dates. The selection process involved scanning the abstract and text for empirical studies as our main concern was to examine the methodological tools that team researchers are using to measure team dynamic processes. Articles were pulled if they presented sufficient information as to the approach in which teams were being studied and if team process was measured within collective team behaviors. Theoretical studies were not included as our main focus was toward empirical team studies. With a consistent and thorough inspection, 303 articles remained for analysis. Of these 303 articles, 51 were found to use novel methodology in their examination of team dynamics (see Table 1 for details).

Conceptual Coding and Literature Linking

Once the remaining articles were identified, two of the authors undertook the process of coding each study into an Excel sheet. Over 20 articles were coded together and discussed. The other remaining articles were then independently coded. For each search item (e.g., cohesion and teams), the excel sheet contained the articles abstracts, methodology/general approaches, the study type (e.g., laboratory/survey, field study/focus group, etc.), types of teams (e.g., virtual, managers), construct measured input, measured used, and how the team data was analyzed. Coders also examined the mediators, moderators and construct measured outputs of each article. A final verdict for each article measurement in regards to whether being a novel tool or what can be considered as new or improved techniques that allow for innovation in assessing team process dynamics (e.g., virtual experimentation) was also established. Classic methods, on the other hand, were classified as such if they were done through self-reported questionnaires, focus groups, case studies, or interviews. Although more articles fell within the realm of attitudinal and cognitive emergent states, novel measures are being mostly applied to either these cognitive emergent states or behavioral team processes.



ROLE OF TEAM DYNAMICS IN TEAM DEVELOPMENT

In the section that follows, relevant literature is compared on the basis of the most common forms of team measurements and the new approaches that are being developed by researchers to better understand team dynamics within the different phases of team development as proposed by Kozlowski et al. (1999) team development process model. In Figure 1, we illustrate the placement of the 12 constructs in the most appropriate phase for measurements in either team formation, task compilation, role compilation, team compilation, or team maintenance.

Team Formation

Team formation, often characterized by high ambiguity and self-awareness, is known to have a great impact on performance and therefore is a critical period for modern organizations (Sorkhi and Hashemi, 2015). Moreover, during team formation, through observation and exploration, team members become more familiar with each other as they start to learn and develop within their roles. This first stage within team development can often be characterized by concerns of safety and inclusion as well as high dependency on designated leaders to provide direction during this ambiguous time (Wheelan, 2003) Similarly, members also learn the goals of their team and begin to strategize how these goals can be accomplished (Kozlowski et al., 1999; Feitosa et al., 2017). In many instances, team formation can be a difficult stage because individual differences may contribute to resistance when it comes to working together with dissimilar others to achieve these common goals. Often, individuals are attracted to similar others and therefore create distinctions between in-groups and out-groups based on perceived similarities in order to reduce ambiguity (Tajfel and Turner, 1985; Turner, 1987; Ashforth and Mael, 1989). Such behaviors have the ability to impact trust, communication, information sharing, and conflict throughout the entirety of the team’s life span (Jehn and Bezrukova, 2010).

Key Constructs to Measure

Considering how crucial a role perception plays within team formation, an important construct used to measure teams in this phase is openness. Costa and McCrae (1992) highlight the importance of member reactions to different ideas, actions, and values in defining openness. Individuals who exhibit high openness, especially to experience, tend to be less dogmatic and rigid in their beliefs and ideas. Instead, they are more willing to consider different opinions, are more open to new situations, and are less likely to deny conflicts compared to people who low in openness (McCrae, 1987; LePine, 2003). Moreover, openness will allow individuals to get to know each other’s strengths. These aspects of openness are very much closely related to the essence of working with new team members who more often than not, are likely to have different perspectives, attitudes, and thoughts (Cox et al., 1991; Van Knippenberg et al., 2004). Openness, though often studied at the individual-level, can have the ability to set the tone for whether or not individuals will be able to trust one another and communicate differing opinions when in the context of a team throughout the developmental stages of a team.

Relatedly, trust is often initially established through self-categorization as individuals, affected by their openness, will try to identify with other team members as a means to reduces ambiguity (Turner, 1987). Team trust refers to a party’s willingness to be vulnerable to the actions of another based on positive expectations that others will perform a certain action important to the trusting party (Mayer et al., 1995). When trust is present, team members are open to taking risk, enhancing collaboration and co-operation effectiveness (Costa, 2003). Team trust has progressively been recognized as pivotal to team processes. Although little is known about how trust develops and evolves over a team’s duration cycle (Grossman and Feitosa, 2018), evidence shows that trust is present and effects teams throughout all of the different stages of the team’s life cycle (Harrison et al., 1998, 2002). It is with time and continuous interactions, verbal and non-verbal communication, and different behavioral patterns, different personal traits will reveal themselves and become the true basis for trust among individuals (Harrison et al., 1998, 2002).

How Constructs Are Measured

Out of the articles pulled as a result of our literature search, the most common methodological tools during the team formation used was through the forms of self-reported survey questionnaires. For example, a study by Lu et al. (2018) on openness, using a two-wave multi-source online survey with responses from 30 teams from different multicultural organizations in China, found that reduced openness hinders a diverse team’s ability to generate innovative solutions. Especially in diverse teams, a lack of communication openness can have an impairing impact on team member information elaboration and creativity, later on. Bond-Barnard et al. (2018) conducted a self-reported survey of 151 project practitioners to assess the link between trust and collaboration. Results from the study indicated that high level of trust leads to stronger collaboration between group members. Moreover, the link between high level of trust and collaboration was more likely to predict project team success. However, being that self-report measures only provide a glimpse at static individual perception and may not even accurately reflect the behaviors of team members, the use of novel methods could prove useful in understanding the dynamic nature of teams.

With a more novel approach, Erez et al. (2013) used novel methodology in examining team trust in virtual multicultural teams with a 4-week project designed around principles of collaborative experiential learning, where trust was found to strongly moderate the project’s effect on team member cultural intelligence and global identity. Participants were put through phases to get to know each other, and prepare for the virtual team project they would be participating in. In phase one, which mimics real world team formation, participants interacted in team chat rooms where they go to know each other, introducing themselves, sharing personal information, and photos of themselves. At the end of this process, participants were then given individual feedback regarding pre-project cultural values as they related to the purpose of the study. Phase two was meant to prepare participants for the team project they would be participating in later on. Phase three was described as a post experiment wrap up, where team members received feedback on their contributions to the team’s processes. This virtual team simulation proves useful in understanding the various aspects of team formation in that it touches on the outcomes of working within diverse teams at formation, team building, and task interdependence, all of which are not only of great importance to team formation, but also to the other stages of development as well. The novelty of this study lies in the fact the researchers developed and implemented a new program for acquiring global skills regarding trust, especially for virtual multicultural teams, where such individual differences could hinder trust. In these instances, simulations can be particularly informative during the team formation stage when it comes to dealing with teams in the real-world.

How Constructs Are Analyzed

The examination of various articles presented an assortment of relevant team measurements that are applied during the phase of team formation. Furthermore, it is also important to take consideration of how researchers analyze items within their applied measurements. Besides the typical analysis of descriptive statistics (e.g., means and standard deviation) and correlations, the most common types of analyzing tools that were assessed between the three main constructs of team formation (i.e., openness, trust, and communication) were regression analysis, mediation, and analysis of variance (ANOVA). Researchers use regression analysis to calculate the effects of casual variables and ANOVA to determine the amount of variation in the dependent variable score within the experimental conditions (Rutherford, 2001). Moreover, mediation holds great importance as an analytical tool due to its ability to examine whether these team constructs can serve as explanatory mechanisms between team inputs and outputs (Hayes, 2012). This is extremely beneficial when understanding how teams are becoming familiar with each other during this particular phase of team formation.

Task Compilation

Once a team has formed, individuals will begin to shift their attention toward their own individual tasks and focus on individual task mastery to develop the necessary skills required of them (Kozlowski et al., 1999). Though members will already have specialized knowledge and training in different areas, it is within this stage that team members will learn how to practice and apply their knowledge and skills within the context of the team. Moreover, in task compilation, members will seek out information and feedback from other members. Because team cognition plays a crucial role for task compilation, it is very important to understand the ways in which teams will share, exchange, and organize knowledge and how these processes occur over time (Gibson, 2001). Often characterized as a period of counter-dependency and conflict, two inevitable aspects of this stage, members can find themselves disagreeing about team goals and proper procedures. By combining their pools of knowledge and expertise, members must develop a unified understanding of how to execute the teams goals. Though conflict may arise, it is necessary for the development of trust and a more open climate, as members will be open to each other’s ideas, even if it means they might disagree with one another (Wheelan, 2003). Teams who are able to develop effective systems for information sharing and knowledge exchange have been shown to experience greater performance outcomes (Wegner, 1987).

Key Constructs to Measure

One of the most studied constructs within this phase is information and knowledge sharing. Knowledge distribution across teams occurs within a variety of complex paths. Therefore, the team process of knowledge sharing is an aspect that tends to hold a great importance in the progression of team performance. Knowledge sharing is defined as “team members sharing task-relevant ideas, information, and suggestions with each other” (Srivastava et al., 2006, p. 1239). Existing knowledge within teams serves as a cognitive resource to be utilized for knowledge sharing (Argote, 1999). For knowledge sharing to occur, information that is applicable to the team’s goal must be communicated with hopes of a successful collaboration between team members. In this way, communication, the act of transferring information from one place to another, among team members plays a crucial role in team functioning (Keyton et al., 2010; Beck and Keyton, 2011). Knowledge sharing also emphasizes the exchange and combination of relevant knowledge to then be applied to specific work task (Pennington, 2008). Knowledge sharing can contribute to the creation of shared mental models, which helps explain the ability of teams to cope with difficult and changing task conditions and requirements (Cannon-Bowers et al., 1993). Cannon-Bowers et al. (1993) assert that to adapt effectively, especially within the task compilation phase, team members must be able to predict what other team members are going to do and what steps are necessary to complete those tasks. Moreover, not only is it crucial for team members to engage in effective communication with each other to produce optimal outcomes, but they must also they must be able to trust that the information they provide to one another is truthful, honest and accurate. When trust is not present within the task compilation phase, teams can face a plethora of damaging effects such as lack of cooperation and resentment (McQuerrey, 2017). Understanding the emergence of constructs such as openness, communication, and trust as they relate to teams and how they are measured proves great importance to understanding team dynamics.

How Constructs Are Measured

The most common way knowledge and information sharing are measured are through the use of surveys and interviews (14 out of the 20 pulled). For example, in an article by Li et al. (2018), required participants to complete a survey where information sharing as measured in relation to perceived team performance outcomes. While surveys and other self-report measurements can provide useful insight to perceptions, their use also risks biases, over-exaggeration, or low response rate. However, the use of novel measurements, that often will take temporal considerations into account, may prove more useful in capturing team dynamics in a more accurate way. For example, in a cybersecurity threat detection task simulation using, Rajivan and Cooke (2018) sought to understand the effect of group-level information-pooling bias on collaborative incident correlation analysis in a synthetic task environment and revealed that participant teams were more likely to share information commonly known to the majority rather than not. However, unaided team collaboration was inefficient in finding associations between security incidents uniquely available to each member of the team. The present study helps illustrate the effectiveness of novel methodological tools in that they have the ability to present the dynamism of complex teams. Synthetic task environments are “simulation environments purposed to recreate real-world tasks and cognitive aspects of the task with the highest fidelity possible” (Rajivan and Cooke, 2018, p. 628). The researchers used information distribution processes that mimicked processes found in real-world defense environments. Important to the task compilation stage, members were assigned ownership of specific duties, but also required to discuss and correlate information related to their team task. Lingard et al. (2015) used novel methodology in their research when they employed the use of photographic q-methodology to explore shared mental models in occupational health and safety. Q-methodology has been identified as an ideal tool to study shared mental models because they reveal member cognitions, attitudes, and perceptions and reflect their subjective views of what construct or variable is being studied (Anandarajan et al., 2006). Results give important insight into the types of team shared mental models may or may not exist in and therefore how knowledge and task related activities should be examined differently for different types of teams.

From the research presented, the task compilation phase involves behavioral and attitudinal, and cognitive constructs of great importance to team functioning. Understanding the way in which team members are able to communicate information with their peers can play an integral role in predicting how members will perform, not only in this stage but also throughout the development of the team. Thus, we recommend that both behaviorally, cognitively, and attitudinally rated anchored scales, as well as simulation/lab experiments where these constructs can be assessed, are implemented to accurately depict workplace behaviors.

How Constructs Are Analyzed

From the collection of relevant articles within this stage, there is a salient shift in how measurements are analyzed. For instance, coding and categorization allows for the culmination of themes within interviews and text-based documents, enabling researchers to better grasp information processing; a key element within task compilation (Swanson and Holton, 2005). Partial least squares (PLS) is a preferred method over multiple regression as it does not only allow for the combination of regression and factor analysis within similar statistical procedure, but also produces a variety of reliability and validity statistics within a theoretical model (Wold, 1982; Chin and Newsted, 1999; Konradt et al., 2015). However, a key limitation with the use of PLS is that its focus is much more geared toward prediction and not theoretical fit (Akgün et al., 2012). This is not surprising as PLS is more favorable for smaller sample size (Xiang et al., 2016), and team research often struggles with sample size issues. Structural equation modeling (SEM), on the other hand, is a preferred method over regression analysis due to the fact that it allows for the investigation of two independent variables while regression does not detect interfering effects between those two independent variables. As well, SEM is useful in research that involves latent constructs or variables that cannot be directly observed (Dao et al., 2017). In order to enhance analysis, researchers would greatly benefit in using a PLS-SEM technique as it has been found to be beneficial in predication-orientated research due to its ability to strengthen explained variance and independent variables (Dao et al., 2017). Although this method is not perfect, the use of PLS in SEM undoubtedly advances research. PLS-SEM allows for more predictors to be examined as well as shortening research time frame due to the fact that only a small sample size is needed to reflect a population.

Role Compilation

The development of a network of role exchanges, routines, and a set of roles for team members is of accordance to the information that is shared in the role compilation phase (Kozlowski and Bell, 2008). Thus, the next phase, role compilation, ensues emergent team processes of individual inputs and team-level outcomes become more focused on the overall team’s performance outcome (Kozlowski et al., 1999; Stewart et al., 2005). Some of the most dominant constructs that are measured due to its emergence within the role compilation phase fall under team cognition known as TMSs and information sharing (Ilgen et al., 2005; Pearsall et al., 2010).

Key Constructs to Measure

To reiterate, the role compilation phase involves the exchange, sharing and seeking out information with relations to each team member specialized capabilities, knowledge and responsibilities within a team (Pearsall et al., 2010). These role identification behaviors relate to the different constructs involving trust (i.e., a party’s willingness to be vulnerable to the actions of another based on positive expectations; Mayer et al., 1995), collaboration (i.e., shared decision making and collective responsibility amongst interdependent parties; Liedtka, 1996), information sharing (i.e., exchanging ideas amongst members; Hu et al., 2018), and knowledge exchange (i.e., transaction of information; Bullock et al., 2013). Role identification behaviors has also been shown to be a strong predictor of TMS, or who knows what (Wegner, 1987), within the role compilation phase through team discussion of each members relevant knowledge of the task (Austin, 2003; Pearsall et al., 2010). Therefore, cognitive emergent construct is a key component within the role compilation developmental phase. Hence, we further explored the approaches researchers are taking to study such cognition within teams.

How Constructs Are Measured

According to the literatures pulled for TMS, 38 of the 45 empirical articles measured TMS through the use of self-reported survey studies (e.g., web-based structured questionnaires). TMS has been linked to enhancing team innovation and performance (Wegner, 1987; Choi et al., 2010) and is commonly used as a mediator (i.e., the underlying mechanism that explains a relationship) (Baron and Kenny, 1986; Howell et al., 1986). For instance, an internet-based study conducted at a Finnish research organization was used to examine if TMS would mediate the relationships between task orientation and team innovation within team members (Peltokorpi and Hasu, 2016). Results illustrated how TMS mediated the relationship between task orientation and team motivation due to team members being able to explore and refine different ideas in order to update and collaborate their specialized expertise. Chiang et al. (2014), also provided a self-reported survey to a Taiwanese electrical product manufacturing company where it was TMS had a positive mediating effect on the relationship between high commitment work systems and new product performance.

Self-reported surveys are ideal for capturing perception but vary when measuring behavior as they tend to suffer from response bias and low response rates (Jones et al., 2013; Young-Hyman, 2017). Thompson (1967) found that novel and more complex tasks increases information exchange among participants when solutions are not familiar. For instance, a business stimulation was presented to individuals at an university community after being randomly assigned to a role-specific preparation team or a cross-role preparation team in order to examine the effectiveness of different types of self-preparations on subsequent team-level performance (Linton et al., 2018). Participants were primed with role-specific preparation by being randomly assigned to one of the three director titles; marketing director, operation director, and financial director. Cross-role preparation team rotated between the three roles. Results showed that role-specific preparation in teams effectively set up the preconditions for TMS, performing better on objective measures of business performance (e.g., generating profit).

There has been a steady transition into novel approaches when studying information sharing as six out of 20 articles pulled displayed some sort of novel methodology. For example, a 2-day simulation-based training exercise of an aeroplane crash over a major city was provided to a large-scale multi agency. Researchers analyzed the frequency, type, audience, and type of communication through five subject matters to examine the cognitive processes that leads to failure of executing actions of decision-making struggles during equally perceived aversive outcomes (Alison et al., 2015). Using the novel ‘hydra’ system (i.e., immersive simulated learning platform), data was collected through communication logs coordinating decisions and actions between agencies and from within by marking communication as (1) information seeking, (2) a decision, or (3) an action. Results revealed that decision making was non-time bound, involved a multiple of agencies, subordinate goals lack identification, and information sharing of communication decreased as agencies communicated from within; distracting efficient discussions and action execution. The simulation allowed researchers to examine team decision making within different points of workplace time pressure, enhancing the relevance of the data collected to accurately display real-world contextual situations. Another novel approach involved a hidden profile task presented to teams consisting of students at a Dutch University (Mell et al., 2014). Researchers found a predicted interaction effect between TMS structure and the distribution of the task information due to TMS structure being more centralized within the disparity of metaknowledge (i.e., knowledge of who knows what), allowing for more information elaboration and team performance. This study addresses the importance of fostering meta knowledge within teams as TMS knowledge decays over time; especially after group knowledge changes (Ren and Argote, 2011). From the studies presented, there is evidence of novel approaches providing in depth analysis of team shared knowledge. This is extremely beneficial during the role compilation phase as members are exchanging knowledge and roles.

It is important to realize the effectiveness of using behaviorally-anchored rating scales (BARS) to measure team effectiveness through (1) coordination, (2) cooperation, and (3) communication during role compilation, a phase where communication in regards to role exchange and developing behavioral routines is important (Kozlowski and Bell, 2003, 2008). BARS are used to measure performance dimensions in a set of incidents that represents actual behaviors which job incumbents presented in the past (Atkin and Conlon, 1978). There is a conceptual advantage of using the BARS approach as it focuses on behaviors that differentiate successful performance as well as the increase in perceived objectivity of the rater (McIntyre and Gilbert, 1994). Hence, the integration of behaviorally anchored scales can be used to set an accurate representation of behaviors as they present “less method variance, less halo, and less leniency in ratings” in replicable task duplication of real-world organizational climates which constantly deals with complex team task (Landy and Farr, 1980, p. 18).

How Constructs Are Analyzed

To the role compilation phase introduces the development of role exchanges ad setting of roles through the information that is shared between team members (Kozlowski and Bell, 2008). Understanding how that information is passed is important to researchers within this particular phase. Mediation and regression analysis showed to be the most common tools for analyzing within this phase to understand the relationships between constructs and how that relationship is occurring. However, researchers would benefit by switching their focus toward PLSs analysis as it has been considered to be a powerful data analytic approach in advancing the knowledge and understanding of group development (Sosik et al., 2009). It not only allows for the combination of regression and factor analysis but also mediating effects of constructs through minimal demand of sample size (Wold, 1982; Chiang et al., 2014). SEM is considered as the best method of “confirming theoretical models within a quantitative fashion” (Schumacker and Lomax, 2010, p. 7). When researchers are developing theory in exploratory research, a PLS-SEM is considered to be the preferred method (Sarstedt et al., 2014). Hence, there are many benefits for researchers in transitioning form a mediation and regression analysis as analytical tools such as PLS-SEM are able to perform such analysis within a combination saving researchers time and allowing greater advancement in the team research phenomena.

Team Compilation

As individuals become more familiar with team member roles and each other’s specialized knowledge or abilities, the team thus enters the phase of team compilation. Team compilation involves the process of individuals of a learning, adapting, and performing their roles due to the interdependence and role distribution amongst the team (Kozlowski et al., 1999; Feitosa et al., 2017). Due to the emergence of such behaviors, relying on their behavior and cognition allows for coordination within the team to run smoothly (Pearsall et al., 2010). However, this is dependent on the success of an accurate development of role identification within the role compilation phase (Edwards et al., 2006).

Key Constructs to Measure

As stated, team compilation phase involves team members becoming associated with their team members and their knowledge/abilities. During this phase, the cohesion emerges as it is considered to be a relational emergent state or developing over time (Marks et al., 2001; Salas et al., 2015a). Team research focusing on the emergent process of team cohesion is important as the social integration process of team cohesion stimulates creativity, innovation, and positive team interactions (Taggar, 2002; Hülsheger et al., 2009). However, due to lack of sufficient team cognition development in the role compilation phase, team conflict becomes a major issue that hinders information processes and team member satisfaction (Bell et al., 2012). Conflict is considered to be a multidimensional construct involving task or relationship (Jehn and Mannix, 2001; Jehn and Bendersky, 2003). While relationship conflict represents the individual’s perception of the incompatibility of their teams, task conflict is the disagreement among group members at to viewpoints and ideas about their collective task decisions but with moderate levels can help teams avoid groupthink and enhance performance (Jehn, 1995; Simons and Peterson, 2000; Bell et al., 2012). Hence, we further examine the general approaches that researchers are undergoing to measure team compilation phase of the level of team adaptation through cohesion and conflict.

How Constructs Are Measured

After a review of the 50 most relevant studies in regards to conflict, 24 empirical articles were pulled. The most common form of measurements for conflict was self-reported surveys for 16 articles. A myriad of research studies has found strong correlation between team conflict and team performance (De Dreu and Weingart, 2003). For instance, two self-reported questionnaires were provided to United Kingdom healthcare teams and their leaders to examine how task conflict moderates the mediated relationship between professional commitment and team effectiveness in accordance to cognitive diversity (Mitchell et al., 2018). In other words, the experience of task related disagreements between members on perspective and positions showed an increase in team members effectiveness of using such knowledge. Another example of conflict being a link to the effectiveness of team output was through a survey-based study of student teams at a large university in Western Canada (O’Neill et al., 2017). Teams were examined to understand the effects of a new team-training system for postsecondary teaching and learning activities. By implementing productive conflict or teams openly discussing disagreements about task (Jehn, 1995), students with different levels of training performance would vary. Results showed that productive conflict in teams that experience full training outperformed those with partial to no-training, as productive conflict in regards to task conflict helped improve team functioning. For these reasons, self-reported surveys can be beneficial to study team perceptions.

From the 28 articles pulled in regards to team cohesion, there was a noticeable trend of researchers incorporating advancements into methodological tools to examine the cohesive nature of teams and their performance. For example, teams consisting of students at a University were provided a simulation task of the game Sim City 4 and a questionnaire on task cohesion (i.e., collective commitment and to complete a group’s task; Beal et al., 2003; Curral et al., 2017). Researchers predicted that task cohesion would lead to a positive relationship of team performance. Interestingly, when teams had perceived a maximum amounts of team cohesion, there was a decrease in team performance. The incorporation of behaviorally anchored rating scale through the use of simulation was beneficial during this study as teams are not obstructed from completing their task which thus lead to maximum cohesion, a detrimental effect that decreases performance due to the production of groupthink (Langfred, 2004). Transitioning out of single source methodologies does indeed have its perks.

Although conflict does involve the perception of team compatibility and difference of opinions, much of the research is focused on the examination of their effects on team performance (Bell et al., 2012). Agent-based simulation (ABS) or software-based simulation to mimic the behavior of interest (Kozlowski and Chao, 2018) was presented through most of the articles pulled. For instance, data was collected from business students at a large public university in the United States through a team-based business stimulation for 4-month to test a multiplex view of how friends or non-friends and intra-team conflict (task or relationship) has different effects on team performance (Hood et al., 2017). Participants participated in a 10 weekly decision rounds which they modified and acted on new strategies based on prior performance and their own competitive positions. Conflict network was measured through the respondent’s perception of the frequency of interpersonal task conflict and relationship conflict amongst the team. Results indicated that relationship conflicts among team members of friends had a negative impact on team performance compared to non-friends who had a positive impact. This article contributed to the study of performance within teams change over time as in the accordance to changes in team conflict. Boroş et al. (2017), presented a 5-day business simulation to students enrolled in a Management Integration course to explore the effects of relational conflicts and conflict asymmetry (i.e., group members holding different perception of team conflict in their group (Jehn et al., 2010). Researchers also performed computational modeling to measure the personal and direct experiences of conflict in teams as opposed to the conflict within a group. Results indicated that some team members elicit more conflict than others which affected the evolution of team dynamics and performance; even more than the high levels of conflict together (Boroş et al., 2017). These studies present evidence of ABS and computational modeling ability to provide understanding of team emergent processes per the emulation of human behavior using a virtual system.

For the most part, behaviorally anchored rating scales are a beneficial assessment tool within the team compilation phase as researchers’ study how individuals adapt and learn within a team structure in order to perform their roles, correlating with the significance of behaviorally anchored rating scales (Campbell et al., 1973; Kozlowski et al., 1999; Feitosa et al., 2017). Especially with ABSs, agent-based modeling provides advantages to conventional simulation during situations of dynamic relationships with other agents form or dissolve (Macal and North, 2006). Interestingly, the studies presented illustrated the effectiveness of novel methodological tools as they present complex systems increasing the interaction between team members, supporting Jin and Levitt (1996) view of complex team task having correlations with increasing coordination between team members. Thus, the implementation of complex and innovated novel approaches exposes researchers to real world team measures that inadequate methodological tools lack to supply within team’s research.

How Constructs Are Analyzed

Through the collection of articles within the team compilation phase, there were a large number of articles using mediation and regression analysis are their main analytical tool to examine the attitudinal, behavioral and cognitive constructs that are most common within this phase. Assessing how team members are building a form of interdependence between each other and associating with each other’s knowledge and abilities is determined by using these analytical tools. However, through PLSs, this job can be done simultaneously. Indeed, PLS does have its faults as it is most concerned with prediction than a test for theoretical fit and there must be careful interpretation of estimates and as they tend to increase (Akgün et al., 2012). With careful consideration, however, PLS can provide stronger “estimates of standardized regression coefficients for model paths, which can then be used to measure the relationship between latent variables” (Huang and Chen, 2018, p. 102). As researchers gear predictive research toward PLS analytical tool, the advancement of team research can greatly benefit with this practice.

Team Maintenance

As team members have begun to fully develop a team identity, collaborative goals, and a sense of team cohesion, the process of maintaining such team behaviors becomes a critical task. Research has shown team proficiency levels decay over time; continuous behavioral success pertaining to team compilation is at risk (Feitosa et al., 2017). Therefore, team maintenance becomes a significant phase of team development. Team maintenance behavior is interpreted as “group member behavior required for maintaining the group as a working unit” (i.e., encouraging, expressing group feelings, harmonizing, gate-keeping, setting standards) (Neufeld and Haggerty, 2001, p. 37).

Key Constructs to Measure

Leadership is a construct that is significant with maintenance behavior as a leaders purpose is to develop expert teams, regulate activities, and help members adapt to the ever-changing environment (Kozlowski et al., 2010). Beginning at the formation stage, members often seek guidance from leaders to provide direction for the team (Wheelan, 2003). Being that teams today often exist over long periods of time, must coordinate to perform tasks, and are subject to dynamic change over time (i.e., in terms of context, task demands, and membership), team viability must also be considered within this stage of team development. Team viability refers to the “capacity for growth and sustainability required for success in future performance episodes” (Bell and Marentette, 2011, p. 276). Despite team viability being deemed an important construct for examining team maturation, this construct is understudied. As a result, construct confusion and inconsistencies in terms of how researchers have conceptualized and operationalized the construct have actually stifled its usefulness. Thus, we further expand on the emergence of leadership and team viability to present how they are being measured within relevant studies.

How Constructs Are Measured

A vast amount of research has shown that leadership has a high level of influence toward employee’s enthusiasm and vitality at work (Bakker et al., 2007; Atwater and Carmeli, 2009; Perry et al., 2010; Carnevale et al., 2018). Kozlowski et al. (1996a,b) stated that leaders are the prime developers of team coherence as they lead their team within a four-step learning cycle; (1) goal-setting, (2) performance monitoring, (3) error diagnosis, and (4) process feedback. From the 33 articles pulled, each study examined leadership within these four-step learning cycles through self-administered questionnaires due to it being a great indicator of perspective behaviors (Young-Hyman, 2017). For example, in a study of Ethiopian Electric Utility employees, a self-administered questionnaire was provided to examine transformational leadership behavior (i.e., leaders inspiring and intellectually stimulating their team members) on the collective efficacy of employees (Jung and Sosik, 2002; Getachew and Zhou, 2018). Results revealed that transformational leadership had a significant impact on the collective efficacy of team members as those who were high in transformational leadership behaviors were able to boost the confidence level of their followers. Due to participants expressing their sense of confidence in the team to complete extended goals because of transformational leadership, the study allows this behavior to be linked to Neufeld and Haggerty (2001) description of team maintenance behavior as a phase of expressing group feelings (Langfred, 2000; Young-Hyman, 2017). Hence, survey design would be very beneficial in studying such behaviors of a leadership.

In another article, project teams at a software firm in India were examined through how perceived time pressures affect the team process and performance on either strong or weak temporal leadership or “the degree to which team leaders schedule deadlines, synchronize team member behaviors, and allocate temporal resource” (Mohammed and Nadkarni, 2011, p. 490). Temporal leadership was assumed as a moderator of the relationship between perceived time pressure and team performance. Results showed strong temporal leadership had an indirect effect on perceived time pressure and team performance while weak temporal leadership had an indirect effect on levels of perceived time pressure and team performance (Maruping et al., 2015). These findings display a strong link to how researchers study team leadership behaviors through the four-step learning cycle. These involved perceived behaviors by team members, considering survey-based questions being an effective tool to use during this stage.

From the 21 articles pulled in our review, team viability displayed the use of three novel methodologies, while the other 18 used self-report surveys. It is understandable as team viability is based off of team members’ perception of their effectiveness based on past experiences. One novel methodology was used by Curral et al. (2017). Two hundred individuals were divided into 40 teams of five. Participants were asked to engage in a simulation experiment using a PC game SimCity 4, a city building game used in past research involving work teams. This specific version was chosen because members could act more autonomously in making decisions regarding the city they chose. Participants were then asked to complete a survey involving team viability measures, among other constructs. Results from coding game play and survey responses suggest that the mediating role of viability plays in understanding team effectiveness, especially in relation to leadership and task cohesion. Lehmann-Willenbrock and Chiu (2018) also took a novel approach in developing their multi-study longitudinal research program. Two hundred and fifty-nine employees in 43 teams participated in monthly team meetings where they discussed their workflow, problems they faced, and ways to improve as a team. These team meetings were videotaped and subsequently software coded to distinguish the difference among problem solving, off-task, and agreement behaviors. Team members were then surveyed through self-report assessments. Their methodology and findings present important implications for both teams research and practical application. Namely, this research indicates that disagreements within teams actually can enhance team learning and promote effective methods of problem solving.

Although 31 out of 33 articles pulled measured leadership through the lens of self-reported survey questionnaires or in some cases interviews, the novel measurement of simulation (i.e., agent-based simulation) does have a place in studying leadership behaviors within teams. For example, in a study of multi-team systems of United States Air Force officers, convergent (i.e., single solution) versus divergent (i.e., as many alternative solutions) risk preferences expressed during planning by the leadership was believed to affect multi-team behavior and performance (Gilhooly et al., 2007; Lanaj et al., 2018). Through the use of Leadership Development Simulation, researchers examined the risk preference, multi-team system performance, and unwarranted risk behaviors within teams. From the results, divergence of risk preferences between leadership and team’s component benefited the performance and aspirational behaviors of the multi-team system due to their ability to handle risk behaviors and task time pressure overtime. In another novel measurement study, 18 observers examined 42 zero-history teams of three who collaborated for 7 weeks at a large automotive consultant project company. The observers were examined through an eye-tracking experiment to detect leadership signals within individuals as researchers argue humans possess an automated mechanism for providing higher visual attention to emergent leaders as opposed to non-leaders (Gerpott et al., 2018). First data was collected by video recording meetings of project teams and providing teams with a peer rating questionnaire on who they thought emerged as an informal leader. Observers gazes were then measured through an eye-tracking experiment after they watched 42 brief videos of the project teams. Results indicated that observers not only gazed at emergent leaders but spent longer time periods providing their attention as opposed to non-leaders. The novelty and complexity of implementing behaviorally anchored scales for leadership, a construct revolved around behaviors of individuals influencing other team members, is undoubtedly beneficial. The two novel methodological approaches of measurement presented, agent-based simulation and eye-tracking, allowed for a broader understanding of leadership as opposed to only focusing on perception through self-reported assessments.

From the research presented, the phase of team maintenance involves a multitude of aspects as the study of behavioral and attitudinal constructs are of great importance. Understanding how group members feel about their peers and organization will have a strong prediction upon the maintenance of team behavior (Neufeld and Haggerty, 2001). Thus, both behaviorally anchored scales and self- and peer evaluation scales being implemented would allow researchers to broaden their collection of data through team perspective while accurately designing workplace behaviors. Moreover, such implementations have the ability of increasing the accuracy of research on efficient team maintenance practices through an accurate work depiction during the specific developmental stage. Thus, once researchers begin to fully accommodate complex and advance methodological approaches, then team research would notice a enhanced validity in accurately depicting organizational practice and issues.

How Constructs Are Analyzed

Once a team has developed a firm and stable cognitive structure of each other roles and what is needed to complete the task at hand, team maintenance is critical in order to continue behavior of a working unit. Attitudinal and behavioral constructs are thus relevant to examine within this certain phase. After assessing the most common forms of analytical tools within this particular phase, coding was one of the most widely used analytical tool by researchers as they were able to assess common themes of how teams were maintaining a cohesive working relationship in order to successfully hold group structure over time and achieve a certain team goal. Regression analysis and mediation were heavily used by researchers to test the relationship between variables and why an outcome has occurred. Although we mention path analysis in previous phases, there was a lack of usage within this phase. Henceforth, this may signal that path analysis is more widely used during research involving cognitive measure as opposed to attitudinal and behavioral constructs. Lehmann-Willenbrock and Chiu (2018) provided novel modes of analysis in that they used a statistical discourse analysis to analyze the social interactions that were recorded in their longitudinal research program. Using a multilevel, time series, explanatory models approach, researchers may be better able to capture member perceptions of team viability, as well as other constructs, crucial to team effectiveness.



THE ROAD AHEAD

This paper summarizes the state of the science regarding team dynamics measurement allowing for a more sensitive approach to temporal components. At the present time, the most commonly used form method to examine team dynamics across a multitude of constructs and team developmental phases is through the lens of self-reported surveys. However, research has taken strides in finding new ways to obtain more efficient and descriptive results with regards to team dynamic link to team efficiency (e.g., Prochazka et al., 2018). Fortunately, the study of team emergent constructs such as team conflict, cohesion, and shared mental models are noticeably incorporating more advanced and novel methodologies within the use of complex task. From the articles pulled, it is apparent that research on team cognition constructs has seen a steady influx of novel approaches conducted under team dynamic studies. However, there is a clear gap of novelty measurement across attitudinal constructs such as trust which has been found to be important within the five stages of team development (see Figure 1).

Regarding these more novel methodologies, we highlight two that are particularly promising: ABSs and computational modeling. Specifically, these methods can address sample size issue that most teams research face. Moreover, Macal and North (2006) argue that ABSs provide an advantage in understanding the interactions of agents within dynamic relationships with other agents, as well as situations of agent relationships forming or dissolving. Computational modeling uses mathematical relationships (e.g., equations) to incorporate large numbers of process mechanisms that affect behaviors simultaneously, giving researchers an advantage of analyzing a larger scope of multilevel emergence of team dynamic processes (Kozlowski et al., 2016). However, self-reported assessments hold some advantage within research as they are able to analyze larger populations, great indicators of perspective views, as well as provide insight on team interactions. Unfortunately, they suffer from low response rates, response bias, and are obtrusive by interrupting ongoing interactions between team members (Thompson, 1967; Jones et al., 2013; Feitosa et al., 2018; Golden et al., 2018; Kozlowski and Chao, 2018). More importantly, asking participants to remember certain experiences involving attitude, behavioral, and cognitive interactions over time is detrimental to the validity and acquiring of big data (Luciano et al., 2018). Salas et al. (2018) argue that relying on more than one method of measurement can reduce single-source bias as well as reduce survey respondents’ fatigue. Hence, we call forth further team dynamic research to examine the impact factor and difference of implanting novel measures as opposed to using a single source self-reported assessment in accordance to the A-B-C framework.

Although classical methods such as self-reported survey, observations, focus groups, and interviews are commonly used by researchers, traditional measurement methods are unfortunately plagued by various challenges. What sets apart articles that followed traditional method approaches as opposed to those classified as novel approaches is the way the studies model team tasks and context. Novel studies held an advantage as to the validity and reliability of their data due to team tasks and conflict vary over time (Hinsz et al., 2009). Research has called for the consideration of dynamics and contextual features through operationalizing team environments and task in order to influence the changes of behaviors that are relevant within that workplace context (Mathieu et al., 2019). This consideration will not only allow researchers to explore emergent states of team processes but analyze emergent behaviors across varying degrees of complex research design. For instance, virtual experimentation triggers environmental events, providing more validity and reliability when assessing how team members adapt and interact within those certain situation. Such advancements in complexity of relevant research design will not only increase accuracy with measuring teams within there are different phases of team development but will strengthen the understanding of group dynamics over time.

Despite multi-method research being recommended for expanding a larger scope of team interactions and reducing data bias, it is unfortunately an expensive method and somewhat difficult to practice within organizational field studies (Kim et al., 2012). Obtained data, however, has become fairly easy as digital traces such as e-mails, smart phones, and video surveillance. They provide ongoing and unobtrusive data that can be used to adapt technology to simulate real-world complex simulations while targeting emergent team processes (Kozlowski et al., 2015; Kozlowski and Chao, 2018). Furthermore, Waber et al. (2008) discuss how team interactions sensors such as sociometric badges, a smart phone device, have been developed to accumulate data involving “bluetooth to detect people in proximity with one another, infrared to detect closer face-to-face interactions, accelerometers to assess movement, and microphones to detect vocalization” (Kozlowski and Chao, 2018, p. 581). These sociometric badges are unobtrusive, provided to large numbers of participants, and have the ability to obtain real-world data over long periods of time that can subsequently be incorporated as a source for advancing ABSs and computational modeling, avoiding multiple data collection points and ultimately minimizing the use of self-reported surveys. As well, sociometric badges are much easier to compute as they take couple of minutes to input data recorded from every hour into a spreadsheet, limiting the preparation of observation notes and coding analysis (Kim et al., 2012). This holds many opportunities for future research as laboratories that may not have access to ABS or computational modeling programs would still have the ability to capture real-world team interaction behaviors over time. Thus, we call forth future research upon the use of sociometric badges as this data collection method provides a strong positive outlook for researchers to gain knowledge upon team dynamics.

To reiterate, digital traces such as e-mails, smart phones, and video surveillance is at researchers’ disposal for unobtrusive data. Luciano et al. (2018) discuss how big data is generated through three general types of data streams: (a) behaviors, (b) words, and (c) physiological responses. Sociometric badges is a perfect example of behavior-related data streams due to its ability to measure proximity, movement, or interactions with other team members (Waber et al., 2008). When analyzing word-related data streams, Luciano et al. (2018) discuss computer-aided text analysis (CATA) and Hidden Markov Model (HMM) (Pentland, 2007). CATA allows for researchers to infer what is being said through the quantifying of word use and pattern, while HMM analyzes how things are being said in accordance to the inter-relationship speech patterns (e.g., frequency, amplitude, or amount) over time (e.g., turn-taking, interruptions, variation of speaking time). Physiological data streams, such as brain activity, can be analyzed through the use of quantitative electroencephalography (QEEG; Waldman et al., 2015). Researchers are able to examine group dynamics by placing this portable hardware with sensors on an individual scalp and record electrical activities that signify human interactions such as leader emergence, collective cognition, and team members engagement. By incorporating such innovative tools, different streams of interpersonal interactions data through teams affect, behavior, and cognition can be obtained, broadening the scope of what we understand about team dynamics and emergent team processes. Thus, we call forth for their incorporation within future teams research as a way to measure naturally occurring individual and collective processes activities.

Besides the advancement in methodological tools and approaches in measuring emergent team process across a different periods of team developmental stages, analysis tools should also be a concern. We touched upon the many advantages of using PLSs within SEM. PLS-SEM is an approach that seeks to maximize the explained variance of dependent constructs through a causal modeling technique (Hair et al., 2011). PLS-SEM is beneficial in circumstances of prediction, theory development, and research involving a limited number of participants (Wong, 2013). Although PLS-SEM analytic tool is promising and holds potential for business research, there is a noticeable gap in research as it was most noticeable within studies pertaining to cognitive constructs. Due to its predictive nature, it is recommended that future research begin implementing PLS-SEM within studies involving regression-based approaches as there is much benefits in using this SEM approach as opposed to the traditional regression and mediation analysis. Especially in the process of studying relationships between latent constructs (i.e., not directly observed but inferred from other variables), researchers are able to calculate estimates of factor scores latent variable in relations to the observed indicator variable more precisely (Hair et al., 2011). Thus, in order for team research advancement, it is imperative that researchers continue to adopt innovative novel methods in order to obtain more accurate data of emergent team process across different team developmental phases and context.

There is a need for more research to examine the effects of new methodological approaches to better cultivate team research on emergent constructs in each developmental team stage. Researchers must continue transitioning to real-time measurement that is provided through innovative technological. With the application of methodological approaches that trigger relevant workplace situations accompanied by strong analytical tools in assessing these measures, research will be gifted with new found accurate measurements that will set forth new heights for understanding teams research. Unfortunately, there is a lack of meta-analyses that focused on examining a variety of team processes across different stages of team development. As well, our research could have also benefited from a meta-analysis that also addressed team process change within different types of teams. Thus, examination of team processes can change over time and type of team through a meta-analytical approach by assessing their effect sizes is recommended in order for researchers to fully examine the strength of the relationship between type of team and temporal dynamics. Researchers would be able to perceive the relationship between team dynamic changes overtime and the type of teams these changes are more likely salient within. These future recommendations will allow the progression of team research to set forth and continually adapt to the use of emerging methodologies/approaches, obtaining and analyzing team dynamic workplace data with precision; revolutionizing methodological assessments.



CONCLUSION

Within the past few decades, organizations have made a salient and ongoing shift from individual-work organized jobs to a more team-centric worked based structure (Kozlowski and Bell, 2003). Accordingly, research on how individual personalities and behaviors interact in working relationships to effect teams, roles, culture, and the organizational structure comes into play within the form of team dynamics research (Myers, 2013). In this article, we address the question of how team research is conducting empirical studies to better understand the development of teams through the lens of team dynamic constructs. Through the examination of common attitudinal, behavioral, and cognitive emergent team constructs, we explore the different methodological tools/approaches being applied by team research in accordance to the developmental stages as specified within Kozlowski et al. (1999) team developmental model.

From the myriad of articles collected, researchers are taking the necessary steps by incorporating new, improved, and innovative methodological approaches to better conceptualize relationships between team emergent constructs and team developmental stages. The present work illustrates the importance of simulation-based studies as they are beneficial in cultivating a relevant working environment due to the triggering of situational based context. These situations can be done through behaviorally anchored rating scales geared toward ABSs which allows researchers to closely examine team dynamic relations within complex systems. Although these tools are available, majority of relevant studies within the past decade are relying on traditional methodological approaches, showing signs of a reliance and comfortability to outdated methods. This article is not specifically telling future research to leave traditional methodological tools (i.e., surveys, interviews, case studies, and focus groups) behind, as these methods do have beneficial factors. For instance, there is much work to be done in advancing behaviorally anchored rating scales.

Future recommendations are addressed for incorporating multi-method measurements, specifically combining traditional methodological tools with ABSs or computational modeling in order to enhance the relevance of data obtained. As well, sociometric badges, computer-aided text analysis, HMM, and quantitative electroencephalography are also expanded on as tools to measure behavioral, word, and physiological data streams for obtaining real-world unobtrusive data. These tools are advantageous in providing a stronger source of interpersonal behaviors for advancing behaviorally anchored rating scales. Especially with a shift into incorporating PLS-SEM for predictive and theory development, future teams research will benefit with more accurate score values of latent constructs through the use of smaller sample sizes. Following our recommendation to incorporate innovative approaches such as multimethod modeling and novel methodological/analytical approaches, new found team dynamic information can surely impact teams research, opening doors for better comprehension of replicating workplace environment and accumulating more accurate measurements of team processes. Although these approaches are not perfect, the steps team research should continue to take to advance our insight of team dynamics through innovative methodological and analytical practices should not go without notice as they are establishing a new scope built around the successful outlook of future team research.
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Organizations depend on the learning capabilities of teams in order to be competitive in today’s information-laden business landscape. Hence, it is not surprising that there have been tremendous efforts made to understand team learning within the past two decades. These efforts, however, have produced a cluttered literature-base that overlooks a fundamental aspect of team learning: How do teams learn over time? In this paper, we first synthesize the literature to develop a shared vocabulary to understand team learning dynamics. We then leverage research investigating how teams operate within the context of time (e.g., team development, performance cycles, emergent state development) and combine it with the extant team learning literature in developing an unfolding model of team learning. This comprehensive model addresses a noticeable gap in the extant literature by illustrating how teams learn over time. Finally, we put forth three grand challenges for the future of team learning research.
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TEAM LEARNING DYNAMICS OVER TIME

“Learning and innovation go hand in hand. The arrogance of success is to think that what you did yesterday will be sufficient for tomorrow” – C. William Pollard in The Soul of the Firm

“Team learning is vital because teams, not individuals, are the fundamental learning unit in modern organizations. This is where ‘the rubber meets the road’; unless teams can learn, the organization cannot learn.” – Peter M. Senge in The Fifth Discipline.

Learning is key to remaining successful in today’s business landscape. The pressure to change and evolve at a moment’s notice is higher than ever – and this pressure often falls on the shoulders of teams. Teams are a collection of individuals who are interdependently working to achieve a shared goal (Salas et al., 1992) and organizations have come to rely on teams that can learn in order to be successful (Edmondson et al., 2007). When teams do not learn, it is likely that the organization will suffer. For example, teams that fail to learn will take longer to bring a new product to market (e.g., Sarin and McDermott, 2003). Hence, it has become crucial in both practice and academia to better understand team learning in order to enhance effectiveness throughout the organization.

The abundance of team learning research in recent years has revealedtwo main concerns with the state of the science, the resolution of which serve as the aims of the current manuscript. The first aim of these efforts is to explicate a shared understanding of team learning terminology. Through a review of the literature, we organize team learning constructs into two broad categories: team learning outcomes and team learning processes. We define two different types of team learning outcomes. Specifically, we use the term team learning to refer to a shift in a team’s collective knowledge state and the term team learning curves to represent changes in performance due to team learning over time. Additionally, we assert that team learning behaviors (i.e., behaviors that aid in the development of collective knowledge) can be further delineated into three different types of behaviors: intrateam, interteam, and fundamental learning behaviors. The conglomeration of different terminologies prevent meaningful discussion of the state of the science and a synthesis of unequivocal phraseology is necessary if we wish to move team learning science forward.

The second aim is to facilitate the understanding of how team learning occurs over time by presenting an unfolding model of team learning (Figure 1). By its very nature, team learning is a phenomenon that takes place over time and there is a critical need to understand teams in the context of time (e.g., Cronin et al., 2011). For team learning to occur, information needs to be shared amongst team members, discussed and scaffolded to existing knowledge, and stored in some way to be retrieved later. This process does not happen in a single moment, but in a series of interactions that unfold over time. While some of these aspects have been addressed in previous team learning models (e.g., Decuyper et al., 2010), our unfolding model of team learning provides a comprehensive framework of when, how, and what teams learn over time. By viewing team learning through our unfolding model (Figure 1), researchers and practitioners can reveal new insights on how learning develops over time and highlight factors that facilitate team learning and increase performance.
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FIGURE 1. Unfolding model of team learning.



These two aims are accomplished as follows. First, we provide a detailed look into team learning terminology. The term team learning has been used to refer to various aspects of the team learning process – from behaviors that facilitate learning to shifts in collective knowledge to performance improvements over time. Hence, it is critical that, before presenting our unfolding model of team learning, a common understanding of language is achieved. Next, we describe how teams operate in the context of time. Here, we pull from the team development and team temporal dynamics literatures to discuss the evolution of teams in time and what that tells us about when, how, and what teams learn. Our efforts culminate in the presentation of an unfolding model of team learning, which leverages the existing literature to describe how teams learn over time. Finally, we set forth three grand challenges that need to be addressed in order to push the field forward. These challenges represent crucial gaps in the collective scientific knowledge state and, if addressed, will help teams learn and perform more effectively in practice.



TEAM LEARNING TERMINOLOGY

In order to understand how team learning occurs over time, it is first necessary to approach the topic with a shared vocabulary. While learning has been a key topic of research with respect to individual (e.g., Argyris, 1982) and organizational levels (e.g., Huber, 1991), a historical assessment of the literature suggests that team learning has only come into its own in the last two decades. Edmondson’s (1999) seminal article on team learning and psychological safety can be considered the catalyst of today’s team learning research landscape. In it, Edmondson defines team learning as a behavioral process – representing the cyclical process of seeking out (e.g., seeking feedback), gathering (e.g., asking questions), and discussing and integrating information (e.g., discussing errors). As shown in Figure 2, research in the organizational sciences focusing on team learning took off after the publication of Edmondson’s article (although reducing in recent years). An unintended consequence of this research thrust was the differential use of the term team learning. Like Edmondson, many use team learning to refer to behavioral processes (e.g., Gibson and Vermeulen, 2003; Wong, 2004), while others conceptualize it as changes in performance (e.g., Darr et al., 1995; Pisano et al., 2001), or shifts in collective knowledge (e.g., Ellis et al., 2003). Hence, before understanding how team learning unfolds over time, it is imperative that we approach this literature with a shared vocabulary.
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FIGURE 2. Number of articles using the keywords “team learning” or “group learning since 1999 in using Academic Search Complete, Applied Science and Business, Applied Science and Technology, Business Abstracts, Business Source Complete, PsycArticles, PsycINFO, and Vocational and Career Collection databases.



Through a review of the literature, we collected different uses of the term “team learning” and summarize these findings in Table 1. Generally, there are two different thoughts on how to conceptualize team learning – as an outcome or as a process. Like previous authors, we adopt this distinction as an overarching categorization mechanism to better understand team learning. Elaborated upon in the next section, team learning as an outcome reflects the end result of learning processes, which fall into two distinct conceptualizations. Specifically, team learning outcomes could refer to either (1) changes in collective knowledge (i.e., team learning) or (2) shifts in performance (i.e., learning curves). Similarly, we found that team learning processes (i.e., team learning behaviors) can be further delineated into (1) intrateam, (2) interteam, and (3) fundamental learning behaviors. In the following section, we elucidate on this breakdown. It is our hope that our synthesis of team learning terminology will provide some much-needed conceptual clarity to the literature as well as facilitate understanding of our unfolding team learning model.

TABLE 1. Team learning terminology.
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Team Learning as an Outcome

In order for us to understand how teams learn over time, it is crucial to recognize that learning – across all levels of consideration – is a temporally infused phenomenon. It infers a shift in knowledge state – a knowledge trajectory from one point in time to another. It is only logical, then, that conceptualizations of team learning outcomes hold these similar temporal properties. That is, team learning outcomes need to reflect a change in collective knowledge over time. Our review of the literature suggests that this is typically approached in two ways. The first is what we call team learning, which is a shift in collective knowledge. It represents the purest form of learning, harkening back to philosophical discussions on individual knowledge gain (e.g., Cornford, 1935). Collective knowledge refers to information held by the team about the team and its surrounding system. As it is a characteristic of the team, collective knowledge does not reflect knowledge held by any particular team member, but knowledge held by the team as its own united entity. For example, collective knowledge should remain intact when a member leaves the team. As Wilson et al. (2007) wrote “If an individual leaves the group and the group cannot access his or her learning, the group has failed to learn” (p. 1042–1043). Hence, in order for shifts in collective knowledge to occur, it is necessary for team members to interact and integrate individually held information into the team’s collective knowledge state.

While our conceptualization of team learning represents the most direct form of learning in teams (Kozlowski and Bell, 2008), it is nearly impossible to assess directly. One would need to identify the exact moment knowledge moved from an individually-held property to a team-held property. It is not surprising, then, that proxies such as team shared mental models and transactive memory systems are more commonly used to infer team learning. Both team mental models and transactive memory systems reflect the current state of the team’s collective knowledge, albeit in different ways. Team mental models represent the collective understanding of various aspects of the team’s operational system with respect to both content (what the teams know) and structure (relationship between different knowledge elements). Team learning can be inferred from team mental models in two ways, either mental model similarity at a single point in time or tracking mental model convergence over time (e.g., McComb, 2007; Santos and Passos, 2013).

Another proxy of team learning are evaluations of transactive memory systems. Transactive memory systems are representative of a shared information encoding, storing, and retrieval process among team members (Wegner et al., 1985; Wegner, 1986) and reflect who knows what on a team (Ren and Argote, 2011). Teams develop an understanding of their knowledge network through the cross-pollination of knowledge. In other words, team learning is a necessary prerequisite of transactive memory system development (Ellis et al., 2008) and, as such, transactive memory systems can be used as an indirect indicator of team learning.

It is also important to note that team learning has been inferred through changes in performance/effectiveness metrics, or learning curves. Much like team mental models and transactive memory systems, learning curves represent a consequence of team learning. The most pragmatic sign that teams are learning is increased performance due to the application of collective knowledge. Most often, this research has focused on efficiency indices. For example, decreases in task completion times (e.g., Pisano et al., 2001; Edmondson et al., 2003; Reagans et al., 2005) or decreased costs (e.g., Adler, 1990; Darr et al., 1995) are common metrics when studying learning curves. Still, whether it is speed, cost, or effectiveness, improvements in performance metrics are indicative that the team has learned. They have incorporated information into their collective knowledge and have subsequently applied that knowledge to improve the speed or performance of their collective action.



Team Learning as a Process

Team learning over time (i.e., shifts in collective knowledge) are process-driven, which is how much of the literature has conceptualized team learning. Indeed, this is exactly how Edmondson (1999) characterized team learning – as an ongoing behavioral process. Over the years, the research on team learning has evolved, looking at various types of team learning behaviors. Table 2 provides an overview of what was found with respect to the different actions that have fallen under the label of team learning behaviors. Here, the term team learning behaviors is used to encapsulate all of the actions that aid in the development of collective knowledge. These actions, however, are not qualitatively similar. To better represent the nuances of team learning behaviors, we break them down into three different types: intrateam, interteam, and fundamental learning behaviors. In the following, the rationale behind this breakdown is briefly described by comparing and contrasting the three types of team learning behaviors.

TABLE 2. Overview of team learning behaviors with likelihood of occurring during the course of a team learning episode.
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First, intrateam learning behaviors are illustrative of the internal processes teams engage in that build shared meaning from existing information, identify and fill in gaps in the team’s collective knowledge, as well as challenge, test, and explore assumptions. This is representative of how most of the literature has operationalized team learning processes (Bresman, 2010). Examples of intrateam learning behaviors are: asking questions, experimenting, discussing errors and outcomes, constructive criticism, and exploration (e.g., Edmondson, 1999; Drach-Zahavy and Somech, 2001; Savelsbergh et al., 2009). Intrateam learning behaviors do not necessarily reflect the actions of sharing information with the team, but, instead, how the team obtains new information from their fellow team members and how that information is integrated into their collective knowledge. In other words, they are the knowledge obtaining and scaffolding processes that occur within the immediate team. However, information and insight may not only be provided by those from within the team, but outside the team as well.

Interteam learning behaviors occur when teams seek and integrate information from individuals outside the immediate team. While some of these behaviors (e.g., asking questions, seeking feedback) may be indistinguishable from intrateam learning behaviors, the consequence of these actions is absolutely different. Individuals outside the team are likely to bring new and different perspectives to the team’s dynamic compared to internal team members (Wong, 2004). On the one hand, these sorts of behaviors can be helpful. Fresh eyes can promote innovation and help teams better understand complex problems. New perspectives can be gleaned from individuals who are unfamiliar with the team’s current situation or individuals who can provide expert feedback (e.g., Ancona and Caldwell, 1992; Perry-Smith and Shalley, 2003; Hülsheger et al., 2009). On the other hand, integrating novel and unique information may produce drastic shifts to the team’s collective knowledge. While these drastic shifts may eventually be helpful, teams may initially experience decrements in coordination and increases in conflict (e.g., Jehn, 1995). Further, interteam learning behaviors not only differ with respect to who is providing information, but they also encapsulate learning processes not covered by intrateam learning behaviors. For example, in order to know what external knowledge is out there and subsequently act upon it, teams must engage in boundary spanning behaviors, which does not have a clear parallel in intrateam learning behaviors. Because of these differences with respect to both action and consequence, we distinguish between intrateam and interteam learning behaviors.

Lastly, fundamental learning behaviors represent the basic learning processes that promote learning in teams (Wilson et al., 2007). Unlike intrateam and interteam learning behaviors, fundamental learning behaviors are actions that individual team members take to share, store, and retrieve information. Our conceptualization of fundamental learning behaviors is an adaptation of the work by Wilson and colleagues. While we conceptualize both storage (i.e., behaviors that maintain collective knowledge over time) and retrieval (i.e., behaviors that glean knowledge from repositories) similarly, we diverge from Wilson et al., in our conceptualization of sharing. Wilson et al., conceptualizes sharing as behavioral processes that encompass most actions regarding the dissemination and integration of information within a team. We simply hold that sharing represents the actions teams take to make their fellow members aware of individually held information. Fundamental behaviors are distinct from intrateam and interteam learning behaviors as they exclusively represent how knowledge is transported across time. While, sharing represents how knowledge is transported from the individual to the team, storage behaviors are illustrative of how collective knowledge is preserved across time. Similarly, retrieval processes are those which represent how collective knowledge is transferred from repositories to the team’s awareness.

In the preceding section, the literature was synthesized to develop a shared understanding of team learning terminology. In addition to creating a shared language for those researching team learning, team learning terminology plays an important role in discussing the integrative, dynamic model of team learning presented herein (see Figure 1). With an established terminology, how teams operate in the context of time is presented next. Specifically, in the following section, team development and temporal dynamic theories are discussed in light of how these perspectives can inform the what, when, and how of team learning.




TEAMS (AND TEAM LEARNING) IN TIME

Teams are, in a word, dynamic. They develop; they change; they evolve. Researchers have been discussing teams in the context of time for at least three decades (McGrath, 1986; Cronin et al., 2011) and there has been much theoretical progress, which can be leveraged to better understand team learning dynamics. Specifically, work advancing our understanding of how teams develop (e.g., Team Development Theories, Tuckman and Jensen, 1977; Gersick, 1991), when teams engage in certain behaviors (e.g., Marks et al., 2001), and the nature of emergence (e.g., Kozlowski, 2015) can directly inform the dynamic nature of team learning. In the following section, we describe how team development theories shed light on what teams are learning, how temporal team process phases describe how teams are learning, and how understanding the nature of emergence can highlight when teams are learning.


Team Development Theories and What Teams Learn

Some of the earliest work on understanding how teams operate over time comes from team development theories. These theories seek to understand the processes teams go through from their initial conception to their eventual disbandment. Most development theories can be classified as being grounded in either a linear growth model or a punctuated equilibrium model (Garfield and Dennis, 2012). Linear growth models describe team development as a series of ordered distinct phases, where teams accomplish particular goals within each stage. For instance, Tuckman’s (1965) model describes four stages where teams get to know each other (forming), begin to form a common understanding of the task landscape (storming), develop norms for task accomplishment (norming), and finally engage in task work (performing). In contrast, punctuated equilibrium models focus less on the order in which activities occurs and more on the timing of intense action. Typified by Gersick’s (1991) punctuated equilibrium model, team development is conceptualized as a period of activity at the team’s onset, followed by a period of inertia until the team reaches the midpoint of their performance cycle. At this point, teams reflect on their performance and reconsider their current strategies, culminating in a frenzy of team activity. This is followed by another period of inertia, with the team remaining relatively stable until the team disbands.

To varying degrees, team development theories speak to what teams are learning during specific stages in their development. Presently, we use Kozlowski et al. (1999) process model of team compilation as an illustrative case. This model suggests that team members learn different content at each of the four proposed phases. In the first phase, teams develop foundational knowledge that will facilitate knowledge growth in future stages. They form interpersonal communication networks, develop a shared understanding of the team’s task and requisite requirements (e.g., goals, task expectations), and a general sense of the team’s climate. In the second phase, teams begin to learn about team performance dynamics and member task-competencies. Specifically, team members begin to engage in task work, which conveys to other team members how performance will be completed and illuminates the capabilities of their teammates. As teams transition to the third phase, team members learn how their respective roles are interconnected. In other words, they learn about the coordination requirements of the task; who they will have to coordinate with, what they will need to coordinate about, and when/how this coordination will take place. Teams really come into their own during the fourth phase. Here, teams develop an understanding of multiple task-networks describing who and how to interact with about what under varying external contingencies. It is important to note that, while Kozlowski et al. (1999) proposed that initial stages of development are individually-focused and become more collective-focused over time, we propose the content (e.g., interpersonal knowledge, task competency) of what is being discussed becomes a part of the team’s collective knowledge repository. For instance, if Stan asks Lee a question that helps develop an understanding of communication styles, it is likely that the conversation is also observed by Gail and Simone – becoming part of the team’s collective knowledge.

While we do support the idea that teams typically learn basic knowledge before more advanced knowledge, the Kozlowski et al., model was an illustrative case and does not represent the definitive order of what teams learn. Instead, readers should take away that teams learn different content over time, which is often influenced by where they are in their developmental process. Next, we discuss what the temporal dynamics research on teams can tell us about how teams learn.



Temporal Team Process Phases and How Teams Learn

While team development theories attempt to explain key considerations across the team’s lifecycle, time can also be used to help explain how teams accomplish their goals on a much smaller temporal scale. In their seminal paper, Marks et al. (2001) set out to describe the behaviors teams engage in during different periods of time (called performance episodes) as they seek to attain their goals. The framework that Marks et al. (2001), set forth has become the standard way to understand team processes over time and can be leveraged to address how teams learn over time.

Two fundamental contributions of the Marks et al. (2001) paper are utilized presently to help understand how teams learn in time. First, the authors apply a temporal layer to the concept of team performance episodes. Popularized in the 1990s, team performance episodes are discernable blocks of time where teams engage in goal directed activity (Mathieu and Button, 1992). These performance episodes are not independently occurring, nor are they similar in structure. In other words, a team can be engaged in multiple performance episodes related to different tasks simultaneously and the time taken to complete each can vary (e.g., McGrath, 1991). Marks et al. (2001) suggested that a temporally-based classification system can be derived from types of activities teams are engaging in that facilitate goal accomplishment. Specifically, they suggest two phases of team processes: action and transition phases. A sub-episode, a period of time within a particular performance episode, is classified as an action phase if the team is directly working toward accomplishing their goal (i.e., engaging in taskwork). In contrast, transition phases are when the team takes a respite from taskwork – taking time to reflect on their past performance and plan for the future.

Second, Marks et al. (2001) supplement this distinction by positing that there are certain types of behaviors that teams typically engage in within and across these phases. That is, these temporal phases can be used to describe how teams go about accomplishing their goal. Specifically, there are processes that generally occur during transition phase (transition processes), action phase (action processes), and across these phases (interpersonal processes). In short, teams are more likely to engage in behaviors that support the reflection and evaluation of goal progress during the transition phase (e.g., mission analysis, goal specification), behaviors that directly support goal accomplishment during the action phase (e.g., coordination, monitoring progress toward goals), and behaviors that facilitate team and task-work across these phases (e.g., conflict management, affect management). In essence, the Marks et al. (2001), framework provides a temporal structure in explaining how teams accomplish their goals.

This framework is leveraged to better understand how teams learn across time. First, the idea of performance episode phases is directly applicable to how team learning occurs. Specifically, team learning episodes can be thought of discernable periods of time where teams become aware of and integrate information into their collective knowledge state. Much like Marks et al.’s (2001) model, these episodes can be characterized by transition and action phases, where transition phases are those where information makes its way to the team’s collective awareness and the action phase represents the time where teams discuss and debate that information to the point in which it becomes part of their collective knowledge state. Additionally, as discussed earlier, there are many different types of learning behaviors – some of which are more likely to occur within a specific phase and others which are likely to occur across all phases. Table 2 provides an overview of where we believe these learning behaviors may be most likely to occur. Our rationale for this is elaborated upon later.



Multilevel Emergence and When Teams Learn

In this section, the process of emergence is described and how emergence relates to when teams learn is discussed. Generally, emergence is used to describe the bottom-up process, wherein lower level characteristics manifest to higher order phenomenon through interactions (Holland, 1998; Morgeson and Hofmann, 1999; Kozlowski and Klein, 2000). As such, it is a multilevel phenomenon that is process oriented and takes place over time (Kozlowski et al., 2013). Within teams, it is the interactions between team members that drives the development of team-level emergent states such as psychological safety, trust, and cohesion. The speed at which emergence occurs depends on several factors. For instance, there are conceptual differences between different types of emergent states that may influence how quickly they emerge (Kozlowski et al., 2013). Another factor that drives emergence is exposure to particular events (or triggers). For instance, teams need to engage in some risk-taking behaviors to judge their fellow teammates reactions and develop psychological safety (Edmondson, 2004). Further, Kozlowski et al. (2013) discuss how triggers could lead to swings in cohesion over time. Hence, the speed and pattern of emergence varies based on the conceptual underpinnings of the construct in question as well as the exposure to triggers – both of which are factors to consider when thinking about the manner in which team learning emerges.

Team learning is an emergent state. It stems from team processes (process-driven) that integrate individual information into the team’s collective knowledge state (multi-level), which occurs over a period of time (over time). The speed in which team learning emerges is highly contingent on what is being learned. Going back to the Kozlowski et al. (1999) framework, teams will quickly learn about interpersonal interaction patterns, whereas learning about team member task competencies may take more time. Interestingly, the content of what is being learned will also influence the pattern of emergent states across time. For example, learning about interpersonal interaction preferences should create a monotonically increasing pattern when using a shared knowledge index of team learning (Figure 3A). As long as membership does not change, knowledge about the social interaction patterns of the team should remain stable over time. Conversely, a similarity index used to capture the team’s agreement on how a new, controversial piece of information influences the task landscape my result in a more dynamic pattern (Figure 3B). While agreement was previously a characteristic of the team’s past collective knowledge state, differences in opinion could drive team members apart and it will take time to come to a shared understanding again. These examples also suggest that events may be the catalyst of team learning; we call these events learning triggers. We define learning triggers as events in which the team inspects or questions their collective knowledge state in some way. It could be due to new information coming to light, a change in task demands, or an external entity bringing new information to the team.
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FIGURE 3. (A) Illustration of monotonically increasing sharedness of interpersonal interaction pattern over time. (B) Illustration of how controversial information impacts sharedness of collective task knowledge over time.






UNFOLDING MODEL OF TEAM LEARNING

In this section, we explain our unfolding model of team learning (Figure 1) in detail. This model was developed by leveraging the extant literature on team learning and integrating it with our current understanding of teams in time. In the following, we discuss when teams learn by elaborating upon the catalyst of team learning, team learning triggers. Following this, we describe how teams learn by first describing what happens within the two phases of team learning: transition and action. Next, we elaborate on how teams deal with and integrate information by placing team learning behaviors in the context of time. Finally, we extend our model outside of a single learning episode and discuss what learning looks like over longer periods of time.


Learning Triggers

As mentioned earlier, team learning triggers are events which cause the team to inspect their current collective knowledge state. These events have the potential to generate change in the team’s collective knowledge state (i.e., generate team learning). As such, it is important to discuss where these triggers come from and how they set teams on a path of learning. Team learning triggers come from a variety of sources, the likelihood of which partially depends on where the teams are in their development. During initial phases of the team’s development, team learning triggers are likely to come from individual sources. For example, imagine a new product development team that has never worked together. Individual team members will need to share their communication preference with their teammates in order to develop collective knowledge with respect to the team’s interpersonal network. Team leaders can also provide a source of learning during the initial phases of development. Using the same example, a product team’s leader will provide goals and expectations for team such as providing clear deadlines and relationship expectations between team members.

As teams develop, learning triggers may begin to come from team level sources. For example, some team developmental models suggest that teams reflect on their performance progress and establish new goals for future performance after a period of time together (e.g., Gersick, 1991), which can be used to stimulate learning. Further, the learning process may be triggered by process-oriented events such as making mistakes or facing difficult challenges, which typically occur after initial stages of development. For example, product development teams may face challenges that cannot be addressed by their team’s current collective knowledge state (e.g., Edmondson and Nembhard, 2009). In these cases, teams may seek the opinion of external sources of knowledge (e.g., Marrone et al., 2007), which can stimulate the process of learning.

Lastly, some team learning triggers are unpredictable in nature and could occur at any time during the team’s life-cycle. Unexpected changes are a common characteristic of many teams (e.g., SWAT teams, Bechky and Okhuysen, 2011; military teams, Burke et al., 2006) and teams need to adapt and learn in order to respond to these changes (e.g., London and Sessa, 2007; Oertel and Antoni, 2014). No matter where the trigger is coming from, the presence of a trigger does not necessarily mean that the teams will learn. Teams exposed to new information can easily dismiss it or may not be aware that a trigger has occurred. In order for teams to learn, team members must become collectively aware of new information and then integrate it into their collective knowledge. This process is described in detail in the next two subsections.



Transition/Action Phases

Team learning triggers can generate team learning episodes, which are discernable periods of time where teams becomes aware of and integrate information into their collective knowledge state. As alluded to earlier, there are two temporal phases that occur within these episodes. During the transition phase, the information embedded in the team learning trigger must reach a state of collective awareness within the team. Having the team be aware of this new information is a crucial prerequisite for team learning to occur. As Wilson et al. (2007) put forth, if knowledge is lost when a team member leaves the group, the team has not learned. Hence, it is imperative that all team members are aware of the new information at the onset of the learning process. During this phase, the team’s current collective knowledge state also needs to be brought into the team’s collective awareness. As mentioned earlier, team learning triggers are events that call into question the team’s collective knowledge state. Once collective awareness is achieved, teams move onto the action phase, where they begin the process of integrating new knowledge into their collective knowledge state. As elaborated upon in the next section, teams scaffold the new knowledge onto their collective knowledge state through discussion, experimentation, conflict, and construction. These processes build new meaning and facilitate shifts in the team’s collective knowledge.

A quick illustrative case can highlight how this process unfolds. After creating a prototype of a new foldable smartphone, the marketing-lead on a new product development team receives consumer feedback that the malleable screen material is breaking down after repeated uses. In order for team learning to occur, the marketing-lead must not only provide this new information to the team at-large, but also remind the team how it relates to the previous conversations on what materials to use for their new smartphone (transition phase). This new information is then integrated into the team’s collective knowledge state (e.g., we cannot use this material on our new smartphones) and previously discussed alternative materials will need to be deliberated until a new decision is reached (action phase).

Thus far, the temporal structure of our unfolding model of team learning has been discussed. First, a team learning trigger occurs that contains new information that the team will consider. Next, this information makes its way to the team’s collective awareness (transition phase), which then leads to scaffolding information with respect to the team’s collective knowledge state (action phase). Team learning occurs once this information is integrated into the team’s collective knowledge state. However, team learning is an emergent state which is inherently process-driven and we would be remiss if the processes that facilitate team learning over time were not discussed. Specifically, we next discuss how team learning occurs and, in doing so, highlight the temporal patterns associated with different learning behaviors.



Learning Behaviors Over Time

Earlier, we classified team learning behaviors into three categories (intrateam, interteam, fundamental) which facilitate team learning in different ways. While this classification helps clarify different types of learning behaviors, it does not necessarily speak to when these learning behaviors are likely to occur. Hence, in this section, we walk through a team learning episode to not only highlight how these behaviors facilitate team learning, but also when they are likely to do so. Specifically, we discuss when team learning behaviors are likely to occur as part of a learning trigger, during the transition and action phase, and the eventual emergence of team learning. We summarize the likelihood of these learning behaviors occurring in Table 2.


The Learning Trigger

First, team learning behaviors can serve as the catalyst of a team learning episode. As highlighted earlier, simply sharing (fundamental learning behavior) information about communication preferences can trigger a learning episode that can lead to team learning. A learning episode may also be triggered by teams reflecting on past performance or discussing errors that have occurred. Research has shown that the act of reflection can stimulate learning, especially when teams are not performing well (e.g., Schippers et al., 2013). Reflection often brings to light errors that teams have made in the past, but have not had the opportunity to discuss. It is important to note that these reflective behaviors may only trigger a learning episode. That is, shining a light on errors or performance may not necessarily lead to adaptation and adjustments (e.g., Kluger and DeNisi, 1996). In order to learn, teams need to engage in behaviors typified in the transition and action phases.



Transition Phase

As teams move onto the transition phase, teams need to recall their collective knowledge state as well as ensure collective awareness, which require different learning behaviors. First, teams engage in retrieval behaviors to bring collective knowledge into the team’s collective awareness. Retrieval is a fundamental learning behavior where team members search for, gather, and recall previously learned knowledge (Wilson et al., 2007). Second, teams must not only retrieve their collective knowledge state, but also guarantee that the team is aware of this new information. This is done through fundamental learning behaviors (sharing, receiving) as well as interteam (e.g., scanning) and intrateam (e.g., asking questions) learning behaviors. Awareness of the new information is spread throughout the team by simultaneous engagement in sharing and receiving behaviors. Sharing promotes collective awareness by directly telling fellow team members of new developments. Conversely, reception is passive in nature, involving the listening to and the receiving of new information. If there are questions concerning the accuracy or legitimacy of this new information, team members may seek more information through internal (e.g., asking questions) or external (e.g., scanning, boundary spanning) sources.



Action Phase

As the team enters the action phase, they begin to engage in behaviors that facilitate the integration of new knowledge into their collective knowledge state. One way teams can do this is by engaging in constructive conflict behaviors. Constructive conflict behaviors are those that bring about team members’ opinions on new information and discussion of these likely differing opinions. It helps resolve disagreements and gets them on the same page before going forward. Relatedly, teams can engage in experimenting behaviors to test out hypotheses on the way to resolving conflicting opinions (e.g., Gibson and Vermeulen, 2003). Co-construction is another prime example of a learning behavior that occurs during the action phase. Co-construction occurs when team members collaboratively work together to bring new meaning to pre-existing ideas (Van den Bossche et al., 2006). In effect, team learning behaviors occurring within the action phase directly support the integration of new and existing knowledge.



Concluding a Learning Episode

Finally, once the team has integrated this new information, there is one last team learning behavior which is necessary before it can be said that the team has learned. Specifically, the team must engage in storage behaviors. These actions are where teams place collective knowledge into some form of a repository to be retrieved later (Wilson et al., 2007). Here, repositories are broadly defined. Team members can store knowledge in physical repositories (i.e., paper copies, digital databases) or, more often, knowledge is stored cognitively (i.e., in memory). These actions help sustain and retain the conclusion of the learning process. Indeed, if new information is lost, it is difficult to say that the team experienced any learning.

It is important to note that some team learning behaviors can support learning across different phases. For instance, sharing information is a crucial learning behavior in the transition phase as it helps teams become aware of new information as well as the action phase, where team members are expressing their opinions in constructing new knowledge. Also important is the idea that our framework does not propose that learning behaviors exclusively occur during a particular phase. Much like the Marks et al. (2001), framework, we suggest that team learning behaviors are likely to occur during these phases. In the next section, the presented model (see Figure 1) is expanded beyond learning episodes to discuss team learning over longer periods of time.




Learning Over Time

Up to this point, team learning has been discussed as it occurs from a micro/learning episode perspective. That is, the discussion has focused on how a piece of information is integrated into and changes the team’s collective knowledge state. However, team learning takes place over the entire course of the team’s life cycle, which has implications for how learning fluctuates over longer periods of time. Namely, we address learning fluctuations with respect to learning episodes and learning patterns over time. First, the factors that influence the speed, length, and completion of learning episodes are delineated. Second, the manner in which different learning patterns may emerge over time is highlighted.


Team Learning Episodes

Not every team learning episode is the same. Some learning episodes will only last for a short while, whereas others may never be completed. The length of team learning episodes depends on a number of factors. First, learning episodes will last longer when the information is more complex. When teams face the challenge of integrating complex information into their collective knowledge state, they have a higher propensity to engage in information-processing failures (Schippers et al., 2014). Schippers et al. (2014) suggest three categories of information-processing failures where teams fail to (1) reveal/discuss information, (2) explain or scrutinize information, and (3) successfully integrate new information into their prior beliefs/current behaviors. Teams do make efforts to avoid these failures, however, doing so will prolong the team learning episode.

Second, team learning episodes may also be prolonged when teams are asked to integrate information that is conflicting or starkly divergent from the current state of their collective knowledge. Teams are comfortable maintaining the status quo and ideas that come into conflict with the status quo will be met with resistance (e.g., Janis, 1972; Whyte, 1989; Schulz-Hardt et al., 2002). Further, divergent information is more likely to engender differences in opinion, which will need to be resolved before the team can learn. Incorporating information that is not congruent with the team’s collective knowledge state may take more time, but there are also payoffs down the road. For instance, teams that are able to integrate this conflicting information may be more likely to perform better on creative or innovative tasks (e.g., Dahlin et al., 2005; Edmondson and Nembhard, 2009), which is ultimately worth the longer time it takes for them to learn.

Third, factors external to a particular team learning episode could prevent teams from completing that learning episode. As mentioned earlier, multiple learning episodes can occur simultaneously, overlapping each other and, potentially, conflicting with one another. Some team learning episodes may fall to the wayside as they are no longer prioritized in the grand scheme of the team’s agenda. For example, federally-funded research teams who are learning about different methods of securing funding in light of a looming governmental shutdown may cease learning about funding alternatives once a budget gets passed. Another external factor that could prevent completion of a team learning episode is change in membership. If a team member suddenly exits, it could slow down or halt the progress of learning.



Team Learning Patterns

By using similarity/dissimilarity indices of team learning (e.g., shared mental models), one can begin to observe patterns of learning over time. The forms the patterns take over time are influenced by a number of factors. First, much like team learning episodes, the complexity of the information being learned becomes a factor when considering the pattern of team learning over time. As mentioned above, the complexity of information could prolong a single learning episode. This idea can be extended to the similarity of team’s collective knowledge over time. Simple information could be integrated into the team’s collective knowledge state relatively quickly; producing a monotonically increasing pattern of similarity over time. Complex information, however, may (1) take longer to integrate into a shared mindset and (2) be more prone to disagreements along the way. These two scenarios will produce different learning patterns over time, with one illustrating a monotonically increasing pattern of similarity over time (albeit at a slower rate) and the other more variable pattern of similarity.

Second, the content of what is being learned may vary in its susceptibility to change. As mentioned earlier, teams can learn different content at different times during their development and throughout their performance cycle. Some of this content will remain stable across the course of their performance cycle whereas other content will be more likely to change. Similarity indices have been used to capture a variety of different types of knowledge (Cannon-Bowers et al., 1993) and can be used to capture the different patterns of similarity over time. For instance, similarity in knowledge about team characteristics may monotonically increase and remain consistent across the team’s lifespan (baring no membership change). However, this stability may not be mirrored when the content of collective knowledge concerns more tasked based information. For example, team member similarity with respect to budgetary allotments may change drastically over time as new information comes to light.

Inferred in many of these examples is the idea that learning triggers can influence the shape of learning patterns over time. Although not exclusively focused on learning, this idea can be extracted from Gersick’s (1991) punctuated equilibrium model. Within this model, teams experience a learning trigger in the form of time pressure that comes with the recognition that they are halfway through their performance cycle. This recognition spurs on team activity and, in a sense, learning. Unlike Gersick’s model, we proposed that teams experience multiple learning triggers throughout their performance cycle, which could lead to various patterns in learning over time. As indicated above, learning triggers may not immediately result in a shared understanding. Using a similarity index to model learning, learning triggers could result in either more similar mental models or dissimilar mental models. As we discuss later, this has measurement implications for those looking to track learning patterns over time.




Summary of Model

In the preceding section, we detail what, when, and how teams learn over time. Specifically, a temporal framework of how teams integrate new information into the collective knowledge states as well as the behaviors that facilitate this process was presented. We also described the manner in which teams learn over longer periods of time. Herein, the factors that may influence the length of learning episodes as well as the influences that shape learning patterns over time were discussed. In the next section, avenues for future team learning research are delineated. Specifically, three challenges are laid out for researchers interested in understanding team learning in the future.




CHALLENGES FOR RESEARCH

Team learning is a crucial aspect of what makes organizations successful, but there is still much that is not understood. In the previous sections, research on team learning and teams in time was integrated to produce an unfolding model of team learning. In this process, areas that may best serve as the next frontier of research on team learning were highlighted, but not necessarily explicitly stated. In this section, we explicitly state these areas in the form of three challenges for research that we believe are the logical next steps for researchers to address. These challenges are not necessarily the lowest hanging fruit – in fact – quite the opposite. They represent the most fundamental gaps in knowledge and practice that we believe future researchers will need to accomplish to advance the field.


Team Learning Measurement

As mentioned earlier, measuring the point in which new knowledge becomes part of the team’s collective knowledge state is practically impossible. In the future, methods may exist whereby one can infer this conceptualization of team learning through subtle social cues (e.g., body language when a statement concerning the new state of collective knowledge is articulated), but these ideas are of no help to current research. Instead, research should focus on creating better methods by which to measure team learning proxies and modeling the team learning process over time.


More Frequent Measurement of Team Learning Proxies

This manuscript has presented team learning as an emergent state that is process driven, multi-level, and unfolds over a period of time. Unfortunately, measurement proxies to capture team learning (e.g., team mental models, transactive memory system) are not typically measured in a way to capture this emergence. Early research capturing team learning proxies measured these constructs once or twice through the team’s performance period (e.g., Roe, 2008; Zhou and Wang, 2010). This does not allow researchers to infer how team learning over a period of time unfolds. Hence, to better understand the emergence of sharedness or the development of transactive memory, researchers need to measure these team learning proxies multiple times throughout performance cycles. This, however, represents the practical roots of the challenge.

Measures of mental models and transactive memory systems are relatively intensive and disruptive. For example, card sorting programs are often used to capture both the content and structure in team member mental models (e.g., DeChurch and Mesmer-Magnus, 2010). This requires team members to cease what they are currently doing, open up the card sorting program, and sort the cards by making associations between cards before they can engage in taskwork again. Further, it is difficult to capture these cognitive emergent states in an unobtrusive way. Despite several calls for these types of measures (e.g., Rosen et al., 2011; Kozlowski, 2015) there has not been much development of unobtrusive, inexpensive measures of cognitive emergent states. Hence, we call upon researchers to measure team learning proxies more often throughout a team’s performance cycle, which could mean the development of unobtrusive measures that capture the team’s collective cognitive state.



Smarter Measurement of Team Learning

As1 team learning is a process-driven emergent phenomenon, it will be important to consider where learning episodes take place when trying to assess team learning and team learning behaviors. In this manuscript, we have taken a stance similar to that of other organizational scientists: that organizational phenomenon needs to be modeled with time in mind (Cronin et al., 2011; Lehmann-Willenbrock and Allen, 2018). In this effort, we have presented our unfolding model of team learning without addressing the influence of where these interactions take place. More specifically, the processes that drive team learning take place at various points within the team’s lifespan, however, there may be certain times in which behaviors that facilitate learning are more likely to occur.

Teams researchers understand that where team interactions occur plays an important role of the development of emergent states and can lend insight on how teams learn. This is especially important in the age of virtuality. Team dynamics do not occur purely in a face-to-face environment (e.g., Connaughton and Shuffler, 2007; Shuffler et al., 2010) and the degree to which team processes encourage team learning likely depend on the virtuality involved in team interactions. Hence, it is crucial for teams researcher to not only consider how team learning unfolds over time, but also recognize the where learning takes place could include the speed and quality of emergence. This calls for a smarter measurement approach to understanding the phenomenon – capitalizing on contexts where team learning is most likely to take place.



More Complete Measurement of Team Learning Model Over Time

In the model of team learning presented herein, several drivers of team learning were delineated. Specifically, teams experience a learning trigger, which is then followed by a series of behavioral processes that facilitate team learning. To be best of our knowledge, very few studies have examined how either triggers or behaviors influence team learning (or proxies of team learning) over time. A notable example is the work by Oertel and Antoni (2015), who investigated how transactive memory systems developed over time, finding that the effectiveness of different types of learning behaviors (e.g., knowledge-based, communication-based) in the development of transactive memory systems depended on when these behaviors were enacted.

Despite being a focal aspect of how emergent states develop, there is a relative dearth of research investigating how events (i.e., learning triggers) influence the sequence of learning behaviors teams engage in, let alone the development of team learning. For us, this represents the largest and most crucial gap in knowledge on team learning. In order to facilitate change in the team’s collective knowledge state, it is crucial to understand the catalyst of that change. However, there are several fundamental questions concerning team learning triggers that are currently unanswered. Are different teams equally aware of the same learning trigger? How do differences in learning triggers (e.g., content, intensity) influence how teams respond to these triggers (e.g., behaviors they engage in, speed in which they learn)? What can be done to enhance the clarity of learning triggers to facilitate subsequent learning episodes? The answers to these questions are unclear. Hence, we posit that studies need to be designed such that a more complete picture of the learning process is captured through measuring learning triggers, team learning behaviors, and team learning proxies longitudinally.




Team Learning Content

Related to the previous challenge, there is a need to understand how the content of what is being learned influences the multiple aspects of team learning. Earlier in the manuscript, it was argued that the content of what the team is learning will influence how quickly the teams develop a shared understanding of that knowledge. The content of what is being learned may not only influence the speed at which information is learned, but also the rate in which collective knowledge is lost. A popular colloquialism applies here: Use it or lose it. The limited about of research that seeks to capture how teams learn over time investigates how teams gain/develop shared mental representation of the construct space – not how knowledge is lost over time. To address this issue, we challenge researchers to investigate this with respect to both the content of knowledge and the storage of behaviors.

Looking into what the team has learned may be predictive of how quickly that information is lost. Specifically, researchers interested in modeling knowledge loss over time need to think about how the content of collective knowledge is related to its usage and, subsequently, design measurement occasions around how quickly they believe this knowledge is lost. For instance, knowledge concerning interpersonal communication networks may never depart the team’s collective knowledge state as it is constantly used and reinforced. Conversely, collective knowledge with respect to a specific communication medium (e.g., how to use Slack) may dissipate over time with a lack of use. Further, the rate in which collective knowledge is lost may be influenced by particular storage behaviors that facilitate the maintenance of collective knowledge. For example, teams relying solely on cognitive repositories (i.e., memory) to retain collective knowledge may lose this knowledge quicker than teams that who rely on physical knowledge repositories (e.g., file systems, meeting notes, etc.).



Disruptive Learning Triggers

Not all team learning triggers will have the same impact on team learning. As mentioned earlier, some team learning triggers are relatively simple in nature, such as the ones that stem from knowledge shifts with respect to interpersonal communication networks. However, other team learning triggers can be more disruptive and, consequently, have a large impact on team learning and subsequent performance. Team member exit and entrance are two of the most common and disruptive learning triggers teams can experience, yet seldom investigated (Liu et al., 2011). With respect to team member turnover, teams will have to undergo an intensive relearning period (van der Vegt et al., 2010). At the point of member exit, it is likely that the team has developed a shared understanding of routines and interaction patterns (Katz, 1982), which need to be re-established once one of the crucial nodes in their network is no longer present. Teams will also need to engage in a similar relearning period in the event of newcomers. Routines and interaction patterns will need to be adjusted and re-established to incorporate the new member. Currently, little research exists documenting how disruptive learning triggers influence team learning behaviors or team learning, which is why we believe it represents a pressing challenge for future research.




CONCLUSION

Teams are the cornerstone of most organizations today and, hence, it is crucial that researchers and practitioners alike take the time and effort to understand teams better. One of the most crucial functions teams perform for these organizations is learning. As Senge and Peter (1991) pointed out nearly three decades ago, teams are the central learning unit of the organization and, consequently, organizational success will very much be determined by how well teams learn. Starting with Edmondson’s (1999) article, the literature on team learning began to grow and expand – budding off in different directions until the team learning literature landscape was cluttered and confusing.

This manuscript is an attempt to integrate the disparate research streams that contribute to our understanding of the dynamic nature of team learning. Herein, the literatures on team development, temporal process phases, and multilevel emergence are leveraged to present a path forward for understanding what, how, and when teams learn. In doing so, we provide a cohesive terminology and describe the ways in which team learning has been conceptualized in the literature. We extended the literature base by clearly delineating the intra- and inter-team learning processes, as well as fundamental learning processes. Next, we describe the role of team learning triggers and their differential impact across the temporal phases within team performance episodes. This information was then incorporated into an integrated model that can serve as basis for understanding the nuances of team learning in time. Finally, following from the presented model are three grand challenges that we believe are next steps for research on team learning. It is our hope that the description of the dynamic nature of team learning, the factors that impact it, and the model presented herein will serve to guide future discussions and push the field toward more consideration of the temporal aspects of team learning.
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Recent advances in the science of teams have provided much insight into the important attitudes (e.g., team cohesion and efficacy), cognitions (e.g., shared team cognition), and behaviors (e.g., teamwork communications) of high performing teams and how these competencies emerge as team members interact, and appropriate measurement methods for tracking development. Numerous training interventions have been found to effectively improve these competencies, and more recently have begun addressing the problem of team dynamics. Team science researchers have increasingly called for more field studies to better understand training and team development processes in the wild and to advance the theory of team development. In addition to the difficulty of gaining access to teams that operate in isolated, confined, and extreme environments (ICE), a major practical challenge for trainers of ICE teams whose schedules are already strained is the need to prioritize the most effective strategies to optimize the time available for implementation. To address these challenges, we describe an applied research experiment that developed and evaluated an integrated team training approach to improve Tactical Combat Casualty (TC3) skills in U.S. Army squads. Findings showed that employing effective team training best practices improved learning, team cognition, emergent team processes, and performance. We recommend future research should focus on understanding the types of training strategies needed to enable teams and team leaders to develop from novices to experts. Effectively modifying training to scale it to team expertise requires more research. More laboratory and field research is needed to further develop measures of team knowledge emergence for complex task domains, and include other potential emergent factors such as team leadership and resilience. Practical implications for research include developing automated tools and technologies needed to implement training and collect team data, and employ more sensitive indicators (e.g., behavioral markers) of team attitudes, cognitions and behaviors to model the dynamics of how they naturally change over time. These tools are critical to understanding the dynamics of team development and to implement interventions that more effectively support teams as they develop over time.

Keywords: team knowledge emergence, teamwork, team training, team development, field research


INTRODUCTION

Recent advances in the science of teams have provided much insight into the important attitudes (e.g., team cohesion and efficacy), cognitions (e.g., shared team cognition), and behaviors (e.g., teamwork communications) of high performing teams and how these competencies emerge as team members interact and communicate and appropriate measurement methods for tracking development (Marlow et al., 2018; McDaniel and Salas, 2018). Numerous training interventions have been found to effectively improve these competencies (Smith-Jentsch et al., 2008; Salas et al., 2012), and more recently have begun addressing the problem of team dynamics (Grand et al., 2016; Allen et al., 2018; Lacerenza et al., 2018). Team science researchers have increasingly called for more field studies to better understand training and team development processes in the wild and to advance the theory of team development (e.g., Kozlowski et al., 2009; Salas et al., 2017; Mathieu et al., 2018). Driskell et al. (2018) discussed the importance of conducting theory-based applied experimental research to solve real-world practical problems that expand theoretical models. They noted “what we don’t know regarding teams in extreme environments far exceeds what we do know. One reason for this is that conducting applied research on teams in extreme environments is difficult” (p. 444). In addition to the difficulty of gaining access to teams that operate in isolated, confined, and extreme environments (ICE), a major practical challenge for trainers of ICE teams whose schedules are already strained is the need to prioritize the most effective strategies to optimize the time available for implementation. In this paper we describe an applied research experiment that addressed these challenges by developing and evaluating team training for improving Tactical Combat Casualty (TC3) skills in U.S. Army squads.

Conducting casualty care in combat is the epitome of teams operating in ICE environments (Goodwin et al., 2018; Power, 2018). Becoming distracted when casualties occur on the battlefield can have catastrophic consequences, as decision making, information processing, attention, and situational awareness are impaired (Stokes and Kite, 1994). When a casualty occurs, the Army medic or Navy Corpsman may not be able to immediately respond, so instead another squad member closer to the injured may react more quickly as a first responder. But, this could result in at least two squad members being unable to respond to the tactical engagement which can put the squad’s safety at greater risk, and potentially limit its ability to achieve the tactical mission. Mission failure, as well as civilian and squad member casualties are factors that have been linked to future mental health stress management challenges in service members (Hoge et al., 2004; Grieger et al., 2006).

The command-directed casualty response system for TC3 was developed by Kotwal et al. (2011, 2013) to address the need for squads and their medics/Corpsman to effectively adapt to sudden changes in tactical priorities when squad members have to tend to casualties under fire. To reduce combat casualties, they developed procedures that specified squad interactions to be performed during the four phases of TC3: care under fire, tactical field care, casualty collection point care, and casualty evacuation. Important team interactions for casualty management include employment of effective procedures for addressing medical priorities (e.g., bleeding and suffocation), and the effective management of squad roles, precision communications, and decision making. The TC3 training program includes a Commander driven after action review (AAR) process that analyzes tactical and medical outcomes to gather and implement lessons learned for continuous systemic quality improvement. Kotwal et al. (2011) demonstrated that training resulted in a measurable reduction in Died of Wounds.

However, no TC3 training has been available for conventional forces that builds the cognitive and teamwork skills necessary to manage performance under highly stressful TC3 mission tasks. Conventional military squad training has mainly focused on battle drills for physical and mechanical aspects of combat. Live, outdoor training environments lack realistic combat casualty events, utilizing mostly training lanes and popup targets (Brimstin et al., 2015). Therefore, the Office of the Secretary of Defense sponsored the Squad Overmatch (SOvM) for TC3 training program to demonstrate that including the medic/corpsman in team training could improve the potential for saving lives on the battlefield.

A training needs analysis was conducted leveraging previous research on tactical decision making under stress (e.g., Cannon-Bowers and Salas, 1998), and critical incident interviews with Subject Matter Experts (SMEs). Based on the critical incidents of typical TC3 events, SMEs identified the task role interactions and instances of cooperation needed to effectively perform TC3 and then identified four major skill area requirements (Brimstin et al., 2015). Advanced situation awareness skills involve using cognitive and behavioral skills for pattern and threat recognition and decision making. This includes identifying and interpreting non-verbal cues in the tactical environment to determine deception; physical distances in groups to determine who is in charge; voice patterns and sweating to determine whether a person is a threat or under stress; terrain and cultural features to determine where and how people are moving and acting; and applying decision heuristics to assess any anomalies that could trigger a need to take action. Stress management skills involve using cognitive and behavioral skills to maintain tactical effectiveness under combat stress that includes application of acceptance, “what’s important now,” deliberate breathing, self-talk and buddy-talk, grounding, and personal AAR. Teamwork skills were adapted from the U.S. Navy’s Team Dimensional Training program (Townsend et al., 2016) and involve team members using information exchange, communication delivery, supporting behavior, and initiative/leadership.

Next, the SOvM TC3 training was developed that incorporated existing validated curriculum for TC3 (Kotwal et al., 2011), stress exposure training (Driskell et al., 2006), and empirically validated simulation-based training design characteristics that develop team cognition, cohesion, efficacy, team knowledge emergence (TKE), and team performance (Gabelica et al., 2016; Fernandez et al., 2017). The stress exposure training method was used as the design framework (Townsend et al., 2016) for integrating instruction and training, and to ensure team members could develop skills under stress. Classroom-based instruction provided information about the skill areas and typical stressors experienced during TC3. The TC3 task stressors were gradually increased beginning with skills practice during two simulation-based training scenarios, and then skills application during three event-based scenarios in live training at an outdoor, urban training complex comprised of buildings configured as a small village. The simulation-based training approach incorporated events in the scenarios that focused on developing effective behaviors for strategic planning, information gathering, and sharing; enabled team leaders to lead pre-briefs and AARs using a structure format focused on team competency development, engage team members in goalsetting and increase motivation (cohesion and efficacy), provide feedback and encourage team members to reflect on performance, discuss progress on goals, dealing with challenges, and identify task prioritization; and monitor team performance during exercises (Kozlowski et al., 2009; Fernandez et al., 2017). An initial evaluation of the methodology was conducted in 2015 with three U.S. Army and two U.S. Marine Corps squads at an Army post based in the Southeastern U.S. (Milham et al., 2017).

The revised ITA employed in the present study was conducted over three and one half days to ensure teams had the time needed for skill development. Compared to teams receiving 1-day of standard tactical training in an outdoor facility, ITA trained teams were expected to demonstrate: (a) more emergent team process and TC3 performance behaviors during event-based scenarios and more team self-correction behaviors during the AAR (Smith-Jentsch et al., 2008; Ceschi et al., 2014; Gabelica et al., 2016; Grand et al., 2016; Fernandez et al., 2017) (Hypothesis 1); (b) higher levels of perceived team cohesion, team efficacy, team processes, team performance, and AAR climate (Smith-Jentsch et al., 2008; DeChurch and Mesmer-Magnus, 2010; Gabelica et al., 2016; Fernandez et al., 2017) (Hypothesis 2); and higher levels of shared situation awareness (DeChurch and Mesmer-Magnus, 2010; Gabelica et al., 2016; Fernandez et al., 2017) (Hypothesis 3).


Study Design

Random assignment of squads to condition was not possible, therefore a partial-treatment control group, with multiple post-tests, quasi-experimental design was employed (Shaddish et al., 2001). Demographic information, self-reported pre-training motivation, self-reported changes in skill levels, and tested changes in knowledge were collected to determine whether any differences between experimental and control condition participants would affect the internal validity of the study (Shaddish et al., 2001), and whether training had an effect on learning (Alvarez et al., 2004).




MATERIALS AND METHODS


Participants

Participants were 72 male members of eight U.S. Army dismounted infantry squads. Each squad was augmented with a U.S. Army medic. Two of the squads in the control condition and one squad in the experimental condition had nine members, all of the other squads had 10 members. Data were collected during the squads’ pre-deployment training at an Army post in the southeastern U.S. and in accordance with the ARL Institutional Review Board approved protocol ARL 16-030 titled “Tactical Combat Casualty Care Training for Readiness and Resilience.” The eight squads that participated in the study were drawn from two different U.S. Army Companies, were qualified to perform their squad tasks, and were able to train with medics and learn TC3.



Experimental Task

An overarching chronological narrative taking place over a fictional 3-week time period was used to develop two 30-min scenarios for the simulation-based training, and three 45-min scenarios for live training. Subject matter experts used the event-based approach to training method to link critical tasks, task stressors and learning objectives to task cue-strategy relationships in the scenarios that would deliberately elicit TC3, advanced situation awareness, stress management, and teamwork behaviors (Fowlkes et al., 1994). The SMEs designed the narrative that gradually increased problem complexity and TC3 stressors across the five scenarios. Stressors included combat casualties to civilians and participants, improvised explosive device explosions, and sniper fire. Squad tasks included: conducting a key leader engagement; encountering hostile actors that are observing unit movement; a complex ambush consisting of a car bomb detonation followed by a far ambush; an enemy actor that attempts a failed suicide bombing; and a sniper attack on civilians and participants. Casualty status was presented on a smart phone touch screen display worn by participants, role players and Medical Simulation Training Centers trauma mannequins. It indicated mechanism of injury, injury type and location including a realistic video of the specific wound (e.g., gunshot wound), signs and symptoms, responded to treatment provided and the individual’s tactical capabilities were displayed as a result of the specific injury (move, shoot, communicate). The display provided dynamic updates of casualty status over time. If wounds were correctly assessed and treated through self, buddy, combat life saver or medic care in a timely manner, the squad member or civilian stabilized and, if not, the display depicted a “Died of Wounds” condition.



Integrated Training Approach

Classroom instruction focused on defining and developing team member’s declarative knowledge of the important cognitions and behaviors for each skill area. Existing knowledge and skills were refreshed (i.e., combat lifesaver skills) and new knowledge areas were introduced to emphasize the importance of teamwork and performance in each of the five skill areas. Instructors engaged participants with lecture, discussion, videos, and in-class simulations, and they emphasized the importance of teamwork and team performance. The TC3 and advanced situation awareness skills were taught on the first morning. Hands-on practice was conducted to familiarize squads with their Improved First Aid Kit II. Each Soldier used simulations of the combat application tourniquet, chest decompression needle, and the nasopharyngeal airway on a trauma mannequin with realistic blood. Video snippets were used to illustrate advanced situation awareness skills, and the importance of using teamwork behaviors to ensure advanced situation awareness information was communicated throughout the squad and higher command echelons to make timely and accurate decisions. Stress management, teamwork, and integrated AAR (IAAR) instruction were taught on the second morning. Appropriate behaviors and thought processes were modeled and communicated out loud by SMEs to improve trainee understanding of how both thoughts and actions influence stress reduction. Videos and live demonstrations of stress management skills showed how performance problems could develop from losing task focus because of combat stressors, and were followed by demonstrations of how performance could be enhanced by using coping skills. Informational cross-training and positional modeling were used to engage squad members on how teamwork can potentially facilitate or hinder each other in performing TC3 tasks; and demonstrated how tasks performed by teammates working different roles for casualty care could save lives. Demonstrations and practice scenarios were used to develop an understanding of what constitutes the IAAR, and how to conduct effective IAARs.


Pre-briefing and Integrated AAR

The Army standard AAR is a structured review, guided by Army doctrine, that is conducted after a training exercise. It is led by a trainer (usually the Company commander or Platoon Leader) who reviews scenario events in chronological order and discusses with the team differences between actual and expected tactical performance. Team members, or participants, provide responses to questions about what happened, why it happened, and agree on how to sustain strengths and improve performance. Although the reference doctrine has incorporated guidelines from team training research, and leader training emphasizes the use of effective dialog between team members, often, the AAR is done very quickly, and focuses on only what could have been done better, paying little attention to what was done well and why (Smith-Jentsch et al., 2008).

The prebrief and IAAR method developed for this study adapted the Army standard format and also incorporated the proven methods described above for improving team motivation, cognition and performance (Townsend et al., 2018). The U.S. Navy’s Team Dimensional Training method was adapted to ensure formative feedback was given, and to encourage self-monitoring, self-reflection, knowledge exchange, and team self-correction. The trainer was required to encourage all squad members to participate and engage with the team vice letting the squad leader do most of the talking. The IAAR began with gaining team member agreement on overall performance goals. The trainer encouraged soldiers to reconstruct scenario events using geographical maps and the VBS3 replay mode of squad member avatar movements throughout exercise. Discussions compared expected performance to actual performance and required individual accountability for task performance. Following tactical skills discussions, only the IAAR incorporated topic SMEs discussing their observations of TC3, ASA, TW, and resilience, with special emphasis on explicit discussion of the teamwork behaviors required for effective ASA, resilience and TC3. The topic SMEs used information they had recorded during the scenario using skill area observation and assessment job aids and encouraged squad members to reflect on and identify tactical triggers of good and poor team behaviors, discuss their consequences, and determine behavioral solutions. Then, the Platoon leader led the squad members in setting and documenting goals for improvement to reinforce the lessons learned and integrate them into the next mission’s planning.



Simulation-Based Training

The U.S. Army’s Virtual Battlespace 3 (VBS3) system was the simulation-based training environment that was used and it was configured for team training via networked, desktop PCs. It is an interactive “first-person” shooter virtual environment in which squad members verbally communicate over two channels with each other through embedded virtual radios. The same live training environment squads trained on during days 3 and 4 was modeled in the VBS3 to support skills development and transfer to the live environment. Each squad member was assigned a virtual avatar that they controlled throughout a scenario. A VBS3 controller/administrator performed scenario management throughout the scenarios and several role players managed voice and control of avatar characters in the scenarios. Following each scenario, the standard AAR involved just the trainer/Platoon Leader facilitating a 40 min discussion on tactical performance and then setting tactical performance goals for the next mission planning pre-brief. The IAAR tactical discussion was discussed for 20 min facilitated by the trainer/Platoon Leader, and the remaining IAAR was facilitated by each of the knowledge area SMEs highlighting learning objectives and engaging team members in discussions as described in the introduction. Then the trainer and SMEs led the squad members in setting and documenting goals for improvement in all topic areas that were then integrated into the next mission’s planning and scenario pre-brief.

Squad virtual interactions were automatically recorded by VBS3 for use during AARs and IAARs. Only video and audio recordings were made of the squads during the AARs and IAARs.



Live Training

For the live training scenarios, squad member rifles were fitted with non-intrusive simulated bullets (laser-based). The urban training environment was instrumented with simulation technologies that were triggered based on pre-determined scenario events. Non-pyrotechnical devices were used that simulated explosions for improvised explosive devices, gunshots, suicide bombs, and booby traps. Fake blood devices were employed in exploding suicide vests, improvised explosive device blast effects, and gunshot wounds with active bleeding. Role players, trauma mannequins, and squad members had simulated injuries requiring the First Aid Kit II, combat application tourniquet, chest decompression needle, the nasopharyngeal airway, occlusive dressings, and TC3 cards for reporting casualty status. Squad members interacted with various avatar simulations that required observing behaviors and cues exhibited during interactions to develop a baseline of advanced situational awareness, enable identification of tactical threats, and accomplish mission objectives. During the M1 training scenario, brief coaching pauses were conducted by an observer/controller to provide formative performance feedback to the squad members in real time. The AARs and IAARs were conducted using the same approach as described above, using recorded auditory and video snippets of the squad members moving and communicating through the urban complex performing mission tasks.




Procedure

Four experimental condition squads (two from each Company) participated in three and one half days of the ITA and four control condition squads participated in 1 day of live training on scenarios M2 and M3. The first 2 days of the ITA involved classroom instruction in the morning and simulation based team training and IAARs in the afternoon. The live training scenarios (M1, M2, and M3) were conducted on days 3 and 4 with IAARs after each one. Due to schedule limitations, one experimental condition squad did not complete the last live scenario (M3). Control condition squads only participated in scenarios M2 and M3 during 1 day, and were led in the standard U.S. Army AAR by the 2nd Lieutenant trainer after each one. All squads participated in unrelated pre-deployment training when they were not participating in the study.



Measures


Self-Report Surveys


Pre-training motivation

Prior to the start of all training, all participants rated their pre-training motivation on a scale of 0–100 on their perceived importance (1 item) of and willingness (1 item) to successfully complete the training (Fatkin and Hudgens, 1994).



Self-reported skills

Prior to the start and then after the end of all training, all participants completed a 30-item self-report survey asking them to rate their current level of skill (i.e., beginner, advanced beginner, proficient, and expert) on each of the five skill areas. This survey was developed specifically for the experiment.



Team attitudes

Following each scenario AAR all participants completed four team attitude questionnaires with a 6-point Likert-type response format (1 = strongly disagree, 2 = agree, 3 = neither agree or disagree, 4 = agree, and 5 = strongly agree) that asked participants to rate the degree they agreed with items written as statements. A high score indicated high levels of perceived team cohesion, efficacy, processes, and performance. All the scales were developed with input from U.S. military subject matter experts in order to establish relevant face and content validity.

The 12-item team cohesion scale asked participants how their team felt about how close a unit they were during the mission just completed (e.g., at this point in time my squad feels that we are a close-knit team). This scale was adapted from a scale developed by Orvis et al. (2005), who had based their development on Craig and Kelly (1999). A coefficient alpha of 0.95 was reported by Orvis et al. (2005), and a coefficient alpha of 0.92 was reported by Orvis et al. (2006).

The eight-item team efficacy scale asked participants how confident the squad was in its ability to successfully perform and complete future missions together (e.g., at this point in time my squad is confident that we will be able to understand the tasks at hand). This scale was adapted from a collective efficacy scale developed by Karrasch (2003) who reported an inter-item reliability of 0.93.

The 14-item team action processes scale was developed to ask participants how well they thought their team coordinated and communicated during the mission just completed (e.g., during the mission my squad exchanged information with each other so that we could work together toward mission accomplishment). Scale items were based on four team action processes identified by Marks et al. (2001), however, no previous reliability estimates have been officially published.

The five-item team performance scale asked how well participants thought their team successfully performed various goals and actions during the mission just completed (e.g., during the action phase of this mission my squad completed important execution tasks in a high quality and timely fashion). No previous reliability estimates have been officially published.



AAR climate

Following each scenario AAR all participants completed an 8-item AAR Climate survey that had been developed for this study. It presented each item as a 7-point rating scale with word pairs anchored at each end of the scale. They circled a number on the scale that best represented the climate established in the AAR in which they had just participated (e.g., distrustful vs. trusting).



Team cognition

Following each AAR all participants rated their shared situation awareness on a four point Likert-type scale that had four items asking about their squad’s ability to detect and understand cues that were presented during the scenario just completed. Matthews et al. (2002) demonstrated discriminant and convergent validity for the scale in experiments with live and virtual environments, but did not report reliability estimates.




Topic Knowledge Tests

Prior to and after classroom instruction, experimental condition participants completed a 58-item multiple choice test of their knowledge of each of the five skill areas. Due to scheduling constraints, control condition participants completed only a post-test after their last AAR. The test was developed specifically for this experiment.



Team Behavior Checklists

The SMEs used the Targeted Acceptable Responses to Generated Events or Tasks (TARGETs) method to develop structured observation checklists of behavioral markers for advanced situation awareness, teamwork, and TC3 to be collected during scenarios M2 and M3, and for IAAR behaviors following each scenario (Fowlkes et al., 1994). Fowlkes et al. (1994) reported an 89% inter-observer agreement and an internal reliability estimate (split half correlation with a Spearman–Brown correction) of 0.93.


Team processes

The TKE measure was created based on a combination of advanced situation awareness and teamwork markers following collection of the markers during the scenarios.

Advanced situation awareness. During each scenario, a SME would note on the TARGET checklistwhether or not pre-determined markers were observed. Examples of advanced situation awareness behaviors were: “the squad member verbally describes characteristics of non-verbal human cues during the key leader engagement” and “the squad member verbally describes how a person’s behavior is consistent with expectations from intelligence received.” Immediately following a scenario, the SME consulted with the SME instructors to complete the checklist. Also following the experiment the SME corrected the ratings using audio and video recordings collected during the exercises.

Teamwork. Two SMEs used Android tablets to record whether or not teamwork TARGET behaviors were exhibited by squad members during scenario execution. Examples of teamwork behaviors were: “information is verbally communicated among squad members about their observations of the town” (Information Exchange/Passing Information) and “other squad member(s) physically provide back-up to the squad member conducting an interview with a key person.” Following the experiment, the same SMEs reviewed their ratings together using the audio and video recordings to establish 100% consensus on the teamwork behaviors.

Team knowledge emergence. The TKE measure was developed based on the Grand et al. (2016) definitions of retrieval, sharing, and acknowledgment. They proposed that eight core concepts and mechanisms are needed for knowledge to effectively emerge. Data Selection occurs when a team member identifies information to be learned from the task environment. Encoding is defined as a team member transforming the observed data from the environment into internalized data. Decoding is referred to as a team member transforming knowledge received from other team members into internalized knowledge. A team member performs Integration when they transform internalized data with organized relationships into internalized knowledge. Member selection involves a team member choosing to speak to other team members and Retrieval occurs when a team member identifies internalized knowledge from memory to be shared. Sharing involves a team member communicating internalized knowledge to other team members, and Acknowledgment involves generating externalized knowledge by confirming knowledge shared by another team member is internalized.

In the present study retrieval was operationalized as advanced situation awareness behavioral markers because they fit the definition of representing internalized bits of knowledge from memory that had to be shared with other team members. Sharing was operationalized as the teamwork behavioral markers for stating priorities, providing guidance, and providing situation updates because they involved communicating an organized, and coherent collection of internalized knowledge to other team members. Acknowledgment was operationalized as the teamwork behavioral markers for backup, error correction, passing information before being asked, using available internal and external sources of information, and making complete, brief, and clear reports of information because they represent an individual generating externalized knowledge by confirming knowledge shared by another team member was internalized. For example, scenario M2, event 1 had three Retrieval, two Sharing, and two Acknowledgment behaviors. Scenario event scores were created by summing the TKE behaviors and then converting the scores to a percentage of the total possible event score.



Tactical combat casualty care

One SME noted on the checklist during scenario execution whether or not the behaviors were exhibited by squad members. Examples of TC3 behaviors were: “squad member provides the proper injury report (MANDOWN) to squad leader,” and “squad member(s) return fire and lay suppressive fire as needed.” Immediately following a scenario, the SME consulted with TC3 instructors to confirm accuracy of the events that occurred and then completed the checklist. Then following the experiment the SME re-checked and corrected the ratings using audio and video recordings collected during the exercises. TARGET checklists were summed to produce a total score for scenarios M2 and M3 and then scores were converted to a percentage of the total possible score.



Team self-correction

Two SMEs used Android tablets to record whether or not AAR behaviors were exhibited by squad members. Examples of AAR behaviors were: “key scenario events were reviewed” and “the AAR was structured around the four teamwork dimensions.” Following the experiment, the same SMEs reviewed their ratings together using the audio and video recordings to establish 100% consensus. The AAR checklists were summed to produce a total score for each AAR and then scores were converted to a percentage of the total possible score.






RESULTS


Design Checks

Most of the participants in the control (91%) and experimental (97%) conditions had served between one and 16 months in their current position, with both groups about equivalent in average time served in their current position (Control: M = 7.7 months, range = 35 months; Experimental: M = 6.3 months, range = 23 months). Percentage of participants reporting training related to the SOvM curriculum, familiarity with their squad members and VBS3 training were examined. None of the participants reported having had advanced situational awareness training, about a third of the participants in each condition reported having had stress management and human performance training, and just one reported having had teamwork training. About two-thirds of the participants in both conditions reported having had Combat Lifesaver (CLS) training. Compared to the control condition, more participants in the experimental condition reported having had training in First Aid and Self-Care. The majority of participants in each condition responded “if necessary, they could correctly perform” eight CLS actions. Experimental condition participants reported having more first aid and self-care training; with about 10% more of them reporting they could correctly clear an airway, use a chest decompression needle, treat a head injury, complete a casualty card, and prepare a 9-line report. The majority of participants reported some familiarity with others in their squad, with a larger percentage in the control condition (83%) reporting squad member familiarity than in the Experimental condition (72%).

No differences were found for pre-training motivation (p > 0.05) with both groups reporting about the same high levels of willingness to participate (Experimental: M = 91.39, SD = 12.31, n = 35; control: M = 90.14, SD = 16.68, n = 36) and moderate levels of training importance (Experimental: M = 67.22, SD = 23.55, n = 35; control: M = 72.08, SD = 28.14, n = 36).

Table 1 presents the results of a repeated measures ANOVA which indicated a main effect of condition, with experimental participants reporting significantly higher skill levels for all learning topics than the control condition participants. In addition, an interaction effect was found, with experimental condition participants reporting significantly greater gains in their knowledge of teamwork [F(1,68) = 19.65, p < 0.001, η = 0.238] and integrated AAR [F(1,68) = 18.46, p < 0.001, η = 0.214]. Post hoc analyses showed all participants reported they had developed significantly greater knowledge for all topic areas [TC3: F(1,70) = 27.70, p < 0.001, η = 0.284; advanced situation awareness: F(1,70) = 16.89, p < 0.001, η = 0.194; stress management: F(1,70) = 14.74, p < 0.001, η = 0.174; teamwork: F(1,68) = 51.74, p < 0.001, η = 0.432; and integrated AAR: F(1,68) = 37.30, p < 0.001, η = 0.354].

TABLE 1. Overall main effect of condition on self-reported skills following training.
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Table 2 presents changes in experimental condition pre- and post-training knowledge test scores, and a comparison of experimental and control condition post-training knowledge test scores. A dependent samples t-test indicated that compared to their pre-test scores, experimental condition participants had small knowledge gains in all the topics except TC3. An independent samples t-test indicated that compared to the control condition, experimental condition participants had significantly greater post-training knowledge of advanced situation awareness and stress management.

TABLE 2. Changes in experimental condition pre- and post-training knowledge test scores, and comparison of experimental and control condition post-training knowledge test scores.
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Behaviors

Support for Hypothesis 1 was found for TKE, TC3, and team self-correction.


Team Knowledge Emergence

A 2 (Condition) × 6 (Scenario Events) repeated measures ANOVA for the TKE measure indicated no interaction effect was found (p > 0.05), however, partial support for Hypothesis 1 was found with a main effect for condition [F(1,6) = 15.363, p < 0.01] indicating experimental condition squads demonstrated more emergent team behaviors than the control condition during scenario M2. Figure 1 shows the estimated marginal means and standard error bars for TKE at each event. Experimental condition squads maintained a higher level of team processes across the events compared to the control condition processes which diminished at scenario midpoint.
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FIGURE 1. Estimated TKE marginal means and standard error for M2 scenario events.



A 2 (Condition) × 11 (Scenario Events) repeated measures ANOVA for scenario M3 indicated an interaction effect [F(10,50) = 2.127, p < 0.05], with experimental condition squads demonstrating more emergent behaviors as the events progressed. Figure 2 shows the estimated marginal means and standard error bars for TKE for each event. Similar to Figure 1, experimental condition squads maintained higher levels of team processes whereas control condition processes were lower and increased and decreased several times.
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FIGURE 2. Estimated TKE marginal means and standard error for M3 scenario events.





TC3 Performance

A 2 (Condition) × 2 (Scenario) repeated measures ANOVA indicated a main effect for condition [F(1,5) = 11.037, p < 0.05, η = 0.688] with experimental squads (n = 3) demonstrating more TC3 behaviors (M2: M = 0.550, SD = 0.145; M3: M = 0.780, SD = 0.225) than control condition squads (n = 4) (M2: M = 0.403, SD = 0.071; M3: M = 0.375, SD = 0.139). Experimental condition squads performed 15% more TC3 behaviors than the control condition during M2, and 41% more than the control condition during M3.



Team Self Correction

A 2 (Condition) × 2 (Scenario) repeated measures ANOVA showed a main effect for condition [F(1,5) = 40.961, p < 0.01, η = 0.891] with experimental condition squads (n = 3) demonstrating a larger percentage of integrated AAR behaviors (M2: M = 0.80, SD = 0.132; M3: M = 0.883, SD = 0.104) than control condition squads (n = 4) (M2: M = 0.375, SD = 0.087; M3: M = 0.450, SD = 0.071). Experimental condition squads performed 36% more AAR behaviors than the control condition following M2, and 43% more than the control condition following M3. A within subjects effect for scenario [F(1,5) = 6.289, p = 0.05, η = 0.557] indicated both groups demonstrated a greater percentage of integrated AAR behaviors following scenario M3 compared to scenario M2.




Attitudes and Cognitions

Table 3 presents pooled within group correlations among team attitudes and shared situation awareness following live training scenarios M2 (Time 1) and M3 (Time 2). This correlation is calculated using only within-group sums of squares in order to avoid possible variation in scores due to the objective manipulation (ITA vs. no ITA) (Pedhazur, 1982).

TABLE 3. Pooled within group correlations among team attitudes and shared situation awareness following live training scenarios M2 (Time 1) and M3 (Time 2), n = 59.
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No support was found for Hypothesis 2. No differences were found between conditions for team cohesion, efficacy, action processes, or performance (p’s > 0.05). However, Table 4 shows a significant main effect of scenario for all measures, with all participants reporting high levels of team cohesion, efficacy, processes and performance that increased slightly from scenario M2 to M3. Table 3 shows high levels of internal consistency reliability estimates, and some evidence for validity is indicated by a strong relationship between the same measures at Times 1 and 2, and somewhat smaller relationships among the different measures.

TABLE 4. Overall main effect of scenario on changes in team attitudes.
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A 2 (Condition) × 2 (Scenario) repeated measures ANOVA for AAR climate indicated no differences (p > 0.20), with control condition participants (n = 36) (M2: M = 46.92, SD = 5.28; M3: M = 46.89, SD = 5.99) and experimental condition participants (n = 28) (M2: M = 47.96, SD = 6.39; M3: M = 48.82, SD = 5.85) reporting moderate to very positive reactions to the AARs. Table 3 shows high internal consistency reliability estimates at Times 1 and 2. Some evidence for validity is indicated by the strong relationship between the same measures taken at Time 1 and Time 2, and moderate relationships with the team attitude measures.

Support was found for Hypothesis 3. A 2 (Condition) × 2 (Scenario) repeated measures ANOVA indicated a between subjects effect [F(1,61) = 7.59, p < 0.01, η = 0.111]. Overall, experimental condition participants (M = 3.46, SE = 0.06) reported significantly higher levels of shared situation awareness than control condition participants (M = 3.23, SE = 0.06). A main effect of scenario was also found [F(1,58) = 27.28, p < 0.001, η = 0.309] indicating all participants reported significantly higher levels of shared awareness after the second scenario [M2 (n = 63): M = 3.21, SD = 0.42; M3 (n = 63): M = 3.46, SD = 0.39]. Table 3 shows moderate levels of internal consistency reliability at Times 1 and 2, and some evidence for validity is indicated by a moderate relationship between the same measures at both times, and with the attitude measures.




DISCUSSION

This study replicated past research findings that employing effective team training best practices can improve attitudes, cognitions, and performance. This is reflected in the experimental condition having higher levels of shared situation awareness, and performing more team self-correction, process, and outcome behaviors. Furthermore, these findings provide support for a theory of TKE. The ITA enabled the experimental condition squads to perform more TKE behaviors that appeared to be more consistent across scenario events, and increase their TKE performance over time, which likely contributed to better TC3 performance than the control condition squads. Despite the control condition participants reporting greater familiarity with their squad members, and the same high levels of AAR climate as the experimental condition, they performed fewer TKE behaviors and appeared more inconsistent in performing them which likely resulted in poor team performance outcomes that did not change over time. These findings are similar to what Grand et al. (2016) found. Experimental condition teams achieved total team knowledge coverage earlier than the control condition team. The control condition information exchanges flattened out at about the halfway point in the training trials, whereas information exchanges in the experimental condition continued to increase.

The small changes in team cohesion, efficacy, action processes, and performance outcomes in both groups verifies findings by Gabelica et al. (2016), lending support to the theory that these team characteristics are also emergent. However, there is no definitive explanation for the similar changes in both groups. These were mostly intact and experienced squads that were highly motivated to participate, and had very positive perceptions about each other and their performance. By the end of training they all believed they had developed better skills. Increases in positive team attitudes and self-reported learning in the control condition squads is a good sign that even the live training alone was seen as an opportunity to learn more about their team members and the subject matter. The high levels of climate indicate that both the IAAR and standard AAR were seen as supportive of team development. The moderate correlations found among AAR climate and team attitudes support the notion that AAR method in both conditions contributed to improved team attitudes. Possibly using behavioral markers to collect efficacy and cohesion indicators could provide better insight into these team characteristics than just attitude measures (Sottilare et al., 2017).


Study Limitations

Generalizing findings based on the small number of squads in each condition is cause for concern about the validity of the findings. It is possible that the same results might not be found in a different sample. However, similarities in past experience and training and pre-training motivation were good indicators that both groups were mostly equivalent on factors that would affect internal validity. Efforts to sample the right level of expertise in the participating squads ensured they were ready to engage in training for the third phase (learning teamwork skills) of the Kozlowski et al. (2009) team development model. It is also possible we may not have had the same result with less experienced teams which should be the subject of further study.

The effort to collect data from just eight intact teams over five consecutive weeks was a significant challenge for these researchers and there were many instances when we did not have complete control over study procedures (e.g., stopping live training for rain, equipment breaking, squads and role players diverging from scenario scripts). As discussed above, we strived to address the various methodological limitations of the study by ensuring the groups were equivalent on demographic characteristics, that any training they had beyond the study was not related to what they received in the study, and that the study training they had was going to be seen as valuable in their development, even if it was for only one day.



Theoretical Implications and Future Research

Theories of team dynamics, team development, and theory of TKE all point to the need for future team training research to focus on understanding the types of training strategies needed to enable teams and team leaders to develop from novices to experts (Fiore and Georganta, 2017; Kozlowski and Chao, 2018). The training developed in this study would likely have been too complicated for new squads with few task work skills, and possibly not challenging enough for squads with more experience than our participants. Effectively adapting training based on team expertise requires more research. For example, Kozlowski et al. (2009) provide a detailed model of team development that could inform an approach to such training. They highlighted the importance of the team leader in their four-stage model of team development (i.e., team formation, task and role development, team development, and adaptive improvement). Detailed guidance is provided for developing the attitudes, cognitions, and behaviors needed for effective team performance at each stage, describing how team knowledge, skills, abilities and attitudes should change over time, and prescribing how the team leader’s role should adapt to these phases, moving from mentor to instructor, then coach, then to facilitator to enable team growth toward adaptability. The implication for this is a commitment to studying team training interventions over longer periods of time (Burke et al., 2017).

Extending the TKE from a highly controlled lab study to a field study of a very different and more chaotic team task enabled us to demonstrate its generalizability and value in understanding team processes. However, the TKE measure we used was limited as it represented just three of the eight core concepts described by Grand et al. (2016). More laboratory and field research is needed to further develop TKE measures for complex task domains. Furthermore, these findings indicate the need to study important constructs such as resilience and team leadership as emergent factors, and the impact of emergence on team processes and performance over time (Bowers et al., 2017).



Practical Implications

In this study we demonstrated how to integrate classroom, simulation, live training, and an integrated AAR to improve the knowledge, attitudes, processes, and performance of real, intact teams that deal with ICE environments. We also demonstrated that team training best practices can be extended to incorporate additional learning topics such as advanced situation awareness, resilience, and TC3 to emphasize the importance of how team coordination supports improving these skill areas. The U.S. Army is continuing to develop an ITA that could be implemented within its core initial military training regimen. A series of train-the-trainer studies were conducted in 2017 and 2018 with a modified ITA that was implemented mostly by a Company’s own personnel. It is also exploring an enhanced resilience training component that incorporates the importance of team responses to extreme stress reactions within the squad (Patton et al., 2018).

A successful ITA, however, requires advances in data collection and team training technologies (Johnston et al., 2018). Collecting team process and outcome performance data with human labor is highly impractical during team training exercises; the time and cost for human labor is unsupportable. A large capability gap exists for automated tools and technologies needed to collect this data. Kozlowski and Chao (2018) and others (Sottilare et al., 2017; DeCostanza et al., 2018) discuss the need to supplement static, subjective surveys with assessment and analysis technologies (e.g., socio-metric badges) that employ more sensitive indicators (e.g., behavioral markers) of team attitudes, cognitions and behaviors, and model the dynamics of how they naturally change over time. Johnston et al. (2018) developed an instructional framework based on the Kozlowski et al. (2009) team development model that provides recommendations for how instructional and intelligent tutoring technologies could provide more effective training, as well as reduce instructor load for developing these skills. These tools and technologies are critical to understanding the dynamics of team development and to implement interventions that more effectively support teams as they develop over time.
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In this manuscript we discuss the consequences of methodological choices when studying team processes “in the wild.” We chose teams in healthcare as the application because teamwork cannot only save lives but the processes constituting effective teamwork in healthcare are prototypical for teamwork as they range from decision-making (e.g., in multidisciplinary decision-making boards in cancer care) to leadership and coordination (e.g., in fast-paced, acute-care settings in trauma, surgery and anesthesia) to reflection and learning (e.g., in post-event clinical debriefings). We draw upon recently emphasized critique that much empirical team research has focused on describing team states rather than investigating how team processes dynamically unfurl over time and how these dynamics predict team outcomes. This focus on statics instead of dynamics limits the gain of applicable knowledge on team functioning in organizations. We first describe three examples from healthcare that reflect the importance, scope, and challenges of teamwork: multidisciplinary decision-making boards, fast-paced, acute care settings, and post-event clinical team debriefings. Second, we put the methodological approaches of how teamwork in these representative examples has mostly been studied centerstage (i.e., using mainly surveys, database reviews, and rating tools) and highlight how the resulting findings provide only limited insights into the actual team processes and the quality thereof, leaving little room for identifying and targeting success factors. Third, we discuss how methodical approaches that take dynamics into account (i.e., event- and time-based behavior observation and micro-level coding, social sensor-based measurement) would contribute to the science of teams by providing actionable knowledge about interaction processes of successful teamwork.

Keywords: team process, team dynamics, interaction analysis, methods, measurement


INTRODUCTION

Modern organizations rely on teams (Edmondson, 2012; Salas et al., 2013b; Mathieu et al., 2014). For decades, team researchers have been studying how teams create and maintain high performance, how they learn, and how they satisfy their members’ needs. A remarkable finding of this research is that high team performance is not so much predicted by how able single team members are but by the way they cooperate with one another: the team process (West, 2004; Woolley et al., 2010, 2015). Team process is defined as “members’ interdependent acts that convert inputs to outcomes through cognitive, verbal, and behavioral activities directed toward organizing taskwork to achieve collective goals” (Marks et al., 2001, p. 357). This definition implies that team processes are actually dynamic, emerging over time, and changing their pattern. It stands in contrast to the way teams have mostly been studied: much empirical team research has been static rather than dynamic, assessing team states rather than exploring how team processes dynamically develop over time and how these dynamics are related to team outcomes such as performance, satisfaction, and learning (Roe, 2008; Cronin et al., 2011; Humphrey and Aime, 2014; Mathieu et al., 2014; Kozlowski, 2015). As such, much team research has relied on self-reported and cross-sectional data with small samples and short analysis periods rather than on more meaningful, time-based behavioral data. While the number of theories and concepts factoring in time and temporal dynamics in team research is rising (McGrath and Tschan, 2004; Ballard et al., 2008; Lehmann-Willenbrock, 2017), the number of published empirical studies actually integrating dynamics is small considering for how long and how urgently this research has been requested (Stachowski et al., 2009; Tschan et al., 2009, 2015; Grote et al., 2010; Lehmann-Willenbrock et al., 2011, 2013; Zijlstra et al., 2012; Boos et al., 2014; Kolbe et al., 2014; Lei et al., 2016). This may be due to both the “unease of the psychologist in face of interaction” (Graumann, 1979) as well as to methodological challenges. However, recent team research has revealed that team members’ interaction patterns rather than the frequencies of their individual actions are what discriminates higher- from lower-performing teams (Kim et al., 2012; Zijlstra et al., 2012; Kolbe et al., 2014; Lei et al., 2016). These distinguishing dynamics cannot be uncovered with static research but require process-related methods like sequential analysis, time series analysis or process modeling. It is critical to understand how team processes emerge and change and what they need and do to achieve best outcomes. This is specifically important in light of the evidence showing that poor teamwork in high-risk/high complexity fields such as healthcare can have disastrous consequences, i.e., loss of a patient’s life (Cooper et al., 1984; Flin and Mitchell, 2009; Reynard et al., 2009; Fernandez Castelao et al., 2011; Salas and Frush, 2013; Salas et al., 2013b).

In this manuscript, we use teams in healthcare as the application context for illustrating the consequences of methodological choices in studying teams. We deliberately chose healthcare as application context for three reasons. First, teamwork can save lives (Rosen et al., 2018a). There is vast evidence demonstrating that poor teamwork has been involved in medical error (Gawande et al., 2003; Greenberg et al., 2007). Improving teamwork is a major initiative in patient safety and healthcare (Pronovost, 2013; Salas and Frush, 2013; Vincent and Amalberti, 2016). Second, the processes constituting effective teamwork in healthcare are prototypical for teamwork in general: they range from decision-making (e.g., in multidisciplinary decision-making boards in cancer care) to leadership and coordination (e.g., in fast-paced, acute-care settings in trauma, surgery and anesthesia) to reflection and learning (e.g., in post-event, clinical debriefings). Many of the research gaps and much of the knowledge gained from studying teams in healthcare is applicable to teams in other industries (Salas et al., 2013b). Third, given the broad occurrence and critical importance of teams not only in healthcare, knowledge must be gained on what contributes to effective teamwork. Team science has not only a lot to offer with respect to theory and methodology, it has also an obligation to contribute to improving teamwork by providing theoretical and methodological knowledge and supporting teams in healthcare.

The goal of this manuscript is to illustrate the consequences of methodological choices when attempting to study and measure team processes “in the wild” such as in healthcare (Rosen et al., 2012; Salas, 2016). In particular, we aim to show that using methods relying on summative, cross-sectional data collection (e.g., rating teamwork aspects after a medical team performance episode) will result in limited insights into the actual dynamic team process. Instead, gaining critical comprehension of dynamics that characterize effective teamwork requires methods that are more laborious (e.g., real-time behavior coding during the medical team performance episode) but provide more elaborate understanding of what happened while working together. We argue that static team research is a methodical choice that diminishes rather than enhances potential contributions to the science of teams. While we greatly appreciate the value of teamwork surveys such as the Team Diagnostic Survey (Wageman et al., 2005) and the Aston Team Performance Inventory (West et al., 2006), particularly for assessing team members’ subjective perspective of team process functioning for the purpose of training and reflection, we argue that studying team dynamics by means of dynamic teamwork measures is a better methodological fit (Edmondson and McManus, 2007) and more promising for teamwork interventions.

For this purpose, we first describe three examples representing typical teamwork in healthcare and briefly refer to both team conceptual foundation underlying these examples and current research needs, also in order to highlight their representativeness for teamwork in general. Second, we put the methodological approaches of how teamwork in these representative examples has mostly been studied centerstage and highlight the respective consequences. Third, we illustrate potential other methodological approaches which are, for the time being, more extensive but provide benefits for applied team science.



THREE REPRESENTATIVE EXAMPLES FOR TEAMWORK

As prototypical examples for teamwork we chose three team settings from healthcare: (1) multidisciplinary decision-making boards, (2) fast-paced, acute care settings, and (3) post-event, clinical team debriefings. The examples convey the criticality of both teamwork for a range of tasks in an important professional sector as well as of team process as a mediator between input and outcome of teamwork. All three examples represent contemporary forms of more or less ad hoc team constellations (Tannenbaum et al., 2012). Embedded in organizational structures, they highlight the dynamic and emergent features of teams and the resulting requirements for appropriate methods in order to grasp these features.


Example 1: Multidisciplinary Decision-Making Boards

Multidisciplinary decision-making boards are a prototype of diverse teams in complex organizations for which the successful exchange of expertise should result in synergy. The most common example is the multidisciplinary tumor board in cancer care (Homayounfar et al., 2015) where experts of multiple disciplines discuss individual patient cases. More recently, Heart Teams have been formed consisting of experts from disciplines involved in management of complex, severe heart diseases (e.g., cardiologists, cardiac surgeons, imaging specialists, anesthesiologists and, if required, general practitioners, geriatricians, and intensive care specialists) and should find optimal treatments (Seiffert et al., 2013; Antonides et al., 2017; Falk et al., 2017). Multidisciplinary decision-making boards are implemented as countermeasure to the increasing complexity of treatment options. Their objective is to provide patients with the most effective treatment in light of the severity of the disease, patients’ requests, resources, and the current state of medical research. Multidisciplinary tumor boards have already become an international standard of cancer care (Pox et al., 2013). Heart Teams are recommended by the European Society of Cardiology and the European Association of Cardio-Thoracic Surgery (Falk et al., 2017).

The criticality of team process in multidisciplinary decision-making boards is illustrated in a meeting situation in Table 1. It shows that a lack of evidence-based communication rules, professional facilitation, and participative leadership behavior that take into account task complexity, conflicting goals, hierarchical structure, and time pressure can jeopardize the effective functioning, synergy, and development of multidisciplinary decision-making boards, and thus their ultimate mission to enhance patient care (Kolbe et al., 2019). As a consequence, team science must provide insights into effective teamwork processes as well as respective countermeasures.

TABLE 1. Example of a problematic teamwork situation in multidisciplinary decision-making boards.
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Example 2: Fast-Paced, Acute Care Settings

Fast-paced, acute care settings such as medical emergencies are prototypical for so-called action teams, i.e., teams that are confronted with highly dynamic, complex, and consequential tasks (Tschan et al., 2006, 2011a). They require teamwork at its best (Driskell et al., 2018; Maynard et al., 2018). For example, resuscitating a patient requires prompt and well-coordinated actions such as diagnosing the cardiac arrest, oxygenating the brain and reestablishing spontaneous circulation (Tschan et al., 2011b). Other fast-paced, acute care settings require more sense-making processes, for example when the diagnosis is not yet clear. Team members must adaptively engage in immediate problem awareness and diagnosis, information-processing, problem-solving, and coordination of actions (Hunziker et al., 2011; Tschan et al., 2011a, 2011b, 2014). They must do this under time pressure and high workload—and in many instances off the cuff as ad hoc action teams (Kolbe et al., 2013a). Both the European Resuscitation Council (ERC) and the American Heart Association (AHA) recommend integrating teamwork trainings into advanced life support education (Bhanji et al., 2010; Soar et al., 2010). This is, in part, realized by simulation-based team training (Kolbe et al., 2013b; Salas et al., 2013a; Weaver et al., 2014).

The criticality of team process in fast-paced, acute care settings is illustrated in a sample situation in Table 2. This example highlights teamwork problems that are particularly challenging if teams face complex tasks, unpredictable circumstances, time pressure, high risk and/or rapid workload changes as it is the case in action teams.

TABLE 2. Example of a problematic teamwork situation in fast-paced, acute care settings.
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Example 3: Clinical Team Debriefings

Designed to promote learning from reflected experience, debriefings are guided conversations that facilitate the understanding of the relationship among events, actions, thought and feeling processes, and team performance outcomes (Ellis and Davidi, 2005; Rudolph et al., 2007). With respect to the team setting, debriefings have some characteristics in common with the multidisciplinary decision-making boards (example 1): they rely on psychological safety for providing a conversational climate which allows for information-sharing and sense-making. They are also formed ad hoc, consist of interprofessional, and in many cases, multidisciplinary members across the authority gradient and exist within complex, hierarchical organizations. What distinguishes them from multidisciplinary decision-making boards is their task: whereas the boards’ task is to make decisions regarding future diagnosis and treatment, the task of debriefings is to learn from previous, collective experience. Learning outcomes may vary among team members and decisions are not necessarily required. Also called after-action reviews, after-event reviews, and post-event reviews, debriefings aim to provide the structure for shifting from automatic/habitual to more conscious/deliberate action and information processing (Ellis and Davidi, 2005; DeRue et al., 2012). Debriefings allow for reflection and self-explanation, data verification and feedback, understanding the relationship between teamwork and task work, uncovering and closing knowledge gaps and disparity in shared cognition, structured information sharing, goal setting and action planning, as well as changes in attitudes, motivation, and self and collective efficacy (Ellis and Davidi, 2005; Rudolph et al., 2007, 2008; DeRue et al., 2012; Eddy et al., 2013; Tannenbaum and Cerasoli, 2013; Tannenbaum and Goldhaber-Fiebert, 2013; Tannenbaum et al., 2013; Kolbe et al., 2015; Eppich et al., 2016; Sawyer et al., 2016b; Allen et al., 2018). In healthcare, debriefings are particularly suited for ad hoc teams. While they have become a core ingredient of simulation-based team training (Cheng et al., 2014; Eppich et al., 2015; Sawyer et al., 2016a), their use in daily clinical practice is still limited (Tannenbaum and Goldhaber-Fiebert, 2013) given their vast potential (Mullan et al., 2014; Kessler et al., 2015; Eppich et al., 2016).

The criticality of team process in clinical team debriefings is illustrated in a sample situation in Table 3. This example sheds light on the question how team members and teams as a whole can make use of reflexivity on their team- and taskwork. This includes the issue of identifying process-related markers that indicate turning points in the team process, setting the course for more or less effective team output.

TABLE 3. Example of a problematic teamwork situation in clinical debriefings.
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The three examples were chosen to illustrate generic features of team tasks and team processes. Team tasks call for heterogeneous expertise to be shared, and problem-solving and decision-making procedures that fit task requirements. The tasks require teams to effectively handle interdependent subtasks. And, teams can learn best when they reflect on their team- and taskwork. The vehicle for the accomplishment of all of these task requirements is the team process. The identification of functional team behaviors, critical points and phases in the team process, patterns of how team behavior evolves and adapts to task requirements as well as the facilitation of appropriate team process patterns can help to improve teamwork.




PREVIOUS METHODOLOGICAL APPROACHES AND THEIR CONSEQUENCES

After having outlined tasks, prototypical process patterns, and respective research needs in the three team examples, we now put the methodological approaches of how teamwork in these representative examples has mostly been studied centerstage and highlight its consequences. In order to be as specific, illustrative and substantial as possible, we will—in a subsequent step-start from the examples to conceptualize and describe methods that promise deeper and more differentiated insights into teamwork and thus provide a basis for more effective practical interventions. We show important implications of focusing on team dynamics and using suitable methods to capture dynamic processes for team performance outcomes.


Previous Methodological Approaches of Studying Teamwork in Multidisciplinary Decision-Making Boards

Studies investigating the effectiveness of multidisciplinary decision-making boards have mainly relied on surveys or database review. Database reviews include the systematic review of certain documents, for example hospitals’ patient documentation system. Surveys include questionnaires on specific aspects of self-reported teamwork quality and processes, typically provided by team members in a cross-sectional way. Rating scales such as behavior-anchored rating scales include behavior examples for desired and undesired behavior and a scale for assessing the quality of these behaviors, mostly provided to non-team members (e.g., observers) in a cross-sectional way. Studies using these methods have mostly focused on input and output factors such as (a) whether a multidisciplinary decision-making board is present or not (Keating et al., 2013), (b) whether tumor boards are attended or not (Kehl et al., 2015), (c) the content that is being discussed (Snyder et al., 2017), (d) whether conducting a tumor board leads to a change in management plan or not (Tafe et al., 2015; Brauer et al., 2017; Thenappan et al., 2017), (e) the feasibility with respect to use of technology or overall duration (Marshall et al., 2014), (f) the degree to which the tumor board is valued by participants (Snyder et al., 2017), and (g) the documentation during the board meeting (Farrugia et al., 2015). These studies provide valuable information on the context and some organizational conditions of tumor boards’ effectivity which should not be underestimated (Salas, 2016). However, they are limited in their potential to reveal insights into the actual process and quality of information-sharing and decision-making. This is problematic because it is particularly the quality rather than quantity of communication that is important for performance (Marlow et al., 2018). That is, whereas some effectiveness factors such as optimal team composition, infrastructure, and data base logistics are already well-investigated, there are fewer data on advantageous interaction and communication processes before and during multidisciplinary decision-making board meetings. This is challenging because, as illustrated in the meeting example above, it is particularly the dynamic process that—in interaction with task complexity, time pressure, conflicting goals, and hierarchical structure—endangers the quality of the decision outcome.

Some studies have explicitly addressed the decision-making in tumor boards. They have relied on self-reports (Lamb et al., 2011) and rating tools such as the Multidisciplinary Team Metric for Observation of Decision-Making (MDT-MODe, Lamb et al., 2013; Shah et al., 2014). Although not addressing the decision-making process as such, these studies have provided valuable knowledge on (a) the ability to reach decisions (e.g., 82.2 to 92.7%, Lamb et al., 2013), (b) the attendance rate and duration of case reviews (e.g., 3 min per case, Shah et al., 2014), (c) estimates of the (poor) quality of presented information (e.g., 29.6 to 38.3%, Lamb et al., 2013), (d) estimates of the (poor) quality of teamwork (e.g., 37.8 to 43.0%, Lamb et al., 2013), (e) the comparative quality of team members’ contributions (e.g., highest from surgeons, Shah et al., 2014), and (f) the barriers to reaching decisions (e.g., inadequate information, Lamb et al., 2013). Although the authors of these studies conclude that rating and self-report tools allow for reliably assessing the quality of teamwork and decision-making (e.g., Lamb et al., 2011), we argue that the methodology of these studies does not allow for insights into the actual, dynamic process of information-sharing and decision-making and the quality of the communication process: it remains unanswered (a) how contributions are shared among board members of different levels of hierarchy, (b) who actually contributes when with which information, (c) how other board members react, (d) how individual contributions (not) influence the decision recommendation, and (e) how dissent about evaluations and recommendations emerges and dissolves. We have argued that neglecting these critical characteristics of the decision-making process is to some degree comparable to a patient undergoing surgery while his or her condition is judged using a rating scale from 1 (bad) to 5 (good) instead of collecting and interpreting data using continuous, machine-based monitoring of heartbeat, breathing, blood pressure, body temperature, and other body functions (Kolbe and Boos, 2018).



Previous Methodological Approaches of Studying Teamwork in Fast-Paced, Acute Care Settings

A number of studies have been conducted to assess how healthcare teams manage fast-paced, acute care settings. They relied on various methods ranging from surveys (Valentine et al., 2015), over rating tools (e.g., Undre et al., 2009; Couto et al., 2015) to event and time-based observation tools (e.g., Riethmüller et al., 2012; Schmutz et al., 2015; Su et al., 2017). Teamwork observation measures have been developed for capturing teamwork in complex medical situations (e.g., Fletcher et al., 2004; Yule et al., 2006; Manser et al., 2008; Kolbe et al., 2009, 2013a; Tschan et al., 2011b; Kemper et al., 2013; Robertson et al., 2014; Seelandt et al., 2014). Overall, these observation tools fall into two main categories: behavioral marker systems (e.g., Fletcher et al., 2004; Yule et al., 2006; Undre et al., 2009; Kemper et al., 2013; Jones et al., 2014; Robertson et al., 2014) and coding schemes (e.g., Manser et al., 2008; Kolbe et al., 2009, 2013a; Tschan et al., 2011b; Seelandt et al., 2014). Both types of tools include a number of advantages and disadvantages (Kolbe and Boos, 2018). For examp le, Undre and colleagues applied a behavioral marker system at three designated times during 50 surgical procedures. They found that teamwork behavior could actually be compared between members of different operating room subteams (Undre et al., 2007). They were also able to show that surgeons’ teamwork scores deteriorated toward the end of procedures (Undre et al., 2007). Whereas these results provide valuable knowledge of teamwork estimates and perceived quality, they do not provide insights into the actual operating room team interaction process. This has been possible with studies using behavior coding. For example, Tschan and colleagues continuously coded communication of 167 surgical procedures and found that especially case-irrelevant communication during the closing phase of the procedure was associated with higher rates of surgical site infections (Tschan et al., 2015). Similarly, Riethmüller and colleagues applied a category system for team coordination in anesthesia (Kolbe et al., 2009) for coding coordination activities of simulated anesthesia task episodes and, in addition, assessed awareness for situational triggers and subsequent handling of complications within post-simulation interviews based on stimulated video-recall of the critical phases around the complication. They showed that the occurrence of a complication, e.g., an anaphylaxis or a malign hyperthermia, during a simulated routine anesthesia requires a shift from implicit to explicit coordination behavior (Riethmüller et al., 2012). Also, Weiss and colleagues tested the effects of inclusive leader language on voice in multi-professional healthcare teams in simulated medical emergencies. Specifically, they coded implicit (i.e., First-Person Plural pronouns) and explicit (i.e., invitations and appreciations) inclusive leader language and found that leaders’ implicit leader utterances were more strongly related to residents’ (in- group) and explicit invitations related more strongly to nurses’ (out-group) voice behavior (Weiss et al., 2017a).

As these studies using behavior coding as stand-alone method for capturing teamwork indicate, they—although requiring much time and many resources—do not only provide very specific insights into the relationship between team dynamics and outcomes but also offer actionable knowledge for more targeted team training intervention.



Previous Methodological Approaches of Studying Teamwork in Clinical Debriefing

The empirical investigation of debriefing and reflexivity in teams is relatively new. Although their overall team context bears similarities with multidisciplinary decision-making boards, research on debriefings has been significantly different from research on the decision-making boards. In disciplines such as psychology and organizational behavior, this research involves experiments (e.g., Gurtner et al., 2007; Ellis et al., 2009, 2010; DeRue et al., 2012; Eddy et al., 2013; Konradt et al., 2015; Otte et al., 2018) and field studies (Vashdi et al., 2013; Weiss et al., 2017b) in which the impact of reflexivity interventions on defined outcomes is tested and different debriefing approaches are compared (e.g., unstructured vs. structured). In disciplines such as healthcare and medical education, there is far more conceptual than empirical work on debriefings. The conceptual work has focused on how to conduct debriefings (Rudolph et al., 2007, 2008, 2013, 2014; Cheng et al., 2014; Eppich et al., 2015, 2016; Kessler et al., 2015; Sawyer et al., 2016a; Cheng et al., 2017; Kolbe and Rudolph, 2018; Endacott et al., 2019). The empirical work has focused on communication in debriefings, albeit rather unsystematically and rarely applying rigorous team science methodology (e.g., Husebø et al., 2013; Kihlgren et al., 2015). Consequences of previous research on teamwork in debriefings include valuable knowledge on debriefing effectiveness and on macro-level debriefing process on the one hand and very limited actionable knowledge on optimal debriefing interaction processes and facilitation for high quality reflection on the other hand.

There are measures available for assessing team reflection and debriefing: (a) REMINT—a reflection measure for individuals and teams (Otte et al., 2017), (b) Debriefing Assessment for Simulation in Healthcare (DASH, The Center for Medical Simulation, 2010; Brett-Fleegler et al., 2012), (c) Objective Structured Assessment of Debriefing (OSAD, Arora et al., 2012), and (d) DECODE for assessing debriefers’ and learners’ communication in debriefings (Seelandt et al., 2018). While REMINT is a self-report measure and not applicable for assessing team dynamics, DASH and OSAD are behavioral marker systems. A recent study pointed to the challenges of measuring team debriefing quality via behavioral markers: Hull and colleagues compared OSAD-based evaluations by examining expert debriefing evaluators, debriefers, and learners (i.e., team members). They found significant differences between these groups: (a) Debriefers perceived the quality of their debriefings more favorably than expert debriefing evaluators. (b) Weak agreement between learner and expert evaluators’ perceptions as well as debriefers’ perceptions were found (Hull et al., 2017). That is, whereas research applying behavioral marker tools can reveal knowledge on differences in perceptions of debriefer/debriefing quality, it provides only limited insights into optimal debriefing interaction processes and how to facilitate high quality reflection in debriefings. This is problematic because, similarly to multidisciplinary decision-making boards (example 1), it is the quality rather than quantity of communication that is important for performance (Marlow et al., 2018); and so far not much is known about how to achieve high quality team interaction during clinical debriefings.

In sum, the review of existing methods used in the three exemplary team research areas shows that approaches for assessing team processes as the critical mechanism mediating the effects of input factors on team performance outcomes exist. Particularly advanced is the research on teamwork in fast-paced, acute care settings with progressive development and application of methods apt for capturing the dynamics of teamwork. Still, overall there is too much focus on aggregate measures, rating tools, and self-report data instead of fine-grained process analysis (Table 4). In what follows, we illustrate potential additional methodological approaches which are, for the time being, more laborious and highlight their consequences with respect to benefits for applied team science. We show the benefits of team interaction process analysis for shedding light on dynamics of teamwork during decision-making in multidisciplinary boards, fast-paced, acute care settings, and during shared reflection.

TABLE 4. Previous and laborious methodological approaches and their consequences.
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LABORIOUS METHODOLOGICAL APPROACHES AND THEIR BENEFITS

We have labeled the methods we will describe in the following as laborious because they involve, for the time being, more time and resources than most of the above-mentioned approaches. In order to be as specific, illustrative and substantial as possible, we will use the three examples multidisciplinary decision-making boards, fast-paced acute care settings and clinical debriefings to conceptualize and describe methods that promise deeper and more differentiated insights into teamwork and thus provide a basis for more effective practical interventions.


Laborious Methodological Approaches of Studying Teamwork in Multidisciplinary Decision-Making Boards

In order to complement existing research on multidisciplinary decision-making boards’ effectiveness we recommend to collect data by means of event-based or time-based sampling of critical interaction behavior and to analyze data by applying coding systems which have been designed to help uncovering team decision processes which are critical but invisible for the unaided eye (Table 1). These methods allow for in-depth analysis of what actually happens in multidisciplinary decision-making boards. This is important for identifying success factors. For example, using the Advanced Interaction Analysis for Teams (act4teams) coding scheme (Kauffeld et al., 2018) for analyzing multidisciplinary decision-making board team member behaviors could provide useful insights into (a) the optimal sequence of voicing information versus expressing decision preferences too early in the meeting (Mojzisch and Schulz-Hardt, 2010), (b) the impact of board leaders’ statements compared to lower status members’ contributions on the discussion and outcome (Lehmann-Willenbrock et al., 2015), (c) the emergence and impact of counterproductive meeting behaviors such as arriving late, complaining, and engaging in irrelevant discussions (Allen et al., 2015), and (d) the role of solution-focused meeting behavior such as suggesting a new idea or endorsing a solution (Lehmann-Willenbrock et al., 2017).

Likewise, applying aspects of the Hidden Profile coding scheme (Thürmer et al., 2018), MICRO-CO (Kolbe et al., 2011), or ARGUMENT (Boos and Sommer, 2018) would allow for (a) tracing information processing during the meeting, (b) reveal insights into what and how expert information is actually (not) processed and (not) integrated into decisions, and (c) disassemble the argumentation process into its elements, e.g., identifying grounds that are used to support specific claims for action. In a similar vein, continuously coding actual participation rather than attendance in the meeting would allow for insights into the balance of speaker switches, which has been found to be a predictor of good team performance (Woolley et al., 2010; Lehmann-Willenbrock et al., 2017). These insights into the complex, multi-layered decision-making process will not only be relevant for improving multidisciplinary decision-making boards in healthcare but for multi-team and board decision-making in general.



Laborious Methodological Approaches of Studying Teamwork in Fast-Paced, Acute Care Settings

To complement existing research and to provide context-sensitive tools for fast-paced, acute care setting, we need methods that capture the very process of teamwork as detailed, sensitive, and unobtrusively as possible. We need actionable knowledge on which behavioral sequences and interaction patterns are effective and which are prone for failure (Lei et al., 2016; Su et al., 2017). As previous research has shown, most of these insights can only be gained with behavior coding and – as new approach in measuring team dynamics – social sensor technology (Rosen et al., 2015, 2018b; Kolbe and Boos, 2018). Behavior coding as stand-alone method for capturing teamwork requires much time and many resources. At the same time, it not only provides very specific insights into the relationship between team dynamics and outcomes that would otherwise remain hidden but also offers actionable knowledge for more targeted team training intervention. As an attempt to more efficiently collect behavioral team data, social sensors have been recently introduced (Dietz et al., 2014; Kozlowski, 2015; Rosen et al., 2015, 2018b; Schmid Mast et al., 2015; Chaffin et al., 2017; Kozlowski and Chao, 2018). They use sensor technology which is, for example, included in smartphones or new types of wearable devices (e.g., smartwatches and bracelets) to measure behavioral cues and process these data to extract behavioral markers of relevant social constructs (Pentland, 2008). On the individual level, potential markers include participants’ body activity, speech consistency, cardiovascular features, or electrodermal activity. On the team level, markers include face-to-face interaction, centrality of certain team members allowing for a social network analysis, interpersonal distance, and behavioral mimicry. As such, social sensors have the potential to provide high-frequency, automated, low-cost, and unobtrusive measurement of behavioral team data (Kozlowski, 2015; Rosen et al., 2015; Chaffin et al., 2017).

The ability to continuously monitor team members might allow for an in-depth analysis of team dynamics, especially during the management of fast-paced, acute care tasks where other forms of data access are limited and potentially intrusive. Respective research in healthcare has revealed promising results. For example, Petrosoniak and colleagues applied an overlay tracing tool to track selected healthcare team members’ movement during 12 high-fidelity in situ simulation trauma sessions. They found differences in workflow, movement and space used between team members which provide a deeper understanding of teamwork during managing a medical emergency (Petrosoniak et al., 2018). In another study, Vankipuram and colleagues used radio identification tags and observations to record motion and location of clinical teams and were able to model behavior in critical care environments. That is, the detected behavior could be replayed in virtual reality and provides options for further analysis and training (Vankipuram et al., 2011). More recently, Rosen and colleagues used wearable as well as environmental sensors to capture nurses’ work process data in a surgical intensive care unit and found that the respective measures were able to predict perceived mental and physical exertion and, thus, contribute to the measurement of workload (Rosen et al., 2018c).

With respect to future research, social sensors might be able to capture the very process of teamwork. Especially in fast-paced, acute care settings they can complement traditional measurement methods to provide a more comprehensive analysis of team dynamics and actionable knowledge of which behavioral sequences and interaction patterns are effective (Kannampallil et al., 2011). As social sensors are able to provide information about the development and adaptation of team members’ emotional states, their relative proximity, and their activity level, they could, for example, reveal insights into (a) the development of stress levels among team members while (not) speaking up (e.g., changes in heart frequency or electrodermal activity, Setz et al., 2010) and potential countermeasures, (b) the potential of mimicry by team members for revealing civility while speaking up (Chartrand and Bargh, 1999; Meyer et al., 2016), (c) the proximity and centrality of team members as enablers or barriers for speaking up (Jackson and Hogg, 2010), (d) the development of adaptive coordination, especially switching from implicitness to explicitness, as a trainable skill set (Riethmüller et al., 2012).

Again, this kind of results would provide actionable knowledge on the dynamics of leadership and voice which can be used in team trainings. Facing medical emergencies, teams must act immediately, fast and in a highly efficient manner as emergencies often times imply a life-or-death-struggle. Methods are required that can grasp the criticality of situational triggers in the flow of a routine process, the sensitivity and situational awareness thereof and the accurate fitting of well-coordinated behavior for an efficient task management.



Laborious Methodological Approaches of Studying Teamwork in Clinical Debriefings

To complement existing research on team debriefing processes and effectiveness we recommend to collect data by means of event-based or time-based sampling of interaction behavior and to analyze data by applying coding systems which have been designed to help uncovering conversational team learning processes (Table 3). For example, using DECODE—the coding scheme for assessing debriefers’ and learners’ communication in debriefings (Seelandt et al., 2018) or the act4teams Coding Scheme (Kauffeld et al., 2018) for analyzing debriefing communication behavior could provide useful insights into the debriefings’ ideal macro (e.g., reaction phase, analysis phase, summary phases, Rudolph et al., 2007) as well as micro structure (e.g., what kind of facilitator’s communication behaviors trigger group members’ reflection statements, Husebø et al., 2013), in particular with respect to feedback and inquiry (Rudolph et al., 2007; Hughes et al., 2016; Kolbe et al., 2016). It could inform the potential association of team members’ status, professional discipline, actual profession, and their contributions to the debriefing discussion (Lehmann-Willenbrock et al., 2015), the emergence and impact of counterproductive debriefing behaviors such as arriving late, complaining, lecturing, and engaging in irrelevant discussions (Allen et al., 2015, 2018; Kolbe et al., 2015), the optimal balance of understanding and exploring vs. engaging in finding solutions (Kolbe et al., 2015), characteristic modes of argumentation in debriefings depending on status, context, authority gradient, and potential turning points and use of structural instabilities in communication, and the role of leadership in debriefing discussions (Koeslag-Kreunen et al., 2018). Similarly to proposed multidisciplinary decision-making boards research, capturing actual participation rather than attendance in the debriefing would allow for insights into the balance of speaker switches, which has been found to be a predictor of good team performance (Woolley et al., 2010; Lehmann-Willenbrock et al., 2017).

With respect to future research, behavior coding of team debriefings might be complemented with other data collection technology. For example, using eye tracking technology (Hess et al., 2018) might reveal insights the role of eye-contact for establishing and maintaining psychological safety in debriefings.




CONCLUSION

We have contrasted methodological approaches for studying team dynamics and their consequences. Given the increasing use of teams in modern organizations, there is a need to develop and apply scientifically-rooted concepts and methods to grasp team process dynamics as a means to gain a deeper understanding of successful teamwork.

Coding interaction and communication processes in teams based on generic or tailor-made category systems provides benefits for the science of teams. First, a process- and behavior-oriented approach enables us to operationalize theoretical constructs and everyday phenomena such as decision-making, coordination, and reflexivity in a clear-cut manner. Second, focusing on the processual enactment of team phenomena allows for a much richer picture of how they emerge, develop, and interact, how effective patterns evolve, and for identifying breaking points for potential intervention (Wageman et al., 2009). Third, studying team dynamics via behavior observation allows for taking the so-called functional perspective of group research seriously: opening the black box of team process as a mediator between input and output factors (Roe, 2011, 2014). For now, team behavior coding is still laborious. New developments in machine learning are likely to significantly reduce the involved workload in the future (Bonito and Keyton, 2018).

Implications of this research will be meaningful for team training and the design of prevention and intervention concepts to improve teamwork. Structural changes of input factors such as team composition, resources, reward systems, and norms can improve teamwork to some degree. But in the end, for determining what makes these changes effective or not, a look into how they are enacted during the team process is necessary. In this manuscript, we have tried to elaborate research questions in the realm of healthcare teams which cannot be answered sufficiently without taking the process of team communication and interaction into consideration. We are convinced that—as in other disciplines—innovation and progress in team research heavily depend on methodological and technological innovation. This is what Gigerenzer (1991) called the “tools-to-theories heuristic.” It is not so much the theories and data that drive scientists to new ideas and the solution of existing problems, but instruments, techniques, and methodical skills (Gigerenzer, 1994). With an increasing innovation grade in team research, we have methods and technology available that allow for much deeper and finer-grained team research and for exploring groundbreaking, new questions.
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In this paper, we consider how the four key team emergent states for team learning identified by Bell et al. (2012), namely psychological safety, goal orientation, cohesion, and efficacy, operate as a system that produces the team’s learning climate (TLC). Using the language of systems dynamics, we conceptualize TLC as a stock that rises and falls as a joint function of the psychological safety, goal orientation, cohesion, and efficacy that exists in the team. The systems approach highlights aspects of TLC management that are traditionally overlooked, such as the simultaneous influence of and feedback between the four team emergent states and the inertia that TLC can have as a result. The management of TLC becomes an issue of controlling the system rather than each state as an independent force, especially because changing one part of the system will also affect other parts in sometimes unintended and undesirable ways. Thus the value is to offer a systems view on the leadership function of team monitoring with regards to team emergent states, which we term team state monitoring. This view offers promising avenues for future research as well as practical wisdom. It can help leaders remember that TLC represents an equilibrium that needs balance, in addition to pointing to the various ways in which they can influence such equilibrium.
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INTRODUCTION

Team emergent states are defined in terms of beliefs that team members hold about the team’s goals, team member abilities, and interpersonal norms. They emerge early after team formation and continue to develop over time as the team’s work unfolds (Marks et al., 2001; Cronin et al., 2011; Edmondson and Harvey, 2018). They tend to stabilize as beliefs become relatively coherent across team members (Kozlowski and Chao, 2012), ultimately guiding behaviors within the team (e.g., Edmondson, 1999). Yet their emergence is described as dynamic because they form in response to experiences and observations of team member interactions, and these experiences and observations both shape and are shaped by the accumulating beliefs. We know a fair amount about what makes particular team states emerge, and how team leadership can influence such emergence (e.g., Edmondson and Harvey, 2017), but we know significantly less about the feedback among team states when they are linked as a system, and what this means for team leadership seeking to control that system.

In this paper, we focus on team learning because it is one of the most critical team processes, and team leaders have significant impact on creating conditions that support it (Koeslag-Kreunen et al., 2018). We draw from Bell et al. (2012) to consider four key emergent states for team learning, namely psychological safety, goal orientation, cohesion, and efficacy, and we argue that collectively these states bring about the team’s learning climate (TLC). We conceptualize TLC as a capacity that rises and falls as a joint function of the psychological safety, goal orientation, cohesion, and efficacy that exist in the team. If the four emergent states can increase or decrease the level of TLC, then collectively TLC can be conceptualized as a control system (cf. Vancouver, 2005). If the level in any one component of the system (e.g., cohesion) affects but is also affected by other components (e.g., psychological safety), then there is feedback in this system. If the levels of a component can persist over time, then there is inertia. It is these two conditions that make a system dynamic (Cronin and Vancouver, 2018), and dynamics increase the challenge of maintaining control of a system (Cronin et al., 2009).

Because leadership activities may influence multiple team emergent states at once, it is fundamental to take a systems view (Sterman, 2000) of how the various states affect the rates of increase and decrease to TLC. It is when leaders are conscious of their influence on emergent states as a system that they come to realize that their interventions can simultaneously affect the various parts of the system in distinct ways (Shuffler et al., 2018), or that their interventions can have little impact because of the inertia found in the system (Ericksen and Dyer, 2004). A focus on one particular emergent state to the exclusion of others is often why practices intended to help wind up being net negative (Sterman, 2000). Leaders can overlook the side effects that would be visible had they taken a broader view of the entire system. This is particularly important in teams because most teams encounter turbulences, and it is during turbulences that their leaders intervene. It is also during such times that a leader’s focus can narrow (Staw et al., 1981).

The systems view helps further elaborate on the leadership function of team monitoring. Functional leadership doesn’t prescribe individual traits to good or bad leaders, but rather informs on the interventions required to satisfy team needs. The core idea is not to emphasize “what leaders should do” but rather “what needs to be done for effective performance” (Hackman and Walton, 1986, p. 77). From this perspective, team leadership is about identifying and solving problems with the aim of ensuring team effectiveness. Team monitoring is a key leadership function that refers to examining a team’s internal activity, progress toward the achievement of the team task, and its environment (Morgeson et al., 2010). While some studies have examined the relationship between team monitoring and team learning—e.g., both De Jong and Elfring (2010) and Otte et al. (2017) have shown the positive and significant relation between team monitoring and team reflexivity (reflexivity is a learning process)—the emergent states described as part of TLC have not been considered in any of these studies. Our systems approach helps provide an understanding of how team states influence TLC, and how TLC can be effectively controlled over time. Thus monitoring TLC is better understood when we view teams as systems where inertia and feedback inform leadership.

Specifically, we propose that team state monitoring is a key leadership function that encompasses the routine evaluation of how a team evolves to identify and correct dysfunctional imbalances in a collection of team states. Because we take a systems view of team emergent states’ development, we not only focus on how changes to one state might propagate throughout the system, we also consider the unintended consequences that can be created as leaders attempt to manage these states. We argue that monitoring is effectively the means to manage TLC over time, but such monitoring can be myopic and lead to actions that enhance one part of the system while degrading others. It can be beneficial, however, when leaders take a systems view.

In the sections that follow, we review the literature on team emergent states and team learning to develop a systems view of TLC. Then, we operationalize this view through a vignette that helps illustrate why it matters for team leadership before deepening the notion of team monitoring as a leadership function. This takes us to a discussion of team state monitoring and its implications for team research and leadership practice.



TEAM LEARNING CLIMATE

Since the seminal work of Senge (1990), learning has become a central part of the literature in management (Huber, 1991; Edmondson, 2002; Wilson et al., 2007). Many researchers and practitioners have adopted Senge’s view that organizations need to learn in order to achieve and maintain superior performance. His argument is that fixed commitment to a leader’s vision is ultimately a bad strategy. The business environment inevitably changes over time, and thus organizations need to be able to adapt. As a result, Senge advocates for developing reflection and inquiry skills throughout the organization, hence facilitating the continuous emergence of new ways of thinking. Organizations are then better able to adapt quickly and effectively by matching (or creating) radical changes in their environment. He argues that work teams are a key unit for such learning to occur in organizations because learning begins with dialogue, a dialogue that allows individuals to make sense of complex situations and discover insights not attainable individually. Team learning has since been studied extensively in organizational behavior to explain team effectiveness.

Edmondson et al. (2007) find three perspectives on team learning in the literature, and each one of them considers features of TLC to be important. The first one, outcome improvement, examines the progression that teams go through as they gain cumulative experience performing the same set of tasks. The outcome improvement research shows clearly that teams learn at a different rate, and such differences have been attributed to various factors, such as team composition stability (Edmondson et al., 2003) or communication networks (Argote et al., 2018), and the learning climate (Edmondson et al., 2001). These studies demonstrate that team performance increases over time as teams learn how to improve their coordination (Reagans et al., 2005).

The second perspective, task mastery, suggests that team learning occurs when teams develop shared knowledge about each other and the task during the process of discussing and coordinating effort. Teams are seen as information-processing systems that may be better or worse at encoding, storing, retrieving, and communicating knowledge (Hinsz et al., 1997; Wilson et al., 2007). Better teams are said to develop a more elaborate “transactive memory system,” which enhances performance on interdependent tasks (Liang et al., 1995). For instance, Ellis and colleagues define team learning as “the team’s collective level of knowledge and skill produced by the shared experience of the team members” (Ellis et al., 2003, p. 822). Interventions that involve training team members together on the task (e.g., Moreland et al., 1996) and facilitating face-to-face communication (Lewis, 2004) are demonstrative of this perspective on team learning. Scholars also find that the learning climate is a factor to consider in teams developing such shared knowledge (Hammedi et al., 2013).

Finally, the third perspective defines team learning in terms of the activities of the learning process instead of its outcomes. It is deeply rooted in the input-process-output (IPO) model first developed by McGrath (1964). In this model, team member behaviors and interactions are the processes that transform input conditions into performance outputs (e.g., Hackman and Morris, 1975). As such, team learning comprises many different sorts of learning behaviors that reflect the particular needs and goals of the specific team (Edmondson, 2002). They include four behaviors: (a) building prototypes, drawing sketches, and running trials (e.g., Lee et al., 2004), (b) questioning goals or methods to reach them, suggesting alternatives, reflecting on new information (e.g., West, 1996), (c) engaging with experienced others outside the team (e.g., Bresman, 2010), and (d) seeking information about the environment (e.g., Ancona and Caldwell, 1992). Put together, these behaviors take place inside or outside the team, and may serve exploration or exploitation purposes (see Harvey et al., 2018). In this paper, we focus on learning behaviors that take place inside the team because they are more dependent on TLC (e.g., Wong, 2004).

Drawing on these three perspectives, we define team learning as team members’ behaviors related to processing knowledge that allows the team to improve. We argue that while team leaders can control inputs, they actually spend most of their time managing processes as they change in response to alterations in tasks and environment. In other words, individuals are the agents of learning, and the agents that initiate team learning. Because of that, leaders do not really affect the individuals as much as they set up conditions that enable individual/team learning. This is why Senge (1990) suggests that leaders in organizations should first and foremost enable individuals to adopt learning behaviors within their respective teams. Such enabling conditions usually relate to the beliefs that are shared by team members with regards to the team and its task, which have been termed “team emergent states.”

Key Team Emergent States in Support of Team Learning

A lot of the scholarly conversation on team learning focuses on understanding the conditions that facilitate learning in teams; that is, the states that emerge over time as individuals engage in teamwork and facilitate or constrain learning behaviors. The distinction between states and processes was a critical step toward understanding the dynamics of teamwork. As Marks et al. (2001) have argued, the conditions of states are what influence a team and can persist over time. For example, the level of trust today will maintain itself over time until some other process changes that level. States allow explicit consideration of inertia in contrast to processes, like communication, that only affect the team when they are engaged and thus do not have inertia. The levels in the states alter the processes that take place in the team. Continuing with our example, a high level of trust may lead to more frequent and open communication, while a low level would make communication less frequent and more guarded. Processes also change states, so the open communication may further increase the level of trust. Taken together, Marks et al. (2001) highlight the feedback between states and processes that affect the dynamics of team conditions over time.

While Marks and colleagues’ model has offered a conceptual path toward further precision in the exploration of team dynamics, much of the research that has followed does not take advantage of these. Most research focuses on the substance of emergent states, and largely studies them as moderators of other relationships without considering how they emerge and evolve in the first place (Waller et al., 2016). In particular, the ways in which emergent states dynamically interact with each other to explain certain team outcomes remains underexplored (Cronin et al., 2011), despite research demonstrating their joint effects in creating pathways that spur team learning (Harvey et al., in press). Before we can describe such dynamic interrelationships, we must briefly review the functionality of the four emergent states that have received most attention in team learning scholarship—psychological safety, goal orientation, efficacy, and cohesion (Bell et al., 2012), summarized in Table 1. It is the fact that each emergent state has a different functionality but that these states may jointly affect common processes that justifies the need to consider them as a dynamic system.

TABLE 1. Team emergent states, influences on team learning, and supportive leadership practices.
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Psychological Safety

Edmondson (1999) has examined team psychological safety – the shared belief that a team is a safe place to take interpersonal risks – as a variable that would affect team learning. She has shown that learning behaviors translate effective team leadership into performance outcomes when team members feel able to question assumptions and discuss difficult issues. For instance, engaging in trial-and-error experimentation is extremely difficult when there is a sense that team members’ participation is being scrutinized or evaluated because chance of success is uncertain and failure is a strong possibility (Lee et al., 2004). The open discussion of errors, just as voicing ideas and concerns, requires a psychologically safe environment that encourages team members to engage in candid conversation focused on improving team task performance (Carmeli and Gittell, 2009), instead of succumbing to defensive routines such as self-censoring (Argyris, 1990).

Today, psychological safety is the most common emergent state studied in relation to team learning (Sanner and Bunderson, 2015). It has been shown to have a positive relationship with team learning in a great variety of settings (for reviews, see Edmondson and Lei, 2014; Newman et al., 2017). Companies as influential as Google have pointed to psychological safety as the most important feature of high-performing work teams (Duhigg, 2016).

Leaders can nurture psychological safety by inviting and showing appreciation for others’ contributions (Nembhard and Edmondson, 2006), creating clear structures (Bresman and Zellmer-Bruhn, 2013), and establishing shared rewards (Chen and Tjosvold, 2012). Edmondson and Harvey’s (2017) multiple case study of extreme teaming projects also offers an in-depth account of what leaders can do to foster rapport that gives rise to psychological safety. The authors find that successful project leaders are not solely focused on task completion and project progress when they interact with team members, but also display genuine interest in team members’ needs and challenges in completing the task.

Psychological safety should be thought of as having inertia. It is a belief that builds over time (Edmondson, 1999), and while behaviors can subtract from its level, the prior level should persist over time. For example, one angry outburst at a team member for a mistake would not destroy all psychological safety, though it would probably reduce the level (Edmondson, 2018). Also, a team that was temporarily disbanded and then re-assembled would be unlikely to restart from zero in terms of expectations about psychological safety.

Goal Orientation

Drawing on the work of Dweck (1986) and others (e.g., Button et al., 1996; VandeWalle, 1997) on individuals’ psychological traits, Bunderson and Sutcliffe (2002, 2003) have shown that teams may approach achievement situations from two angles: learning and performance. When teams are oriented toward learning, their members take a proactive approach to solving new, complex problems and are more likely to engage in behaviors that facilitate learning (Alexander and Van Knippenberg, 2014). Since they are not particularly interested in relying on prior capabilities, these teams invest considerable time and energy in planning their work (Mehta et al., 2009) and their members continue to exchange information with each other during execution (Gong et al., 2013). In contrast, in achievement situations where teams are oriented toward performance, novel or puzzling insights tend to prompt irritation or discomfort rather than enthusiasm, because they undermine the team’s strongly rooted commitment to the collective expression of competence and the favorable judgment that comes with it (Mehta and Mehta, 2018). Mistakes are far less welcome on such teams, since they prize concrete progress or tangible results. For instance, highly performance-oriented teams are unlikely to continue pursuing radical innovation after they encounter challenges, because they realize that doing so increases their chances of failure (Alexander and Van Knippenberg, 2014).

Leadership influences the emergence of a learning or performance orientation on teams. Dragoni and Kuenzi (2012) show that the leader’s individual goal orientation influences that of the team. Leaders are likely to induce learning or performance orientation when they offer feedback on behaviors or reward certain outcomes (Alexander and Van Knippenberg, 2014). For their part, Chen et al. (2011) show that leaders facilitate the emergence of a learning orientation by encouraging discussion of opposing views, while Bunderson and Boumgarden (2010) show that conflicts and disagreements between team members reduce the odds that a learning orientation will emerge within the team.

While some team research treats goal orientation as a team composition variable (an input in the ISPO model) (e.g., LePine, 2005; Porter, 2005), the research above along with several other team studies (e.g., DeShon et al., 2004; Mehta et al., 2009) conceptualize it as a team emergent state. The reason to conceptualize goal orientation as a state is that while individuals may have goal orientations when they join a team, such individual orientations are not immediately manifest by the collective, and the collective level may change over time given leadership behaviors and incentives (Dragoni and Kuenzi, 2012). Again, because team goal orientation is an intangible property, individuals’ beliefs about it are more likely to have inertia. We could also imagine team factions that diverge in their goal orientations; it would make goal orientation more “compilational” in structure (Klein and Kozlowski, 2000), but it would still make it a state with inertia.

Cohesion

Team cohesion, defined as the shared belief or commitment from team members to the task, or to each other, has been extensively studied (Beal et al., 2003). Both the integration or “bonding” of individual team members into the group (social cohesion) as well as their desire to accomplish the team task (task cohesion) have been argued to increase team members’ willingness to invest time and energy within the team (Hackman, 1990). This is important for team learning because adopting learning behaviors is demanding for team members (Edmondson, 2003; Edmondson and Harvey, 2018).

Leaders can play a significant role in influencing the degree of cohesion in teams. Edmondson and Harvey (2017) find that leaders may facilitate its development by explicating shared values in articulating the team goal. Similarly, Chiniara and Bentein (2018) show that shaping leader-member relationships in ways that lower perceptions of differentiation positively influences team cohesion. The degree of participation from team members in key facets of the team endeavor is another factor that affect team cohesion (Bergman et al., 2012) and that leaders can enable. Leaders can also strategically request task-relevant information, point out flaws in task procedures, and question the team’s output. Monitoring task complexity in such a way brings team members together (Kane et al., 2002).

Once again, because cohesion takes time to build (Mathieu et al., 2015) and is stored in individuals’ beliefs, we posit that it will not necessarily dissipate without some event and that it has inertia. However, such a state may have the possibility for more drastic change in a moment than, for example, goal orientation (which is rooted in individual proclivities). For example, some huge violation or betrayal by team members could destroy team cohesion (Mach et al., 2010). Yet the level of cohesion would move from its prior level to the new level, meaning that cohesion at time t+1 is a function of the event plus cohesion’s level at time t. This is how one operationalizes inertia (Cronin and Vancouver, 2018).

Efficacy

Researchers have theorized that team members’ confidence in their capability vis-á-vis one particular task—team efficacy—is an important determinant of team performance (e.g., Gibson and Earley, 2007). This is primarily due to the fact that team members are more likely to engage in learning behaviors when they share a belief that the team can do anything it sets out to accomplish (Edmondson, 1999). As a result, teams that rate high on efficacy are prone to persist in the face of a challenging goal, and even tend to push themselves to surpass such a goal when they come close to achieving it (Gully et al., 2002).

Research has shown how leadership can enable team efficacy. For instance, one way is to embody the belief that the team is capable of achieving good performance—especially shortly after team formation, since teams have little information to support such assessments (Pescosolido, 2001). Likewise, designing the team’s work in order to achieve early wins is another way for leaders to facilitate the emergence of team efficacy (Lester et al., 2002). Finally, leaders can closely monitor goal achievement to counter the negative effects associated with high levels of team efficacy (Rapp et al., 2014).

Efficacy can be said to be rooted in individuals’ beliefs (Bandura, 1997). Like goal orientation, such beliefs aggregate and can be focused on teams, and team scholars have picked up on this assumption (Gully et al., 2002). Also like goal orientation, they can represent proclivities and habits. They too are likely to have inertia, and to have a persistent influence on individual and team activities even when such beliefs are not actively being discussed. Efficacy thus fits the profile of a construct with inertia.

Interplay Among Team Emergent States

Each of these four emergent states contributes significantly to team learning. However, they have usually been studied in isolation from each other. There are two reasons to be concerned about this. The first is that when it comes to the levels of team states, it is not always “more is better.” For example, high levels of cohesion have detrimental effects due to increased pressure for conformity (Lott and Lott, 1965; Hackman, 1976). Alternately, if team members believe too strongly in their ability to accomplish a task (efficacy), theory suggests that they can succumb to overconfidence and complacency (Gist, 1987). They tend to make poorer decisions by taking uncalculated risks, spending less time on information-processing activities, and rejecting negative feedback (Whyte, 1998). While such curvilinear relationships have not been investigated with respect to psychological safety, it would not be hard to imagine a team where effectiveness suffers because mistakes are so welcome. Similarly, there are contexts where performance orientation is more appropriate (Alexander and Van Knippenberg, 2014). The bottom line is that each emergent state has an optimum setting that may change with task and context.

This leads to the second point, efforts to influence one state may affect the utility of the others. For example, moderate level of team efficacy is recommended for teams to engage in learning behaviors that enhance performance (e.g., Tasa and Whyte, 2005), unless they monitor their goal closely—then, high level of team efficacy is beneficial (Rapp et al., 2014). Such contingencies mean that beneficial effects of one state might be counteracted by negative effects on another. It would explain why some researchers find a positive relationship between cohesion and team learning (e.g., Schippers et al., 2008), and others find no relationship (e.g., van Ginkel and van Knippenberg, 2008). What is unknown is whether some attempts to increase cohesion might not cancel out the benefits by also increasing a negative effects like groupthink (Janis, 1972). The bottom line is that if team emergent states affect each other, then research needs to address how to manage an equilibrium among them in order to maximize positive behaviors and outcomes such as learning in teams. We lack such an understanding of how the four team emergent states collectively influence team learning.

Research on the dynamics of teams is still in its infancy (Bowers et al., 2017), and conceptual work must therefore take a step forward and develop more dynamic models of team learning (Bell et al., 2012). Inertia is a foundation for dynamics – without inertia there is no way for the past to influence the future (Cronin and Vancouver, 2018). Above we have discussed why each emergent state could exhibit inertia. Yet to truly understand the dynamics of TLC, we must consider the feedback loops within the system. That is, how the change to emergent states produced by some leadership action may set into motion a causal chain that loops back to perpetuate or even reinforce the current conditions. Such feedback loops can diminish the intended effect of leaders’ actions or even worsen the problem via unintended consequences. What leaders really need to do is to promote virtuous cycles within the system. In all cases, one cannot control a system by focusing only on one part of it (i.e., one emergent state).

To be clear, when we discuss feedback, we are talking about circular chains of causality (Cronin and Vancouver, 2018). Feedback loops are what Marks et al. (2001) and others (e.g., Ilgen et al., 2005) have recognized as inherent in teams: An “output” at time 1 becomes the “input” at time 2. Such feedback is how non-linear growth and change can continue within a system even after a leadership action (or any other process intended to affect the team) has stopped. Feedback when coupled with inertia is also how systems as a whole resist change. To articulate how to control systems with inertia and feedback, it is often helpful to model them as stock and flow systems (Forrester, 1968). A stock is like a tank that maintains its water level over time unless it is filled or emptied. Thus it has inertia like other emergent states. But importantly, the stock and flow structure highlights that what causes TLC to increase may not be what causes it to decrease—the inflow to TLC can represent a different set of processes or actions from the outflow (Cronin and Vancouver, 2018).

This decoupling of inflows from outflows allows for greater prediction and control of TLC both within and between emergent states. For example, efficacy opens the inflow to TLC, for example, by increasing the motivation to perform. Yet after a certain point, efficacy might also open the outflow to TLC as well, albeit through a different process such as the discarding of new knowledge (i.e., “our way works, why would we change it?”). Such a characterization still fits with the conceptualization of efficacy, but it suggests that to control the system a leader should focus on counteracting the tendency to ignore new knowledge. The broader point is that the emergent states act as a collective to alter the inflow and outflow to TLC.

The systems view implies that to truly understand how leadership can manage TLC, research must conduct studies that will simultaneously monitor the equilibration among the different emergent states. To use another analogy, consider a vegetable garden. To achieve the highest yield, the gardener must balance soil quality, sunlight, watering, and pest control. The relative levels of all these factors in concert determine the garden’s potential to produce a healthy crop. Moreover, addressing one factor might influence another (e.g., using pesticides might impair soil quality). Further, the relationships are not linear: Some watering is needed, but not too much, and this also depends on the amount of sunshine. TLC is like the yield of the garden. It represents the team’s potential to learn effectively, based on the current levels of the important factors that support or inhibit team learning. In many ways, leaders must be capable gardeners.

Figure 1 provides a more graphical illustration of the kinds of questions a systems view would warrant, and why these would be useful. The bottom of Figure 1 shows the stock of TLC with a single inflow and a single outflow, the arrows with hourglass symbols. Based on what we know about team learning, the inflow would represent experimentation and reflection processes (those that increase knowledge), while the outflow might represent forgetting and discounting processes (those that reject new knowledge). The emergent states are represented above the inflow and outflow arrows, and these have the capacity to influence each other as well as to open or close the flows. For simplicity, let us focus on psychological safety, and let us further assume that leaders are going to attempt to increase psychological safety through policy about the importance of always speaking up. The direct effect (represented by the bold arrow to the TLC inflow) should increase the rate of speaking up, which will encourage others in the team to do so as well, thus increasing the stock of TLC. Such an immediate effect can be tested and verified, but if one ignores the longer term effects, the understanding of the utility of this policy is incomplete.


[image: image]

FIGURE 1. Dynamic model of team learning climate. Note that this model conforms to systems dynamics modeling conventions (Sterman, 2000). Boxed variables are stocks, and the hourglass shapes are flows. Cloud shapes represent factors exogenous to the model. Causal influence arrows are all directional, and denote either positive (blue) or negative (red) relationships. Arrows with “||” on the stem denote delayed influence (e.g., it may take time before goal orientation starts to influence the team learning inflow).



For one thing, thinking about the growth of TLC over time leads one to realize that it would not be reasonable to expect that psychological safety will increase TLC forever. There is likely to be some control function, possibly emanating from the limits on psychological safety itself, that could eventually cause diminishing returns on the accumulation of TLC. We might conjecture that people will get used to the policy of speaking up, and thus its influence on behavior will fade over time as it becomes taken for granted. Alternately, after a certain point, psychological safety may start to decrease TLC if teammates feel no need to consider their ideas before voicing them; it may lead to a kind of information overload. This kind of influence is represented by the arrow from psychological safety to the outflow of TLC, and may only emerge after psychological safety grows to a certain point, which is why there is a delay mark (||) on the arrow.

As we discussed above, psychological safety can affect or be affected by the other states as well (Harvey et al., in press). These would be represented by the other curved arrow in Figure 1. Perhaps more important is that such effects can be delayed and can have second and even third order effects on TLC (i.e., the effect of psychological safety on TLC goes through two or three pathways). Consider first that while psychological safety can increase cohesion, as cohesion grows beyond a certain point it may increase conformity pressures which loopback to limit psychological safety (Kahn, 1990; Edmondson, 2018). This is a balancing loop (denoted by B). This would be another way that the impact of the policy that encourages speaking up might fade over time (as cohesion grows).

Sometimes the second order effects are harder to identify. Psychological safety may lead to increased efficacy, and as we discussed above, this might lead to overconfidence that decreases TLC as team members reject new knowledge (Rapp et al., 2014). This effect might also be delayed (represented by the two perpendicular lines on the arrow) because efficacy takes time to grow. However, once the effect of overconfidence surfaces and TLC starts to decrease, it may cause leaders to try to further increase psychological safety. Yet this will not fix the problem, and because of the delay between the change to psychological safety and the effect of overconfidence, leaders might overlook efficacy as the cause of the problem.

As the feedback loops get longer and causes and effects become more distal in time, the potential for perverse outcomes increases. Continuing with our example, if psychological safety improves efficacy, it might eventually change the goal orientation to a performance one (especially if performance is rewarded and the team gets used to “winning”). This is a second order effect that might produce the third order effect whereby performance orientation reduces the willingness to experiment and possibly fail, thus shutting the TLC inflow.

The important point about a systems view is that all of these things may co-occur. Thus, while initially psychological safety is a boon to TLC, over time its influence becomes more limited because of increased cohesion, and possibly even detrimental if the dark side of efficacy and goal orientation takes over. Managing this system thus requires managing all four emergent states, not just one.



TEAM STATE MONITORING

We posit that TLC is produced and maintained by the joint effects of psychological safety, learning orientation, cohesion, and efficacy; they collectively affect team members’ engagement in learning behaviors. Team leaders have been shown to influence each of these emergent states (e.g., Edmondson and Harvey, 2017), but the emergent states operate as part of a system. In Figure 1 we described how leadership actions targeted at any one emergent state can have multiple, and sometimes unintended, consequences. To further illustrate this interplay and the collective influence of the emergent states that bring about TLC, we use a vignette of a teamwork situation where a leader attends to team needs, influencing subsets of TLC and, as a result, team learning.

We use the vignette to draw from the systems view in relation to TLC in order to extend the leadership function of team monitoring to team state monitoring. Team state monitoring brings the essential lessons of the systems view (i.e., inertia, feedback loops, etc.) together in an operational theory of TLC. This is useful because team research has been almost silent about the monitoring of a set of emergent states as an equilibrium that needs balance, and the various ways in which leaders can influence such equilibrium. Even though team monitoring has been shown to have a positive effect on some emergent states when taken separately (LePine et al., 2008), the original focus of these studies has not been the monitoring of emergent states per se, let alone the dynamic interplay found in the equilibrium such as the one that TLC represents. As argued above and further illustrated in the vignette that follows, a leader’s action intended to enhance one emergent state may also influence the trajectory of several others.

As presented above, team learning is conceptualized as the behaviors team members adopt internally such as experimenting and reflecting, which help the team transform inputs such as new team members or a novel task environment into performance outputs. This cycle creates dynamics that can affect TLC. The vignette in Box 1 illustrates what leaders should consider if they are to be capable gardeners, cultivating team learning.


Box 1. The challenge of team state monitoring.

This vignette concerns a team of five nurses with a reputation for taking on new challenges to improve quality of care. One winter, the hospital faces an influx of new patients, and the team is asked to integrate two young newcomers to deal with it. During a team meeting, the two new nurses appear nervous as the rest of the team skim through the workload, and make adjustments to implement a new procedure. As the team disperses, its manager overhears senior members sharing doubts regarding the team’s ability to deal with the increased demands, since the new recruits are so inexperienced. Over the next few days, several problems crop up. Team members seem to lack the drive to deal with the heavy workload. The manager, noticing the drop in performance, decides to join the next team meeting in the hope of instilling some self-belief.

In the meeting, the manager quickly realizes that the team is experimenting with a new procedure. Thinking that such a change may be too challenging for the new recruits, she takes over. She underlines the exceptional workload the team is facing and the importance of showing full competence during such peaks. She highlights the monetary incentives management offer for good performance, and lists the strengths that should help the team succeed. A team member interjects to list the benefits of the new procedure, but the manager dismisses her point. She reiterates the experience and knowledge of the team, maintaining that it has everything it needs to deliver right away. Her words seem to energize the team members as they prepare for their next shift. The team channels its energy toward getting the job done, and proves equal to the surge in patients. Over the next few weeks, team members continue to pay close attention to the performance indicators, and start receiving accolades. The atmosphere within the team is changing, as nobody wants to report a mistake that would affect team performance. Some members start “forgetting” to report certain errors. Months later, management trials a digital technology aimed at improving global health by syncing information across organizations. Due to its exemplary performance, the team is chosen for the “pilot.” The manager invites the team to use the technology even if it makes things difficult at first, emphasizing the benefits for patients. The team members nod in agreement. On the ward, however, none of them is particularly excited about experimenting with the new technology, and they avoid it whenever they can. If they made mistakes, it would affect team performance—and nobody wants that. Unsurprisingly, the manager learns little from the pilot. Thus, she ends the next meeting by urging the team to give her feedback so she can adjust things before rolling out the technology. Yet, very little changes the following week...



This vignette shows a team with a strong learning orientation that struggles to integrate newcomers while dealing with a particularly demanding workload, and therefore starts doubting its capability to improve. The leader intervenes to enhance the team’s shared belief of efficacy, but in doing so she also impacts the goal orientation of the team (performance starts overriding learning) and psychological safety (team members are now afraid to speak up or report mistakes that would affect short-term performance). While the team can handle the additional workload, the increase in efficacy is ultimately detrimental to TLC. The team may be less prepared to adopt new routines than it was before the leader’s intervention, meaning that they fail to learn continuously and improve the quality of care at the hospital. Worse, if performance suffers, newcomers may be blamed (e.g., “We were innovators until they showed up!”).

Using the systems view, we can model how this particular system might evolve in unexpected ways should the leader not monitor the four emergent states simultaneously. We display this in Figure 2. The exogenous shock of the higher workload and new team members reduces efficacy, and the leader responds to correct this. She continues to bolster efficacy (the positive link), and as it duly increases, she can scale back her intervention (the negative link). This is a type of self-efficacy control system, except the leader is the driver, rather than performance (cf. Vancouver et al., 2002). When the leader focuses on efficacy, it is easy to overlook the unintended effects on goal orientation and psychological safety. The variation in goal orientation increases resistance to change, decreasing the inflow to TLC. The decrease in psychological safety causes people to ignore errors from which they might learn, increasing the outflow from TLC. The joint effect is that TLC declines, making the team less innovative. Should this continue long enough, the decreased innovation may be blamed on the leader or even the newcomers, decreasing cohesion while also decreasing efficacy and perpetuating the cycle as the leader attempts to re-establish efficacy.
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FIGURE 2. Dynamic model of team learning climate in the hospital vignette.



We recognize that newcomers do not always decrease efficacy, or alter goal orientation. The point is to illustrate how such a system works in this particular context, and to emphasize that if research is to discover the common patterns in TLC systems, research on TLC will need to start trying to model the systems, not just specific pieces of it. This is not merely a theoretical issue; it is a practical one as well. Understanding how emergent states can interact, balance and evolve gives leaders more flexibility in how they aim to sustain TLC. In the following section, we build on this viewpoint to develop avenues for future research and consider practical insights for leaders.



DISCUSSION

Taking a systems view on TLC opens up avenues for future research while also offering practical insights. Specifically, our work offers three main contributions to theory. First, we still know little about whether some of the emergent states that bring about TLC are more amenable to leadership interventions. Scholars have distinguished between task- and person-focused leadership (Koeslag-Kreunen et al., 2018) but TLC, while being rooted in persons’ beliefs, also relates to features of the team task. Thus it is unclear what focus would be recommended to influence TLC. One direction for future research is to examine whether the four emergent states are more (or less) likely to evolve over time—and, if so, under what conditions. Doing so may require a move away from cross-sectional designs toward special research designs and new measurement tools. For instance, experience sampling methodology (ESM), which demands that research participants complete several surveys over a relatively short period of time, could enable the investigation of the dynamics and coevolution we aim to delineate in this paper. Such in situ momentary assessments of team emergent states could show which ones are more or less event-contingent (see Kozlowski, 2015). The knowledge generated with this research can provide leaders with actionable insights into how to approach TLC monitoring.

Second, our work also provides grounds to think more deeply about who is best positioned to monitor TLC. The functional theory of leadership is inclusive when it comes to who should undertake leadership functions (Morgeson et al., 2010). Anyone inside and around the team can exert leadership, whether they assume a formal or informal role. Is there a difference between a longstanding team leader and a newly integrated team member intervening to influence TLC? This raises questions such as whether team members are more effective at monitoring emergent states, given their proximity to fellow members, or whether appointed leaders may provide greater stimulus to TLC trajectory by dint of their formal authority. Recent work by Koeslag-Kreunen et al. (2018) has shown that leadership from both formally appointed leaders and team members can influence team learning. Future research could look into team member interactions and how they might boost, maintain, or impair TLC. Computational methods would be particularly useful in leading such endeavors by modeling various team member characteristics and behaviors (see Cronin and Vancouver, 2018). The use of wearable wireless sensors designed to measure human social interactions is yet another way to give us cues about the respective influence of distinctive sources of leadership actions in real time (Kozlowski and Chao, 2018; Zhang et al., 2018). This could also shed light on the conditions underlying the changes—for example, whether team-level features such as task interdependence, or features associated with the work environment such as virtual communication, interact with monitoring practices to affect TLC.

Finally, while much has been written about TLC, what it actually represents has remained unclear. We hope to have provided more clarity to this important construct. However, we based our work on Bell et al. (2012) and therefore focused on psychological safety, goal orientation, cohesion, and efficacy. Other emergent states may need to be included in TLC. One avenue for future research in that direction is to validate TLC as a second-order construct, similar to what Mathieu et al. (in press) have done with the action, transition, and interpersonal processes of teamwork proposed by Marks et al. (2001). Researchers need to map the many emergent states that have proliferated throughout the past decades or so, put them under larger umbrellas (second-order constructs), and test them empirically. This likely means reducing the number of items used to measure each emergent state and reassessing validity (Smith et al., 2000), but this is necessary to start exploring the dynamics between these key constructs. Only then will team research be able to fully embrace the systems view that we propose here.

In terms of practical implications, taking a systems view on TLC can help managers interpret the potential multivariate effect of their actions. For instance, a manager who wishes to cultivate psychological safety by modeling openness and asking feedback from team members can affect the goal orientation, efficacy, and cohesion of the team depending on the content of the feedback that is provided and the exchanges that ensue. Training managers in systems thinking could be useful to develop their holistic conception of management practice and leadership, which goes beyond the logical thinking that is usually taught in business schools. In general, this should lead managers to better appreciate the complexity of their impact and reduce the impression of direct connectedness between their actions and the desired outcomes.

Thinking of TLC as an equilibrium that needs balance also brings the notion of time to the fore. It moves away from the perception of TLC as a starting point or a definite state represented as an intrinsic dialectical quality (learning vs. non-learning climate). Managers can then better understand why TLC is never a fait accompli and rather an enduring accomplishment that revolves around managing several emergent states over time. Going back to Senge (1990), this is at the foundation of the reflexivity and inquiry skills necessary for organizations to thrive over the long haul.



CONCLUSION

Team scholarship has primarily focused on emergent states in isolation, limiting our understanding of the proper “milieu” among them or our insights into how they operate jointly. Therefore, it is not immediately apparent how the various emergent states differ from each other, or where they overlap (Bell et al., 2012). This has led to scholarship that does not always take into account the complexity of the bundle of emergent states present in TLC. We hope that our efforts in this paper offers the opportunity for scholars to take more of a systems view in their research on TLC, and for leaders to embrace the complex, yet crucial, role they play in continuously shaping team members’ beliefs. This is all very challenging, but the rewards are well worth it, as teams continue to flourish in science and in the field.
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Many important “grand” challenges—such as sending a team of humans on a voyage to Mars—present superordinate goals that require coordinated efforts across “multiteam systems” comprised of multiple uniquely specialized and interdependent component teams. Given their flexibility and resource capacity, multiteam system structures have great potential to perform adaptively in dynamic contexts. However, these systems may fail to achieve their superordinate goals if constituent members or teams do not adapt their collaboration processes to meet the needs of the changing environment. In this case study of the National Aeronautics and Space Administration (NASA)’s Spaceflight Multiteam Systems (SFMTSs), we aim to support the next era of human spaceflight by considering how the history of manned spaceflight might impact a SFMTS’s ability to respond adaptively to future challenges. We leverage archival documents, including Oral History interviews with NASA personnel, in order to uncover the key attributes and structural features of NASA’s SFMTSs as well as the major goals, critical events, and challenges they have faced over 60 years of operation. The documents reveal three distinct “eras” of spaceflight: (1) Early Exploration, (2) Experimentation, and (3) Habitation, each of which reflected distinct goals, critical events, and challenges. Moreover, we find that within each era, SFMTSs addressed new challenges adaptively by modifying their: (1) technical capabilities; (2) internal collaborative relationships; and/or (3) external partnerships. However, the systems were sometimes slow to implement needed adaptations, and changes were often spurred by initial performance failures. Implications for supporting future SFMTS performance and future directions for MTS theory and research are discussed.
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INTRODUCTION

The United States’ National Aeronautics and Space Administration (NASA) and directives from the President have set an ambitious goal: send manned Long-Duration Exploration Missions (LDEMs) to deep-space destinations like Mars within the next two decades (National Aeronautics and Space Administration [NASA], 2014; Trump, 2017). LDEMs represent a new frontier for humanity, and could be one of the greatest achievements in human history. However, these missions will also present immense difficulties and test the capabilities of all involved. Factoring prominently among the anticipated difficulties of LDEMs is the team risk or the “risk of performance and behavioral health decrements due to inadequate cooperation, coordination, communication, and psychosocial adaptation within a team” (Landon et al., 2016, p. 5). The “team risk” in a LDEM is not limited to the risks of collaboration failures within the spaceflight crew. LDEMs will require unprecedented levels of collaboration across complex “spaceflight multiteam systems” (i.e., “SFMTSs”) comprised of the space flight crew and numerous teams on Earth (Mesmer-Magnus et al., 2016).

In fact, many of the most important problems facing today’s organizations and societies —including responding to natural disasters (DeChurch et al., 2011), uncovering major scientific discoveries (Falk-Krzesinski et al., 2010), and translating medical breakthroughs to practice (Asencio et al., 2012)—represent “grand challenges” (George et al., 2016) that require intensive collaboration across interdependent systems comprised of multiple uniquely specialized groups or teams. These “teams of teams” or “multiteam systems” (i.e., “MTSs”; Mathieu et al., 2001) are increasingly prevalent in today’s world because these structures offer greater resource capacity than single teams but more flexibility than traditional organizations and thus, are expected to respond adaptively to complex and evolving task demands (Marks et al., 2005; Porck et al., 2018).

Despite their potential to achieve important goals, extant research suggests that MTSs often fail due to breakdowns in collaboration and coordination within and/or across component teams (Zaccaro et al., 2012). For example, MTS theory argues that interteam collaboration breakdowns are particularly likely in systems comprised of teams with very different areas of expertise, backgrounds, norms, priorities, or organizational memberships (Luciano et al., 2018). Furthermore, MTSs often appear in contexts that are ambiguous, dynamic, multi-faceted, and require rapid responses (Shuffler and Carter, 2018). Yet, research on dynamic task contexts suggests that dynamism and uncertainty can present added problems for collaboration (Luciano et al., 2018) and members and teams may fail to shift their processes and procedures adaptively to meet evolving task demands (Moon et al., 2004; Hollenbeck et al., 2011). Therefore, when MTSs face an important grand challenge, like a LDEM, which has critical consequences for failure, it is often necessary to understand the specific features of the system (e.g., team characteristics, evolving task demands) that might present barriers to effective collaboration within and across teams and develop strategies for mitigating those barriers.

This case study aims to lay a foundation for supporting SFMTS performance in the future by analyzing the history of SFMTS performance over the past 60 years of NASA’s spaceflight program. We argue that considering the collaboration practices and procedures that have been established previously within a MTS or its embedding environment is an important first step when attempting to facilitate future adaptive performance. Indeed, scholars have long argued that teams’ histories can substantially impact their futures (McGrath et al., 2000; Hollenbeck et al., 2014). Through a review of archival documents, we uncover the key features of SFMTSs and the major focuses, critical events, and challenges SFMTSs have contended with in the past. Further, we consider the ways in which SFMTSs have adapted to meet the challenges of previous eras of spaceflight. In doing so, we align with previous research on teams that acknowledges “adaptation lies at the heart of team effectiveness” (Burke et al., 2006, p. 1189) and identify aspects of prior adaptations within the spaceflight context that must shift or advance further in order to achieve the goals of LDEM.



CASE STUDY APPROACH

The purpose of this research is to better understand how NASA’s SFMTSs have learned from and adapted in response to pivotal events and transitions in the space program over the past 60 years of space exploration. Toward these ends, we reviewed publicly available archival documents that provide first-hand information regarding how NASA’s SFMTSs responded to critical events. Our case study was guided by three research questions which were grounded in extant theory and research on MTSs (Zaccaro et al., 2012; Shuffler et al., 2015). These research questions, our data collection, and analysis procedures are described below.


Research Questions


Research Question 1

Our first research question How are NASA’s SFMTSs structured? (e.g., What teams are involved? What interteam relationships are relevant?) is based in prior theoretical work which has identified the key definitional features of MTSs (Mathieu, 2012) and delineated the attributes of these systems that might impact performance (Zaccaro et al., 2012). Defined formally, MTSs are: “two or more teams that interface directly and interdependently in response to environmental contingencies toward the accomplishment of collective goals” (Mathieu et al., 2001, p. 289). All MTSs have in common two features: two or more component teams, and a hierarchical goal structure whereby component team pursue separate team-level goals in addition to one or more shared “superordinate” goal.

However, as Zaccaro et al. (2012) argue MTSs can vary widely with regard to the types of “compositional,” “linkage,” and “developmental” attributes affecting MTS functioning. Compositional attributes are descriptive aspects of the individuals and teams comprising the system and can include demographic features of the MTS, the size of the system (e.g., number of teams), the relative characteristics of the component teams (e.g., the functional specialization of component teams), and the degree to which the system crosses organizational boundaries. Linkage attributes reflect the formal and informal connections among members and teams and can include patterns of task interdependence driven by the MTS goal hierarchy, communication, trust, and leadership structures. Finally, developmental attributes are the properties of the system connected to temporal development such as the system’s genesis (e.g., if the system was appointed or emergent), and the stability of the membership over time.

As a guiding theoretical framework, MTSs researchers typically leverage classic input-process-output (Steiner, 1972; McGrath, 1984; Hackman, 1987) or input-mediator-output-input (IMOI model; Ilgen et al., 2005) views of team functioning and performance to understand multiteam functioning. Within these models, inputs reflect factors affecting team functioning (e.g., personality, knowledge, training, attitudes). The effects of inputs are transmitted through mediators, such as teamwork processes (e.g., coordination behaviors, information sharing, backup behaviors; Marks et al., 2001) or emergent psychological states (e.g., trust, shared cognition; Kozlowski and Ilgen, 2006) to team outputs (e.g., performance, viability). In MTSs, inputs (e.g., compositional attributes; Zaccaro et al., 2012) residing at the individual, component team, and system level shape the interactions and relationships within and across teams (e.g., linkage attributes), and MTS outcomes. These performance outcomes then become inputs during subsequent phases of performance.

In summary, extant research argues that MTSs can vary widely in their structures and other compositional, linkage, and developmental attributes. Moreover, the structures and attributes of MTSs are significant determinants of systems performance. For example, drawing from a long history of research on intergroup relations (Sherif, 1958; Tajfel et al., 1979), Luciano et al. (2018) argue that the degree to which component teams differ from one another with regard to their functional capabilities, norms, work processes, and priorities, can create boundary-enhancing forces between teams that stifle interteam collaboration and system performance. Therefore, our first research question is based in the understanding that MTS structures and other attributes are critical to system performance.



Research Questions 2 and 3

Although research on organizational teams has often treated team tasks, composition, and environments as though they were stable over time (Ilgen, 1999; Mathieu et al., 2017), scholars have also pointed out that teams and MTSs are complex adaptive systems that experience evolving task demands, shifting group memberships, and feedback loops with their embedding environments (Kozlowski and Klein, 2000; McGrath et al., 2000; Mathieu et al., 2014). The prior experiences, outcomes, memories, and practices that have accumulated within a team or system in response to evolving task demands are likely to shape subsequent behaviors and outcomes (e.g., McGrath et al., 2000; Hollenbeck et al., 2014). Moreover, a team or system’s ability to adapt to major changes is a hallmark of effective performance (LePine, 2005; Burke et al., 2006; Baard et al., 2014). Therefore, the second two research questions guiding our case study of NASA’s SFMTSs acknowledge that teams’ histories (and their prior adaptations) matter to their futures: (2) What are major goals, critical events, and challenges have NASA’s SFMTSs faced in the past?; and (3) In what ways have NASA’s SFMTSs adapted over time in response to evolving goals, events, and challenges? (e.g., What organizational practices have been implemented?).

The history of a MTS might facilitate subsequent performance or constrain it. In some instances, when future challenges share similar features to those encountered in the past, prior adaptations represent a valuable resource which teams may draw on to inform their options for future adaptation. Where anticipated challenges diverge from those encountered previously, a thorough understanding of past challenges and the adaptations made in response to them may guide subsequent adaptation strategies by allowing team members to identify the areas where further improvement on existing systems may be needed. Conversely, circumstances may require teams to change their behaviors, but reliance on past approaches may prevent adaptation. For example, research has shown that it is much easier for teams to shift from loosely coupled or decentralized task decision-making structures toward more tightly coupled or centralized structures than it is to shift in the opposite direction (Moon et al., 2004; Hollenbeck et al., 2011).

Therefore, we consider the ways in which NASA’s SFMTSs have previously adapted to evolving challenges. We suggest that considering the history of SFMTS adaptations could provide a foundation for future LDEMs. First, an awareness of past adaptations may provide guidelines for the types of adaptations that may benefit the system in the future. Second, understanding prior challenges may allow for better prediction of the performance decrements that may result from the challenges of LDEMs if further adaptations are not instituted. Finally, an advance awareness of potential performance decrements may allow NASA and organizational researchers to apply countermeasures, correcting for these challenges before their consequences can manifest. Examining the past to inform the future may be particularly important in multiteam settings like an SFMTS, which could differ appreciably from less complex stand-alone teams studied in laboratory settings or other types of organizations.




Data Collection Approach

We used transcripts from NASA’s JSC Oral History Project (JSC OHP) as the foundation of our archival document search. The purpose of the JSC OHP was to “capture the history from the individuals who first provided the country and the world with an avenue to space and the moon” (Madison, 2010). The JSC OHP transcripts represent interviews with individuals spanning a wide range of roles within NASA, including managers, engineers, technicians, astronauts, and other employees. Our review was conducted entirely using publicly available documents. As such, additional IRB, NASA, or interview participant approval was not required for the use of these resources.

We used the JSC OHP as the foundation of our archival analysis for three key reasons. First, by virtue of their inclusion in the JSC OHP, the events described in the transcripts can be assumed to be of importance to the organization, from the perspective of NASA itself. These events often represented critical milestones in NASA’s spaceflight legacy. In many cases, this was because the events described were pivotal in prompting altered patterns of action that were key to later successes, or marked the surmounting of persistent and lasting problems which would establish a template for future action. Often, the focus of the interviews could be described as “crisis” events, although significant successes were also frequent topics. Therefore, although the documents largely exclude day-to-day functioning of NASA and MCC which is sure to have substantial impacts on the operation of the system as well, the OHP provides an ideal basis for identifying pivotal events and transitions within the space program. Although the events that are the focus of the JSC OHP represent a small proportion of the totality of NASA’s 60-year history, these events continue to exercise disproportionate impact on NASA’s operations.

Second, the JSC OHP documents represented first-hand accounts of pivotal events and NASA transitions from the perspective of interview subjects who were intimately familiar with and/or played a prominent role in the events described. The selection of oral history project subjects was often guided by the familiarity of the subject with one or more formative events or periods in the history of the organization. The interview transcripts are presented with limited revisions to preserve their conversational tone, and typically range between approximately 30 and 60 pages per interview. Participants were prompted by a NASA oral historian—whose questions are recorded in the transcripts—to recall their personal experiences and perceptions of prominent events or periods in NASA’s history.

Third, the subjects of the oral histories tended to provide a substantial amount of detail in terms of the intrapersonal states (e.g., stress levels, motivation, affect, etc.) and interpersonal relationships and behaviors (e.g., trust, shared cognition, information sharing) acting on the system at the time of the events in question. Details about internal states and interpersonal relationships and motivational factors are frequently omitted from more formal technical records but are highly relevant to the functioning of MTSs (Zaccaro et al., 2012; Rico et al., 2017; Luciano et al., 2018). The type of unique insights into the internal and interpersonal states gleaned through the JSC OHP documentation are exemplified by the following quote from astronaut Michael Foale, regarding the aftermath of the collision of an unmanned Progress resupply spacecraft with the Mir station:

“So that was a pretty hard time, because we got very tired. And that was the hardest time I ever had on the station, was that period, because we just got so tired. Of course, the commander’s morale was pretty – he was just shot, stunned.” – Foale (1998, 16 June), astronaut.


Collection of Archival Documents

Our collection of archival documents progressed in a series of three steps and leveraged an adapted snowballing review technique (Wohlin, 2014). In the first step, we began by compiling all available transcripts from the JSC OHP (n = 374 transcripts). Then, the first and third authors read through each transcript and removed all transcripts that did not contain references to one or more manned space mission and/or did not make multiteam interactions a central focus of the interview. This resulted in a much smaller subset of 30 focal JSC OHP transcripts containing information relevant to our research questions. These sources explicitly discussed SFMTS collaboration during a manned space mission. The decision to focus on multiteam collaboration involving members of NASA’s MCC, along with our restricted focus on manned spaceflight missions, was guided by the recognition that “crew-ground” relations—between members of the spaceflight crew and MCC personnel—will be critical to the success of future space exploration missions to deep space destinations (Landon et al., 2018).

In many cases, the JSC OHP interviewees referenced events and mission details but did not explain the technical details of the events and/or the longer-term decisions that were made in response to the events thoroughly. For example, the following quote from an oral history interview with NASA flight engineer Christopher Kraft regarding the early stages of the Spacelab program demonstrates the type of statement which required more explanation:

“It just was sort of a long arduous task to get anything done…You know what the arrangement was.” – Kraft (1991, 28 June), Flight Engineer (underlined emphasis added).

Therefore, in the second step of our data collection, we generated a list of all of the manned spaceflight missions referenced in the 30 focal JSC OHP transcripts. Then, we gathered official NASA- or government agency-produced documentation (e.g., investigation reports, government announcements, international agreements, etc.) related to the focal events in order to supplement our understanding of these events (n = 18 official documents). In cases where these documents also lacked sufficient detail, we gathered additional sources (n = 60 additional sources) that provided more detail about the events in question. These additional sources included NASA articles (e.g., online blogs), mission archives (i.e., overview descriptions of mission goals, technical aspects, and task focus), other NASA documents (e.g., NASA history office gallery entries), and articles from external news sources. The additional NASA documentation was instrumental in helping us establish a clearer view of the situational facts of many events, particularly the granular details of individual missions. In total, these first two data collection steps resulted in a total of 108 sources.

In a third step, two Subject Matter Experts (SMEs), who are intimately familiar with the history of NASA, refined the initial set sources by eliminating sources which referenced events the SMEs did not believe had played a significant role in the history of the organization and/or any sources that they deemed to be unreliable or inaccurate. Specifically, the majority of excluded documents were removed due to their irrelevance to central developments in the history of NASA (n = 22), while a smaller proportion were removed due to inaccuracies or inconsistencies (n = 6). The majority of these six cases were excluded due to inconsistencies with other NASA documentation regarding the chief causes of events, as well as factual inconsistencies identified by comparison with other sources in a minority of cases. This SME evaluation process resulted in a final set of 80 sources. Appendix A provides a complete list of these sources. These sources discussed events occurring between 1960 and the present day, roughly spanning the operational history of NASA’s MCC. Table 1 and Figure 1 summarize the types of resources identified and their frequencies by year, respectively.

TABLE 1. Summary of resources included in archival analyses.
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FIGURE 1. Frequency of critical events across decades and source type.






Analysis of Archival Documents

Our research team coded each of the events described in the identified sources in order to identify the answers to our three research questions. To begin, the first three co-authors read each of the sources and generated answers to the research questions independently. Then, the coding team met and came to a group consensus regarding the answers to the three research questions. Lastly, the coding team’s findings were then evaluated and refined by two SMEs familiar with the functioning and history of NASA.

Answers to the research questions were primarily derived from the oral history interview documents and were extracted for each of the focal events. For example, information about the structure of the system and the nature of the component teams was frequently available from the oral histories themselves as was a great deal of information pertaining to the interteam relationships within the system. The following quote from William Reeves exemplifies this:

“They assigned me to head up the first consultant group that went over to Russia, to their Control Center, to support from their Control Center, real time. At the same time, there was a group of Russians that came over here, Russian flight controllers, that formed a consultant group that was in our Control Center.” – Reeves (1998, 22 June), flight controller.

Likewise, the goals and challenges of relevant missions were frequently discussed by the interviewees, who were typically acutely aware of them. For example, Michael Barratt responds to a prompt to discuss challenges early in an interview:

“I think some of the most significant challenges, of course, were working with our international partners. In particular working with our former Cold War adversaries, our Russian friends.” – Barratt (2015, 30 July), flight surgeon and medical systems designer.

When additional information on mission goals was required, the supplemental documents (e.g., mission logs) frequently provided sufficient detail through stated mission objectives. System adaptations were frequently described in the oral histories as well, although these also tended to appear in more explicit detail in investigation reports following performance failures. For example, the Report of the Presidential Commission on the Space Shuttle Challenger Accident contains sections explicitly detailing the actions taken to implement the recommendations of the commission (Presidential Commission on the Space Shuttle Challenger Accident, 1986). Throughout, where quoted material appears in the text, bracketed material represents sparingly added text to provide clarity (drawing from statements elsewhere in the interview) and allow for concise quotation. Ellipses represent omitted text from the original statement, similarly used to limit the quotation to the required information.




CASE STUDY FINDINGS: SFMTS STRUCTURES, CHALLENGES, AND ADAPTATIONS


Research Question 1: How Are NASA’s SFMTSs Structured?

To Research Question 1, we evaluated the MTS structures in use during the manned spaceflight missions discussed in the JSC OHP transcripts and the relationships within and across teams that appear to be pivotal to SFMTS success. Prior work has identified the spaceflight crew and the teams comprising NASA’s Mission Control Center (MCC) as key component teams in a SFMTS and argued that ground-crew relations are critical to spaceflight mission performance (Landon et al., 2018). Located at Johnson Space Center (JSC) in Houston, Texas, United States, NASA’s MCC is the organization primarily responsible for directing a space exploration mission and monitoring the vehicle during manned space missions. The staff of MCC is chiefly tasked with ensuring the safety of the crew and the completion of mission objectives. Indeed, we identified many references to ground-crew relations in the archival documents. For example, astronaut Bonnie Dunbar discussed communication regarding various systems:

“We had a Mission Control Center for the payloads in southern Germany, so that’s where we talked… to their engineers when we were operating the payloads, or we would talk to their researchers if they were enabled. If we wanted to talk about Spacelab systems, then we’d talk back to Houston… and so I would talk to both Houston and to München.” — Dunbar (2005, 20 January), astronaut.

Interestingly, we also identified multiple references to ground-ground relations between members of distinct but interdependent component teams on Earth—particularly between front room and backroom teams in the MCC. For example, another quote from astronaut Bonnie Dunbar illustrates the importance of ground-ground relations to the success of the Shuttle-Mir program and the subsequent ISS:

“I think flight crews are probably the easiest to integrate across the board—because they share a common goal… But we integrated researchers, we integrated flight controllers, we integrated managers, and it was a necessary thing to do before we actually started the International Space Station.” – Dunbar (1998, 16 June), astronaut.

In fact, as the following quote from David C. McGill illustrates, since the beginning of NASA’s space program, spaceflight missions have involved large and complex systems integrating different areas of expertise:

“Building large systems is very much a team sport. It takes a lot of people to do it that range all the way from the architects at the top to the software developers and procurement organizations. There’s a large number of people involved, and there’s decisions being made all up and down this hierarchy.” – McGill (2015, 22 May), MCC Lead System Architect.

McGill goes on to further discuss the challenges of communicating across a large network of individuals collaborating on a project, while communicating ambiguous demands to all involved. The challenges of arriving at effective and flexible solutions, discussed throughout the interview, characterize much of spaceflight.

Originally influenced by military organizations, NASA organized its early structures using a hierarchical structure of specialized teams reporting to a central authority. Within MCC, this structure is comprised primarily of frontroom and backroom teams. Specifically, the MCC is organized into several disciplines, each assuming responsibility for a hardware system or a specific aspect of the vehicle and mission. Each discipline is represented on the frontroom team by a flight controller, who is a discipline specialist. The appointed leader of the frontroom team, overseeing and coordinating all flight systems, is called the flight director. During a mission, the flight controllers monitor their assigned system using telemetry data from the vehicle and direct radio communication with the crew. Each flight system’s frontroom flight controller is supported by additional personnel in that system’s backroom team. Given this interdependent arrangement of teams, NASA’s MCC operates as a smaller MTS embedded in the broader SFMTS involved in a mission. Figure 2 provides a simplified depiction of the MTS structure within the MCC.
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FIGURE 2. Simplified depiction of NASA’s MCC MTS structure. MCC frontroom team is comprised of the flight director (FD) and flight controllers (FC). Dashed lines indicate supporting relationships between FC and disciplinary backroom teams. Relationships between the MCC MTS and outside teams are depicted as solid double headed arrows.



The SFMTS structures and relationships in these systems are governed by the nature of the goals pursued by constituent members and teams. That is, constituent members and teams complete different proximal (e.g., individual-level, team-level) goals, which contribute to the overall, superordinate goal of the system (Mathieu et al., 2001). The accomplishment of the superordinate goal (mission success and crew safety, in the case of MCC) requires interdependent interactions among the component teams. In pursuit of this superordinate goal, the component teams within the system will exhibit some form of functional process interdependence, meaning that the component teams must work interdependently while accomplishing goals. The exact form and nature of this interdependence will vary according to the needs of the system, and may change over the course of a given mission. An example of a goal hierarchy within MCC is depicted in Figure 3, using the console positions presently in use with the ISS.
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FIGURE 3. Example goal hierarchy within MCC during an ISS expedition with a need for integration of efforts between frontroom team (Team 4) and backroom teams (Teams 1–3).



National Aeronautics and Space Administration’s front room team serves as a hub for the integration of information from wide ranging disciplines within the organization. Internally, backroom personnel typically communicate with their flight controller on the frontroom team; information passed between backroom teams is most often routed through their respective flight controllers, who confer directly. These interactions are represented in Figure 2 by the dashed lines within the MCC. The backroom teams are located in separate rooms from the frontroom team of flight controllers. Communication between frontroom flight controllers and backroom flight controllers occurs through audio and computer-based methods including email and internal web pages.

This SFMTS structure remains the basis for the organization of MCC, although the composition of the MTS and the distribution of tasks within it have shifted in response to the needs of the missions at the time. Under the present SFMTS organization, crew and frontroom teams must interact efficiently to share information on current and upcoming states of the crew and their taskwork. The discretionary monitoring of this information sharing is largely in the hands of the flight director to determine, a decision role which has notably shaped communication in the midst of past crisis events. Effective communication between the backroom and frontroom team is critical, to ensure that information is effectively transmitted from the backroom teams through to the crew as needed and in a timely manner.

In addition to the frontroom and backroom team interactions, MCC teams interact with the spaceflight crew, with other teams within the broader organization (e.g., management teams), and in more recent years (see findings related to Research Question 2), with teams from international partner (IP) organizations. Frontroom flight controllers are usually the only members of MCC who communicate directly with IP flight controllers or with the crew. Information originating within the backroom teams that must be transmitted to the crew is therefore first relayed through the frontroom team. These patterns of interactions (indicated by solid double-headed arrows in Figure 2) shape and restrict the coordination actions taking place within the SFMTS.



Research Questions 2 and 3: What Are the Major Goals, Events, and Challenges and How Have NASA’s SFMTSs Adapted?

In order to address our second research question (i.e., What major goals, events, and challenges have NASA’s SFMTSs encountered?), our coding team began by identifying the key features of each of the events and/or missions described in the focal JSC OHP transcripts. We also searched for commonalities across the events/missions. Through subsequent discussions with NASA SMEs, our coding team determined that the spaceflight missions undertaken over the past 60 years of the space program can be organized into three distinct eras: (1) Early Exploration, (2) Experimentation, and (3) Habitation. These eras are distinguishable by the goals, events, and challenges encountered by SFMTSs during each period. Table 2 identifies the manned spaceflight programs within each era. Table 3 summarizes the major goals, events, and challenges. With regard to our third research question (i.e., In what ways have NASA’s SFMTSs adapted over time in response to evolving goals, events, and challenges?), we determined that during each of the three eras, the SFMTSs exhibited adaptations which corresponded to the major challenges the systems encountered (summarized in Table 4). These adaptations were centered primarily around shifts and/or enhancements in: (1) technical expertise; (2) internal relationships; and/or (3) external partnerships. The following sections provide narrative descriptions of the major goals, events, challenges and adaptations within the three eras.

TABLE 2. Spaceflight eras and corresponding NASA programs.
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TABLE 3. Major goals, critical events, and key challenges within three eras of spaceflight (Research Question 2).
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TABLE 4. Key SFMTS adaptations across three eras of spaceflight.
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Era 1: Early Exploration


Major Goals

In the first era, Early Exploration, missions including Projects Mercury, Gemini, and the Apollo Program were focused on early forays into space exploration, and required rapid improvements in technical expertise. Further, an intense environment of international competition with rival states (often referred to as the “Space Race”) during the Cold War factored prominently in the motivations and goals of this era. Beginning with early achievements in flight beyond the Earth’s atmosphere (e.g., Shepard’s, 1961 Mercury flight) and continuing through the lunar landings of the Apollo missions and the early forays into extended space habitation through the Skylab station, the superordinate goals pursued by NASA’s SFMTSs centered on developing and applying a significant corpus of technical expertise in a very short period of time in an environment characterized by uncertainty and competition. William Anders captured this focus on exploration and the development of technical expertise in his oral history, and conveyed the extremely uncertain nature of spaceflight at this time:

“I didn’t think it was risk free but I thought that the [national] reasons for doing it were important, [as well as] the patriotic and… exploration… [This] all made me decide that… there was [probably] one chance in three that [we] wouldn’t make it back, that there was probably two chances in three that we wouldn’t go there either because we didn’t make it back or [we had to abort] and one chance in three we’d have a successful mission, [that this was a risk worth taking].” – Anders (1997, 8 October), Apollo 8 Lunar Module Pilot.



Critical Events, Challenges, and Adaptations

Era 1 was marked by a number of prominent events, including the first manned orbital flights (the focus of Project Mercury), the development of the first effective intra-lunar manned spacecraft (the chief goal of Project Gemini), and the six successful moon landings (the focus of the Apollo Program). These events represent a planned progression from early orbital flight to manned lunar landings. The challenges and successes described during this era related to discovering a need to build and, subsequently, master an expanding body of technical expertise in the realm of spaceflight. In addition, this era was marked by unexpected events that prompted significant adjustments within the system, notably the Apollo 1 fire and the “successful failure” during Apollo 13.

The severe physical and technical challenges inherent to early exploration strained NASA’s capabilities throughout the first era. Tasked with operating in an unfamiliar environment, NASA personnel needed to collaborate intensively to arrive at novel solutions, often in response to problems that were unforeseen at the outset of the mission. In many cases, these challenges were addressed successfully. Nonetheless, this era was also marked by significant failures and tragedies aboard American space vehicles. In many cases, the failures engendered significant changes, improvements, and/or adaptations during subsequent missions.

Prominent among the tragedies driving change within this period is the on-board fire and subsequent total loss of the Apollo 1 (AS-204) crew. During a preflight rehearsal on January 27, 1967, a fire broke out in the cabin of the Apollo 1 Command Module, resulting in the death of all three crew members (astronauts Grissom, White, and Chaffee). Failures in basic protocol as the disaster unfolded revealed critical weaknesses in the planning of missions and tests.

In response to the AS-204 fire, NASA conducted a formal inquiry into the incident, under the Apollo 204 Review Board. The report of the board concluded that among other major causes of the accident, emergency preparedness during the test had been inadequate because of the unfueled condition of the rocket and perceived low risk of the test. the disaster instigated a change in the behavioral procedures of NASA. On the day following the disaster, flight control operations branch chief Gene Kranz issued what is now known as the “Kranz Dictum,” which would come to exemplify the future identity of MCC. Kranz is quoted in part as having delivered the following words in response to the disaster:

“From this day forward, Flight Control will be known by two words: ‘Tough’ and ‘Competent.’ Tough means we are forever accountable for what we do or what we fail to do… Competent means we will never take anything for granted. We will never be found short in our knowledge and in our skills.” – Gene Kranz, Flight Director, 28 January, 1967.

Kranz’s specified focus on Flight Control as being “tough and competent” directed a continuing tradition of accountability, teamwork, and technical mastery that would continue to mark MCC throughout NASA’s subsequent history. The first adaptation made by MCC, in response to this episode, was a clear delineation of component team responsibilities and accountability. As Kranz’s quote emphasizes, teams and individuals within the system were to be directly accountable for the systems under their control. Combined with the functional specialization of frontroom and backroom teams established early in MCC’s history, this responsibility directed individual component teams to work collectively to support the overall success of the mission, while directing their own internal efforts toward the success of their respective systems. The central issue of accountability and control over launch progress would continue to be a point of struggle for MCC during future missions, as the later loss of the Challenger and Columbia Shuttles would show. Nonetheless, the incorporation of this lesson following the AS-204 fire represents a critical turning point in the history of MCC.

In contrast to the Apollo 1 fire, the Apollo 13 emergency represented a successful response to an unforeseen technical challenge that required MCC teams to collaborate extensively with a spaceflight crew to arrive at a novel solution. Dubbed a “successful failure” by NASA, the retrieval of the Apollo 13 crew following this severe failure evidences MCC’s growing technical competency. On April 14, 1970, an oxygen tank aboard the Apollo 13 spacecraft exploded. The chaotic atmosphere following the explosion is captured by flight director Glynn Lunney:

“I [returned to the frontroom] and plugged in at the flight director console to hear a confusing array of multiple indications of problems… The fact of a really serious condition began to dawn on the team as the crew reported the spacecraft venting particles as seen out the window… EECOM was concluding that this was not an instrumentation problem and two fuel cells were indeed lost.” – Lunney (2010), Flight Director.

The subsequent days required substantial innovation on the part of both the crew and ground teams, perhaps shown most memorably in the construction of the “mailbox” device to aid in removing carbon dioxide from the Lunar Module (LM). In spite of significant technical challenges in even voice communication with the crew, MCC frontroom teams were able to collaborate with both the spaceflight crew and backroom support teams to develop and implement this solution.

The contrast between the AS-204 disaster and the “successful failure” of Apollo 13 highlights a second adaptation instituted within MCC and NASA more broadly. In the years prior to Apollo 13, NASA and MCC had engaged in significant contingency planning and simulation training. The crew’s use of the LM as a “lifeboat” represents an observable outcome of increased planning and preparation, as it had been rehearsed during a training simulation despite the perceived unlikelihood of the plan’s implementation. This contingency planning and simulation reduced the demands on interteam coordination within the system, allowing teams to respond to unfolding events quickly and effectively, without the need to rely on time-consuming direction from central leadership. This freed up communication channels between teams to focus on the transmission of new information, a critical factor in the system’s success.

Representing a third adaptation during this era, rapid communication between component teams and reliance on the largely independent operations of MCC backroom teams allowed MCC personnel to rapidly develop solutions to complex unfolding problems over the course of Apollo 13’s return to Earth. Glynn Lunney captures this developing ability to rapidly respond to new information:

“The MCC pipeline was regularly delivering a number of new and non-standard checklists for required activities. There were some very effective leaders of specific areas and probably hundreds of operations and engineering personnel evaluating all options and astronaut crews testing each procedure in the simulators.” – Lunney (2010), Flight Director.

As NASA advanced through Era 1, SFMTSs continued to capitalize on accrued technical and behavioral expertise. This leveraging of technical competency resulted in the first successful lunar landing during the Apollo 11 mission in 1969, as well as five subsequent successful lunar landings. In many ways, the base structure of MCC established during this era has not changed until the present day. The missions MCC has been tasked with supporting over the course of NASA’s history have continued to place similar demands on knowledge integration and coordination of efforts among diverse personnel that prompted the organization of MCC as an MTS initially.



Summary of Era 1 Adaptations

As Table 4 summarizes, during Era 1, NASA adapted primarily to meet the technical competency and external competitiveness demands of the period by establishing and emphasizing formal hierarchies, communication, training, and planning procedures. Early in this era, NASA adopted rigid, hierarchical organizational structures—and the initial use of the MTS structure—to remain decisive and ensure new information would be rapidly actionable in this uncertain and highly competitive environment. The basic organization of a frontroom team tasked with integrating information among functionally diverse backroom support teams was established early in this era, in response to the technical demands of spaceflight itself. Further, including the role of a flight director as a formalized leadership role within this MTS was recognized as critical to accomplishing the system’s goal of integrating knowledge and coordinating efforts among the various component teams and teams outside MCC.

Additionally, NASA implemented rapid communication practices facilitated by technology (during this era aided by radio headsets and vacuum message tubes), and the extensive documentation of process which is still observable within MCC finds its origins during this first era. Exemplified by the crew’s rapid response to the explosion aboard the Apollo 13 spacecraft described above, MCC personnel acknowledged a need for extensive rehearsal of even unlikely scenarios, given the uncertain nature of spaceflight. Thus, MCC developed extensive training programs which emphasized technical competencies and contingency planning to prepare for the uncertain demands of a complex and evolving mission environment.




Era 2: Experimentation Overview


Major Goals

During the second era, Experimentation, which included endeavors such as the Space Shuttle missions and the Shuttle-Mir Program (i.e., a collaboration between NASA and the Russian space agency ROSCOSMOS), the tasks conducted aboard the spacecrafts became more complex. During this period NASA’s SFMTSs’ efforts centered around capitalizing on the technical advancements of the previous era and conducting research in the unique environment of space. Moreover, following the successes of the Apollo Program (and the end of the “space race”), international competition declined as a central focus of the space program. As noted by Joseph Allen in his oral history interview, the transition toward a focus on experimentation in space began prior to the start of the Space Shuttle missions (i.e., during the later years of Era 1), but was slow to be adopted:

“[Apollo] 14 was Alan Shepard, who wasn’t all that keen on a lot of science. But [for Apollo 15, science] really stuck. We had crew members [who] liked the science, and we had all kinds of new [science] equipment, and it wound up being the first lunar [mission with geological] traverses that involved some serious distances across all kinds of geology in the rover.” – Allen (2003, 28 January), Apollo 15 Support Crew Member.



Critical Events, Challenges, and Adaptations

The launch and maintenance of the Skylab station, which was designed to serve as a solar observatory and platform to support scientific experiments, marked a transitional point in NASA’s mission focus and the event which distinguishes Era 1 from Era 2. This transition represents the beginning of a fusion of both the exploratory focus of the first era and the emphasis on experimentation in space, which would come to dominate the second.

Unfortunately, although it was representative of burgeoning confidence in the ability to execute spaceflight successfully, the station was also plagued by technical difficulties beginning with its initial deployment. During launch, a micrometeoroid shield became dislodged, damaging the solar panels intended to supply power to the station. Archival documents revealed that interview subjects largely focused on the technical challenges of the station’s construction, deployment, and maintenance. This is notable in an oral history interview conducted with Arnold Aldrich:

“The Skylab 1 first flight had the micrometeoroid protection on the outside of the workshop come off during launch, and it took one solar array with it and pinned down the second one, so that the spacecraft got into orbit without thermal protection and with somewhat limited power… So this temperature was a big concern. Both Marshall and Johnson immediately moved out to figure out how we could quickly ameliorate the overheating in the workshop.” – Aldrich (2000, 24 June), Deputy Manager (Skylab Program).

In spite of these difficulties, maintenance Skylab showcased the increased technical achievement of NASA, with the deployment of a sunshield to prevent overheating and two additional Extravehicular Activity (EVA) repairs being the focus of the first of three manned missions to the station (SL-2).

Although the loss of the station to orbital decay, in some ways, represented the still-present technical challenges faced by NASA, it was also the result of the growing prioritization of the development of the Space Shuttle Program, the centerpiece of the second era. The space shuttle program epitomizes the second era. Over the lifetime of the program, the shuttle was used both as an Earth-to-orbit transportation vehicle as well as an orbital experimental platform. Similar to the missions comprising the first era, shuttle missions were short in duration, lasting for days to approximately 2 weeks. To facilitate the experimental mission of the shuttle, a laboratory module called “Spacelab” was sometimes incorporated into the shuttle.

NASA’s increasing focus on experimentation was facilitated in large part by the technical competencies accrued during the previous era. In a revealing passage from a NASA mission archive on STS-61, maintenance on the Hubble Space Telescope is described as being completed ahead of schedule, with a few unexpected events being handled smoothly. This characteristically competent mission completion occurs within the context of “one of the most challenging and complex manned missions ever attempted” (Ryba, 2010). Interestingly, following the establishment of the shuttle program, NASA’s objectives of experimentation often differed from those of IPs, as ROSCOSMOS objectives aboard the station focused more on simply maintaining a manned presence in space (Foale, 1998).

However, this era was also characterized by major disasters. One of the greatest tragedies to occur during this era of spaceflight was the loss of the shuttle Challenger and its entire astronaut crew (STS-51L). A series of aborted launches due to a range of weather concerns lead to mounting impatience, and an eventual go-ahead for the launch despite concerns over low temperatures. This push to move forward with the launch was exacerbated by plans to widely televise the launch. The conflict between caution and the mounting pressure to launch within MCC is captured by Steve Nesbitt, a NASA public affairs officer working at MCC at the time:

“There had been a couple of scrubs in the days before. That was not unusual. Some of the most conservative people you will ever find are in Mission Control. If something wasn’t right, they were quite willing to delay and come back another day. But that mission just went on and on.” – Nesbitt (2016, 28 January), NASA MCC Public Affairs Officer.

Following the loss of the shuttle Challenger, President Reagan established a commission to conduct an investigation into the disaster and potential ways in which the disaster might have been averted. The commission concluded that “flaws in (NASA’s) decision making process” were a contributing cause of the accident (Presidential Commission on the Space Shuttle Challenger Accident, 1986). The report found that failures in communication resulting from incomplete and misleading information, in conjunction with a NASA management structure which permitted known safety issues to bypass shuttle managers, led to known risks remaining unaddressed in readiness reviews. In the recommendations provided by the commission, improvements to management and communications factor prominently, with an emphasis on managerial integration and improved communication across the organization (recommendations II and V; Presidential Commission on the Space Shuttle Challenger Accident, 1986, p. 199–200).

In response to the commission’s recommendations, the hierarchy of organization within the Office of Space Flight was restructured to allow the MCC far more direct access to NASA administration. Regular, formalized communication between the directors of JSC and other organizational components were instituted. Perhaps most notably, the accountability of center directors for the “technical excellence and performance of the project elements assigned to their centers” was reaffirmed (Presidential Commission on the Space Shuttle Challenger Accident, 1987, p. 31). These adjustments in the interteam collaboration processes of the MCC represent the first integration of lessons learned based on the challenges of this era.

Despite the implementation of these recommendations, the subsequent loss of the shuttle Columbia would illustrate the need for further adaptations in NASA’s internal collaboration. On February 1, 2003, the Shuttle Columbia disintegrated while reentering the atmosphere, resulting again in a complete crew loss (STS-107). The failure resulted from damage from foam impacting the wing of the spacecraft during launch. In a subsequent investigation, the Columbia Accident Investigation Board (CAIB) concluded that NASA engineers had raised concerns following the launch that the foam shedding damage to Columbia may have been more significant than in previous launches. NASA managers did not initiate investigations into this possibility. Notably, the report concluded that flaws within the organizational structure of NASA were significant contributors to the disaster, and the loss would likely have occurred irrespective of which individuals were in the managerial roles.

In a second adjustment, following the recommendations made by the CAIB, NASA and MCC implemented several changes to the structure and behavior of MCC (Columbia Accident Investigation Board [CAIB], 2003). Among these changes was the establishment of an independent Technical Engineering Authority, “responsible for technical requirements and all waivers to them” (Columbia Accident Investigation Board [CAIB], 2003, p. 193). In keeping with the recommendations of the CAIB, the technical authority became the sole authority for all technical standards, and independently verified launch readiness with the ability to reject any scheduled launch should an undue risk be found. Critically, the ITA would be funded directly from NASA headquarters, removing it from any, “connection to or responsibility for schedule or program cost” (Columbia Accident Investigation Board [CAIB], 2003, p. 193). The ability of any component team to raise objections about the readiness of any system for launch was also reaffirmed. These changes increased the safety of future shuttle crews by allowing evaluation of launch readiness not subject to constraints or pressures from other elements within the organization.

Despite these two public failures, the program of experimentation in space continued largely successfully throughout the second era. One of the lasting legacies of the shuttle program is the ability to launch large payloads into orbit, which would be critical during the following era. Moreover, beginning in 1995 and continuing through 1998, NASA collaborated with ROSCOSMOS to host American astronauts aboard the Russian Mir space station (the Shuttle-Mir Program). Accordingly, astronauts conducted research aboard the orbital platform while the space shuttle continued to be used for resupply and crew transport. During this program, sometimes called Phase I, NASA MCC personnel learned to form conducive working relationships with Russian ground control teams, requiring them to overcome challenges arising from language and cultural barriers (Reeves, 2009; Hill, 2015).

However, international collaboration was undoubtedly affected by external socio-political forces. For example, the fall of the USSR in 1991 led to improved relations between the Russian Federation and the United States, and a corresponding increase in the potential for international collaboration. The 1992 agreement between Presidents Bush and Yeltsin solidified plans for cooperation in space exploration, leading to the Shuttle-Mir and subsequent programs, although relations between organizations from the two countries would remain challenging.

A clear demonstration of these challenges can be found in astronaut Michael Foale’s time aboard the Mir station. During that period an unmanned Progress spacecraft collided with the station, causing substantial damage and a fire aboard the station. Despite initial trepidations among the Russian ground teams, Foale was allowed to take part in EVAs to repair the station following the development of a medical issue by cosmonaut Tsibliev. Accomplishing this goal required MCC personnel to coordinate rapidly with Russian ground control (TSuP) to secure permission for Foale to conduct the EVAs, as well as effective coordination among both ground control groups and the international members of the crew to quickly familiarize Foale with the Russian-made EVA equipment (Foale, 1998).



Summary of Era 2 Adaptations

During Era 2, NASA’s SFMTS adapted to meet the added complexity of task demands by improving internal communication, collaboration, and oversight structures and practices. NASA personnel were empowered to raise concerns in connection with launch readiness directly; the responsibility of all NASA personnel to raise such concerns as they became aware of them was reaffirmed. Training procedures introduced during this era targeted effective internal communication practices directly. Finally, an Independent Technical Authority was established to make impartial judgments about launch readiness, outside the NASA managerial hierarchy.

Where failures occurred, they prompted adaptations to coordination within MCC and the SFMTS. Where challenges were successfully addressed, the outcomes exemplify critical competencies built during the first era of spaceflight: extensive contingency planning, leveraging of large amounts of training to arrive at innovative solutions, and rapid communication among functionally diverse teams. In spite of these successes, structural weaknesses within the MCC resulted in failures during this era, requiring further changes to be made in order to prevent future breakdowns in process.

As was the case during Era 1, SFMTS adaptations in Era 2 were often prompted by unexpected external events—in this case, often socio-political ones. In particular, the challenges in coordination between teams from NASA and ROSCOSMOS demonstrated an increasing need for familiarity both with IP equipment and practices, a need which led to the introduction of more extensive SFMTS training within the subsequent era of habitation. As a result, during the Shuttle-Mir program, NASA’s MCC evolved in their ability to coordinate effectively with IP organizations. In fact, the MCC MTS expanded to include remote personnel embedded with Russian ground control teams. These international consulting teams represented an early advancement in formalizing the relationship between NASA MCC and Russian ground control personnel, a challenge which would continue to be addressed during the subsequent era of habitation. Subsequently, the success of the Shuttle-Mir program laid the groundwork for the International Space Station program—and the increasingly intense international collaborations that would be required by that program. This transition is highlighted in Dr. Michael Barratt’s oral history interview:

“Those of us that were heavily involved in the Shuttle-Mir Program realized two things. How wonderful it would be, because we found that we could work with our Russian counterparts quite well, and how difficult it would be, because they do things very differently than we do… Without the Shuttle-Mir Program I can’t imagine starting from scratch and going into such a large program as the International Space Station” – Barratt (1998, 14 April), Human Research Program Manager.




Era 3: Habitation


Major Goals

In the third era, Habitation, which consisted primarily of the construction of and expeditions aboard the International Space Station (ISS), mission objectives centered on establishing a continuous human presence in space in collaboration with IP organizations. The major goal of Era 3 was the construction and maintenance of an orbital platform to support continuous human occupation. The primary operational difference between the activities of Era 3 and earlier periods is the extended mission timeframe of ISS expeditions. The ISS has been continuously inhabited since late 2000, with the longest individual crew member stays lasting approximately 1 year.



Critical Events, Challenges, and Adaptations

The challenges facing SFMTSs during Era 3 centered on overcoming difficulties related to international collaboration and the physical challenges of long-duration spaceflight. In Era 3, NASA has needed to collaborate intensively with an array of IPs in pursuit of shared goals. Moreover, whereas previous eras were characterized by missions lasting several days, this era is marked notably longer spans of habitation aboard the ISS (e.g., 6 months).

To support the station, the MCC has engaged in continuous operations for 18 years. This shift from short-duration, high-intensity missions to a long-term mission timeline requires MCC to operate in fundamentally different ways than they did during prior missions and eras of spaceflight. New skills relevant to the monitoring and maintenance of the crew and station have become more salient to the present task, shifting the needs of the system in important ways. Additionally, extended habitation in space places immense strain on astronauts’ bodies, including loss of visual acuity, muscle loss, and loss of bone density. In turn, these physical challenges can exacerbate the already intense psychological strain on astronauts. Combined with the challenges of existing for a prolonged period of time in a confined space alongside a diverse, international crew, the confluence of these psychological strains can be intense. The challenges of intensive collaboration with IP organizations are discussed by Dr. Michael Barratt during his 2015 interview for the International Space Station oral history project:

“I think if anybody had asked us what a good model for making a Space Station would be, the answer would not have been to choose a major partner who speaks another language, who uses metric system rather than English system, who has a totally different engineering philosophy, safety culture, methods of operation, methods of manning. All of that was different.” – Barratt (2015, 30 July), Human Research Program Manager.

The types of challenges described by Michael Barratt in the above quote required NASA and their IPs to leverage the lessons of the previous two eras of spaceflight. As in the era of experimentation, NASA’s SFMTSs in the third era have continued to draw on the technical competencies built during prior eras. Michael Barratt further discusses technical competency in the context of the ISS, with respect to the ISS’s usage as a platform for scientific experimentation:

“I think one of the main things is that just looking at the Station as a laboratory, it has grown in capability, and it enables science that we could never do before, because it is power-rich, and it has an incredible bandwidth to it… the laboratory that [the ISS has] evolved into is just incredibly capable.” – Barratt (2015, 30 July).

These competencies were combined with the capabilities for launching large orbital payloads developed during the era of Experimentation. Leveraging this knowledge and the lessons of the Shuttle-Mir program, NASA collaborated closely with a wide range of IPs to complete the ambitious ISS platform in 2011. As summarized by Michael Suffredini, the legacy of the ISS is to consciously build and demonstrate capabilities to sustain human habitation in space for extended periods of time.

“The legacy of ISS will be that we created an environment that allowed us to permanently have humans in low-Earth orbit. That, by its very nature, will mean that the ISS helped us do exploration, because we have the capability permanently in low-Earth orbit to do the things we need to do to safely travel beyond low-Earth orbit.” – Suffredini (2015, 29 September), ISS Program Manager.

Accordingly, NASA SFMTSs have had to develop substantial procedures for coordination among IP ground control teams in order to meet the challenges of international collaboration in spaceflight, as well as building a number of technical competencies to facilitate this relationship. Representing a first adjustment during this era, over the course of the Shuttle-Mir program and subsequent phases of the ISS project a large number of NASA engineers learned Russian (Barratt, 1998), and channels of communication were established which grew more developed as communication technologies advanced and communication between the organizations normalized (Reeves, 2009; Hill, 2015). Among these adaptations were the inclusion of a Russian console in MCC, as well as a translator loop allowing MCC flight controllers to listen in on the communications between the Russian ground control teams and their crew members aboard the station. Dr. Barratt discusses this finding of common ground in his oral history interview.

“Once you get past the language barrier, people understood that the laws of physics are the same, the laws of orbital mechanics are the same, zero gravity is the same, and it was pretty easy to find common ground amongst the crewmembers and the supporting engineers. Really language was the only thing in the way there. A lot of United States engineers learned Russian, a lot of Russians learned English, which was quite wonderful. Once we got through that, we found that we could work together pretty well.” – Barratt (2015, 30 July), Human Research Program Manager.

Lastly, the challenges in terms of interteam relations between teams in MCC, other NASA teams, and IP teams have resulted in the integration of interpersonal and team skills training into the training regimen of astronauts and flight controllers. Notably, the present iterations of these training practices focus primarily on enhancing teamwork within individual teams, rather than teamwork processes spanning across multiple teams.



Summary of Era 3 Adaptations

Adaptations made during this era centered around meeting the challenges of multinational collaboration and long-term habitation by developing greatly improved external collaboration practices. Altered practices and competencies aided in more rapid and effective communication across organizational and national boundaries, as did dedicated training in teamwork practices. Interventions aimed at teamwork helped ensure that the multinational crew aboard the station was able to function effectively, and interpersonal conflict resulting from the challenging physical and relational environment was minimized.





DISCUSSION

Drawing from archival sources, this case study identified many of the collective memories (e.g., mission successes, failures), lessons learned, and adaptations or practices implemented within NASA’s SFMTSs in the three prior eras of early exploration, experimentation, and habitation. NASA and their IPs are now on the brink of an anticipated fourth era of spaceflight, characterized by LDEMs. The “team risk” will play a much larger role than in previous missions, as team and interteam coordination must be sustained for multiple years as SFMTSs tackle unexpected and even dangerous challenges (Salas et al., 2015). We expect that whether these systems will be able to address the challenges of future missions will be impacted by the rich history of the organizational environment, the lessons learned in previous missions, and the organizational practices related to teamwork that have been implemented within NASA.


Synthesizing the Adaptations of Previous Eras to Facilitate Adaptive Performance in the Next Era of Spaceflight

As summarized in Table 4, our analysis of archival documents revealed three broad categories of adaptations used to meet the evolving task demands of the previous eras of spaceflight: (1) enhancing technical expertise, (2) enhancing or shifting internal collaborative relationships; and (3) enhancing external or cross-organizational partnerships. Interestingly, we find that NASA’s SFMTSs emphasized these different categories of adaptations in different ways within each era. During Era 1, the external competition and the massive demands for improved technical competence meant that the primary focus was on enhancing technical expertise. In Era 2, NASA complex mission demands continued to require new technical developments, however, unexpected disasters (e.g., the losses of Challenger and Columbia) revealed that adaptations were urgently needed with regard to internal collaboration patterns. Lastly, in Era 3, the installation of the ISS necessitated a focus on external partnerships with international agencies.

Figure 4 summarizes the emphasis on different categories of adaptive behaviors across the previous three eras. As we enter into the fourth era of spaceflight exploration, NASA’s SFMTSs must not lose the gains made in previous eras. The challenges of LDEMs reflect those seen within early exploration, experimentation, and habitation. However, LDEMs also present new challenges that will call for new adaptations. Indeed, as shown in Figure 4, NASA’s SFMTSs will need to significantly enhance their technical capabilities, internal collaborative relationships, and external partnerships in order to achieve the goals of LDEMs.


[image: image]

FIGURE 4. Amount of emphasis on different types of adaptations with each spaceflight era. Emphasis varied across eras with regard to (1) enhancing technical competencies (solid black line); enhancing internal collaboration (dashed black line); and (3) enhancing cross-organizational partnerships (gray line).



In the following, we discuss the anticipated challenges of the upcoming era of human spaceflight, and the adaptations that will be required. Given the complex challenges involved in LDEMs, NASA’s SFMTS will need to adapt substantially across all three domains (i.e., technical expertise, internal coordination, and external coordination). This need to reconsider existing practices in the light of new challenges is nothing new to NASA, as our review demonstrates. For example, in an oral history interview conducted in May of 2015, MCC lead system architect David McGill states:

“Well, how will your design react if suddenly we have a mission that is going to involve three countries to go fly it? How are you going to tolerate that? How is your system going to respond to all of a sudden wide area networking is twice as fast and half as much money as it is today? Can you take advantage of that?” – McGill (2015, 22 May), MCC Lead System Architect.

First, echoing Era 1, LDEMs will bring demands for adaptation in technical expertise. For example, the distances to be traveled in LDEMs represent a significant technical challenge. A variety of technical approaches to manned Mars missions and other LDEMs have been discussed (e.g., the Lunar Gateway platform; National Aeronautics and Space Administration [NASA], 2014); but all will require substantial technical advancements. Further, the distances involved in LDEMs will require extremely long periods of travel beyond which will place new strains on astronauts. Negative physical effects may become continuously more severe over the greater mission timeframes of LDEMs. The extended time the crew will be isolated from the rest of the system leads to particularly intense concerns around training retention, as technical training is known to degrade over time and the highly autonomous crew will be less able to rely on support from ground-based teams (Landon et al., 2018).

The challenges of LDEMs will also require adaptation with respect to internal collaboration practices. As an unavoidable consequence of the massive distances traveled during a LDEM, there will be significant communication delays between the spaceflight crew and earthbound teams. At the greatest distance, communications to or from the crew of a Mars mission could take up to 24 min to arrive at their destination. Such communication delays represent a stark contrast with the effectively instantaneous communications between MCC and the crew of the ISS. In the third previous eras of spaceflight, crews relied heavily on rapid communication with Earthbound teams to arrive at solutions. However, in LDEMs, the crew will need to operate far more independently, as reliance on continuous feedback from MCC will not be feasible. Such decentralized authority structures may be necessary for LDEM success but may also present challenges for multiteam coordination and performance (Lanaj et al., 2013).

Finally, the upcoming era of spaceflight will require continued adaptation in the domain of external coordination and collaboration. LDEMs will reach further than any prior manned spaceflight mission and will require massive inter-agency coordination across national and organizational borders. The SFMTSs involved in LDEMs will be comprised of members from different cultures, backgrounds, nations, and areas of expertise. Such high levels of individual and team differentiation are likely to pose challenges for interteam collaboration (Luciano et al., 2018). Moreover, SFMTSs involved in LDEMs will experience dynamic environments characterized by expected (e.g., increased communication delays) and unexpected challenges. As a LDEM progresses, different areas of technical expertise will become more or less relevant to the task at hand, resulting in shifts in goal priorities and the relative authority of teams over the course of the mission. As these responsibilities may be distributed across IPs teams (as with the current operation of the ISS) these highly dynamic contexts may exacerbate tensions surrounding organizational boundaries and hinder communication and interteam coordination (Luciano et al., 2018).

Moreover, the consequences of longer-duration mission timelines for internal and external collaboration remain in question. Whereas research on team tenure would seem to suggest that performance of the system will increase over time (Bell, 2007), initial evidence from research conducted using NASA analog environments has demonstrated that when crews are restricted to isolated environments for prolonged periods of time, longer team tenure can lead to collaboration and cohesion decrements as interpersonal conflicts becomes more severe (Kozlowski et al., 2016). Indeed, concerns have been expressed around the strain that long-duration spaceflight may place on astronauts and the potential negative effects for interpersonal relations both within the crew and across component teams in SFMTS (Palinkas, 2007; Palinkas and Suedfeld, 2008; Landon et al., 2018).



Beyond LDEMs: Theoretical and Practical Contributions

This case study is focused on the specific context of NASA’s SFMTSs. However, there are at least four ways in which the findings from this research might inform MTS research and practices within other contexts. First, our review revealed that adaptations with were driven by the focus and challenges of the periods in which they were enacted and clustered into one of three general categories: (1) technical competency, (2) internal coordination, and (3) external or cross-organizational coordination (see Figure 4). Although the adaptations identified in archival documents were generally specific to NASA, the three-category framework may be useful for conceptualizing and advancing MTS adaptations in other contexts. With respect to MTS research, future empirical work may benefit from the greater specificity of these dimensions, and their relationship with situational and task demands. In practice, organizations can target the dimensions of adaptation that have successfully addressed related challenges in the past when preparing for upcoming challenges. In particular, anticipating the needed patterns of adaptation may allow for more successful proactive intervention–thus avoiding the inefficiencies of adapting after needs are revealed by performance decrements. Strategies allowing for more successful proactive adaptation are especially relevant to high-reliability organizations operating in dynamic environments (HROs) like NASA, the military, and disaster response teams. HROs often operate in unforgiving competitive, social, and political environments that are rich in potential for error, and where the scale of consequences associated with error precludes learning through experimentation (Weick et al., 1999).

Second, consistent with prior theoretical work on MTSs (e.g., Zaccaro et al., 2012), our case study revealed compositional and linkage attributes that factor prominently in the functioning of SFMTSs. For example, our review established that component teams in the MCC (i.e., frontroom and backroom teams) are highly differentiated along a variety of dimensions (e.g., areas of expertise, work processes, geographic locations). Although team differentiation is a necessary element of MTS collaboration which allows these systems to divide complex interdisciplinary tasks into disciplinary subgoals, the extreme levels of differentiation often seen in SFMTSs can also incur performance decrements when relationships are not managed effectively (Luciano et al., 2018). In fact, whereas the SFMTSs within Era 1 emphasized formal structures and separations between teams, in order to tackle new demands in Era 2, the SFMTSs began to permit more direct communication channels between people who were otherwise disconnected (e.g., occasional guidance from specialists to crewmembers conducting experiments). These findings suggest an interesting line of inquiry for MTS researchers–MTSs may need to strike the right balance in terms of emphasizing component team separation and integration. However, the optimal balance point may vary based on evolving task demands.

Third, our analysis of the history of SFMTSs suggests MTS research could benefit from considering MTS performance and adaptation on a longer time scale than has been used in previous research. Empirical studies of MTS functioning have focused primarily on performance as a relatively short-term outcome. Although these studies provide valuable contributions to our understanding of MTS functioning, our review of NASA archival documentation revealed that in several cases, short-term failures in performance led to improved performance in the future (e.g., the structural changes made to NASA’s management hierarchy in response to the losses of shuttles Challenger and Columbia).

Our findings also provide insight into how adaptation might manifest in HRO contexts following a performance failure. Unlike many teams in which creative solutions are required (e.g., product development teams), teams and MTSs operating within HROs cannot afford to readily accept short-term failures as a means to facilitating learning and adaptation. Nonetheless, errors and failures in performance are a virtual certainty over the long-term. Our findings indicate that the key to successful adaptation may lie in maximizing the information extracted from the events, and its successful integration into future practices. Illustrating this, NASA conducts unflinching internal examinations following critical events to establish both their immediate and structural causes. Notably such rigorous investigations do not only occur in cases where human life has been lost or placed at great risk; this dedication to intensive examination in the wake of any failure is exemplified by the rigorous investigation following the loss of the unmanned Mars Climate Orbiter (MCO) in 1999 (Mars Climate Orbiter Mishap Investigation Board, 1999). Practices like these may be of benefit to even non-HRO organizations, suggesting a wider application of this approach (Weick et al., 1999).

Lastly, we suggest that our case study approach may be applicable in a range of contexts outside NASA as many teams and MTSs have collective performance experience. This work is in keeping with recommendations to conduct qualitative ethnographic research prior to and following quantitative research within an organization (Ofem et al., 2012). Given the impact of a MTS’s history on its future operations, we expect continued qualitative examinations of this type will serve to better inform LDEMs, and could serve as the foundation for broader explorations of MTS temporal dynamics. These benefits could be further expanded in future research through detailed examination of the day-to-day operations of MTSs, with respect to the enduring effects of these events in the future. Although the need to consider the rich history of an organization is often acknowledged by practitioners, there is also a proliferation of “off-the-shelf” interventions available. This case study may serve as a reminder that anchoring organizational interventions in an understanding of the historical context of the organization may increase their effectiveness.




CONCLUSION

In conclusion, scholars have argued that a team’s history can significantly impact its future (Marks et al., 2001; Hollenbeck et al., 2014). Our analysis of the evolution and adaptation of NASA’s history suggests that the same can be said of a SFMTS. We find the lessons learned in previous eras of spaceflight often carry forward into subsequent phases. Our findings revealed that adaptations typically clustered into one of three general categories and were associated with specific types of task demands and critical events. We suggest that LDEM SFMTSs will need to capitalize on the gains of the past while incorporating additional adaptations in order to succeed. Thus, this case study demonstrates the value of examining prior patterns of adaptation in preparation for future challenges.
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The initial models of team and team member dynamics using biometric data in healthcare will likely come from simulations. But how confident are we that the simulation-derived high-resolution dynamics will reflect those of teams working with live patients? We have developed neurodynamic models of a neurosurgery team while they performed a peroneal nerve decompression surgery on a patient to approach this question. The models were constructed from EEG-derived measures that provided second-by-second estimates of the neurodynamic responses of the team and team members to task uncertainty. The anesthesiologist and two neurosurgeons developed peaks, often coordinated, of elevated neurodynamic organization during the patient preparation and surgery which were similar to those seen during simulation training, and which occurred near important episodes of the patient preparation and surgery. As the analyses moved down the neurodynamic hierarchy, and the simulation and live patient neurodynamics occurring during the intubation procedure were compared at progressively smaller time scales, differences emerged across scalp locations and EEG frequencies. The most significant was the pronounced suppression of gamma rhythms detected by the frontal scalp sensors during the live patient intubation which was absent in simulation trials of the intubation procedure. These results indicate that while profiles of the second-by-second neurodynamics of teams were similar in both the simulation and live patient environments, a deeper analysis revealed differences in the EEG frequencies and scalp locations of the signals responsible for those team dynamics. As measures of individual and team performance become more micro-scale and dynamic, and simulations become extended into virtual environments, these results argue for the need for parallel studies in live environments to validate the dynamics of cognition being observed.

Keywords: teamwork, healthcare, electroencephalography, team neurodynamics, information, operating room, intubation


INTRODUCTION

A shift is underway in the ways that we study the function and evolution of teams. It is being driven by the generation of multimodal biometric dynamic data streams with seconds’ resolutions, and it is expected that analyses of these data will shape our ideas about how teams are assembled, trained, and supported. (Guastello et al., 2006; Aebersold, 2018; Guastello and Peressini, 2018; Stevens et al., 2018b). In healthcare, the initial understandings of how patterns in dynamic biometric data sets relate to team member interactions and task events will likely come from simulation settings.

High-fidelity simulations provide opportunities for skill acquisition and maintenance, team training, as well as high-stakes testing, and are widely accepted today as an essential educational modality for healthcare professionals (Schmidt et al., 2013; Thomas et al., 2015; Staropoli et al., 2018). Simulation provides a mechanism for standardized clinical education across all learners, allowing exposure to critical events that clinicians might never encounter in their career in a live patient. Simulation also provides a mechanism for deliberate practice among learners. Rare but critical and time-pressured events can be recreated in a simulation, so that protocols can be established and communication problems can be identified and improved upon. Finally, simulation provides a safe environment where learners can come together as inter-professional teams to practice critical teamwork skills that are often overlooked in clinical teaching. These accomplishments have been achieved through continual refinements in simulation technology, performance measurement, and training protocols (Magee, 2003).

The shift toward more dynamic biometric models of teamwork provides an opportunity to expand our understanding of the spatial and temporal changes in team and team member cognition at a finer granularity than has been previously possible, and to approach questions that have previously been unapproachable. As these models will most likely be developed from simulation-derived data, it is important to learn how well metrics and models developed from simulated team training reflect those obtained in real-world operating room situations. Knowing if, and under what conditions, the cognitive responses for a task deviated between simulated and live patient tasks environments would provide ecologic validity for the biometric models being developed.

Where along the biometric time scale of team training (i.e., 10−3 to over 105 s) (Salas et al., 2015) would differences be expected? The widespread use of simulations in healthcare would argue against major differences being seen between behavioral and biometric measures as these would have likely already been incorporated into simulation developments. Differences might be more expected during the execution of temporally extended episodes of action-control sequences like those found in established surgical procedures or anesthesia induction. Such episodes contain sub-sequences of actions but are mentally instantiated as one program unit (Cooper and Shallice, 2000).

The approach we have taken to investigate the detailed dynamics of such episodes are EEG-derived measures which are capable of resolving cognitive processes occurring at the milliseconds level using electrical oscillations from different regions on the scalp (Buzaki, 2006).

The metric developed, neurodynamic organization (NO), is the tendency of team members to enter into prolonged (>10s) metastable neurodynamic relationships as they experience disturbances to their rhythms, i.e., periods of heightened uncertainty. This metric is domain neutral and thought to occur when a team’s operating rhythm no longer supports the complexity of the task and the team needs to expend energy to reorganize into structures that better minimize the “surprise” or uncertainty in the environment (Stevens and Galloway, 2017). Consistent with this hypothesis, the frequency and magnitude of neurodynamic organizations were greater in novice teams compared with experienced submarine navigation teams (Stevens et al., 2017a).

Measures of NO are grounded in information theory and based on most biological signals having internal patterns and organizations. Symbolic transformations of discrete data can be used to detect and quantitate the fluctuating dynamics of these patterns (Stevens and Galloway, 2014, 2015, 2017), while information theory provides the methods for determining when and how information is created, stored, shared, and destroyed (Shannon, 1948, 1951; James et al., 2011).

A series of studies spanning high school teams to military and healthcare teams (Stevens and Galloway, 2014, 2015, 2017) has indicated that neurodynamic organizations are likely a fundamental property of teamwork. Using information theory metrics, it becomes possible to quantitatively deconstruct the neurodynamic organization of a team into the contributions of each team member (Stevens et al., 2018b). These features provide a quantitative platform for comparing the cognitive activities and live patient healthcare environments.

The goals of this study were to:

1. First, determine whether teams that performed a live patient operation (LPO) developed distinct peaks of neurodynamic organization similar to those we have previously observed during military and healthcare simulated tasks. We hypothesized that the anesthesiologist, primary neurosurgeon, and neurosurgery resident would develop discrete periods of elevated neurodynamic organization during the patient preparation and surgery, and that these elevations would occur near episodes of importance or uncertainty.

2. Second, identify whether there were times when the neurodynamic/cognitive features of the LPO team member performances diverged from those expected from similar events performed during simulations.



MATERIALS AND METHODS


Ethics Statement

The study and the informed consent protocols were reviewed and approved by the Biomedical IRB, San Diego, CA (Protocol EEG01), and the Order of Saint Francis Healthcare Institutional Review Board, Peoria IL. All participating subjects gave written and informed consent to participate in the EEG data collections and have their data (including images and speech) anonymously analyzed per approved applicable protocols. To maintain confidentiality, each subject was assigned a unique number known only to the investigators of the study, and subject identities were not shared. This design complies with DHHS: protected human subject 45 CFR 46; FDA: informed consent 21 CFR 50.



Simulations and Live Patient

The team members participating in both the simulation and surgery were experienced operating room staff at the Order of Saint Francis Hospital. It is likely some of them have worked together during their professional experiences, but no effort was made to quantify the level of interaction. The simulations performed were part of an integrated curriculum of airway management that was developed following a clinical needs assessment at the Order of Saint Francis Hospital in Peoria, IL. The induction, ventilation, and emergence from anesthesia is a complicated and uncertain process and one where differences in the cognition used between simulated and live patient ventilations would be detected if present.

While we have reported neurodynamic analyses of over a dozen healthcare team performances (Stevens et al., 2016, 2018b; Stevens and Galloway, 2017), in this paper, we highlight the dynamics of two, as the same anesthesiologist who performed the intubation during the live patient surgery performed two previous simulations with three intubation events.

The first simulation involved the preoperative ventilation by the anesthesiologist (AN), assisted by a circulating nurse (CN), and a scrub nurse (SN), where the mannequin exhibited an adverse response to a relative overdose of aerosolized lidocaine; this subsequently caused seizure and cardiac dysrhythmias. The immune hypersensitivity also caused swelling of the larynx which was experienced by the AN as a blockage during an initial intubation (INTB) attempt. When the transient seizure subsided, a second and successful INTB was performed. The total scenario time was 800 s.

The significant training event in the second simulation was a fire in the operating room, which required patient and staff evacuation. Prior to the fire event, the INTB in this simulation was uncomplicated. The total scenario time was 967 s.

The live patient operation to relieve pressure on the peroneal nerve was performed by a highly experienced neurosurgeon and a resident neurosurgeon. Succinctly, the surgery required an incision, an opening of the muscle fascia, the identification of the nerve, the removal of the pressure, and skin closure. The time from the patient entering the operating room (OR) until the completion of the surgery was 2,891 s.



Electroencephalography

Electroencephalography (EEG) data were collected using two EEG 10–20 systems with different sensor options (Figure 1). The 10–20 system permits uniform spacing of electrodes, independent of head circumference, in scalp regions known to correlate with specific areas of cerebral cortex. It is the standard electrode location method used to collect EEG data as well as the standard for most current databases. The simulation-derived EEG signals were acquired using a nine-sensor wet electrode system which provided coverage over the anterior, central, and posterior regions of the scalp (Figure 1A, open circles). Collecting data for the live patient procedure was constrained by the surgeon requiring a binocular loupe, and (possibly) a light source on the top of his head. Additional clearance around the ears was also needed for the stethoscope. The headband-styled 10-sensor dry electrode system used in the live patient data collection was embedded with sensors primarily in the anterior and posterior scalp regions (Figure 1A, closed circles).
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FIGURE 1. (A) Schematic of EEG sensor placement (looking down on the scalp) for the simulation tasks (open circles) and live patient (closed circles). (B) Neurodynamic information vs. EEG frequency plot for the average of the two simulation performances (open circles) and the live patient. The live patient data are plotted both for the whole task including patient removal (gray squares), as well as only during the operation (black circles).
 

A plot of the neurodynamic information at each EEG frequency bin is shown in Figure 1B. There were no significant differences in the average NI levels in the 18–40 Hz frequency range. The simulation sensor montage detected higher NI levels in the theta and alpha/mu frequency bands, due to the relative enrichment of 10-Hz team NI over the central scalp positions. Unless otherwise noted, subsequent comparisons between the simulation and live patient performances were made using NI levels from the anterior and posterior regions of the scalp and the 18–40 Hz frequency bands.

For all studies, the data acquisition began shortly after the EEG sensors were adjusted for good contact (<10 Ω). Each person’s EEG data stream were cut into segments of the simulated or live patient performance based on electronic markers inserted into the EEG data streams as well as the events observed in videos. The recorded EEG data were preprocessed using Matlab®-based FieldTrip® toolbox (Oostenveld et al., 2011), and processed as described previously (Stevens et al., 2013; Stevens et al., 2016). Signals from outside the brain can be a confounder when interpreting models built from EEG signals, especially signals obtained in complex environments. Commonly found artifacts are generated from speech, eye blinks, heartbeats, breathing rhythms, and other electromyography sources. As neurodynamic organizations regularly occur during silence, speech is an unlikely source for most organizations (Stevens and Galloway, 2014). Regular rhythms associated with eye blinks and heartbeats were identified and removed during data preprocessing (Delorme et al., 2012), and by the interactive Matlab® toolbox EEGLAB CleanLine (Mullen, 2012) plugin, which adaptively estimates and removes sinusoidal artifacts from independent components or scalp sensors using a frequency-domain (multi-taper) regression technique with a Thompson F-statistic for identifying significant sinusoidal artifacts and independent component analysis.



Team Neurodynamic Modeling

The neurodynamic modeling is a physical to organizational – based transformation between what is observed at the team level, to the neurodynamic rhythms responsible for those behaviors. In this transformation, the physical units of EEG dynamics (i.e., microvolts) are transformed into informational units (bits) of organization. The elements of this transformation form a hierarchy that spans temporal scales from milliseconds to hours.

The EEG power levels of each team member are first separated each second into high, medium, or low EEG power ranges (Figure 2A). The reporting of team member neurodynamics at a one-second resolution is in the range (250–500 ms) of functional brain connectivity associated with speech or playing guitar in duets (Stephens et al., 2010; Sanger et al., 2012), and nonverbal recognitions (Caetano et al., 2007), or approximately a half a second for a two-person action-response round trip.
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FIGURE 2. Levels of neurodynamic analyses. (A,B) the raw EEG signals from each person are discretized each second into low, average, and high power levels and assembled into a neurodynamic symbol. (C) The symbol matching the three-person power array is determined from the symbol state space lookup table and assembled into a neurodynamic data stream, where, (D) the team symbols are visually mapped and a moving average of entropy calculated each second. (E) Levels of raw EEG and normalized values (i.e., −1, 1, and 3) are calculated from the native EEG data streams.
 

For ease of visualization, the high, average, and low EEG power categories are assigned the values 3, 1, and −1. The resulting three-element array, one for each member of a three-person team, is assembled into a three-histogram neurodynamic symbol (NS) that represents the neurodynamic state of the team at that second. For instance, the symbol in Figure 2B indicates that at this second, team member 1 had below average, team member 2 had above average, and team member 3 had average EEG power levels. The possible combinations of three persons and three EEG power levels create a 27-symbol neurodynamic state space (NSS) (Stevens and Galloway, 2014; Stevens et al., 2017b). Each NS in the symbolic state space therefore situates the EEG power levels of each team member in the context of the levels of the other team members and the context of the task. A sequence of these symbols, the neurodynamic data streams (NDS) contain a neurodynamic history of the team’s performance. The granularity of the analysis can be increased by separating the EEG power into fourths or fifths with the computational costs of an exponentially increasing NSS.

The temporal expression of NS in all data streams studied has been dynamic with one subset of symbols being expressed for a minute or more, only to be replaced by another symbol subset when the task dynamics changed. These NS concentrations produce local variations in the randomness of the neurodynamic data streams, differences that can be quantitated by measuring the entropy over a 60-s moving window over the symbol stream that is updated each second (Figure 2D).

Entropy is the average surprise of outcomes sampled from a probability distribution or density. A NS density with low entropy means that, on average, the outcome is relatively predictable while a system with higher entropy would be less predictable. In this way, a dynamic and quantitative pattern of organization (in bits) can be constructed and reported with a 1-s granularity for real-time modeling, or aggregated over a performance for comparisons across teams (Stevens and Galloway, 2017).

At this point, the entropy-based units of organization have become detached from the microvolt meaning of the raw EEG signal. For instance, synchronized high-power and desynchronized low-power alpha EEG rhythms have different meanings in the context of attention and memory (Klimesch, 2012), but prolonged periods of either high or low alpha power would produce elevated neurodynamic organization and would be viewed as an organized selection of sequential actions (Cooper and Shallice, 2000).

In practice, the modeling sequence in Figure 2 first generates the three power categories for individual team members, at each sensor channel and at each of forty 1-Hz frequency bins from 1 to 40 Hz (Figure 2A). Entropy calculations across the streams of −1, 1, and 3 symbols of individual data streams produce team member neurodynamic information profiles across regions of their scalp and the EEG frequency spectrum (Figure 2E).

The scalp and frequency-wide averages of the team NDS initially pinpoint periods of higher neurodynamic organization which can then be linked with task events. This initial step is followed by deconstruction of the team data into each team member’s sensor and frequency dynamics around regions of interest (Stevens et al., 2018a). The total number of parallel data streams for a three-person team with every individual wearing a 10-sensor EEG headset, this would be 400 team NDSs and 1,200 individual team member NDSs, as well as a similar number of parallel entropy data streams.

As increased organization is accompanied by decreased entropy, the individual and team entropy values are subtracted from the maximum entropy for the number of symbols being modeled, i.e., 3.17 bits for 9 symbols or 4.775 bits for 27 symbols, and the resulting values are termed neurodynamic information (NI); this procedure makes increased neurodynamic information and increased organization both positive values.




RESULTS


Team and Team Member Neurodynamics During Simulation Training

Tracing the frequency, magnitude, and duration of fluctuations in neurodynamic information provides a quantitative history of a team’s neurodynamic responses to events that triggered the team to neurodynamically reorganize. The NI fluctuations of an experienced anesthesiology team performing a complicated sequence of ventilation procedures during a simulation are shown in Figure 3. The events in this simulation included an early unsuccessful INTB attempt (INTB-1), patient seizures requiring a call for a Crash Cart, and a second (successful) INTB attempt (INTB-2) (Figure 3A). This example was chosen from others available (Stevens et al., 2016) as the AN performing this simulation had performed a similar procedure during a second simulation, and was also responsible for intubating the patient during the surgery.
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FIGURE 3. Team and individual neurodynamics during a healthcare simulation. (A) The task event segments. (B) A quantitative neurodynamic information profile is plotted for the team. The NI is a profile of the average bits of information using all sensors and frequencies. The dotted lines indicate the interquartile range (IQR), i.e., 25–75% of the data values, and the gray line indicates the IQR for the randomized data. (C) The NI traces of the AN (dark) and CN (light) during the simulation with selected events labeled. (D) The NI trace of the SN.
 

The team NI neurodynamic profile was low until 920 s and then increased during the first intubation attempt (Figure 3B). After decreasing over the next 100 s, the NI again increased in response to the patient seizing, and remained near the top of the interquartile range (IQR) and then decreased before peaking again during the second intubation attempt.

The heterogeneity underlying the team neurodynamic profile was shown by deconstructing the team NI into that of each team member using information theory approaches (Stevens et al., 2018b). There were three NI peaks where the AN and CN showed coordinated NI dynamics and these were the first intubation attempt (r = 0.75 with AN leading CN at 30 s), the episode of seizure (r = 0.84) and the second intubation (r = 0.70 with AN leading CN at 10 s). This coordinated behavior decreased during the middle of the task, i.e., between the seizure episodes and the second intubation. The NI of the SN (Figure 3D) showed few defined fluctuations in response to the evolving task, and also little coordination with the dynamics of AN or CN.

For each primary event, the AN made comments indicating uncertainty including:

1. INTB-1: “There is pus or something in the trachea or an obstruction, I can’t tell which; I think I am going to have to go through it, do it with the trachea tube… It looks like he is seizing.”

2. Seizure V-tach: “Ok, that’s not unexpected. Let’s go ahead and take this out if he is going into tach.”

3. Seizure/INTB-2: “I am not sure what my other options are. Because he has a history of seizures I think we are out of drugs.”

4. INTB-2: “There is something in the trachea… I am not sure if I can see if it is a foreign body or…”

These results suggest that events likely to increase team or individual uncertainty are also those that raise NI levels; in other words, NI may act as a barometer for the uncertainty for each member, and by extension, for the team (Stevens et al., 2016).

The coordinated neurodynamics between the AN and CN during events requiring cooperation, yet independent neurodynamics while performing individual tasks, also suggest the possibility of being able to separately identify periods of teamwork and taskwork. Lastly, simulation-based neurodynamics may help refine what meaningful information for a team member might be. While the SN was watching, and likely understood the details of the different task episodes being performed, without her actual involvement, both the neurodynamic coordination with the AN and CN and the peaks of elevated NI were missing. That is, the task events that will increase NI have to be meaningful for a person, not just interesting.



Team Neurodynamics During a Live Patient Surgery

The surgical team in this example consisted of the AN who had previously performed ventilation procedures during simulation training, an experienced neurosurgeon (NS1) and a neurosurgery resident (NS2), a surgical nurse (SN) and a circulating nurse (CN); EEG data were collected and modeled for the AN, NS1, and NS2 for this example.

As shown in Figure 4, the operating room setting differed from most simulations by lasting three times longer than simulations like that in Figure 3. There were also prolonged periods when team members were outside the room as indicated by the dotted lines in the Speakers row (Figure 4B). This did not affect EEG collection which was being recorded on a headset chip, but it interfered with the ability to link the EEG with events during those periods.
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FIGURE 4. Team and individual neurodynamics during a peroneal nerve decompression surgery. (A). Task events. (B). Team member speech. (C). The team NI profile using the average bits of information from all sensors and frequencies. (D). The NI traces of the AN, NS1, and NS2. The dotted rectangle indicates the period of the surgery.
 

If the observed simulation neurodynamics were accurate representations of those occurring during surgery, then with the operating room team, we would expect to see:

1. The presence of discrete NI peaks near important events.

2. The differential responses of team members to these events.

3. Aligned team member NI fluctuations during coordinated activities.

Consistent with the first goal, the neurodynamics of the surgery team showed discrete peaks of increased NI during the preoperative patient ventilation as well as surgical preparation and subsequently during the surgery (Figure 4C). The deconstruction of the team NI into those of the AN, NS1, and NS2 showed periods of individual and coordinated NI dynamics, especially during the surgery as shown in the dashed outline (Figure 4D). These are investigated further in Figure 5.


[image: image]

FIGURE 5. Event details and team member NI profiles during surgery.
 

The surgical sequence for a peroneal nerve decompression begins with an incision, the spreading of the incision, and the opening of the underlying fascia. The nerve is then identified, isolated, and stimulated if necessary. The tissue source of the compression is then identified and removed.

The early surgical segments (until ~2,500 s) were performed by NS2 assisted by NS1. During the surgery, there were three episodes of correlated NI between NS1 and NS2 (r = 0.79 at a 20-s cross-correlation lag around 1980s), r = 0.43 at ~2,300 s, and r = 0.75 at ~2,400 s), and these occurred while the neurosurgeons worked closely together. After the nerve was isolated and the source of the nerve compression was identified, NS1 performed the removal of the compressive block (from 2,460 to 2,709 s); during this final procedure, only the NI of NS1 was elevated.

The neurodynamic similarities in the NI profiles derived from the simulation and live patient-derived conditions indicate that at the level of temporal dynamics, the simulation-acquired data provide an accurate representation of the types of neurodynamics that will be observed in real-world situations. The coordinated NI dynamics between NS1 and NS2 are similar to those seen between the AN and CN in Figure 3, therefore substantiating simulations cognitive - ability to evoke neurodynamic correlates of teamwork.

The next analysis examined the degree of neurodynamic heterogeneity present in the extended period of NI associated with the removal of the source of nerve compression. The analysis during this 4-min period searched for across-frequencies temporal changes as well as across-the-scalp spatial changes in NI dynamics.

The aim of these analyses was to determine if there was a neurodynamic trajectory from the initiation of the procedure, through the peak period of neurodynamic information, to the return to a neurodynamic baseline. Neurodynamic information profiles were generated for five EEG frequency bands: delta/theta (3–7 Hz), alpha (8–11 Hz), mu (12–17 Hz), low beta (18–22 Hz), and high beta/gamma (23–40 Hz). The earliest and largest NI levels were in the 3–7 Hz (delta/theta) and 8–11 Hz (alpha) frequency bands and these remained high until 2,633 s when they abruptly declined (Figure 6A). Coincident with this decrease was NS1 completing the removal of the compressive block on the nerve. The beta and gamma frequency bands predominated after this period and then declined to baseline levels over the next minute.
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FIGURE 6. (A) The NI values for the different frequency ranges are plotted for the final surgical procedure (2460–2,709 s). The arrow indicates when the surgeon completed his operation. (B) The across-frequency and sensor NI averages for the 10 EEG sensors. The member order in each bar cluster is AN, NS1, NS2.
 

The NI levels during these 4 min were greatest at sensors O2, F7, P7, and F8 (Figure 6B). The analyses were refined by generating time x frequency x NI plots for the F7, O2, and P7 sensors to explore the temporal and spatial sequencing of NI levels across sensors and frequencies (Figure 7).
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FIGURE 7. Time x frequency vs. NI levels for the (A) F7, (B) O2, and (C) P7 sensors. The NI levels are shown by the color bars to the right.
 

Early NI increases were detected at the F7, P7, and O2 sensors ~30s into the final surgical procedure and were mostly in the 3–11 Hz range. The NI levels at the P7 sensor were short lived and followed by NI decreases at the F7 sensor. In contrast, the O2 NI levels continued to increase during the next 2 min and extended toward higher frequencies. At epoch 2,633 s, the 3–11 Hz NI abruptly stopped at the O2 sensor, which, as described earlier, occurred after the alleviation of the nerve compression. During the remaining time before closing the incision, there was an NI increase in beta and gamma frequency bands, particularly at the P7 sensor.



Neurodynamics of the Anesthesiologist During the Intubation Events

The analyses of the peroneal nerve decompression surgery in Figures 6, 7 illustrate the neurodynamic heterogeneity within an extended period of uncertainty, and show how this heterogeneity can be used to describe the surgical procedure in terms of a spatial and temporal neurodynamic trajectory. To explore the generality of these findings, a similar analysis was performed upon another critical event during the operation which was the patient intubation procedure. The anesthesiologist who performed the patient intubation during the operation previously performed three intubations under simulated conditions while acquiring EEG data that allowed neurodynamic comparisons across training modalities.

The simulated and the live patient INTB segments were identified and isolated after bracketing them within 60-s data sections before and after the procedure to provide a dynamic context. Each of the INTB segments were above the IQR range for the performance indicating the procedure was one of importance for the anesthesiologist during both the simulations and in the operating room (Figure 8A). The four INTB segments ranged from 40 to 79 s in length and within each of the segments, there were peaks in the NI, often biphasic. One of the intubations (#1 of Figure 8B) was unsuccessful due to a blockage and the second intubation (#2) could not be confirmed as successful before the simulation ended. The other simulated and live patient intubations were successful. Aside from the elevated NI levels, there were no consistent defining features of the INTB procedures, which was not surprising with the temporal and intubation outcome differences among the trials.
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FIGURE 8. (A) The contexts of the INTB activities are shown by the area plots of the scenario NI; the periods of intubation are shown by horizontal lines. (B) This figure compares the neurodynamic information profiles of three simulated INTB attempts of varying difficulty with a live patient INTB attempt.
 

The analytic focus next shifted to the sensor NI levels during the INTB events. Because of the differences in the simulation and LPO EEG montages (Figure 1), these analyses contrasted the NI levels of the anterior and posterior sensors. These analyses were performed using the data from the INTB windows shown in Figure 8B. The anterior vs. posterior sensor regions’ NI levels for the simulation INTB events were not significantly different (Z = 0.77, p = 0.44, Wilcoxon), while the NI levels for the live patient INTB were nearly 3-fold greater at the anterior than posterior regions (Z = 2.02, p < 0.05) (Figure 9). The anterior sensor NI levels were also significantly greater than the simulation groupings, indicating a skewing of the brain-wide neurodynamic organization toward the anterior regions during the live patient INTB procedure.
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FIGURE 9. NI levels at the anterior vs. posterior channels for the simulation (S) or the live patient (LP) INTB procedures. The frequency-averaged (18–40 Hz) NI levels were measured at the anterior (F3, Fz, F4) or posterior (P3, Pz, and P4) sensors for the simulation tasks, and the anterior (Fp1, Fpz, Fp2, F7, and F8) or posterior (P7, O1, Oz, O2, and P8) sensors for the live patient INTB.
 

The frequency band NI distributions were next generated across the 1–40 Hz spectrum shown in Figure 10. The NI values were binned into the delta/theta (3–7 Hz), alpha (8–11 Hz), mu (12–17 Hz), low beta (18–22 Hz) high beta (23–32 Hz), and gamma (33–40 Hz) bins. These comparisons were made using only the data from the INTB windows shown in Figure 8.
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FIGURE 10. Frequency band distribution of NI for the INTB events. The pooled low beta, high beta and gamma frequency bin NI levels from the live patient INTB were significantly greater than those from the simulations (Mann Whitney, Z = 2.4, p = 0.01).
 

As previously described, NI is a measure of the organizational patterns in a neurodynamic data stream. As such, they could represent persistent patterns of elevated, depressed, or intermediate EEG power levels by a team member or a team. Making this distinction is important as elevated gamma power has been associated with memory retrieval (Vergauwe and Cowan, 2014), whereas gamma power suppression has been associated with focused attention and while reading for comprehension (Lachaux et al., 2008; Ossandon et al., 2011; Sato and Mizuhara, 2018).

Analyses were therefore performed using the high, average, or low EEG values (i.e., −1, 1, or 3) rather than NI levels. Figure 11 indicates that the elevated EEG beta-gamma NI levels found during the live patient INTB were due to low gamma EEG power values (H = 137, df = 3, p < 0.01) compared with the above average gamma power values during the simulation.
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FIGURE 11. Levels of EEG-gamma power during INTB events. The raw EEG values were determined for each of the intubation events; LP = live patient.
 




DISCUSSION

The results indicate that the sensor and frequency-averaged profiles of team and team member neurodynamics were similar in both the simulation and live patient environments. This provides an important validation of previous studies with military and healthcare teams where the team neurodynamics were linked with speech (Gorman et al., 2016), stressful situations (Stevens et al., 2013), and expert performance ratings (Stevens and Galloway, 2017) during high-fidelity simulation training. They further suggest that developing models to track the appearance of these fluctuations or estimate/predict their magnitude and duration could have practical training applications. For instance, providing these neurodynamic profiles to instructors prior to a debriefing following a training exercise could help focus the discussions around periods where the team might have experienced uncertainty. Similarly, the periods of elevated NI could serve as triggers for providing feedback in an intelligent tutoring setting for optimizing team health and performance.

While the overall neurodynamic profiles were similar under simulated and live patient conditions, according to the ideas behind hierarchal cognition, each NI peak is likely neurodynamically heterogeneous. The appearance of patterns of elevated NI with the onset of meaningful events and their decline after the task completion are consistent with the idea they are neurodynamic representations of a set of procedures or subtasks needed to complete a task, i.e., a mental episode. Mental episodes are typically extended periods, with a defined beginning and ending, of focused deliberate behavior during which a sequence of steps are completed (Schneider and Logan, 2015). The execution of episodes is thought to begin by loading a sequence representation of the task into memory, which controls the sequence and identify of the subtasks. Following the ideas of hierarchical cognition, the component sequences are then executed (Schneider and Logan, 2006).

An example of this heterogeneity, and the episodic nature of the final surgical procedure, is shown in Figures 7, 8 where the neurodynamics revealed a change in the neurosurgeons cognitive state with the onset of the final surgical procedure. The primary focus for this neurodynamic reorganization was the occipital lobe at the 3–11 Hz frequencies. A second major cognitive state change occurred when the surgery was completed and the occipital lobe neurological organizations were replaced by a more heterogeneous frequency profile at the P7 channel before returning to preoperation levels. A similar neurodynamic analysis of the intubation procedure performed by the anesthesiologist suggests that each NI peak might show neurodynamic complexity at the sensor and frequency level.

The NI levels during the live patient INTB were unequally distributed between the anterior sensors where the levels were significantly greater than those from the posterior sensors. The anterior and posterior sensors’ NI levels from simulation attempts were not statistically different, but were intermediate to those at the anterior and posterior levels during the surgery.

The finding of elevated neurodynamic organization in the frontal regions during INTB may be significant as frontal regions have been implicated in the detection of unfavorable outcomes, error correction, and resolution of uncertainty, all of which might be expected to play a role during this critical procedure (Ridderinkhof et al., 2004; Murray and Rudebeck, 2017). The EEG frequencies associated with the elevated frontal sensor NI were in the low beta – low gamma frequency range. Gamma EEG rhythms, or “gamma oscillations” emerge from neuronal structures at rates from 30 to up to 300 Hz. Their rhythms are driven by balances of inhibitory GABAergic interneurons and excitatory glutamatergic neurons (Whittington et al., 1995). Gamma oscillations occur alongside and in proportion to perceptual processes/salience (Sedley and Cunningham, 2013) and are thought to be pivotal in: (1) the search for information, or the refreshing of information within the brain, and (2) the communication of this information across regions of the brain.

The suggestion of gamma rhythm involvement in the search for information to populate short-term memory is based on repeated observations showing decreased response speed with the number of items in short-term memory, reaching a processing rate limit of 25–30 items per second (Vergauwe and Cowan, 2014). These authors have proposed that information for features of one item are represented by groups of neurons that fire within a gamma cycle and this gamma-band synchronization facilitates neural communication and synaptic plasticity.

Gamma rhythms do not act in isolation during this neural communication, but become phase locked and nested within theta rhythms (~ 5–7 gamma per theta wave) or alpha oscillations which serve to segment neuronal representations in time, and perhaps support their coordinated action across neuronal assemblies (Bonnefond and Jensen, 2015). In these two instances, gamma activity increases.

It is also becoming clear that attention-demanding tasks like reading for comprehension not only activate specific cortical regions, but also deactivate others that might interfere with the task either at local (Klimesch, 2012) or more distant cortical regions (Farooqi and Manly, 2018). Studies using intracerebral electrodes have suggested that focused interaction with the external world is associated with gamma rhythm suppression in the default mode network (Ossandon et al., 2011). This is a series of brain regions linked with introspective thoughts (Raichle et al., 2001).

Possible linkages between the reduced gamma rhythm levels we have observed during the INTB event of the live patient and previously reported spatially localized network and short-lived gamma suppression are difficult to speculate on from a single sample. The possibility exists however that the INTB with the live patient induced a more attentive state in the AN than that provided by the simulations, suggesting a fundamental difference in the two environments.

As expressed by the AN: “I was aware that the OR was a real patient and the lab case was just a simulation. I felt the usual urgency in the real case to perform well as opposed to the lab simulation where it’s more relaxed because you know there isn’t anything important at stake.” As measures of individual and team performance become more micro-scale and dynamic, and simulations become extended into virtual environments, these results argue for the (at least limited) need for parallel studies in live environments to maximize the benefits from these emerging technologies.
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The focus of this current research is 2-fold: (1) to understand how team interaction in human-autonomy teams (HAT)s evolve in the Remotely Piloted Aircraft Systems (RPAS) task context, and (2) to understand how HATs respond to three types of failures (automation, autonomy, and cyber-attack) over time. We summarize the findings from three of our recent experiments regarding the team interaction within HAT over time in the dynamic context of RPAS. For the first and the second experiments, we summarize general findings related to team member interaction of a three-member team over time, by comparison of HATs with all-human teams. In the third experiment, which extends beyond the first two experiments, we investigate HAT evolution when HATs are faced with three types of failures during the task. For all three of these experiments, measures focus on team interactions and temporal dynamics consistent with the theory of interactive team cognition. We applied Joint Recurrence Quantification Analysis, to communication flow in the three experiments. One of the most interesting and significant findings from our experiments regarding team evolution is the idea of entrainment, that one team member (the pilot in our study, either agent or human) can change the communication behaviors of the other teammates over time, including coordination, and affect team performance. In the first and second studies, behavioral passiveness of the synthetic teams resulted in very stable and rigid coordination in comparison to the all-human teams that were less stable. Experimenter teams demonstrated metastable coordination (not rigid nor unstable) and performed better than rigid and unstable teams during the dynamic task. In the third experiment, metastable behavior helped teams overcome all three types of failures. These summarized findings address three potential future needs for ensuring effective HAT: (1) training of autonomous agents on the principles of teamwork, specifically understanding tasks and roles of teammates, (2) human-centered machine learning design of the synthetic agent so the agents can better understand human behavior and ultimately human needs, and (3) training of human members to communicate and coordinate with agents due to current limitations of Natural Language Processing of the agents.

Keywords: human-autonomy teaming, synthetic agent, team cognition, team dynamics, remotely piloted aircraft systems, unmanned air vehicle, artificial intelligence, recurrence quantification analysis


INTRODUCTION

In general, teamwork can be defined as the interaction of two or more heterogeneous and interdependent team members working on a common goal or task (Salas et al., 1992). When team members interact dynamically with each other and with their technological assets to complete a common goal, they act as a dynamical system. Therefore, an essential part of a successful team is the ability of its members to effectively coordinate their behaviors over time. In the past, teamwork has been investigated for all-human teams by considering team interactions (i.e., communication and coordination) to understand team cognition (Cooke et al., 2013) and team situation awareness (Gorman et al., 2005, 2006). Presently, advancements in machine learning in the development of autonomous agents are allowing agents to interact more effectively with humans (Dautenhahn, 2007), to make intelligent decisions, and to adapt to their task context over time (Cox, 2013). Therefore, autonomous agents are increasingly considered team members, rather than tools or assets (Fiore and Wiltshire, 2016; McNeese et al., 2018) and this has generated research in team science on Human-Autonomy Teams (HAT)s.

In this paper, we summarize findings from three of our three recent experiments regarding the team interaction within the HAT over time in the dynamic context of a Remotely Piloted Aircraft System (RPAS). In the first and the second experiments, we summarize general findings related to the interaction of a three-member team over time, by comparison of HATs with all-human teams. In the third experiment, which extends beyond the first two experiments, we investigate HAT evolution when HATs are faced with a series of unexpected events (i.e., roadblocks) during the task: automation and autonomy failures and malicious cyber-attacks. For all three of these experiments, measures focus on team interactions (i.e., communication and coordination) and temporal dynamics consistent with the theory of interactive team cognition (Cooke et al., 2013). Therefore, the goal of the current paper is to understand how team interaction in HATs develops over time, across routine and novel conditions, and how this team interaction relates to team effectiveness.

We begin by describing HATs as sociotechnical systems and identify the challenges in capturing this dynamical complexity. Next, we introduce the RPAS synthetic task environment, and three RPAS studies conducted in this environment. Then, we summarize the findings from HATs and compare this evolution to that of all-human teams.


Teaming With Autonomous Agents

A HAT consists of a minimum of one person and one autonomous agent “coordinating and collaborating interdependently over time in order to successfully complete a task” (McNeese et al., 2018). In this case, an autonomous team member is considered to be capable of working alongside human team member(s) by interacting with other team members (Schooley et al., 1993; Krogmann, 1999; Endsley, 2015), making its own decision about its actions during the task, and carrying out taskwork and teamwork (McNeese et al., 2018). In team literature, it is clear that autonomous agents have grown more common in different contexts, e.g., software (Ball et al., 2010) and robotics (Cox, 2013; Goodrich and Yi, 2013; Chen and Barnes, 2014; Bartlett and Cooke, 2015; Zhang et al., 2015; Demir et al., 2018c). However, considering an autonomous agent as a teammate is challenging (Klein et al., 2004) and requires effective teamwork functions (McNeese et al., 2018): understanding its own task, being aware of others' tasks (Salas et al., 2005), and effective interaction (namely communication and coordination) with other teammates (Gorman et al., 2010; Cooke et al., 2013). Especially in dynamic task environments, team interaction plays an important role in teamwork and it requires some amount of pushing and pulling of information in a timely manner. However, the central issue to be addressed is more complex than just pushing and pulling information; time is also a factor. This behavioral complexity in dynamic task environments can be better understood from a dynamical systems perspective (Haken, 2003; Thelen and Smith, 2007).



The Temporal Patterning of Team Interaction

Robotics science (Bristol, 2008) posits that complex behavior of an autonomous agent does not necessarily require complex internal mechanisms in order to interact in the environment over time (Barrett, 2015). That is, the behavioral flexibility of a simple autonomous agent is contingent on the mechanics and wiring of its sensors rather than its brain or other components (for an example see Braitenberg and Arbib, 1984). However, in order to produce complex behaviors, there are other elements than hardware, specifically interaction with the environment which it is subject to. The behavioral complexity of an autonomous agent is actually more than parts appear to be individually. This complexity is a real challenge for robotics and cognitive scientists seeking to understand autonomous agents and their dynamic interactions with both humans and the agent's environment (Klein et al., 2004; Fiore and Wiltshire, 2016). Humans have a similar dynamical complexity, as summarized by Simon (1969), who stated, “viewed as behaving systems, [humans] are quite simple. The apparent complexity of our behavior over time is largely a reflection of the complexity of the environment in which we find ourselves” (p. 53).

In order to better understand the complexity of autonomous agents and their interactions with humans in their task environment, we can consider the interactions as happening within a dynamical system where an agent synchronizes with human team members in a dynamic task environment. In this case, a dynamical system is a system which demonstrates a continuous state-dependent change (i.e., hysteresis: future state causally depends on the current state of the system). Thus, interactions are considered a state of the system whole rather than the individual components. A dynamical system can behave in many and different ways over time which move around within a multidimensional “state space.” Dynamical systems may favor a particular region of the state space—i.e., move into a reliable pattern of behavior—and, in such cases is considered to have transitioned to an “attractor state.” When the system moves beyond this state, it generally reverts to it in the future. The system then becomes more resilient (i.e., the attractor states get stronger) to adapt to dynamic unexpected changes in the task environment as it develops experience. However, if given a strong enough perturbation from the environment's external forces, the system may move into new patterns of behavior (Kelso, 1997; Demir et al., 2018a).

With that in mind, HAT is a sociotechnical system in which behaviors emerge via interactions between interdependent autonomous and human team members over time. These emerging behaviors are an example of entrainment, the effect of time on team behavioral processes, and in turn team performance (McGrath, 1990). Replacing one human team role with an autonomous agent can change the behavior of other teammates and affect team performance over time. In the sociotechnical system, human and autonomous team members must synchronize and rhythmize their roles with the other team members to achieve a team task over time. In order to do so, it is necessary for the team to develop an emergent complexity which is resilient, adaptable, and includes fault-tolerant systems-level behavior in response to the dynamic task environment (Amazeen, 2018; Demir et al., 2018a).

Adaptive complex behavior of a team (as sociotechnical system) is considered within the realm of dynamical systems (either linear or non-linear) and dynamical changes of the sociotechnical systems behavior can be measured via Non-linear Dynamical Systems (NDS) methods. One commonly used NDS method in team research is Recurrence Plots (RPs) and its extension Recurrence Quantification Analysis (RQA; Eckmann et al., 1987). The bivariate extension of RQA is Cross RQA and multivariate extension is Joint RQA (JRQA; Marwan et al., 2002; Coco and Dale, 2014; Webber and Marwan, 2014). In general, RPs visualize the behavior trajectories of dynamical systems in phase space and RQA evaluates how many recurrences there are which use a phase space trajectory within a dynamical system. The experimental design of the RPAS team is conceptually in line with JRQA and it is thus the method used for HAT research in this exploratory paper.




RPAS SYNTHETIC TASK ENVIRONMENT

The synthetic teammate project (Ball et al., 2010) is a longtitudinal project which aims to replace a ground station team member with a fully-fledged autonomous agent. From a methodological perspective, all three of the experiments were conducted in the context of CERTT RPAS-STE (Cognitive Engineering Research on Team Tasks RPAS—Synthetic Task Environment; Cooke and Shope, 2004, 2005). CERTT RPAS-STE has various features and provides new hardware infrastructure to support this study: (1) text chat capability for communications between the human and synthetic participants, and (2) new hardware consoles for three team members and two consoles for two experimenters who oversee the simulation, inject roadblocks, make observations, and code the observations.


Task and Roles

The RPAS-STE task requires three different, interdependent teammates working together to take good photos of the targets (see Figure 1): (1) the navigator provides the flight plan to the synthetic pilot (called Information) and navigates it to each waypoint, (2) the pilot controls the Remotely Piloted Aircraft (RPA) and adjusts altitude and airspeed based on the photographer's requests (called Negotiation), and (3) the photographer photographs the target waypoints, adjusts the camera settings, and also shares information relating to photo quality—i.e., whether or not the photo was “good”—to the other two team members (called Feedback). Taking good photographs of designated target waypoints is the main goal for all the teams, and it requires timely and effective information sharing among teammates. The photographer determines if a photo is good based on the photograph folder which shows examples of good photographs (in regard to camera settings, i.e., camera type, shutter speed, focus, aperture, and zoom). This timely effective coordination sequence for this task is called Information-Negotiation-Feedback (INF; Gorman et al., 2010). All interactions occur within a text-based communications system (Cooke et al., 2007).
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FIGURE 1. Simulated RPAS task environment for each role, and task coordination (information-negotiation-feedback). The dashed line separates ground control station and simulated operational environment (from Demir et al., 2017; reprinted with permission).



In the simulated RPAS task environment, the target waypoints were within areas referred to as Restricted Operating Zones (ROZ boxes) which have entry and exit waypoints that teams must pass through to access the target waypoints. All studies had missions that could either be low workload (11–13 target waypoints within five ROZ) or high workload (20 target waypoints within seven ROZ). The number and length of missions varied as follows: In the first and the second experiments, all teams went through five 40 min missions with 15 min breaks in between missions. Missions 1–4 were low workload, but Mission 5 was high workload in order to determine the teams' performance strength. During the last study, teams went through ten 40 min missions which were divided into two sessions with 1 or 2 weeks in between. However, while in the first and second studies, the first four missions had identical workloads, in the third study, the first nine missions had identical workloads and the 10th mission was high workload.



Measures

In the RPAS STE, we collected performance and process measures and then analyzed them with statistical and non-linear dynamical methods. In this way, we could first understand the nature of all-human teams to prepare for the development of HATs. In general, we collected the following measures for the following three RPAS experiments (see Table 1; Cooke et al., 2007). Each of these measures was designed during a series of experiments which were part of the synthetic teammate project.



Table 1. The RPAS measures.
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In RPAS studies, we considered team communication flow to look at HAT patterns of interaction and their variation over time by using Joint Recurrence Plots (JRPs). JRPs are instances when two or more individual dynamical components show a simultaneous recurrence (pointwise product of reperesentative univariate RPs) and JRQA provides the quantity (and length) of recurrences in a dynamical system using phase space trajectory (Marwan et al., 2007). In this perspective, JRQA can be utilized for the purpose of examining variations between multiple teams in regard to how and why they, specifically how frequently team members synchronize their activities while communicating by text message. That is, JRQA basically evaluates synchronization and influence by means of looking at system interactions (Demir et al., 2018b).

In RPAS studies, the time stamp for each message (as seconds) is used to evaluate the flow of communication between team members, resulting in multivariate binary data. We chose an ideal window size based on the following order: (1) Determinism (DET) was estimated based on windows which increased by 1 s for each mission, and (2) DET variance was evaluated for each size of window and a 1 min window that was chosen according to the average period in which DET no longer increased was selected. This information was useful in order to visually and quantitatively represent any repeating structural elements within communication of the teams.

For all three experiments, we extracted seven measures from JRQA: recurrence rate, percent determinism (DET), longest diagonal line, entropy, laminarity, trapping time, and longest vertical line. The measure which all three RPAS studies were interested in was DET, represented by formula (1) (Marwan et al., 2007), which we defined as the “ratio of recurrence points forming diagonal lines to all recurrence points in the upper triangle” (Marwan et al., 2007). Time periods during which the system repeated a sequence of states were represented in the RP by diagonal lines. DET is able to characterize the level of organization present in the communications of a system by examining the dispersion of repeating points on the RP; systems which were highly deterministic repeated sequences of states many times (i.e., many diagonal lines on the RP) while systems that were mildly deterministic would only repeat a sequence of states rarely (i.e., few diagonal lines). In Formula (1), l is the length of the diagonal line when its value is lmin and P(l) is the probability distribution of line lengths (Webber and Marwan, 2014). A 0% Determinism rate indicated that the time series never repeated, whereas a 100% Determinism rate indicated a perfectly repeating time series.
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THE RPAS EXPERIMENTS

In the first experiment, human team members collaborate with a “synthetic teammate” [a randomly selected human team member, Wizard of Oz Paradigm; WoZ (Riek, 2012)] that communicates based on natural language. In the second experiment, a synthetic agent with limited communication behavior, the Adaptive, Control of Thought-Rationale (ACT-R; Anderson, 2007), worked with human team members. In the last experiment, similar to the first experiment, human team members communicated and coordinated with a “synthetic teammate” (played this time by a highly trained experimenter who mimicked a synthetic agent with a limited vocabulary; WoZ) in order to overcome automation and autonomy failures, and malicious cyber-attack. Participants in all three experiments were undergraduate and graduate students recruited from Arizona State University and were compensated $10/hour. In order to participate, students were required to have normal or corrected-to-normal vision and be fluent in English. The following table indicates the experimental design and situation awareness index for each of the conditions (see Table 2). This study was carried out in accordance with the recommendations of The Cognitive Engineering Research Institute Institutional Review Board under The Cognitive Engineering Research Institute (CERI, 2007). The protocol was approved by The Cognitive Engineering Research Institute Institutional Review Board. All subjects gave written informed consent in accordance with the Declaration of Helsinki.



Table 2. Experimental design for three RPAS studies.
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RPAS I: Human-Autonomy Teaming When the Synthetic Agent Had Natural Language Capability

For the first experiment, the main question is whether the manipulation of team members' beliefs about their pilot can be associated with team interactions and, ultimately, team performance for overcoming the roadblocks (Demir and Cooke, 2014; Demir et al., 2018c). Thus, there are two conditions in this experiment: synthetic and control, with 10 teams in each condition (total 20 teams). Sixty randomly selected participants completed the experiment (Mage = 23, SDage = 6.39). In the synthetic condition, we simulated a “synthetic agent” using a WoZ paradigm: one participant was chosen to be the pilot, and in therefore automatically and unknowingly became the synthetic agent. The other two team members were randomly assigned to navigator and photographer roles and were informed that there was a synthetic agent serving as the pilot. In this case, the navigator and photographer could not see the pilot when entering or leaving the room, nor during the breaks. Since the pilot in the control condition was a randomly assigned participant and the other two team members knew this (all three roles signed the consent forms together, and they all saw each other during that time), communication developed naturally among the team members (again, the navigator and photographer roles were randomly assigned).

In this study, we manipulated the beliefs of the navigator and the photographer in that they were led to believe that the third team member was not human, but a synthetic agent. This was done in order to answer the question of whether the manipulation of that belief could affect team interactions and ultimately team effectiveness (Demir and Cooke, 2014; Cooke et al., 2016; Demir et al., 2018c). The key aspects of two articles of this study use several quantitative methods to understand team interaction and its relationship with team effectiveness across the conditions. In this specific experiment, the teams went through five 40 min missions (with a 15 min break after each) and we collected the measures described in Table 1. We comprehensively discussed the key findings in previous papers (Demir and Cooke, 2014; Demir et al., 2018c).

As a dynamical analysis, we applied JRQA to binary communication flow time series data for 40 min missions in order to visually and quantitatively represent any repeating structural elements within communication of the teams. In the following figure, we give two example JRP (one control and one synthetic team) for two RPAS teams' interactions; these consist of three binary sequences (one for each team member) that are each 40 min in length. The three binary sequences were created based on whether navigator, pilot, or photographer sent a message in any given minute. If a message was sent or no message was sent, they was coded as “1” and “0,” respectively. Based on the JRP and DET, the very short diagonals indicated that the control teams showed less predictable team communication (Determinism: 46%) while the longer diagonals mean that the synthetic teams demonstrated more predictable communication (Determinism: 77.6%; see Figure 2). Also, we found that the predictability in synthetic teams had more negative relationship with their performance on target processing (TPE), whereas this relationship was less negative in the control teams (Demir et al., 2018c).
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FIGURE 2. Example JRP for two high performing UAV teams' interactions (length 40 min): (A) control (Determinism: 46%) and (B) synthetic teams (Determinism: 77.6%) (from Demir et al., 2018c; reprinted with permission).



Overall findings from this first experiment (see Table 3) indicate that the teams which had been informed that their pilot was actually a synthetic agent not only liked the pilot more, but also perceived lower workload, and assisted the pilot by giving it more suggestions (Demir and Cooke, 2014). Based on the two goals of current paper, our findings indicate that (Demir et al., 2018c) the control teams processed and coordinated more effectively at the targets to get good photographs (i.e., target processing efficiency) than the synthetic teams and displayed a higher level of interaction while planning the task. Team interaction was related to improved team effectiveness, suggesting that the synthetic teams did not demonstrate enough of the adaptive complex behaviors that were present in control teams, even though they could interact via natural language. The implication here is that merely believing that the pilot was a not human resulted in more difficult planning for the synthetic teams, thus making it more difficult to effectively anticipate their teammates' needs.



Table 3. Key findings from three RPAS experiments.
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RPAS II: Human-Autonomy Teaming When Humans Collaborate With ACT-R Based Synthetic Teammate

In the second experiment, the focal manipulation was of the pilot position resulting in three conditions: synthetic, control, and experimenter (10 teams for each condition). As indicated by the name, the synthetic condition had a synthetic team member in the role of, which had been developed using ACT-R cognitive modeling architecture (Anderson, 2007); participants in this condition had to communicate with the synthetic agent in a manner void of ambiguous or cryptic elements due to its limited language capability (Demir et al., 2015). In the control condition, since the pilot was human, communication among team members developed naturally. Finally, in the experimenter condition, the pilot was limited to using a coordination script specific to the role. Using the script, the experimenter pilot interacted with the other roles by asking questions at appropriate times in order to promote adaptive and timely sharing of information regarding critical waypoints. In all three conditions, the roles of navigator and photographer were randomly assigned. Therefore, 70 randomly selected participants completed the second experiment (Mage = 23.7, SDage = 3.3).

In the synthetic condition, the ACT-R based synthetic pilot was designed based on interaction with team members and interaction in the task environment, including adaptation of various of English constructions, selection of apropos utterances, discernment of whether or not communication was necessary, and awareness of the current situation of the RPA, i.e., flying the RPA between waypoints on the simulated task environment (Ball et al., 2010). However, since the synthetic pilot still had limited interaction capability, it was crucial that the navigator and photographer made certain that their messages to the non-human teammate were void of ambiguous or cryptic elements. If not, their synthetic teammate was unable to understand and, in some cases, malfunctioned (Demir et al., 2015).

In the second experiment, we explore and discuss team interaction and effectiveness by comparing HATs with all-human teams (i.e., control and experimenter teams). Here, we give a conceptual summary of findings from previous papers that compared human-autonomy and all-human teams on dynamics (Demir et al., 2018a,b) and also their relationship with team situation awareness and team performance, via interaction (Demir et al., 2016, 2017; McNeese et al., 2018).

In Figure 3, three example JRPs from this study are depicted for three teams' communication for each condition (same as in the first RPAS study: three 40 min binary sequences) along with their calculated DET: Figure 3A—synthetic (DET = 52%), Figure 3B—control (DET = 34%), and Figure 3C—experimenter (DET = 47%). Visible on the y-axis, instances of any messages sent by any of the three roles (navigator, pilot, or photographer) in any minute were coded as “1,” and if no message was sent in any minute, it was coded as “0.” The synthetic team in this example exhibited rigid communication (higher determinism), whereas the control team demonstrated an unstable communication pattern compared to the other two teams. Taking into account the goals of this paper, in the synthetic team, higher determinism tended to correspond to instances when all three team members were silent (see Figure 3A between 30 and 35 min). For control teams, such varied communication patterns were not unanticipated since the pilot role was randomly assigned. On the other hand, coordination behaviors of control teams, experimenter teams, and synthetic teams were unstable, metastable, and rigid, respectively, as indexed by the percent DET from JRQA. Extreme team coordination dynamics (overly flexible or overly rigid) in the control and synthetic teams resulted in low team performance. Experimenter teams performed better in the simulated RPAS task environment due to metastability (Demir, 2017; Demir et al., 2018a,b). In addition to the dynamic findings, overall findings for this study showed positive correlations between pushing information and both team situation awareness and team performance. Additionally, the all-human teams had higher levels than the synthetic teams in regard to both pushing and pulling. By means of this study, we saw that anticipation of other team members' behaviors as well as information requirements are important for effective Team Situation Awareness (TSA) and team performance in HATs. Developing mechanisms to enhance the pushing of information with HATs is necessary in order to increase the efficacy of teamwork in such teams.
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FIGURE 3. Example joint recurrence plots for three RPAS teams' interactions in three conditions—length 40 min: (A) synthetic, (B) control, and (C) experimenter teams (from Demir et al., 2018b; reprinted with permission).





RPAS III: Human-Autonomy Teaming When a Human Collaborates With a Synthetic Teammate Under Degraded Conditions

In the third experiment, the “synthetic” pilot position was filled by a well-trained experimenter (in a separate room—WoZ paradigm) who mimicked the communication and coordination of a synthetic agent from the previous experiment (Demir et al., 2015). In the third experiment, 40 randomly selected participants (20 teams) completed the experiment (Mage = 23.3, SDage = 4.04). In order to facilitate their effective communication with the synthetic pilot, both the navigator and the photographer had a cheat sheet to use during the training and the task. The main manipulation and consideration of this study was team resilience, so at selected target waypoints teams faced one of three kinds of roadblocks—automation failure, autonomy failure, or malicious cyber-attack—and had to overcome it within a set time limit. Automation failures were implemented as loss of displayed information for one of the agents for a set period. Autonomy failures were implemented as comprehension or anticipation failures on the part of the synthetic pilot. The malicious cyber-attack was implemented near the end of the final mission as an attack on the synthetic pilot wherein it flew the RPA to a site known to be a threat but claimed otherwise (Cooke et al., 2018; Grimm et al., 2018a,b).

The teams encountered three types of automation failures present on either the pilot's shared information data display, or the photographer's, e.g., there was an error in the current and next waypoint information or in the distance and time from the current target waypoint. In order to overcome each failure, team members were required to effectively communicate and coordinate with each other. Each of the automation failures were inserted individually at specific target waypoints from Missions 2 through 10 (Mission 1 was the baseline mission and didn't include any failures). Malicious cyber-attack was only applied on Mission 10. Therefore, Mission 10 was the most challenging.

Within the concept of dynamical systems analysis, two sample JRP are shown for the communication of high and low performing RPAS teams, which were indicated based on their target processing efficiency (TPE) scores during Mission 10 (three 40 min binary sequences). Additionally, the plots show the calculated DET for both teams; the first one performed well (DET = 48%) and the second performed poorly (DET = 54%). Accordingly, as shown in Figure 4A, although the percentages of the DET scores were not too far apart, the communication of the high performing team was more rigid than that of the low performing team. Interestingly each of the team members in the high performing team communicated more frequently during each one of the failures, than those of the other teams, and they overcame all of the failures they encountered, including the malicious cyber-attack. As for the low performing team (see Figure 4B), the members communicated more during the automation failure and they successfully overcame that roadblock. Unfortunately, the same team did not communicate to the same degree and with the same efficacy during the remaining two roadblocks (autonomy failure and malicious cyber-attack). In fact, the navigator did not even participate during the autonomy failure, and the photographer either failed to anticipate the needs of his teammates during the malicious cyber-attack, the photographer was simply unaware of the failure. This lack of team situation awareness resulted in poor TPE scores.
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FIGURE 4. Example Joint Recurrence Plots for two RPAS teams' interactions: (A) high performing team (Mission 10—DET: 48%) overcame all three failures (automation, autonomy, and malicious cyber-attack); and (B) low performing team (Mission—DET: 54%) only overcame automation failure—Mission 10: length 40 min (from Grimm et al., 2018b; reprinted with permission).



Based on the goals of current paper, when the HATs interact effectively, they improve in their performance and process over time and tend to push information or anticipate the information needs of others more as they gain experience. In addition, dynamics of HATs differ in how they respond to failures. When the HAT teams demonstrated more flexible behavior, they became more adaptive to the chaotic environment, and in turn overcame more failures in the RPAS task environment.




CONCLUSION

The goal of this current paper is 2-fold: first, to understand how team interaction in HATs evolves in the dynamic RPAS task context and second, to observe how HATs respond to a variety of failures (automation, autonomy, and malicious cyber-attack) over time. One of the most significant findings from our experiments regarding team evolution is the idea of entrainment, that one team member (the pilot in our study, either synthetic or human) can change the communication behaviors of the other teammates over time, including coordination, and affect team performance. In the communication context of this task, we know that pushing information between the team members is important and we know that, in general, the synthetic teammate was capable of communication and knew its own needs, but it did not know the needs of its counterparts in a timely manner, especially during novel conditions. In the first experiment, synthetic teams did not effectively plan during the task and, in turn, did not anticipate each others' needs. Similarly, in the second experiment synthetic teams more often relied on pulling information instead of anticipating each other's needs in a timely manner. Behavioral passiveness of the synthetic teams addresses team coordination dynamics which is a fundamental concept of the ITC theory. Therefore, we applied one of the NDS methods, JRQA, on communication flow from the three experiments and the findings from dynamical systems contributed more insights to explain the dynamic complex behavior of HATs.

In the first and second studies, behavioral passiveness of the synthetic teams resulted in very stable and rigid coordination in comparison to the all-human teams, which were less stable. We know that some degree of stability and instability is needed for team effectiveness, but teams with too much of either performed poorly. In the second experiment, this issue is clearly seen across three conditions: synthetic, control, and experimenter teams. Experimenter teams demonstrated metastable coordination (not rigid nor unstable) and performed better, whereas the control and synthetic teams demonstrated unstable and rigid coordination, respectively, and performed worse. Metastable coordination behavior of the experimenter teams may have helped them adapt to the unexpected changes in the dynamic task environment. In addition to metastable coordination behavior, the experimenter teams also demonstrated effective team communication, pushing and pulling information in a timely and constructive way. This type of metastable pattern was also discovered in different contexts using the entropy measure. For instance, a system functions better if there is a trade-off between its level of complexity and health functionality (Guastello, 2017). Another sample entropy analysis on neurophysiology shows that teams at the optimum level of organization exhibit metastable behavior in order to overcome unexpected changes in the task environment (Stevens et al., 2012). Sample entropy analysis also revealed that a moderate amount of stability resulted in high team performance. This finding also resembles the third experiment, moderately stable behavior and timely anticipation of team members' needs helped teams to overcome the three types of failures. However, one of the most important findings from these experiments is entrainment. That is, one team member (in our case was the pilot).

Through these studies it is clearly possibly to have successful HATs, but a more important question moving forward is how to achieve high levels of HAT performance. How can we ensure effective levels of communication, coordination, and situation awareness between humans and agents? In response to this question, the authors propose three potential future needs for ensuring effective HATs: (1) training humans how to communicate and coordinate with agents, (2) training agents on the principles of teamwork, and (3) human-centered machine learning design of the synthetic agent. In other words, for humans and agents to interact with one other as team members, all participants must understand teamwork and be able to effectively communicate and coordinate with the others; it's not just one or the other.

First, before participating in HATs, humans should be specifically trained on how to interact with the agent. In the future this training will be fundamentally important as the types of available agents with which a person might team up vary greatly, with many variants in both cognitive modeling and machine learning. Understanding how to interact with these agents is step one in ensuring effective HATs, because without meaningful communication, effective teamwork is impossible. In our studies, we specifically trained participants in how to properly interact with the synthetic agents in their teams. If we had not trained them how to interact, the interaction would have been significantly hindered due to the participants not understanding the communication and coordination limitations of the synthetic agent. The training allowed them to successfully interact with the agent due to an understanding of the agent's capabilities. In the future, the need for training humans to interact with agents will hopefully decrease due to the increased availability and experience of interacting with agents and advancements in natural language processing. However, in the immediate future it will be necessary to develop appropriate training specific to this type of interaction.

Second, agents as team members must be programmed and trained with a fundamental conceptualization of what teamwork is and what the important principles of teamwork are. If you dig into the fundamentals of the synthetic agent in our studies, they did not understand the concept of teaming. Instead, it was capable of communication and understood its own task with very little understanding of other team members' tasks, let alone the team task. Moving forward, computer scientists and cognitive scientists need to work together to harness the power of machine learning to train agents to know what teamwork is (communication, coordination, awareness, etc.). An agent will never be able to adapt and adjust to dynamical characteristics such as coordination if it is not trained to conceptualize and taught how to apply that knowledge first.

Finally, there is a significant need to have serious discussions on how the broader community should be developing these agents technically. Our agent was built on the ACT-R cognitive architecture which has certain advantages, but as advancements in machine learning continue, it is valuable to debate the technical foundation of these agents. The major advantage and promise of using machine learning is that the agent can be trained and can learn many facets of teamwork. Reinforcement and deep learning provide promise that an agent will develop human-centered capabilities by recalibrating its technical infrastructure based on more and more interactions with a human team member. We are not arguing for one side or the other (cognitive architectures or machine learning), but rather that the community carefully should weigh the pros and cons of each and then choose the technical methodology that is most efficient and leads to developing an effective agent as a team member.

We are still in the early stages of the evolution of HAT. Our current work extends team coordination metrics to assess coordination quality and ultimately, team effectiveness in terms of adaptation and resilience; and also, explores the kinds of training, technological design, or team composition interventions that can improve HAT under degraded conditions. A great deal of ongoing work is needed in many areas. We strongly encourage the broader team science community to conduct interdisciplinary work to advance HAT.
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Team membership change literature has traditionally focused on performance effects of newcomers to teams. Yet, in practice, teams frequently experience membership loss without replacement (e.g., downsizing) or membership exchanges—replacing a member who has left the organization with a current, experienced employee. Despite the prevalence of these practices, little is known about the impact of such changes on team performance. Drawing upon two complementary team adaptation theories, the influence of both membership loss without replacement and loss with replacement by experienced personnel on the cognitive processes underlying adaptation (operationalized as development of effective team mental models – TMMs) was examined. Results suggested that Teammate TMMs (i.e., shared knowledge of member preferences/tendencies) and Team Interaction TMMs (i.e., shared knowledge of roles/responsibilities) are differentially influenced by the movement of members in and out of teams and differentially predict adaptive team performance. Further, TMM measurement choice (i.e., the use of similarity versus distance scores) matters as relationships differed depending on which metric was used. These results are discussed in the context of team adaptation theory, with implications for strategic human resource management.
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INTRODUCTION

Downsizing has become common for organizational survival, as evidenced by the 2009 economic recession, when mass layoffs (i.e., ≥50 employees) increased dramatically (US Department of Labor Bureau of Labor Statistics, 2011). In work teams, downsizing creates membership loss without replacement or requires job rotation of current employees into new teams; here these “new members” are not novices but have task experience. Despite the prevalence of such practices, little is known about their impact, as research has rarely compared dynamic to stable team configurations, let alone membership loss to membership replacement (Tannenbaum et al., 2012).

With the exception of work on team downsizing (DeRue et al., 2008), research on membership fluidity—the dynamic flow of members in and out of teams (e.g., Edmondson et al., 2001; Edmondson, 2003; Tannenbaum et al., 2012)—has historically focused on newcomer socialization (see Moreland and Levine, 2001 for a comprehensive review). However, organizational performance outcomes largely depend on the ability of teams to quickly adapt their processes to rapidly changing demands (Burke et al., 2006), such as varying membership (e.g., Bedwell et al., 2012). Thus, such research is important.

Surprisingly, the underlying cognitive processes of adaptation in teams experiencing membership change have also received little attention in the team adaptation research, despite the prevalence of “learning” and “team cognition” constructs in prominent theories focusing on how teams adapt to change. One particular cognitive process often associated with effective team adaptation is the development and/or change of team mental models (TMMs), which are organized knowledge structures shared among members of a team (Cannon-Bowers et al., 1993; Mathieu et al., 2000). The two prevailing models of adaptation in the literature, Kozlowski et al. (1999) and Burke et al. (2006), highlight the importance of these cognitive structures. Burke and colleagues include TMMs within the learning phase of their multiphasic model of team adaptation. Kozlowski et al. (1999) did not specifically mention TMMs in their theory of adaptive teams; yet, they did argue for the importance of developing shared knowledge regarding tasks, team roles, role boundaries, and other team members—which is the definition of the various TMMs originally outlined by Cannon-Bowers et al. (1993). Both theories suggest that increasing sharedness of TMMs regarding both task and team members should enable teams to adapt to any number of situations (Kozlowski et al., 1999; Burke et al., 2006).

Thus, this effort seeks to advance the team adaptation literature by testing the effects of membership change on performance via development of shared TMMs. The contribution is twofold: (1) integrating two complementary models of team adaptation (Kozlowski et al., 1999; Burke et al., 2006) and (2) offering the first empirical test of multiple membership change types (i.e., loss and exchange) against stable teams, thereby addressing the call by Tannenbaum et al. (2012) for simultaneous investigations into various member change configurations.


Membership Change

Membership change has two main schools of thought. On one hand, some defend membership change, suggesting it can increase the available cognitive resources of a team (Kane et al., 2005) and fuel reflection on team processes (Sutton and Louis, 1987; Feldman, 1994). Researchers argue that such activities enable members to draw from a broader knowledge base, develop greater shared thinking regarding how the team should continue to operate and, ultimately, improve performance outcomes (Ancona, 1990; Gersick and Hackman, 1990; Waller, 1999).

A second school of thought, however, suggests that membership change is detrimental to team performance. Members take knowledge with them when they leave (Cascio, 1999), which eliminates access to that individually held knowledge (Argote, 1999). In tasks where performance hinges on the ability of members to pool relevant knowledge, loss of a member (and thereby, loss of knowledge) can lead to performance decrements. With regard to membership replacement or loss, research has found that after a member change, attention is temporarily diverted from the task because teams are in a state of flux (i.e., dynamic, unstable interaction pattern; Summers et al., 2012). Essentially, when teams take time away from a task (e.g., for socialization of a new member), they face potential process loss (Steiner, 1972).

Additionally, stable membership leads to teammate familiarity, which has been linked to positive outcomes such as cohesion, coordination, low anxiety, willingness to express disagreement, and performance, in both lab and field studies (e.g., Levine and Moreland, 1991; Gruenfeld et al., 1996; Kim, 1997; Moreland et al., 1998). Although some studies have found familiarity to have negative or curvilinear effects (e.g., Katz, 1982; Berman et al., 2002; Sieweke and Zhao, 2015), any positive benefits are certainly not afforded to teams with new members (i.e., membership replacement). As the task in the present study required effective pooling of distributed information, in accordance with the second school of thought, it is hypothesized that teams experiencing membership loss or replacement would experience performance decrements as compared to teams with stable membership.

Hypothesis 1a and b: (a) Membership loss and (b) membership loss w/replacement teams will experience performance decrements as compared to intact teams.



TMMs and Adaptive Performance

As noted above, current team adaptation theory has noted that effective adaptive processes are predicated on successful team learning, including development of shared knowledge structures (Kozlowski et al., 1999; Burke et al., 2006, 2008). Cannon-Bowers et al. (1993) have argued for the existence of several types of TMM when teams are engaged in complex tasks. They specifically addressed four types. Team members must have a shared understanding of the technology/equipment required for task completion. Members must also share knowledge structures regarding the task, specifically procedures, task strategies, constraints and resources. Third, teams share knowledge regarding team interaction, which is comprised of the roles/responsibilities, interaction patterns, interdependencies, and information flow. Finally, teams can have shared knowledge regarding members of the team itself, including knowing other members’ skills, attitudes, preferences and tendencies.

Mathieu et al. (2000) considered the difficulty in operationalizing these four types within a single study and suggested all four types essentially depict two major content domains: team relevant information and task relevant information. Arguably, collapsing the Task TMMs does make sense in this effort as it is difficult to separate the components of those two dimensions (e.g., there is no specialized equipment therefore knowing the operating procedures naturally involve knowing the task procedures). However, maintaining distinction among the Team Interaction and Team TMMs is important in this particular study, as members can have a shared understanding of the roles/responsibilities and interaction patterns (i.e., Team Interaction TMMs) without having a shared understanding of members preferences (i.e., Team TMMs).


Task TMMs

When teams experience replacement of a member with a task-experienced one, task knowledge (e.g., task procedures, strategies, resources, and operating procedures) can remain highly shared when information is standardized. However, even in the most standardized tasks, team members bring their own task conceptualizations and views regarding appropriate task strategies (Burtscher and Manser, 2012). Thus, in teams with membership replacement, new members may have different task conceptualizations. Alternatively, when there is membership loss without replacement, teams must reconfigure. This can require changes in task conceptualizations, which can negatively influence sharedness when teams are under time pressures and unable to articulate new views (Rico et al., 2008). Also, if there are different ways to achieve effectiveness (as is the case in this study), this can further inhibit sharedness, as evidenced in the difficulty of short-lived (Rico et al., 2008) and ad hoc fluid (Kolbe et al., 2009) teams in developing shared cognition.

Team mental models sharedness is positively related to performance (DeChurch and Mesmer-Magnus, 2010a, b) and it is anticipated that these findings will also extend to adaptive performance. Indeed, research on Task TMMs and adaptive performance suggests that Task TMMs aid adaptive performance in novel environments (Waller et al., 2004). However, TMMs are only one aspect of teamwork (e.g., attitudes, behaviors, and cognitions; Salas et al., 2009), and therefore, a team’s composition can influence team performance through a variety of mediators beyond shared cognition (see Mathieu et al., 2008). Given this complex relationship, partial mediation is hypothesized:

Hypothesis 2: Task TMMs will partially mediate the relationship between membership fluidity and performance, with intact teams developing more similar Task TMMs than membership loss and replacement teams.

Team Interaction TMMs are comprised of team-relevant knowledge, such as individual roles and interdependencies, interaction patterns, and information flow. It may seem as though teams experiencing member replacement with a role-experienced member will have little (or no) disruptions in development of Team Interaction TMMs (similar to intact teams) since interdependencies associated with roles/responsibilities are dictated by the task (and not specific team members). However, teams rapidly develop stable patterns of working (e.g., Gersick and Hackman, 1990; Zijlstra et al., 2012) and given that there was no “one correct” way to interact in this task for effectiveness, each team could have developed different, yet effective, interaction patterns. Thus, a member coming to a new team may have had different interaction norms than the new team and membership loss with replacement teams may show decrements in sharedness of their Team Interaction TMMs. Similarly, yet more pronounced, teams experiencing membership loss must redefine roles by redistributing task requirements, which can affect interdependencies. Teams failing to develop a new shared understanding of these redistributions will show decrements in Team Interaction TMMs as compared to intact teams.

Just as Task TMMs are important for team performance, it is suggested that Team Interaction TMM will also be positively related to adaptive performance. Although there is a lack of studies examining TMMs in adaptive contexts, Marks et al. (2000) found that such TMMs were stronger predictors of performance in novel, as compared to routine, environments. This supports the notion that teams with highly shared Team Interaction TMMs adapt better than teams without highly shared TMMs. This effort sought to replicate those findings in the adaptive performance context, again, arguing for partial mediation.

Hypothesis 3: Team Interaction TMMs will partially mediate the relationship between membership fluidity and performance gains, with intact teams developing more similar Team Interaction TMMs than membership loss or replacement teams.

Team mental model theory posits that team members who work together gain knowledge about each other and, thus, develop shared knowledge regarding each other’s working preferences (i.e., specific Teammate TMMs; Cannon-Bowers et al., 1993). Only a few studies have empirically investigated relationships between shared Teammate TMMs and performance (e.g., Smith-Jentsch et al., 2009). One study considered task changes and team familiarity, finding an interaction between diverse experiences and team familiarity that led to performance improvements (Huckman and Staats, 2011). This suggests that teams who know each other’s expertise and ways of working are able to overcome task changes. Such findings should also hold true for membership loss because the content of the team-specific knowledge regarding member preferences should remain relatively constant. In other words, remaining members should maintain shared understanding of other’s preferences, knowledge, attitudes, regardless of who remains on the team as membership does not dictate how people approach their work. In contrast, membership replacement teams must integrate an unknown member, which should negatively influence shared knowledge of member preferences, because such learning takes time (Akgün and Lynn, 2002)—time that teams required to rapidly adapt to new members rarely have.

Teammate TMMs should be important for performance, just like Task and Team Interaction TMMs. Indeed, research has found that teammates with prior working experience showed greater agreement with respect to their Teammate TMMs, which partially explained the relationship between familiarity and the willingness to ask for/accept assistance (Smith-Jentsch et al., 2009). These findings suggest that a team’s ability to adapt (e.g., by compensating for one another) is undermined by a lack of shared Teammate TMMs. Furthermore, research has demonstrated that teams who train together perform better because they have greater knowledge of one another (Liang et al., 1995). It follows that more highly shared Teammate TMMs should enable teams to realize performance gains as compared to teams without such sharedness.

Hypothesis 4: Teammate TMMs will partially mediate the relationship between membership fluidity and performance, with intact teams developing more similar Teammate TMMs than membership replacement teams.

Essentially, the proposed model argues that shared TMMs partially enables performance and mitigates the negative influence of membership replacement/loss on performance (see Figure 1).
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FIGURE 1. Hypothesized relationship among study variables.






MATERIALS AND METHODS


Participants

Hundred and sixty five undergraduate and graduate students (71 males, 93 females, one declined to state gender) from a university in the southeastern U.S. were randomly assigned to 60 teams in four conditions: (a) a two-member control condition (15 teams, N = 30); (b) a three-member control condition (15 total teams, N = 45); (c) a membership replacement condition (i.e., where a lost team member was replaced with an experienced participant from another team; 15 teams, N = 45) and (d) a membership loss condition (i.e., loss of participant without replacement; 15 teams, N = 45). Two control conditions were used to avoid the confound of team size accounting for performance outcomes. Thus, membership loss teams were always compared to the two-person control team and membership exchange teams were always compared to the three-person control condition.

Participants received a cash stipend ($10/h, $25 total). To ensure high levels of motivation and encourage keeping manipulations confidential, participants were eligible to win a performance reward ($25/participant for top teams; $20 and $15/participant for 2nd and 3rd place teams, respectively). Treatment of participants was in accordance with APA ethical guidelines and federal regulations, and the study had been reviewed and approved by the university’s Institutional Review Board (IRB). Written consent was waived by the IRB as that would be the only identifiable information tying participants to the study. Consent was indicated by completion of the study as all participants were informed of their right to withdrawal at any time. No participants withdrew.



Procedure

Teams engaged in an interactive, computer-based simulation set in an emergency room waiting area, filmed from a first-person view. Actors portrayed the role of doctors, volunteers, and patients. Participants “interacted” with the characters in the video verbally, simulating a real conversations even though it was recorded video (see Smith-Jentsch, 2007). The simulation was similar across performance periods and identical across conditions. There were three roles: Waiting Room Staffer, Records Staffer, and Claims Staffer (the Claims and Records roles were combined in two-person teams). The Waiting Room Staffer interacted directly with the simulation, answering patient/staff questions and responding to voicemails. The Records Staffer maintained: (a) an employee tracking form and (b) a patient log form. The Claims Staffer completed: (i) a patient insurance claim form and (ii) a complaint form for formal complaints made against employees, and received patient details from the “admittance department.”

Upon arrival, participants were told their purpose and that another team was working on the same simulation simultaneously. Then all members watched a training video and completed a demographic measure (e.g., age, gender, GPA, major, etc.). Using a worksheet tailored for team size, teams engaged in a 15-min planning period, performed Part I of the simulation, and then completed Time I performance measure. This was followed by the membership change event (or no change for control teams). As noted previously, there were four conditions: two-person intact teams (Team Foxtrot: control group with two members), three-person intact teams (Team Delta: control group with three members), membership loss teams (Team Bravo: three-person membership loss team, resulting in two remaining members), and membership replacement teams (Team Echo: three-person team who lost one yet gained another member, resulting in three members). After Performance Cycle I, remaining members of Team Bravo were told their Claims Staffer was needed elsewhere and there were no replacement personnel available (see Figure 2 for a visual representation of members across all four conditions at Time 1 and Time 2).
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FIGURE 2. Team member configurations at Time 1 and Time 2.


All teams were then told to take no more than 5 min to plan for the next phase. When finished, members completed the TMM measures; performed Part II of the simulation; completed the Time II performance measure; were debriefed, paid, and released.



Measures


Demographic Information

The demographic survey included customary data such as age, gender, GPA, year in school, and major (among other data). GPA, specifically used as a covariate in this study across all analyses, was calculated as an average for the team. The mean across conditions was 2.85 (SD = 0.61). Skewness (−0.97) and kurtosis (0.96) levels across conditions were within acceptable ranges. The means within conditions were as follows: two-person intact teams (M = 3.14, SD = 0.45), three-person intact teams (M = 3.20, SD = 0.30), three-person membership loss teams (M = 3.33, SD = 0.42), and three-person membership loss with replacement teams (M = 3.23, SD = 0.39).



Familiarity

Familiarity was defined in this study as the degree to which participants knew one another. This was measured using a scale developed for use with the simulation task by Smith-Jentsch and colleagues. Familiarity was calculated as a team-level variable, averaging the level of familiarity among each dyadic pair within a team using one item – the number of months members had known one another. This was used as a control variable in analyses that considered Teammate SMMs, since greater familiarity could increase the amount of information known regarding a person’s personality characteristics. Across conditions, the mean was 4.44 (SD = 8.46). Within conditions, means were as follows: two-person intact teams (M = 1.00, SD = 2.36), three-person intact teams (M = 4.47, SD = 6.96), three-person membership loss teams (M = 4.83, SD = 9.04), and three-person membership loss with replacement teams (M = 7.45, SD = 11.96).



Role Comprehension

This original scale was designed to determine the degree to which the task training was effective. This is the only control variable measured after the initial transition phase and was used in all analyses as it directly influences Task as well as Team Interaction SMMs. Specifically, the more clarity members have regarding the roles, the better able they would be to determine what tasks are critical and how to coordinate to accomplish those tasks. The scale was either 2-items or 3-items, depending on the number of team members (2-item for two-person intact teams, 3-items for all other conditions). The items asked whether members understood the requirements of their own roles as well as the roles of the other team members. The mean across conditions was 3.73 (SD = 0.43). Skewness (0.31) and kurtosis (1.46) levels across conditions were within acceptable ranges. Means within conditions were as follows: two-person intact teams (M = 3.63, SD = 0.52), three-person intact teams (M = 3.67, SD = 0.41), three-person membership loss teams (M = 3.84, SD = 0.43), and three-person membership loss with replacement teams (M = 3.78, SD = 0.36).



Team Mental Models

Research has suggested two approaches to studying TMMs: (a) sharedness in TMMS among members, and (b) accuracy of the TMMs (i.e., the degree to which TMMs reflect an expert model). Although prior research is helpful in selecting metrics, the task often dictates their appropriateness for the measurement (Mohammed et al., 2010). In this experiment, there was no one correct way to work; therefore, interest lay in sharedness rather than accuracy. TMM sharedness was calculated as an average correlation between team members, as outlined by Smith-Jentsch et al. (2005), who argued such an approach was warranted because the indices are correlational and thus, parallel to Pathfinder C (e.g., Stout et al., 1999; Marks et al., 2002), UCFNET QAP coefficients (e.g., Mathieu et al., 2000), or coefficient alphas (e.g., Webber et al., 2000). More similar TMMs have an index closer to 1. However, sharedness indices only represent similarities in the patterns of responses, not the actual closeness of the scores. To capture this latter metric, a Euclidean distance was also calculated, where lower distance scores are indicative of closer ratings (i.e., more similar the TMMs, based on a range of 0 – 13.86).

Data for the team interaction and taskwork TMMs were captured using a structured network approach (e.g., paired comparisons), because prior research suggested it is most predictive of adaptive performance (Resick et al., 2010). Participants were given a matrix of all tasks (or relevant teamwork attributes) and instructed to rate each attribute in relation to all other attributes for that model using a scale ranging from “−4” (= high degree of one requires low degree of the other) through “0” (= unrelated) to “4” (= high degree of one requires high degree of the other). The ratings were completed before Performance Cycle II, yet after the membership change event (Task similarity: M = 0.38, SD = 0.24, Task distance: M = 12.00, SD = 3.92, Team Interaction similarity: M = 0.13, SD = 0.23, and Team Interaction distance: M = 9.48, SD = 3.21). Means within conditions for Task MM similarity are as follows: two-person intact teams (M = 0.46, SD = 0.25), three-person intact teams (M = 0.32, SD = 0.20), membership loss teams (M = 0.32, SD = 0.28), and membership loss with replacement teams (M = 0.42, SD = 0.23). Means within conditions for Team Interaction MM similarity are as follows: two-person intact teams (M = 0.16, SD = 0.28), three-person intact teams (M = 0.14, SD = 0.19), membership loss teams (M = 0.14, SD = 0.26), and membership loss with replacement teams (M = 0.09, SD = 0.17). Means within conditions for Task MM distance are as follows: two-person intact teams (M = 11.45, SD = 4.91), three-person intact teams (M = 11.89, SD = 2.07), membership loss teams (M = 13.15, SD = 4.21), and membership loss with replacement teams (M = 11.50, SD = 4.08). Finally, means within conditions for Team Interaction MM distance are as follows: two-person intact teams (M = 8.61, SD = 3.28), three-person intact teams (M = 10.17, SD = 3.49), membership loss teams (M = 10.34, SD = 3.61), and membership loss with replacement teams (M = 8.82, SD = 2.18).

Teammate TMMs were calculated using mini-IPIP, a 20-item short form of the International Personality Item Pool-Five-Factor Model measure (Donnellan et al., 2006). Recall that Teammate TMMs include general preferences for working (based on personality), as well as levels of expertise. This particular study was focused on ad hoc teams engaging in customer service-related tasks; therefore, the personality dimension of Teammate TMMs was the most appropriate measure, as members would have more opportunity to observe personality characteristics than prior expertise. Prior research on TMMs has included personality identification and similarity as evidence of the Teammate TMMs (e.g., Lim and Klein, 2006). Each member was required to complete this measure about themselves and about every other member of the team. To compute similarity and distance indices, a mean was calculated for each subscale (i.e., openness to experience, conscientiousness, extroversion, agreeableness, and neuroticism) per person. These means were then compared for each dyadic pair within the team (self to other rating of self). These dyadic comparisons were then averaged to create a “team member” average and all team member averages were aggregated, using the mean, to create a teammate similarity SMM index or distance SMM index. These team level variables were used in all analyses. Overall means and standard deviations across conditions for each index are as follows: similarity (M = 0.47, SD = 0.27) and distance (M = 2.25, SD = 0.45). Within conditions, means were as follows for the similarity index: two-person intact teams (M = 0.56, SD = 0.32), three-person intact teams (M = 0.50, SD = 0.26), three-person membership loss teams (M = 0.37, SD = 0.26), and three-person membership loss with replacement teams (M = 0.44, SD = 0.23). For the distance index, means within conditions were as follows: two-person intact teams (M = 2.08, SD = 0.49), three-person intact teams (M = 2.22, SD = 0.41), three-person membership loss teams (M = 2.31, SD = 0.47), and three-person membership loss with replacement teams (M = 2.39, SD = 0.42).



Adaptive Performance

Performance was measured using a card-sorting task. At Time I, participants were given 5 min to place cards listing each patient into the correct triage level. As knowledge about patient problems was distributed among team members (e.g., not all patients needing care were seen in the simulation or listed in patient files), all members needed to work together to successfully categorize all patients. A similar card-sorting task was given for Time II. Adaptive performance was calculated as the difference between Time I and Time II (Time II – Time I). Means for Adaptive Performance within conditions were as follows: two-person intact teams (M = 0.67, SD = 1.95), three-person intact teams (M = 1.87, SD = 2.50), three-person membership loss teams (M = 1.40, SD = 3.23), and three-person membership loss with replacement teams (M = 0.13, SD = 3.50).





RESULTS

As expected, there was no significant difference in Time I Performance across the four experimental conditions, F(3,56) = 0.68, p = 0.57, η2 = 0.04, suggesting no spurious differences from random assignment. Descriptive statistics and Pearson product-moment correlations are reported in Table 1. Table 2 contains condition intercorrelations among performance variables.


TABLE 1. Intercorrelations, means, and standard deviations for study variables.
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TABLE 2. Intercorrelations, means, and standard deviations for performance variables by condition.
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Hypotheses H2 through H4 tested the mediating effects of learning. Although such tests have traditionally been guided by a multistep process proposed by Baron and Kenny (1986), more recent work suggested methodological shortcomings of this approach (e.g., MacKinnon et al., 2002; Edwards and Lambert, 2007). Preacher and Hayes (2004) suggested a different, more powerful, approach called bootstrapping, which can be applied using an SPSS macro (Kolbe et al., 2009). Adaptive performance was regressed onto membership condition, as well as the various TMM measures. Models were tested using correlations and Euclidean distances, run separately, as (a) results can differ based on metrics (Smith-Jentsch, 2009) and (b) there is currently no theory guiding metric selection for adaptive performance.


Two-Person Intact vs. Membership Loss Teams


Similarity Index

H1 suggested that condition would predict performance and H2 suggested that Task TMMs would partially mediate the relationship between membership fluidity (two-person intact teams and membership loss teams) and adaptive team performance. Results did not support mediation for membership loss teams and two-person intact teams when Task TMMs were operationalized using the similarity index (see Table 3) as Task TMMs were not significantly related to condition, β = −0.01, t(28) = −0.14, p = 0.89, nor were they significant predictors of Performance, β = −0.50, t(28) = −0.19, p = 0.85. The indirect effect of condition on performance was not in the hypothesized direction (β = 1.05), nor was it significant (p = 0.38).


TABLE 3. Mediation: TMMs, 2-person intact and membership loss teams.
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H3 suggested Team Interaction TMMs would partially mediate the relationship between membership fluidity (two-person intact teams and membership loss teams) and adaptive team performance. These results did not suggest mediation either (Table 3). Team Interaction TMMs were not significantly related to condition, β = −0.09, t(28) = −0.78, p = 0.44. Furthermore, Team Interaction TMMs were not significant predictors of Performance, β = −2.29, t(28) = −0.98, p = 0.34.



Euclidian Distance Index

However, when using the relative distance metric, the degree of Euclidean distance for Task TMMs was significantly predicted by condition, β = 3.21, t(28) = 1.70, p = 0.05. Essentially, membership loss teams had greater distance among Task TMMs ratings than two-person intact teams. Similarly, Team Interaction TMMs were significantly predicted by condition, β = 3.86, t(28) = 3.24, p = 0.004.




Three-Person Intact vs. Membership Replacement Teams


Similarity Index

As reported in Table 4, analyses were conducted to test the mediation hypotheses for three-person intact teams compared to membership replacement teams. When operationalized using the similarity index, neither Task TMMs [β = 0.11, t(28) = 1.23, p = 0.23] nor Teammate TMMs [β = −0.08, t(28) = −0.88, p = 0.39] were predicted by condition. However, condition did predict adaptive performance in the hypothesized direction, β = −2.06, t(28) = −1.79, p = 0.04.


TABLE 4. Mediation: TMMs, 3-person intact and membership loss w/replacement teams.
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Euclidian Distance Index

Results for the relative distance TMM metric also did not support mediation for Task or Teammate TMMs. Task TMMs, operationalized as Euclidean distance, were not significantly predicted by condition, β = −0.39, t(28) = −0.31, p = 0.76. Condition also did not predict Teammate TMMs, β = 0.17, t(28) = 1.04, p = 0.14 with the distance metric. Further, neither of the TMMs distance indices predicted Adaptive Team Performance [Task:β = −0.23, t(28) = −1.23, p = 0.23; Teammate:β = −0.12, t(28) = −0.08, p = 0.93].




Exploratory Analyses

Upon reflection, the task likely determined the extent to which members were able to gain information regarding member preferences/tendencies. The task in this study was social in nature, comprised of ad hoc teams. So, skewness and kurtosis analyses were conducted across conditions. Results suggest that familiarity data were not normally distributed. Specifically, the positive skewness value (2.57) suggests that the majority of the responses were less than the mean while the kurtosis level (6.79) suggests that the data are more closely clustered around the mean (i.e., low lower levels of data fluctuation than what is seen in normal distributions). Together, this suggests that participants generally had low levels of familiarity with one another. As such, members could only develop similar views of easily observed characteristics, which could have led to spurious ratings of unobserved personality traits (e.g., without any demonstration of cues for openness to experience, members would have little insight into that personality factor). The use of an aggregated Teammate TMM (i.e., aggregation of all five personality factors) could have, therefore, led to attenuated correlations or inflated Euclidean distances, limiting explanatory power. Thus, teammate TMM was re-operationalized at the factor level (separate personality constructs) and additional analyses were then conducted using these separate variables.

The Agreeableness factor was predicted by condition, β = −0.14, t(28) = −2.23, p = 0.04 (see Table 5). Essentially, intact teams had more similar Teammate TMMs regarding members’ levels of agreeableness than did membership loss with replacement teams. Also, the Neuroticism factor significantly predict adaptive performance, β = 4.49, t(28) = 1.96, p = 0.03. Teams that correctly identified fellow members’ levels of neuroticism performed better at Time II than Time I. The Neuroticism factor (Euclidean distance) was predicted by condition [β = −0.43, t(28) = −1.69, p = 0.05]. Additionally, the Agreeableness factor, operationalized as Euclidean distance [β = −3.57, t(28) = −2.90, p = 0.01], significantly predicted adaptive team performance. Teams who had more similar TMMs regarding members’ levels of agreeableness performed better at Time II than at Time I. Interestingly, when considered along with the factors of Teammate TMMs, Task TMMs significantly predicted adaptive team performance [β = −0.30, t(28) = −1.72, p = 0.05].


TABLE 5. Mediation: teammate TMM dimensions—correlations, exploratory analyses.
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DISCUSSION

The hypotheses in this study essentially described a mediation model, derived from theory, to explain one possible mechanism that enables teams to adapt: TMMs. It was hypothesized that teams in the experimental conditions would not develop the same level of sharedness in mental models as teams who did not experience any membership changes. Membership fluidity was expected to negatively influence adaptive performance but that relationship was predicted to be partially mediated by the lack of sharedness in mental models. Although results did not support partial mediation, three-person intact teams demonstrated greater adaptive performance than teams who experienced membership loss with replacement. Furthermore, two-person intact teams developed more similar task and team interaction TMMs than teams who lost a member when TMMs were indexed as a Euclidean distance score. Contrary to predictions, there were no differences in the level of sharedness regarding Task or Teammate TMMs for three-person intact teams as compared to membership loss with replacement teams.

When Teammate TMMs were operationalized as individual personality factors (i.e., the Big 5 – openness to experience, conscientiousness, extroversion, agreeableness, and neuroticism), three-person intact teams did develop more similar TMMs regarding the agreeableness factor (similarity index) and the neuroticism factor (distance index) than membership loss with replacement teams. Additionally, when operationalized as Euclidean distance, the Agreeableness factor significantly predicted adaptive team performance—specifically, the smaller the distance (i.e., more similar the TMMs), the greater the adaptive performance in teams. When operationalized as the similarity index, the neuroticism factor significantly predicted adaptive team performance as well, such that the more similar the TMMs, the greater the adaptive performance in teams. Finally, when factors were included in the analyses, Task TMMs significantly predicted adaptive team performance (distance index). Figure 3 shows a model of the supported relationships.


[image: image]

FIGURE 3. Actual relationship among hypothesized study variables.



Theoretical and Practical Implications

Theoretically, this research extends our current understanding of team adaptation by moving beyond a change in task complexity or one type of change in team configuration to investigate team member loss as well as team member loss with replacement. This may more accurately represent the dynamic flow of individuals among teams that is common in organizations today. Team research is just beginning to consider membership fluidity as a potential issue in process loss as early work on team adaptation with regard to membership change has largely been theoretical (Summers et al., 2012). Providing empirical evidence regarding the influence of fluidity on TMM sharedness helps move the field forward in terms of synthesizing existing assumptions into meaningful theory.

Results support a direct negative influence of membership loss with replacement on adaptive team performance, which is consistent with previous research on team familiarity (Goodman and Leyden, 1991; Smith-Jentsch et al., 2009). Although results did not support TMMs mediating the relationship between the various condition and performance in this study, membership fluidity did negatively influence the development of task, team interaction, and teammate TMMs, depending on whether teams experienced membership loss or change. However, there were inconsistent findings with regard to the relationship of these variables to adaptive team performance, depending on operationalization and condition. This may be due to the fact that TMMs do not exert a direct effect on adaptive performance, but rather an indirect effect through team process (e.g., Mathieu et al., 2000) or an interaction of TMMs (Smith-Jentsch et al., 2005). Thus, theory must link specific types of TMMs (rather than overall shared cognition constructs) to particular team processes to drive future research (Smith-Jentsch, 2009).

Although none of the hypothesized TMMs influenced adaptive performance, when operationalized at the factor level, teammate (agreeableness, neuroticism) and task TMMs significantly predicted adaptive team performance. Research within the team domain rarely considers multiple types of TMMs within a single study, especially since Mathieu et al. (2000) suggested that the four types of TMMs outlined by Cannon-Bowers et al. (1993) ultimately depict two major content domains. A review of the team literature noted that few studies have conceptualized more than one dimension of TMMs (Mathieu et al., 2008). When more than one dimension has been studied, researchers almost unanimously focus on task and team TMMs, ignoring teammate TMMs and instead focusing on team interaction TMMs. Other than the work from Smith-Jentsch et al. (2001, 2009), the majority of research that has considered the degree to which team member preferences are known, has typically resided in the transactive memory system literature. Transactive memory systems are considered to be the collection of individually held information and the knowledge regarding the distribution of that information among team members (Wegner, 1986) and some would argue, includes the degree to which members hold knowledge of other member work preferences (e.g., Lewis et al., 2007). In fact, results are consistent (i.e., differences in TMS between intact and reconstituted teams) with such findings. Indeed, in this study, intact teams had significantly higher levels of all three types of TMMs measured (i.e., task, team interaction, and teammate). However, findings differed based on whether teams lost or changed members.

Furthermore, findings from the exploratory analyses suggest that multiple dimensions of TMMs—particularly teammate—differentially influence results. This particular task was a customer service task, and the hospital staff and patients were scripted specifically to be challenging to work with, providing many opportunities for teammates to observe levels of agreeableness. Consider the member who is interacting with the simulation (Waiting Room Staffer) who specifically sees all patients and hospital staffers, some of whom are difficult to deal with. It is very easy to determine one’s level of agreeableness when observing someone interacting with the simulation. During the second action phase, members could have leveraged such information to alter how they interacted with that person (be more candid for highly agreeable individuals and be more patient with those lower on agreeableness). This change in how members approach their teammates helps everyone gain additional information and thus, could improve performance.

Additionally, the performance measures were timed and a performance reward was offered for the highest-ranking teams. Therefore, the measures focused on both speed and accuracy. This provides many opportunities to observe levels of neuroticism as well. During the next performance episode, effective team members who noticed more neurotic levels of behavior from a teammate during the timed performance measure at Time 1 could elicit information from that person first, to avoid having him/her get flustered toward the end of the time period or perseverate over the information while waiting to contribute, resulting in a member who had confused the details and thus, could negatively influence team performance.

Thus, adaptation theory should discuss how specific types of TMMs (and corresponding dimensions) influence adaptation. The Burke et al. (2006) specifically discusses cognitions, suggesting that adaptive team performance, by definition, requires a change in “cognitive or behavioral goal-directed actions or structures to meet expected or unexpected demands” (p. 1192); however, the discussion is limited to generic TMMs, not specifying which types are most important at any given time. Kozlowski et al. (1999) also suggest adaptive performance is comprised of a series of stages, but do not specifically mention shared mental models. However, when considered closely, the underlying mechanisms required for successfully moving through the phases are cognitively based. For example, socialization—the first phase—is focused on reducing social ambiguity, which is often inherent at team formation by seeking knowledge regarding the team. One particular type of knowledge that the authors suggest aids in the socialization process is interpersonal knowledge, which is the information that comprises teammate TMMs. Kozlowski also suggests that team orientation aids adaptive performance. The development of a team orientation involves the identification of team goals (i.e., what the team is trying to do), team climate (i.e., what it is like to be part of this particular team), and norms for interaction (i.e., acceptable behavior within the team). This provides the necessary boundary conditions within which the team will operate, enabling members to see how each particular individual role aligns with the overall mission of the team and provides a basis for development of shared perceptions (Nieva et al., 1978). This, essentially, describes team interaction TMMs. If adaptation theory can integrate with team cognition theory, there will be greater specificity with regard to the team level cognitions required for effective adaptation, allowing researchers to target specific dimensions of task, team interaction, and teammate TMMs when conducting team adaptation research. Such integration can streamline research efforts, which facilitates translation of science to practice.

As researchers continue to call for more complex investigations into team adaptation phenomena (e.g., Baard et al., 2014; Waller et al., 2016) more theory is needed to guide such efforts. Zajac et al. (2014) attempted to add some clarity to the cognitive domain of adaptive team performance with their theory, integrating TMS and TMMs specifically with adaptive performance, resulting in a model that highlights how TMS and TMMs evolve over time. Indeed researchers (Uitdewilligen et al., 2013) found that mental model updating is positively related to postchange team performance. Thus, future research should incorporate multiple measures of TMMs and include in regression analyses that look at sequential mediators as the timing of the TMM measurement may influence results if only measured once. Further, theory must begin to incorporate time into models of adaptation (Cronin et al., 2011; Kozlowski and Chao, 2012; Waller et al., 2016). Rosen et al. (2011) have outlined a number of principles that should be considered when studying team adaptation with suggested measurement strategies for each principle. Such work can aid researchers in identifying variables and measurement strategies for more complex investigations.

On a more practical level, organizations trying to recover from economic hardships are tightening control over expenditures by redistributing workload among existing employees rather than hiring additional help. Thus, experienced workers are often removed from one team and placed on another team. Although much adaptive team performance research has focused on integration of a new member (e.g., Moreland and Levine, 2001), research has not adequately considered fluid team configurations (Summers et al., 2012; Tannenbaum et al., 2012).

This research provides a necessary first step toward understanding the implications of both membership loss and membership loss with replacement on adaptive team performance. Various membership fluidity conditions differentially influenced the sharedness of TMMs. Essentially, removing members without replacement in decision-making tasks requiring pooled, uniquely held knowledge caused decrements to the sharedness of TMMs (task and team interaction). Replacing lost teammates with members who were familiar with the task did not result in decrements to task TMMs; however, it did influence the sharedness of teammate TMMs. Ultimately, task and teammate TMMs directly influenced adaptive performance when operationalized as personality factors. These findings suggest organizations relying upon such teams cannot engage in downsizing or team reconfigurations without incurring some degree of process loss—and potentially, performance decrements. Thus, organizations should focus on knowledge management to store task-relevant information so it remains easily accessible to teams. Organizations should also encourage teams to take time to engage in interpersonal knowledge sharing and role specification discussions (Kozlowski et al., 1999; Burke et al., 2006) to provide mechanisms for developing a shared understanding of the task(s) and the team.



Limitations and Future Research

Hypothesis testing did not fully support the supposition that high shared task, team interaction and teammate TMMs would alleviate the negative effects of membership fluidity on performance. The team mental model literature emphasizes overlapping knowledge of team members as a critical predictor of team effectiveness (Cannon-Bowers et al., 1993; Mathieu et al., 2000). However, researchers have suggested that shared knowledge encompasses perspectives that are both shared and complementary and further argue that complementary perspectives are most appropriate for heterogeneous teams with distinct roles where performance relies on uniquely held knowledge (Cooke et al., 2000, 2003)—similar to the notion of transactive memory. In fact, Cooke et al. (2000) have suggested that in such teams, researchers should use knowledge distribution metrics to identify where specific knowledge lies as gaps can be compensated for if that knowledge is held by other members. In teams requiring pooling of uniquely held knowledge, measuring overlapping knowledge may not be predictive of what is truly required for successful performance (Mohammed and Dumville, 2001), particularly adaptation. Adaptation theory should, thus, incorporate such knowledge to spur future research.

The decision to remove the Claims Staffer could have influenced results. It was speculated that this particular role required uniquely held knowledge required for effective performance (critical updates provided by the experimenter). Removal of the Waiting Room Staffer, who interacted directly with the simulation, may have led to different results. Team members had much greater opportunities to observe personality factors based on tasks requirements of this role. Perhaps through removal of this member, condition would have more strongly predicted overall Teammate TMMs and such TMMs would have been related to adaptive performance because the Waiting Room Staffer had more detailed patient knowledge. Removal of this member would have necessitated reconfiguration, as someone would have been required to change roles to engage with the simulation, thus, impacting team interaction TMMs. Finally, this particular role was qualitatively different from the Claims or Records Staffer. Removal of the Waiting Room Staffer would have required remaining members in the loss condition to develop an understanding of a different task, perhaps influencing sharedness of task mental models. Future research should investigate results based on different role removals.

As noted previously, Euclidean distance scores were found to be significant more often than correlation scores. Finally, some SMM findings were associated with the similarity index, while others were based on the Euclidean distance. Practically speaking, it is important to consider measurement indices and this study adds additional support to the notion that measurement matters. Smith-Jentsch (2009) articulated these issues in her chapter on team cognitions. She noted that different metrics produce different results and careful consideration should be placed on the specific research questions to select the most appropriate metric. Resick et al. (2010) added additional support to Smith-Jentsch’s argument by empirically demonstrating that different SMM elicitation methods result in varied relationships with outcomes of interest, such as adaptive team performance. This study is yet another indicator of the importance of measurement. SMM correlations (i.e., similarity indices) were more predictive at times, however, the Euclidian distance scores provided more overall support for hypothesis (and exploratory analysis) testing. This is possibly due to the fact that correlations can be attenuated when members completely agree (restriction of range), either through item or aggregate team-level analyses (i.e., an average self-rating of 4 across items compared to an average other rating of 4 results in lack of a correlation or a correlation of 0.0). However, if the pattern of responses were different such that one rating was 4-5-3 and the other rating was 3-5-4, the distance score would reflect an actual Euclidean distance score of 1.0, which indicates high levels of agreement. Similarly, correlation ratings can also be inflated, in the case of a “perfect” correlation based on the same pattern of responses, but different actual ratings. Consider one person rating 4-5-4-4 and another rating 2-3-2-2. This would be considered a perfect correlation of 1.0. Yet, when calculated as the distance score, it is 4.0, which is considerably less “agreement” than indicated by a perfect correlation. Essentially, the correlations measure the how similar members were able to rate patterns of responses, whereas Euclidean distances measure absolute distance among ratings (whether members figure out that others were either high or low, but just were slightly off regarding the specific pattern of responses). In cases with restriction of range (as discussed above), the Euclidean distance score would more accurately capture the true nature of relatedness. Yet caution must be taken when considering results using distance score metrics. Although it is true that distance scores may yield attenuated relationships, some argue that they are problematic as they are generally unreliable and polynomial regression should be used instead (which generally requires a large sample size); thus, future research should consider collecting more samples and running analyses with polynomial regression (Edwards, 2001).

The nature of the tasks within this study forced members to engage in independent taskwork, and then suddenly shift to interdependent teamwork. Research should consider how such transitions influences the development of TMMs and adaptive performance as previous research suggests that teams have more performance problems when shifting from a functional structure to a divisional structure (Moon et al., 2004). Thus, there could be different performance implications when shifting from interdependent to independent as compared to the independent-interdependent entrainment shifts experienced by teams in this effort.




CONCLUSION

To provide practitioners with evidence-based guidelines for training teams to be adaptive to changing conditions (e.g., membership changes), conceptual direction is required and, more importantly, empirical evidence stemming from rigorous theoretical tests. Based upon these results, it is argued that team adaptation theory, which includes cognitive components, must go deeper than suggesting that overall cognition—or even the general construct of TMMs—is necessary. In particular, there must be integration of empirical findings regarding specific aspects of cognition to begin to theorize relationships among key constructs, especially in teams with fluid membership as they are more and more common in environments across work domains. Research that considers membership fluidity, such as this effort, can help shed light into the nature of such required theoretical changes necessary to effectively guide future research efforts. Such work is critical to move the field forward in a meaningful manner and really explore how the cognitive component of teamwork influences team performance in fluid teams.
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Teams in isolated, confined, and extreme (ICE) environments face many risks to behavioral health, social dynamics, and team performance. Complex long-duration ICE operational settings such as spaceflight and military deployments are largely closed systems with tightly coupled components, often operating as autonomous microsocieties within isolated ecosystems. As such, all components of the system are presumed to interact and can positively or negatively influence team dynamics through direct or indirect pathways. However, modern team science frameworks rarely consider inputs to the team system from outside the social and behavioral sciences and rarely incorporate biological factors despite the brain and associated neurobiological systems as the nexus of input from the environment and necessary substrate for emergent team dynamics and performance. Here, we provide a high-level overview of several key neurobiological systems relevant to social dynamics. We then describe several key components of ICE systems that can interact with and on neurobiological systems as individual-level inputs influencing social dynamics over the team life cycle—specifically food and nutrition, exercise and physical activity, sleep/wake/work rhythms, and habitat design and layout. Finally, we identify opportunities and strategic considerations for multidisciplinary research and development. Our overarching goal is to encourage multidisciplinary expansion of team science through (1) prospective horizontal integration of variables outside the current bounds of team science as significant inputs to closed ICE team systems and (2) bidirectional vertical integration of biology as the necessary inputs and mediators of individual and team behavioral health and performance. Prospective efforts to account for the behavioral biology of teams in ICE settings through an integrated organizational neuroscience approach will enable the field of team science to better understand and support teams who work, live, serve, and explore in extreme environments.

Keywords: social dynamics, extreme environment, neurobiology, behavioral health, team performance, multidisciplinary

Teams that work, live, and serve in isolated, confined, and extreme (ICE) environments face many threats to behavioral health, social dynamics, and team performance over time (Landon et al., 2018). In the prototypical long-duration ICE environment—space exploration—as well as military deployments, remote work outposts, and other high-risk operational settings, teams must adapt to multiple interacting risks from the surrounding external environment, the constructed operational environment, the social environment, and individual-level vulnerabilities (Goswami et al., 2012; Roma and Bedwell, 2017).

In recognition of the critical and increasing importance of team-based work throughout society, including ICE operations, the field of team science has experienced rapid growth in recent years (DeChurch et al., 2018; Goodwin et al., 2018). Led largely by the Industrial/Organizational (I/O) subfield of Psychology, an appreciation for the complexity of teams in operational environments has enabled the innovative integration of theories, models, methods, and metrics from engineering and computer science, sociology, and other fields within the social sciences to enrich the understanding of social behavior and team performance. One of the major conceptual innovations that has come to define the field of team science is the Input-Mediator-Outcome-Input model of team dynamics (IMOI; Ilgen et al., 2005). Inspired by general systems theory, the IMOI model is a framework of how teams operate and change over time. The model is conceptualized as a flow from inputs (I) to mediators (M) to outputs (O), which then become inputs (I) for subsequent team performance cycles. Individual-level inputs include factors such as the team members’ respective personalities, knowledge, skills, abilities, and learning histories. Team-level inputs include group size, composition, roles, and leadership structure. Organizational-level inputs include the industry (e.g., corporate, military, and athletic) and operational context (e.g., office, virtual, and field site). Together, these inputs contribute to and interact with multiple emergent mediating phenomena that influence social dynamics, team performance outputs, and organizational outcomes. Mediators include team affective states (e.g., cohesion, confidence, and trust), behavioral processes (e.g., transition, action, and interpersonal behaviors), and cognitive processes (e.g., team learning, shared mental models, and transactive memory systems; Kozlowski and Ilgen, 2006; Fiore et al., 2015). Outputs include individual- and team-level performance, health and well-being, and organizational outcomes such as mission success, safety, and profitability. As a mission continues over time, the team repeats these performance episodes, with the outputs of each episode feeding back to shape the team’s mediating processes and states while becoming a contextual input for the next episode.

Although the structure of the IMOI model is largely agnostic to content, its manifestation within team science quite naturally focuses on input and mediator variables from the social and behavioral sciences from which it originated. However, at its most extreme, ICE operational settings are fully closed systems with tightly coupled, or highly interconnected, components (Perrow, 1984), i.e., fully autonomous microsocieties within isolated ecosystems involving far more than just the psychological processes of the inhabitants (Brady, 1990, 2005; Gitelson et al., 2003; Anker, 2005; Emurian et al., 2009; Checinska et al., 2015). Tightly coupled systems are those in which an unexpected occurrence can have an immediate and pervasive impact on the other parts of the system (Perrow, 1984). Systems with redundancy and flexibility between components, including input from outside the system, allow the system to be more resilient to disruptions; however, complexity of the system can also increase risk. A fully closed system with no outside input has even less flexibility than tightly coupled systems and potentially greater ripple effects of a disruption throughout the system. Insofar as ICE mission environments are closed systems, they are inherently “multidisciplinary” in that all components of the system—regardless of their scientific origins—can interact and potentially influence team dynamics through direct or indirect pathways. Thus, a primary goal of this article is to highlight several critical components of ICE mission environments that are outside the traditional bounds of team research, and how they may impact social dynamics and team performance over time as individual inputs in the IMOI model. Specifically, we discuss food and nutrition, exercise and physical activity, sleep/wake/work rhythms, and habitat design and layout. The purpose of this review is to encourage multidisciplinary horizontal integration of team science with fields relevant to ICE environments whose primary focus is not behavior, cognition, and social dynamics, but whose topics of focus can indirectly and directly impact team performance as individual-level inputs.

Our discussion of multidisciplinary contributions to social dynamics in ICE environments is firmly rooted in biology, on the premise that the brain is the nexus of individual-level inputs in the IMOI or any model of human functioning and thus worthy of systematic consideration in the science of teams. However, this emphasis on biological mechanisms is explicitly on inclusion and integration, not radical reductionism attempting to define behavioral, cognitive, and social phenomena as exclusively neurobiological (Ashkanasy et al., 2014). That said, even if the brain and associated neurobehavioral systems are not sufficient to define team phenomena, they are the necessary substrate from which team processes and social dynamics emerge (Krakauer et al., 2017; Killeen, 2018). Despite this, the proximal biological mechanisms of team performance and adaptation to extreme environments have received relatively little attention within team science (Golden et al., 2018; Maynard et al., 2018; Salas et al., 2018). This may be an artifact of I/O Psychology’s extension to “higher” levels of analysis, building off Psychology’s focus on behavior and cognition in individuals and small groups to incorporate multi-level frameworks including multi-team systems, organizations, cultures, societies, and related constructs (Kozlowski and Klein, 2000; Ilgen et al., 2005). By contrast, the subfield of Biological Psychology (including Social Neuroscience) shares I/O’s core interest in behavior and cognition in individuals and small groups but extends into “lower” levels of analysis, drawing from the natural sciences in the biomedical tradition to incorporate factors such as physiological systems, brain circuits, neurochemicals, and genetics. Consequently, another goal of this article is to not only encourage expanding team science through horizontal integration across disciplines but also encourage bidirectional vertical integration of multiple levels of analysis from the molecular through the societal in support of further development of an “organizational neuroscience” (cf. Becker and Cropanzano, 2010; Lee et al., 2012; Foxall, 2014a,b; Murray and Antonakis, 2019; Figure 1). Such an integrated approach is especially relevant for the application of team science to the tightly coupled closed systems of long-duration ICE settings, where the behavioral biology of teams is effectively defined by both horizontal and vertical factors continuously interacting and converging on the brain to influence individual and team behavioral health and performance over time (Figure 2).
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FIGURE 1. Team science is currently dominated by the Industrial/Organizational subfield of Psychology, which skillfully integrates multi-level frameworks, concepts, and methods from the social sciences. We support bidirectional vertical expansion of team science toward further development of organizational neuroscience that includes multiple biological levels of analysis to more fully understand individual and team functioning over time in the inherently integrated setting of isolated, confined, and extreme environments.
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FIGURE 2. Input-Mediator-Output-Input (IMOI) model of team function for isolated, confined, and extreme operational environments, adapted to reflect “horizontal” integration of individual input variables inherent to ICE settings but outside the founding disciplines of team science, and “vertical” integration of multiple biological levels of analysis as targets and substrates for all individual inputs to the team system as an integrated approach toward the behavioral biology of teams.


The following sections first provide a selective overview of several core neurobiological systems relevant to individual and team behavioral health and performance within the closed systems of isolated, confined, and extreme operational environments. We then describe several key components of ICE systems that can interact with and on individual neurobiological systems to affect social dynamics—specifically food and nutrition, exercise and physical activity, sleep/wake/work rhythms, and habitat design and layout. Using long-duration space exploration missions as a prototypical ICE team setting, we consider how each of these disciplines may inform team researchers to understand ICE teams from a systemic, biological perspective, particularly as social dynamics develop over the life cycle of a team. Finally, we discuss opportunities and strategic considerations for prospective integrated multidisciplinary team research for ICE environments.


CORE NEUROBEHAVIORAL MECHANISMS FOR ISOLATED, CONFINED, AND EXTREME TEAMS

Humans are demonstrably capable of thriving in a wide variety of environments, so it comes as no surprise that we have evolved complex neurobehavioral systems for perceiving, responding, and adapting to the physical and social contexts in which we live, work, and explore. However, by their very nature, ICE environments are only extreme because they diverge in many ways from environments in which humans naturally thrive, and indeed, the brain provides an extraordinarily rich target for all components of ICE environments to profoundly affect individual and team behavioral health, performance, and social dynamics. To this end, we provide a brief and simplified overview of selected neurobiological systems underlying individual and team adaptation to ICE environments. These systems serve not only as both direct and indirect targets of the various input variables described in subsequent sections of this article but also as potential targets for countermeasure development to monitor, maintain, and enhance team dynamics in ICE mission settings.

To help guide the discussion, we refer to the National Institute of Mental Health’s (NIMH) Research Domain Criteria (RDoC) framework (Cuthbert and Kozak, 2013)1. Although the primary goal of RDoC is to elucidate the nature of mental health and illness, it does so not through a traditional symptom/category-based clinical diagnostic approach but rather by defining the degree of (dys) function of core overlapping neurobehavioral systems (“domains”) applicable to all individuals, teams, and situations (Clark et al., 2017). The six domains include the physical functions of the Arousal and Regulatory Systems (including sleep-wakefulness and circadian rhythms) and Sensorimotor (including action initiation and inhibition) domains, as well as the psychological and social domains of Negative Valence (including fear, anxiety, and loss), Positive Valence (including reward responsiveness and reinforcement), Cognitive (including memory and cognitive control), and Social Processes (including affiliation and communication). Although RDoC is an evolving framework continuously undergoing review and revision as the underlying science advances, a defining feature is that each domain’s function is characterized through multiple levels of influence from genes, molecules, cells, circuits, and physiological systems through to observable behaviors. For the sake of brevity, we focus our discussion on behavioral and physiological outputs, primary brain circuits and structures, and associated neurochemicals underlying key constructs within and across domains, and how they may relate to IMOI team systems in extreme environments. Subsequent sections describing team implications of food and nutrition, exercise and activity, sleep/wake/work rhythms, and habitat design include relevant biological mechanisms, and we consider potential pathways by which those factors may impact core neurobehavioral systems as individual-level inputs affecting team behavioral health and performance in ICE environments.


Arousal/Regulatory and Sensorimotor Systems

The systems of the arousal/regulatory and sensorimotor domains serve essential biobehavioral functions, most notably sleep-wakefulness rhythms and physical movement. In a team mission context, wakefulness and sufficient attentional and physical capacity are required for functional presence and participation in any team processes and activities. Beyond presence vs. absence, individual differences in sleep-wake rhythms and interactions with mission schedules and features of the constructed environment can impact team dynamics as individual- or team-level inputs to the IMOI model. Biologically, perhaps the most critical brain structure regulating sleep/wake rhythms is the suprachiasmatic nucleus (SCN) within the hypothalamus. Light-sensitive cells in the retina project the excitatory neurotransmitter glutamate directly to the SCN, which help entrain the SCN’s rhythm as the brain’s “master clock” governing release of melatonin from the pineal gland to promote sleep (Ebling, 1996; Altun and Ugur-Altun, 2007; Dubocovich, 2007). The SCN also receives input of the neurotransmitter serotonin from the dorsal raphe nucleus in the brainstem, which attenuates light-induced shifts in circadian phase (Rosenwasser, 2009). On the opposite end of the sleep-wake spectrum, sustained attention is critically dependent on the neurotransmitter acetylcholine projected from the basal forebrain to multiple areas of the cortex involved in sensorimotor and cognitive processing (Sarter et al., 2001). Although these mechanisms are often associated with the basic functions of sleep-wake rhythms, many hormones relevant to team behavioral health and performance (as described in subsequent sections) also exhibit natural circadian rhythms, including cortisol, testosterone, and oxytocin (Amico et al., 1983; Haus, 2007), which could systematically impact team dynamics based on scheduling as an organizational-level input to an IMOI team system. At the extreme end, circadian rhythm disturbances in sleep-wake patterns, hormones, and mood states are associated with, if not diagnostic of, psychiatric disorders including major depression, bipolar disorder, and schizophrenia (Cohrs, 2008; Vadnie and McClung, 2017; Pilz et al., 2018), which could profoundly impair team functioning and mission success in closed system ICE environments.

Under more conscious control are the sensorimotor systems largely responsible for the control, execution, and inhibition of motor behaviors. In a team mission context, this manifests in the overt physical performance of individual and team tasks and activities, and within the IMOI model could serve as an individual-level ability input potentially affecting mediating behaviors and team performance outcomes. These largely neuromuscular processes are regulated in the brain by the motor cortex, which projects to the basal ganglia in the midbrain, the brainstem, and spinal cord, terminating on motoneurons innervating muscles to execute movement (Lemon, 2008). Neural projections from the motor cortex largely discharge the excitatory neurotransmitter glutamate, with the basal ganglia and brainstem regions projecting the inhibitory neurotransmitter gamma-amino butyric acid (GABA), which disinhibits motoneurons, thereby allowing the release of acetylcholine to stimulate muscle activity (Sian et al., 1999; Grillner, 2015).



Negative and Positive Valences

Moving to domains with more direct connections to behavioral health and social dynamics, the negative valence domain encompasses fear, anxiety, frustration, and loss. Within an IMOI context, variations in these systems may be considered abilities serving as individual-level inputs that contribute to the mediators of emergent team processes, affect, behaviors, and cognitions. Behavioral markers of fear, anxiety, and arousal include avoidance, social withdrawal, and characteristic facial and vocal expressions (or blunting thereof), whereas physiological outputs include increased heart rate, decreased heart rate variability, elevated and/or sustained levels of the hormone cortisol and neurotransmitters epinephrine and norepinephrine (defining features of the “fight or flight” stress response), increased inflammatory molecules [e.g., interleukins 1 and 6 (IL-1, IL-6), tumor necrosis factor alpha (TNF-α), C-reactive protein], and reduced nerve growth factors such as brain-derived neurotrophic factor (BDNF; Berntson et al., 1997; Phillips et al., 1998; Howren et al., 2009; Dowlati et al., 2010; Jaggar et al., 2019).

Critical to negative valence processes is the limbic system, a primitive set of structures seated deep within the brain that includes the bed nucleus of the stria terminalis (BNST), amygdala, and hippocampus (Lebow and Chen, 2016). Various clusters of cells (nuclei) within each structure receive and produce an array of neurochemicals that regulate projections to other structures and subsequent subjective, behavioral, and physiological responses to environmental and social stimuli. The BNST is subject to input from the neurotransmitters serotonin and dopamine, steroid hormones (estrogen and testosterone), and oxytocin and releases the inhibitory neurotransmitter GABA in projections to the hypothalamus. The amygdala is responsive to the excitatory neurotransmitter glutamate as well as estrogen hormones, opioid peptides, and oxytocin. Among other functions, the amygdala releases glutamate and corticotropin-releasing hormone (CRH) in projections to the hypothalamus (LeDoux, 2007; Myers and Greenwood-VanMeerveld, 2009). The amygdala, hippocampus, and hypothalamus all receive serotonin input from the dorsal raphe nucleus of the brainstem, with increased serotonin associated with the reallocation of energy and attention toward the precipitating aversive stimuli and reduced receptivity to positive stimuli (Andrews et al., 2015). Of particular relevance to ICE environments are connected with the hypothalamus, which is the leading point of the hypothalamic–pituitary–adrenal (HPA) axis of the biobehavioral stress system. Here, in anticipation of or response to a perceived threat or other excitation, CRH is released from the hypothalamus and binds to the pituitary gland, which releases andrenocorticotrophic hormone (ACTH). ACTH then enters and travels in the bloodstream until it binds to the adrenal glands to stimulate the release of cortisol and epinephrine; cortisol then returns to the hypothalamus in a negative feedback loop to dampen further activation (Pariante and Lightman, 2008). Although acute stress can provide transient boosts to physical and cognitive performance and immunity (Leonard, 2005), chronic stress and trauma can alter the structure and function of these mechanisms, with HPA axis dysregulation associated with myriad physical and neuropsychiatric conditions, including mood and anxiety disorders, cardiometabolic disease, post-traumatic stress, immune dysfunction, and dementia risk (Yehuda, 2001; Padgett and Glaser, 2003; Byers and Yaffe, 2011; Gianaros et al., 2015).

The negative valence domain and systems may dominate discussions of mission risk; however, the positive valence domain is no less relevant to social dynamics and team performance in ICE settings. Within an IMOI team model, the systems underlying positive valence could also be conceptualized as abilities serving as individual-level inputs, particularly critical to enable the reward and reinforcement processes necessary to build and sustain mediators of effective team processes and positive emergent states that feed into performance outcomes. Behavioral and physiological markers of positive valence are largely the reverse of those characterizing negative valence, i.e., approach behavior and social engagement, characteristic facial and vocal expressions, and reduced activation and/or persistence of physiological stress responses. Circuitry unique to the reward and reinforcement processes involves the mesolimbic reward pathway in the midbrain, featuring the ventral tegmental area (VTA) and nucleus accumbens (NAcc). The experience of pleasure, desire, and active pursuit of a wide variety of reinforcers (e.g., food, water, sex, social interaction, drugs, and art) includes GABA and glutamate input to the VTA, which projects dopamine to the NAcc. Dopamine release from the VTA to NAcc is a characteristic neurobiological definition of reward (Salamone et al., 2005); however, this circuit also connects to the negative valence systems, with inhibitory GABA projections to the BNST, amygdala, and hypothalamus (Salgado and Kaplitt, 2015). Structural and functional aberrations in the reward circuit, including decreased dopamine response to rewards and increased activation of the endogenous opioid system, are associated with anhedonia, addiction risk, social behavior deficits, and mood disorders (Nestler and Carlezon, 2006; Heller et al., 2009; Berridge and Kringelbach, 2015; Supekar et al., 2018).



Cognition and Social Processes

The cognitive domain and associated mechanisms play a role throughout the team lifecycle, with key constructs including memory and cognitive control. The ability to acquire, retain, and recall learned knowledge, skills, and abilities is fundamental for individual and team functioning, particularly in high-performing teams operating in complex mission environments. Clearly, any moderating team cognitive processes such as shared mental models and transactive memory systems would depend on the integrity of the mechanisms enabling memory as individual-level inputs to an IMOI team system. Biologically, declarative memory (representations of facts, events, places, and people) is most associated with the hippocampus, which is part of the limbic system. Accordingly, its connections with the amygdala enable emotional input during encoding and emotional elicitation during recall/expression (Squire, 1992), with recall/reinstatement dependent on the neocortex (McClelland et al., 1995). Key neurochemicals underlying cognitive processing include acetylcholine, glutamate, epinephrine, opioid peptides, and GABA (McGaugh, 1992). A brain region especially relevant to cognitive control and virtually all neurobehavioral domains is the prefrontal cortex (PFC; Fuster, 2001). Evolutionarily speaking, it is a relatively new structure compared to the limbic, midbrain, and brainstem regions and is especially prominent in humans. The PFC receives and integrates input from all sensory and motor regions, as well as the limbic system (Miller and Cohen, 2001). The PFC also projects throughout the brain, including extensive interactions with the hippocampus in the processing and recall of both recent and remote memories and excitatory glutamate projections from the orbitofrontal region of the PFC to the NAcc in reward processing (Lynch, 2004; Frankland and Bontempi, 2005). The PFC is largely known for its role in integrating information and regulating executive function required for judgment and decision making, abstract reasoning and concept formation, and planning for the future and is a major source of inhibitory control throughout the brain. Recent work relevant to both the negative valence and social process domains suggests a relationship between decreased structural and functional integrity of the right orbitofrontal, left dorsolateral, and anterior cingulate cortex regions of the PFC and increased antisocial, violent, and psychopathic behavior (Yang and Raine, 2009), any of which could constitute a critical threat to mission success in ICE operations.

Finally, the social processes domain is clearly related to social dynamics and team performance, with its key constructs of affiliation/attachment and communication. Within an IMOI system, receptivity and capacity for affiliation and effective communication are core skills and abilities for individual team members in the mixed work/social setting of long-duration missions in ICE environments (Landon et al., 2017, 2018; Roma and Bedwell, 2017) and serve as essential individual- and team-level inputs to virtually all mediating team processes, emergent states, and behaviors. Biologically, perhaps the best-known mechanism involved in social processes is the hormone oxytocin. Oxytocin in the brain is produced by cells in the hypothalamus (Lemos, 2012), released via the posterior pituitary gland, and binds to receptors in the BNST, amygdala, NAcc, and hippocampus (Boccia et al., 2013). Acute oxytocin reportedly increases gaze to the eye region of human faces, increases trust, improves the ability to infer emotional states in others from facial cues, and enhances the stress-reducing effects of social support (Heinrichs et al., 2003; Ross and Young, 2009), presumably through reduction in social anxiety enabled by the aforementioned projections to the limbic system (Feldman, 2012). However, oxytocin and the social affiliation it enables are not always positive, as oxytocin can strengthen in-group bonds at the expense of out-group relationships, including increased deception and ethnocentrism toward those perceived as “others” (Bartz et al., 2011; De Dreu et al., 2011; Eckstein et al., 2014; Shalvi and De Dreu, 2014). In addition to oxytocin, gonadal hormones progesterone and testosterone are also relevant to social cognition and processes. Although these hormones are produced outside the brain, they can easily pass the blood-brain-barrier and bind to structures such as the BNST, amygdala, hypothalamus, and NAcc. Despite their traditional association with reproductive behaviors, mood, and aggression, recent evidence also suggests that these hormones play a moderating role in human social dynamics, group stability maintenance, and team effectiveness. Specifically, higher progesterone is associated with lower emotion recognition and stronger affective responses to faces (Derntl et al., 2013), whereas higher testosterone is associated with increased fairness behaviors, higher social status, and social inclusion (Edwards et al., 2006; Eisenegger et al., 2010, 2011; Seidel et al., 2013; although see Zyphur et al., 2009).

Taken together, even with this intentionally limited and simplified review of key neurobehavioral domains relevant to individual and team behavioral health and performance in ICE environments, it should be clear that the brain is an extraordinarily complex system unto itself. Indeed, this multileveled and interactive complexity is in part what enables humans to adapt to such a wide variety of physical, social, and environmental demands. However, the complexity and interconnectedness of these neurobiological systems also make them subject to modification by those very same demands, especially in ICE settings. The following sections describe the importance of several critical components of ICE systems outside the traditional team science disciplines, and how those factors may act on our core neurobehavioral systems to affect and be affected by social dynamics in ICE environments over time.




MULTIDISCIPLINARY CONTRIBUTIONS TO ISOLATED, CONFINED, AND EXTREME TEAMS


Food and Nutrition


Overview of Food and Nutrition

Any operational environment in which people live must include a food system. In addition to the obvious necessity of food to sustain life, the food system has two core roles in supporting human psychosocial health. First, adequate intake, absorption, and utilization of specific nutrients are essential to promote behavioral health and cognitive function on a biochemical level directly or through influence of the gut microbiome. Second, food has a social role as a shared activity, providing a familiar comfort for mealtime gatherings that may become increasingly important in isolation and confinement where other comforts and reminders of home are not available. Food variety, availability, quality, nutrient stability, ease of preparation, dining accommodations, and timing of meals all impact adequate food and nutritional intake and associated behavioral health and social cohesion, as reported previously in reviews of food systems in military, spaceflight, and historic exploration settings (Marriott, 1995; Stuster, 1996, 2016; Douglas et al., 2016).

Space food to date has been processed and individually packaged to support multi-year shelf stability and ease of preparation. Refrigeration is not available for foods on the International Space Station (ISS), with extremely limited availability of fresh produce only when a resupply vehicle docks, which will likely not be available during exploration class missions to Mars. Astronauts on the ISS consume a standard menu and only receive a small selection of shelf-stable personal preference items; therefore, it is restricted in both quantity and variety. Customization of space foods from the standard menu is limited to the addition of condiments and selection of foods within the standard menu food containers. Crew members are not required to consume a specific menu each day, but they are constrained by availability of foods and their crew mates’ likes and dislikes. For example, if a crew member likes one specific food item, that food item will only appear in the standard food containers 2–3 times every 7–9 days. Crews are permitted to open a new set of standard menu food containers every 7–9 days, depending on the caloric requirements of the crew during each mission (Douglas et al., 2016).



Nutrition and Social/Team Factors


Specific Nutrients That Affect Individual Mood and Behavior

Nutritional deficits can affect the pathophysiology of mood disorders including depression, which can in turn affect individual performance within a team, healthy, and constructive team interactions, and may cause the withdrawal of that individual from team activities. Zinc deficiency is one example of an essential nutrient for maintenance of normal brain function and has been associated with increased depressive-like and anxiety-related behavior (Roohani et al., 2013; Mitsuya et al., 2015). In addition, low vitamin D status and insufficient omega-3 fatty acids are others that are associated with mood disorders because of their link with the production and action of serotonin, a neurochemical that is typically lower in major and bipolar depression, schizophrenia, and other mood disorders (Patrick and Ames, 2015). Not only do vitamin D receptors exist in the brain, but also low vitamin D status has been shown to negatively affect neural activity and cellular activity in the brain (McCann and Ames, 2008). A higher vitamin D status (serum 25-hydroxyvitamin D) has been demonstrated to significantly reduce risk for depression (Ju et al., 2013); however, vitamin D supplementation studies that have looked at effects on depression have mixed results. Vitamin D has a more profound effect on mitigating symptoms in cases of more severe depression and lower vitamin D status (Shaffer et al., 2014). Several epidemiological studies have found inverse correlations between oily fish consumption and bipolar or depressive symptoms (Grosso et al., 2014).

With increased ionizing radiation exposure on deep space exploration missions, blood-brain barrier function needs to be considered for nutrients that are concentrated in the brain via active transport processes. One example is the B-vitamin folate. A compromised blood-brain barrier due to chronic low-dose ionizing radiation exposure or other factors could lead to cerebral folate insufficiency, which has been associated with many neuropsychiatric disorders including depression and schizophrenia (Molero-Luis et al., 2015).

Not only does nutrient intake directly affect nutrient status and behavioral health, but also the nutritional adequacy of the diet is a prime influence on the composition of the gastrointestinal (GI) microbiome (David et al., 2014). GI microbes metabolize available components of the diet, including those indigestible to humans (e.g., fiber and flavonoids not absorbed in the small intestine from fruits and vegetables), into short chain fatty acids, peptides, phenolic acids, and neurotransmitters that may impact social behavior, memory, and cognition through the gut-brain axis (Stilling et al., 2014; Dinan and Cryan, 2017; Vuong et al., 2017; Tengeler et al., 2018). For instance, some Lactobacillus species used in food fermentations are capable of producing GABA (Barrett et al., 2012; Ribeiro et al., 2018), which may be associated with reduced anxiety and depression through its actions on the negative valence mechanisms described above (Lydiard, 2003). The GI microbiome has also been suggested to impact production of neurotransmitters such as serotonin, or its precursor, tryptophan (Desbonnet et al., 2008; Wikoff et al., 2009; Wall et al., 2014). Dietary factors, including fat, fiber, flavonoid, and sugar content of the diet can also influence microbiome diversity. Flavonoid compounds in plants can impact specific strains of bacteria by inhibiting growth of some or promoting growth of others (Nohynek et al., 2006; Xie et al., 2015). Generally, a high fat, low fiber, and high sugar diet decreases bacterial diversity and increases inflammatory processes contributing to metabolic syndrome, insulin resistance, and neuro-inflammation and behavioral disorders (Kim and de La Serre, 2018). Conversely, lower fat, high fiber diets contribute to increased bacterial diversity, decreased inflammation, and strengthening of the gut barrier. There are a number of spaceflight factors that still have unknown effects on the GI microbiome, including the processed food system with a high quantity of sterile foods, and radiation exposure, but it is clear from ground-based research in humans and animals that the microbiome can affect cognitive function and behavior.

Microorganisms with probiotic psychiatric effects, meaning they can produce a health benefit if consumed in adequate amounts, have been described as “psychobiotics” (Dinan et al., 2013). Evidence from both animal studies and human clinical trials supports that ingestion of psychobiotics, many of which are associated with foods and supplements, can reduce symptoms of stress, anxiety, and depression (Stilling et al., 2014; Sampson and Mazmanian, 2015; Douglas and Voorhies, 2017). The GI microbiome may also influence the brain, mood, and behavior through interaction with the immune system (Rothhammer et al., 2018; Sylvia and Demas, 2018) or through production of odorants that act as social cues (Bienenstock et al., 2018). Although human studies in these areas are limited, a preliminary investigation in a confined 105-day human analog study indicated a potential relationship between GI microbial composition and mood (Li et al., 2016). Considering the substantial impact that the GI microbiome may have on cognitive function, neuro-inflammation, and behavior, the impacts of the spaceflight diet, crew food selection, and environment on the GI composition warrant further investigation.



Connections of Food/Nutrition to Team/Social Behaviors

Even with the limitations in the food systems in ICE environments, food is often identified in ISS astronaut debriefs as one of, if not the most, important factors to morale (Douglas et al., 2016). Food was within the 10 most discussed categories identified in an analysis of astronaut journals, both as a source of frustration and as a source of pleasure depending on factors such as the variety, availability (resupply), and quality of chosen items and the adequacy of the space available for group meals (Stuster, 2016). Allowing crew members to self-select what food items they want to consume each day (within the food containers that are opened at that time) yields greater crew satisfaction as documented in ground analogs using closed food systems for extended periods of time (Milon et al., 1996). The European mission simulation study EXEMSI (60-day confinement) results clearly demonstrated that specific menus should not be imposed on the crew, but menu suggestions should be available. They note that in an environment with multiple stressors, food should not be considered as an additional stressor but should allow for personal choices.

The limited quantity and variety of foods in ICE settings can be a potential source of contention. This was demonstrated in the Mars 500 analog, where lack of culturally acceptable variety and differences in cultural eating habits may have cause friction among crew members (Šolcová et al., 2016). It was recommended that more attention should be focused on the design of the food system (nutrition, variety, multicultural expectations, etc.) to prevent issues in future missions. However, food also was one of the most discussed topics and acted as an important natural bridge for the multicultural crew.

The importance of food and group meal times to team cohesion is evident in human exploration accounts (Stuster, 1996, 2016). Exploration researchers have recommended that the entire crew eat together regularly to support communication and prevent subgroup formation (Stuster, 1996). Timing is an important consideration to group meals, and food rehydration and heating equipment on NASA spacecraft must be designed to support simultaneous food preparation and group meals even when schedules are demanding. Even though Skylab was the only space program with high-quality refrigerated and frozen foods, time pressure in relation to meal preparation reportedly reduced the number of group meals (Stuster, 1996). Over the course of a mission, special meals that occur on a predefined basis and celebratory meals have been noted to help mark the passage of time.

Crew self-selection of food items within the limited food system, rather than adherence to a guided menu, can also unintentionally affect nutrient status and resulting behavioral health among individuals. There are examples of chamber studies with closed or semi-closed food systems where crew members did not get enough nutrients through the food system even though the planned food system contained enough of each nutrient. One example where a 60-d closed food system provided nutrient requirements but actual vitamin intake (particularly vitamins B1 and B6) was below the dietary requirements is the European Space Agency’s ESA EXEMSI study, which indicates that the crew members were not selecting completely nutritionally balanced meals (Milon et al., 1996). Another example is from Biosphere 2, where a crew of eight lived in an environment with finite natural resources for 2 years. In this system, vitamins D and B12 were deficient according to government RDA standards (Silverstone, 1997). A 105-day chamber study in Russia also showed that crew members who intentionally excluded specific food items, such as protein-rich desserts, became protein deficient and lost body mass (Agureev et al., 2017). These examples underline the importance of food selection and crew preferences in preventing deficiencies in nutrients that can in turn affect behavioral or cognitive health.

The impacts of a limited food system on social and team behaviors may be more severe in future long-duration exploration missions. The food may be sent multiple years ahead of a mission and selection of the crew and therefore limited to a standard menu devoid of individually selected preference foods or fresh foods. If a crew member chooses to eat only limited types of foods from this system, it may cause conflict by unacceptably restricting the availability of those foods for others. Additionally, if a member of the crew limits their food choices from an allotment of food that has been prepositioned on a lunar or planetary surface, it may prevent the intake of a balanced diet for all crew members and could result in nutritional deficiency and potential downstream effects on physical and behavioral health and performance. Of greater concern to team cohesion would be dishonorable food practices. An incident of food being “plundered” was mentioned in an ISS astronaut journal, which served as an acute social stressor producing feelings of resentment (Stuster, 2010).

The direct introduction of chemicals to the body via the nutrients in food is just one component of ICE systems that can directly impact the neurobiological systems underlying adaptation and social dynamics in ICE settings. Invoking the body’s physiological systems as work, play, or maintenance activities is another inherent component of ICE systems that can directly alter physiology and impact the key neurobiological systems affecting physical readiness to perform team tasks and cognitively engage in social behaviors.





Exercise and Physical Activity


Overview of Exercise Physiology

In spaceflight, the risk of decreased musculoskeletal health and cardiorespiratory fitness is largely driven by microgravity. In microgravity, humans do not experience continuous daily loads on the body as they would in Earth’s gravity, and as a result, bone and muscle tissue weaken. This deconditioning poses danger upon return to Earth and for future missions to the moon and Mars, which may involve planetary surface operations under corresponding gravity-related loads. Exercise is a critical countermeasure to prevent multi-system deconditioning during spaceflight and should also be used to target mitigation of the stressors associated with spaceflight (i.e., isolation, confinement, and other stressors) to promote team cohesion and mission success. Exercise devices in space have improved significantly since the early decades of spaceflight, and current countermeasures onboard the International Space Station (ISS) include a treadmill with a restraining harness and Advanced Resistive Exercise Device (ARED), allowing for cardio and load-bearing workouts for long-duration crew members (Ploutz-Snyder et al., 2015). Similar to military and firefighter physical fitness requirements and guidelines for other physically demanding jobs, crews must maintain adequate physical fitness for their missions. To this end, crew members are scheduled for exercise 6 days a week, for up to two and a half hours per day in-flight.

The favorable effects of regular exercise on multiple physiological systems and psychological health dates back to teachings from Confucius and ancient Greek philosophers who recognized exercise and physical fitness as essential factors to maintain health, strength, and a prolonged life (Berryman, 2010). Current literature has indisputably shown the benefits of regular exercise across multiple domains, including treatment for depression (Cooney et al., 2014), motor skill acquisition (Roig et al., 2012; Statton et al., 2015), cognitive function (Chang et al., 2012), and sleep quality (Reid et al., 2010). Within operational environments, exercise can be used not only as a countermeasure to maintain muscle strength and cardiovascular fitness but also as a critical mediator of stress responses to promote physical and psychological resilience. Regular physical activity buffers against depression and anxiety, and greater calmness, better mood, lower anxiety, and a generally lower susceptibility to life stressors have been shown in trained individuals compared to their less fit counterparts (Silverman and Deuster, 2014). In addition to improving these factors, physically fit individuals experience significantly less stress compared to unfit individuals during physical activity at the same work rate as demonstrated by lower heart rate responses and cortisol levels (Deuster and Silverman, 2013). From the perspective of promoting resilience, studies have demonstrated that self-esteem and self-efficacy are improved through regular physical activity (Delignières et al., 1994; McMurray et al., 2008).

More recently, the state of knowledge on the effects of exercise on neurobiology has expanded and allowed for more detailed understanding of how exercise promotes factors such as resilience, stress tolerance, and adherence to exercise. Exercise directly enhances brain function by regulating peripheral and central nervous system growth factors including brain-derived neurotrophic factor (BDNF), insulin-like growth factor 1 (IGF-I), and vascular endothelial-derived growth factor (VEGF). Exercise-induced increases of BDNF and IGF-1 can improve learning and reduce depressive symptoms through supporting the growth and repair of blood vessels and brain tissue that support overall cognitive functioning (Cotman et al., 2007; Silverman and Deuster, 2014). Emerging work suggests that the hormone osteocalcin, which is produced exclusively in bones and maintained or increased with exercise, can act on the brain and may mitigate anxiety and cognitive deficits (Obri et al., 2018; Shan et al., 2019); this is particularly relevant to teams in space, where exposure to the microgravity environment can reduce osteocalcin levels without sufficient exercise (Smith et al., 1999; Garrett-Bakelman et al., 2019). Thus, exercise can directly help support the mechanisms underlying the knowledge, skills, and abilities necessary to sustain team processes and performance throughout a mission.



Exercise and Social/Team Factors

Exercise provides a unique countermeasure to enhance brain health and function by indirectly reducing the peripheral risk factors associated with cognitive decline and directly enhancing the brain health and cognitive function. As described above, the stress response is regulated by the HPA axis, autonomic nervous system, and immune system. Activation of these systems causes release of cortisol and epinephrine to enable the response of other body systems (cardiovascular, musculoskeletal, nervous, and immune) to meet the demands of the challenge presented and then return the body back to normal levels. Importantly, timely termination of the stress response is critical for preventing systemic inflammation, which is detrimental to physical and psychological health over time. Maintaining physical fitness effectively reduces constant systemic inflammation by quickly returning chemicals released during a stress response to baseline levels (Silverman and Deuster, 2014).

Studies addressing the effects of exercise on psychological health usually focus on the individual; however, in the context of ICE environments, it is critical to also explore how exercise can improve team cohesion and performance. Most mission activities performed during spaceflight missions require crew members to work together, and even if it is not a requirement, activities can typically be completed more efficiently and effectively with the help of crewmates. Extravehicular activity (EVA), colloquially known as a “spacewalk” among astronauts, and other mission-critical team tasks are one of the most important team activities performed on missions and exemplify the need for ICE teams to perform with high levels of team cohesion and cognitive functioning in a high stress environment. Every step of an EVA from training to preparation to return to the vehicle is well-planned and practiced. It requires all crew members to perform their individual tasks well, has situational awareness of each other’s well-being and location, effectively communicates with each other and ground support, and offers supporting behaviors to assist each other. Even with optimal preparation, unexpected events occur during EVAs that require the crew members to work together toward a solution. In these cases, it is critical that EVA crew members possess self-efficacy and execute team processes such as collaborative decision making and backup behaviors. Additionally, EVAs are typically 6 or more hours in length and are very physically and cognitively demanding. Fatigue may cause cognitive errors to increase and communication to decrease, so exercise to build endurance for these events is essential. As we progress to future planetary exploration EVAs, especially during longer duration missions, EVAs are likely to be less tightly scripted, and therefore, team cohesion and good team process become even more important as the team must work autonomously to address dynamic challenges.

The most effective combinations of exercise volume, intensity, and modality to promote psychological health are not known and likely vary between individuals. Most studies in this area have focused on cardiovascular-based exercise rather than resistance exercise training. It appears that moderate to vigorous intensity aerobic exercise is the most effective (Chang et al., 2012), likely due to the fact that the cascade of catecholamine and growth factor responses is minimal with lower intensity exercise. The effects of resistance exercise on brain health are less studied; however, preliminary evidence suggests that higher load, low repetition resistance exercise stimulates areas of the brain differently than lower load, higher repletion exercise (Kraemer et al., 2013). Understanding the molecular and brain area specific responses associated with different exercise and physical activity profiles during spaceflight and other ICE mission settings will be critical in optimizing exercise hardware, software, and prescriptions for maintaining physical and behavioral health and performance capacity for individuals and teams in extreme mission operations.




Sleep/Wake/Work Rhythms


Overview of Sleep and Fatigue

ICE operational environments often include irregular or unnatural work schedules, light/dark cycles, and sleeping environments. For example, Antarctic researchers and submariners may not see the sun for months, while astronauts in low Earth orbit see a sunrise or a sunset every 45 min. Excerpts from astronaut journals collected during spaceflight missions have identified fatigue and sleep as a major source of stress and relief, mentioned hundreds of times (e.g., Stuster, 2010, 2016). In contrast to pure muscle fatigue, mental fatigue is the “inability to function at one’s optimum level, because physical and mental exertion (of all waking activities, not only work) exceeds existing capacity” (Gander et al., 2007). Sleep is a necessary biological process that allows the brain and body to recover from the day’s scheduled and unscheduled physical, cognitive, and social activities. Humans on average prefer approximately 8–8.5 h of sleep per night to maintain health and cognitive functioning (Klerman and Dijk, 2005). Notably, astronauts often do not receive a full night’s sleep while on a mission, instead averaging 6 h of sleep per night, due to the physical and psychological stressors inherent in an operational mission (Barger et al., 2014). Sleep supports many physiological processes such as maintaining muscle, organ, and immune functioning and encourages repair and restoration through the release of chemicals such as growth hormone (Kim et al., 2015). During sleep, cerebrospinal fluid within the brain flushes out waste products of cell functioning that accumulates during waking hours, effectively cleaning the brain (Xie et al., 2013). Sleep also supports memory consolidation. Outside influences may cause fatigue such as the sleep environment, the time of day and circadian rhythm, quantity and quality of sleep, and total or partial sleep deprivation. Sleep environments that are too hot/cold, noisy, bright, and prevent reclined positions reduce sleep duration and may lead to more awakenings. Relying on sleep during typical times of alertness, or working during hours typically reserved for sleep (e.g., pulling an “all-nighter”), results in poor quality and insufficient sleep. Sleep loss may be both an acute issue and a chronic issue; that is, sleep deprivation may come in the form of missing all or part of a typical night’s sleep, or a reduction in sleep duration for a period of several nights. Both acute and chronic sleep restrictions negatively affect individual performance and well-being (Cohen et al., 2010).

There are also several factors that may influence individual sleep and fatigue patterns. Studies have found that individual sleep needs and preferences as well as the response to sleep loss and fatigue vary according to genotype (Groeger et al., 2008; Vandewalle et al., 2009). These differences in the underlying genotypes may drive affect, behaviors, and cognition. For example, variants in the PER3 gene expressed in the suprachiasmatic nucleus (SCN) of the hypothalamus that regulates sleep and circadian rhythms have been associated with the differential activation of the parietal and temporal lobes of the brain under conditions of sleep loss, resulting in poorer performance (Vandewalle et al., 2009). In other words, some individuals are more vulnerable to the effects of fatigue and require more recovery from fatigue than others. These and other influences of fatigue are well documented in the literature, as are the outcomes in the multiple neurobehavioral domains. As a brief list of common outcomes, fatigue has been linked to affective decrements in emotional stability, self-regulation, positive affect, and motivation; behavioral outcomes of reduced physical activity, less accurate assessment of risk, and less and poorer quality communication; and cognitive outcomes of cognitive slowing, reduced attention and recall, poor decision making, and increased risk of errors (Chabal et al., 2018; Banks et al., 2019). When placing these findings in a team context, individual differences in reactions to sleep loss, work overload, and schedule shifting can impact each team member in a unique way, introducing variability in performance and social functioning that must be addressed by the team.



Fatigue and Social/Team Factors

Sleep need and vulnerability to fatigue are primarily individual-level input variables in the IMOI model. Differences related to fatigue vulnerability, and an individual’s chronotype (i.e., whether the individual is a morning lark or night owl) stems from endogenous individual differences and general physiological health. However, these individual-level inputs may directly influence patterns of interacting with team members. For example, in the Mars-520 mission simulation analog study, one of the six crew members was a habitual napper, which reduced their interactions with other crew members by 20%, while another crew member developed a free-running sleep-wake schedule in which his circadian rhythm (and thus, regular interactions) became misaligned with all other crew members (Basner et al., 2013). These crew members’ asynchrony effectively reduced the crew’s collective knowledge and skills, altered the team structure and team size, and reduced the manpower for team processes such as systems and goal monitoring, backup behaviors, and coordination. Communication, an essential component of teamwork, is decremented at the individual level under conditions of fatigue. The few team studies of fatigue and communication, conducted most frequently in military populations, found teams either reduced or stopped communications, which decreased performance, and sought more visual forms of information (Whitmore et al., 2008; Fletcher et al., 2012).

In a closed environment such as a long-duration space expedition or a deployed military submarine team, team members function as both coworkers and roommates. Spending less time together due to misaligned sleep/wake/work schedules may not only affect team task cohesion (i.e., working well together toward a goal) but also influence team social cohesion (i.e., shared attachment and liking) through reduced time spent sharing meals, engaged in recreational activities, or being available to provide and receive social support. A reduction in time spent together, particularly as it may be expressed differently among circadian misaligned team members, may create fractures within the team. As team cohesion has been positively linked to team performance (Mathieu et al., 2015), reduced social support and team cohesion related to circadian misalignments may result in poor team outcomes. The cohesion-performance relationship has also been found to be reciprocal in studies of isolated teams in Antarctica and mission simulations (Kozlowski et al., 2015). Thus, reduced team cohesion begets poor performance, which further reduces cohesion, and fatigue acts as an amplifier of this downward spiral. Other affective states of team confidence and trust may also suffer as a fatigued team member is more likely to demonstrate emotional instability, commit cognitive lapses, or withdraw from the team altogether. Identification of others’ needs for social and emotional support may also be neglected as sleep-deprived individuals are less able to recognize facial displays of human emotions (van der Helm et al., 2010). Over time, teams that are not able to rely on the regular presence, consistent performance and support, and emotional stability of all team members are likely to see a reduction in team performance and team functioning that accumulates as this negative pattern persists. Consequent issues related to poor team performance may also negatively influence each individual team members’ ability to sleep as they ruminate on negative team situations and performance outcomes. The level of fatigue, either driven by psychological reactions to a team situation or by physical needs (e.g., staying awake 36 h to address an emergency), becomes inputs for the next cycle of the IMOI, influencing the team through each individual’s vulnerability to the new level of fatigue. Notably, the team may be able to compensate for the fatigued individual in such a way that they avoid the decrement to performance. For example, a laboratory study of team decision making found errors increased at the individual level, but these effects were attenuated by team membership (Baranski et al., 2007). We currently do not know what degree of fatigue within each team member and across the team is the tipping point for the decline in performance and functioning. Determining this threshold, particularly for small teams in a high-risk ICE operational environments with irregular work schedules or non-Earth-like light/dark cycles, would allow optimization of mission planning and timely deployment of interventions to support individual and team behavioral health and performance.




Habitability and Systems Design


Overview of Habitability and Human Factors Design

By its nature, human occupation of extreme environments requires specially designed habitats and equipment to allow operational teams to achieve their mission objectives and maintain safety. Indeed, the “extreme” portion of ICE typically refers to a dangerous external geophysical environment incompatible with human physiology, health, and well-being, including the lack of or toxic atmosphere, extreme altitude (above or below sea level), extreme heat or cold (or rapid shifts between the two), non-24 h light-dark cycles, reduced gravity, wildlife threats (e.g., predatory animals, microorganisms, toxins), or potential exposure to radiation and extreme weather phenomena (e.g., solar flares, high winds, dust storms, rough seas, blizzards, and volcanism). An extreme level of even necessary isolation brought about by physical constraints, physical confinement, austere environmental conditions with little to no natural sensory stimulation, and social loss due to the inability to communicate with others outside the immediate team in real time all have the potential to impact both individual and team function. A habitat that not only protects from physical external threats but supports individual health and performance and facilitates positive team dynamics must be carefully designed. A poorly designed habitat can negatively impact crew members by inducing acute and chronic stress responses in the individuals living and working in the operational environment. These effects may be magnified under increased mission duration and isolation and could constitute a chronic stressor (Celentano et al., 1963; Mohanty et al., 2006). Several features of habitats that are important to team function in situations of extreme isolation and confinement are discussed below. Essentially, the habitat should enable effective performance while accommodating group activities and providing sufficient privacy and means of escape from the mixed work/social setting of closed ICE mission environments.



Habitability, Human Factors, and Social/Team Factors


Group Activities

ICE habitats should allow for a crew to gather together within the same space for not only work functions but also recreational opportunities. As discussed by Ozbay et al. (2007), low social support has been associated with physiological and neuroendocrine indices of heightened stress reactivity, including elevated heart rate, increased blood pressure, and heightened cardiovascular and neuroendocrine responses to stressors. Habitats designed for long-duration missions should ensure adequate physical space to facilitate social support.

One of the major contributors to interpersonal conflict highlighted in polar and spaceflight expeditions is the tendency for the formation of subgroups within the crew (Stuster, 1996). Providing an environment that supports group communication may mitigate this issue and lead to a more cohesive team (Bender and Fracchia, 1971). As mentioned, Stuster suggested that meals may offer this type of communication and social support opportunity, where the entire crew can gather to prepare their food and dine together. Consequently, it is important to provide a space in the habitat that allows for this type of casual group interaction. Evidence from a study of ISS astronaut journals emphasizes the need for this space to facilitate group communication and enhance team cohesion (Stuster, 2016).

Evidence for the importance of dining together led to the creation of a NASA Human-System Standard (NASA, 2015), which states that crew members shall have this capability to support crew psychological health and well-being (NASA Standards 7.1.2.5 Dining Accommodations). The standards provide a baseline for future spaceflight programs, which design vehicle habitats with consideration to crew health within mission resource limitations and mission length and distance. This entails consideration for sufficient physical volume and designs the mission timeline and food system (e.g., ability to prepare meals at the same time) to support team meals. The Standard serves as one clear example to highlight the importance NASA places on allowing the crew to share physical space to support team cohesion. The design of the common galley area should also be considered, which should include a table that accommodates the entire crew without inadvertently creating tension. For example, Raymond Loewy, a “Habitability Consultant” for the Saturn-Apollo and Skylab programs, had a triangular table installed in the Skylab wardroom, so that “no man from the three-person crew could be at its head” (Mohanty et al., 2006). In many cases, the galley where crew members gather to share meals can also provide sufficient volume for other group recreation as well as work-related team tasks. Indeed, the importance of recreation to psychological health and well-being has been researched extensively. In the context of space exploration, both individual (e.g., reading) and group (e.g., watching a movie) recreation opportunities should be provided. The habitat should therefore accommodate both types of stress-reducing recreational activities.

For work-related team tasks, the galley or other areas designed to accommodate multiple crew members should carefully consider the nature of the team task as it relates to noise interfering with communication, physical or sensory interference of each person performing their duties in concert with the other, and whether the location of the team task blocks access to other important areas (e.g., sleep quarters), which may cause team frictions and frustrations, and negatively influence performance and efficiency (Kearney, 2016). Other critical factors to ensure teams are able to share information, foster trust, and coordinate efficiently include allowing common spaces for communication (e.g., digital whiteboards and shared displays), physical layouts that allow for eye contact and mutual viewing, and norms and standards for common labeling, stowage locations of tools and equipment, and adequate work spaces.



Privacy

While it is important to ensure that the volume and layout of a habitat facilitates team cohesion and performance through shared spaces, purposely private spaces for each crew member should also be provided, particularly in vehicles intended to support longer duration missions. Terrestrial studies have demonstrated that the experience of privacy—that is, privacy as a dynamic and dialectic interaction with others, whereby privacy represents the level of selective control one has over sharing one’s self with others (Altman, 1977)—is related to the architecture of privacy (Laurence et al., 2013), such as the design of a workspace with four walls. Hence, architectural private spaces facilitate the experience of privacy, which has been shown to be related to improved work performance (Karlin et al., 1979; DeCroon et al., 2005). The provision of a private space also allows for withdrawal from increased social density. In an assessment of social density and perceived control in high density residential neighborhoods, individuals living in areas with stores (compared to individuals living in residential areas without stores) reported more crowding, less ability to regulate social interactions, and lower perceptions of control (Fleming et al., 1987). In addition, they evidenced higher stress levels, including more somatic and emotional distress, and elevated urinary epinephrine, norepinephrine, and dopamine.

One exploration researcher contends that the majority of interpersonal conflicts arise from relatively minor issues that become exacerbated due to the extreme isolation and inability to escape one’s crewmates (Stuster, 2010). He asserts that the constant interpersonal interaction caused by a confined environment is a source of stimulation (and exacerbated by a smaller crew), and people need to occasionally withdraw from this stimulation in order to cope with the stressors of the mission and environment. The habitat should facilitate the individual crew members’ ability to withdraw from the rest of the crew, in order to conduct solitary activities. If no specific area is provided for privacy, crew members will likely improvise and modify their environments in order to achieve some privacy. Notably, these consequences are likely to accrue in the continued absence of privacy. The ability to withdraw and have physical (auditory and visual) privacy can help mitigate interpersonal conflict and support team health and performance.

The provision of an individual sleeping quarter has been the subject of debate for years. The Risk and Management Team of NASA’s Human Exploration and Operations Mission Directorate (HEOMD) published a report detailing lessons learned from the ISS program and recommendations for future exploration programs (Lengyel and Newman, 2014). Among these recommendations, the suggestion is that “crew comfort and privacy must be ‘front and center’” for spacecraft designed for long-duration space missions and recommends that future exploration vehicles provide crew member with a private sleep quarter, despite the engineering constraints on volume and habitat size. The authors cite feedback from crew members about the importance of having a private sleep quarter they can personalize and use for privacy. Evidence from ISS crew debriefs indicates sleep quarters that are valued and necessary spaces for conducting personal activities, and crew members emphasize the psychological benefit of having these private accommodations (Whitmore et al., 2013). Crew members also noted the importance of having the ability to decorate and personalize their private crew quarters (Kearney, 2016). Evidence for the benefit of providing crew members with a private sleeping quarter for long-duration missions has also been captured by NASA Standard 7.9.2 Private Quarters, which states that private quarters shall be provided to support crew health and performance for missions longer than 30 days. Whether or not an individual sleeping quarter is provided per crew member, the ability to retreat and achieve privacy from the rest of the crew members should be provided by the habitat. Both visual and auditory privacy should be considered in the design of private spaces. Chronic stress due to reduced privacy and increased social density of such environments may be further compounded by acute stress events related to habitability (e.g., temporary damage to part of the habitat reducing overall net habitable volume and increasing crowding for a short time). More generally, chronic and acute stressors related to habitability may interact with stressors related to any of the other topic areas we have discussed in this article, resulting in a continuous threat to the behavioral health, performance, and effectiveness of the crew.






OPPORTUNITIES FOR RESEARCH AND APPLICATION

Examining the interaction of these seemingly disparate research areas of biology with team research is overdue, but there are several specific gaps in the literature that may serve as starting points. Uniting each of these areas should be a focus on the brain. That is, identifying the complex chemical interactions and neurobiological mechanisms influenced by nutrition, exercise, fatigue, habitability, and interactions with other individuals should acknowledge the potentially compounding effects of other areas in research designs. The resulting social and team behaviors of this interplay have received some targeted attention (e.g., studying the influence of one particular molecule on mood or tendency to withdraw from the team), but simultaneous consideration of multiple influencers on the brain is the next step. Throughout this review, we integrated several frameworks, including the IMOI model of team performance, the NIMH RDoC framework for basic neurobehavioral functioning across multiple levels of analysis, and the unique characteristics of ICE environment contexts. Ultimately, if understanding and enhancing team performance and social dynamics are the priority, then we believe that the IMOI framework is capable of serving as a guiding framework for research and development in the behavioral biology of extreme teams. Indeed, the IMOI model is not rooted in team performance but is rather an adaptation of systems theory and modeling. We consider our expansion of the individual input level in the IMOI model to include biologically relevant variables not so much a radical departure from organizational theory than a more realistic (albeit complicated) consideration of factors acting on the brain to affect individual and team behavioral health and performance over time. Characterizing these interrelationships and developing evidenced-based best practices and countermeasures is the exciting challenge facing the applied research community.

For nutrition, physical outcomes of inflammation and changes to the gut microbiome influenced by diet may also influence individual stress and physical and cognitive readiness to perform on the team. Research into providing adequate nutrition to sustain brain and body functioning with limited resources in a closed system should seek to understand potential affective, behavior, and cognitive effects of specific nutrients and foods. Researchers must also inform dietary countermeasures by understanding optimal methods for encouraging continued consumption of nutritious foods with a likely restricted variety, perhaps by leveraging social influence, team processes, and reward circuitry. Examining the social importance of shared meals for encouraging consumption, bonding as a team, and fulfilling social support and relaxation needs is a multifaceted issue naturally suited to a multidisciplinary approach incorporating biological, behavioral, cognitive, and social factors.

These issues are also applicable to exercise physiology research, which similarly investigates sustaining motivation to exercise over time, the benefits of group and competitive exercise, the use of exercise to reduce stress, and other psychological benefits to maintaining physical readiness and brain health to perform in a team. However, much of the data reported in these fields are based on study populations not representative of astronauts or other high-performing teams in long-duration extreme mission operations (Hillman et al., 2008; Teixeira et al., 2012). It is critical to recognize individual preferences, specific environmental challenges, and availability of exercise hardware and exercise options in extreme environments and to examine the volume, intensity, and types of exercises that are most effective toward facilitating psychological health and team performance and cohesion in ICE settings.

Similar to other biologically oriented literature bases, fatigue and sleep are a robust area of research at the individual level, but there is a notable dearth of research at the team level (Chabal et al., 2018; Banks et al., 2019). Empirical studies are needed to predict likely effects of an individual on a team, for example, a fatigued individual exhibiting poor problem solving during a team task would likely delay or result in a non-optimal solution for the team. However, the types of tasks and situations in which teams may be able to mitigate the fatigued state of a member are unknown. In a tightly coupled system, each team member that is not operating at full capacity will have a disproportionate influence on the team outcomes. Many industries make use of validated biomathematical models of fatigue (Van Dongen, 2004) to determine how much sleep and during what time of day sleep is needed to support safety and performance. Relatedly, the IMOI model allows researchers a starting point to systematically examine fatigue as an individual input variable affecting all parts of the model. Integration of these models, along with the integration of additional biological variables, would offer organizations more robust scheduling of teams and timely countermeasure intervention for sustained performance. Furthermore, health management systems, employed across many organizations in many industries to manage the safety and well-being of employees and customers, are currently directed at the individual or organizational policy level and do not include an integrated, comprehensive approach incorporating all behavioral biology topics discussed in this article. These systems would also benefit from leveraging team factors (e.g., backup and supporting behaviors that provide team members the skills to recognize decrements in oneself and others) and take actions to implement countermeasures that support the team member as well as the safety, performance, and functioning of the whole team. Quantification of the success of these programs incorporating team factors and using multi-level experimental designs allows understanding for how teams may best be leveraged to prevent and mitigate negative effects stemming from the multitude of biological causes.

Finally, researchers and practitioners alike in the field of habitability and human factor design may benefit from research that provides a better understanding of the risk of the compounding needs of biological factors in affecting team-related processes and outcomes to provide improved countermeasures within habitat and equipment design for isolated, confined, and extreme environments. More research is needed as to the acute and chronic neurobiological reactions in the brain and other body systems that may be influenced by the physical environment. The physical environment may also directly influence team processes and team and individual outcomes by engendering cohesion and limiting conflict with adequate space and design in which to perform team tasks and recreation, as well as provide individual refuge and privacy. More generally, the duration of living and working in such an environment will exacerbate the effects of environmental stressors; however, the nature of that dynamic relationship over extreme long durations such as a Mars mission is not known. Determining psychological thresholds for tolerance of habitat and systems design variations for missions of varying durations will enable engineers and mission planners to meet the needs for different mission profiles.



CONCLUSIONS AND THE PATH FORWARD

Over the course of this selective review, it is clear that multidisciplinary science for understanding teams in ICE environments is both a valuable endeavor to move the field forward and a daunting challenge. However, there are many existing structural and scientific integration efforts that may facilitate future research and applications. The first key is forming interdisciplinary research partnerships. These may be accomplished through top-down approaches as policymakers and research funding entities release calls for appropriately funded multidisciplinary research. These organizations may also proactively offer support and guidance to multidisciplinary research teams related to methods of communicating and collaborating between teams with different field-specific norms and languages. For example, the National Institutes of Health’s (NIH) National Cancer Institute hosts a Team Science Toolkit that enables multidisciplinary teams to overcome common hurdles in partnering with others from disparate fields2. Creating research questions that are fundamentally multidisciplinary and soliciting proposals with experts from several areas of expertise will prompt researchers in these fields to reach out beyond their typical circles to form new partnerships. Most of this funding originates from government agencies such as the NIH or the National Science Foundation (NSF), which also provide funding opportunities for social neuroscience through their Social, Behavioral, and Economic Sciences (SBE), Behavioral and Cognitive Sciences (BCS), and Social and Economic Sciences (SES) programs. Defense agencies and other organizations that rely on ICE operations (e.g., transoceanic shipping, energy sector, polar research agencies) also have an interest in optimizing team performance and functioning over long durations. Military operations with units such as those deployed in the field and on ships and submarines more akin to the closed systems of spaceflight would likely benefit from integrated approaches to team science and countermeasure development (Goodwin et al., 2018). Optimization of soldier (i.e., the individual-level system) and unit (i.e., the team-level system) performance while on deployment (i.e., the team-in-the-environment system) drives leaders to consider the whole soldier, creating an environment that is conducive to exploring multidisciplinary, cutting-edge research. Researchers should seek out these organizations’ calls for proposals.

From a bottom-up approach, researchers can design experiments that address multiple fields. For example, biomarkers collected as part of an exercise protocol to understand recovery times for different exercise prescriptions may be analyzed for stress hormones that are of interest to psychological researchers. Team researchers may also be able to observe subsequent team interactions following these exercise episodes to understand other interpersonal outcomes of different exercise routines, informing exercise countermeasures that may benefit the physical and psychological health of team members. This research study may be further broadened as sleep and fatigue researchers collect data related to pre- and post-exercise fatigue and sleep needs related to different exercise protocols and nutritional inputs, given varying levels of stress hormones, and so on. The complexity of this type of research also demands careful thinking about research design, sample size and statistical power, and leveraging already existing multidisciplinary datasets for initial exploratory analyses and hypothesis generation such as the NASA Life Sciences Data Archive3. Using existing data is one way to minimize costs. For large-scale experiments, such as what is conducted in spaceflight mission simulation analogs with dozens of investigators examining many different factors for the same set of participants, data-sharing agreements between investigator teams from different fields may allow planned multidisciplinary collaboration or hold potential for integrated post hoc analyses. As time and resources for research are not unlimited, collaborative integration also offers a cost-effective approach to conducting research.

Team research is especially challenging in operational environments due to the sample size problem; that is, each team may be composed of several individuals, but that team is just an n of 1 for any team-level variable. Layering research questions from several fields may require large sample sizes, which is multiplied by the need for sufficiently powered team-level data. Integrated data-mining and application of advanced analytical techniques capable of processing “big data” (e.g., machine learning) may provide findings related to the understudied intersection of different fields and other risks to team functioning (Lazer et al., 2009; Goswami et al., 2013; Luciano et al., 2018)4. Also, agent-based modeling experts can parameterize complex, integrated, multidisciplinary models with large-scale existing data. Using agent-based models to conduct virtual experiments allows for investigation of many different specific scenarios, which would otherwise require large numbers of research participants (Epstein, 2006). Current supercomputers, many available from government organizations to any researcher with necessary research approvals and funding, allow this type of data analysis to occur in a matter of hours or days for tens of thousands of virtually simulated experiments. Integrating data across multiple measurement methods and tools supports the identification of the most efficient, yet valid, method of measuring each variable of interest, reducing overall measurement burden on study participants, which is a concern for teams in operational environments.

A multidisciplinary approach to sustaining healthy individual and team performance, well-being, and social interactions may realize more efficiencies and effectiveness when monitoring the team and implementing countermeasures. Integrated monitoring and analysis may help the team and support personnel obtain comprehensive and more accurate assessments of team performance and functioning, individual health and well-being, and identify changing effects on the individuals within the team over time. Multi-pronged interventions may be more effective. For example, if the team collectively is fatigued due to an unexpected emergency waking them in the middle of the night, a multidisciplinary countermeasure package may address how the team may be rescheduled to allow recovery sleep, the design of the sleep environment for adequate privacy and lighting to support sleep, and what foods will enable sleep and provide more sustained energy upon waking so that they are able to recover and perform, etc., without any one countermeasure imposing an unacceptable or disruptive burden. Additionally, understanding each individual team member’s unique systems and needs within a proactively individualized medicine approach (Evans and Relling, 2004; Topol, 2014) may allow countermeasures to be tailored and implemented at both the individual and team levels. Ultimately, the complexity in addressing the multiple pathways that increase risks to individual and team behavioral health and performance is challenging for researchers and practitioners alike. However, multiple pathways that increase risk also provide multiple pathways to reduce risk for teams who work, live, serve, and explore in extreme environments.
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1https://www.nimh.nih.gov/research-priorities/rdoc/index.shtml

2https://www.teamsciencetoolkit.cancer.gov/Public/ToolkitTeam.aspx

3https://lsda.jsc.nasa.gov/

4https://www.darpa.mil/work-with-us/ai-next-campaign
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Teams play a central role in the most innovative (Ahmadpoor and Jones, 2019), safety critical (Salas et al., 2020), and economically impactful work (Duhigg, 2016). They pervade modern organizations and drive performance outcomes (LePine et al., 2008; Hughes et al., 2016) and worker well-being (Welp and Manser, 2016; Mathieu et al., 2017). Consequently, researchers across a broad array of disciplines have focused on teams as an object of inquiry. Understanding and improving team functioning is a complex multi-level scientific problem, and, over the decades, much has been learned (Salas et al., 2018). The science of teams comprises a broad and deep knowledge base of both theory and empirical evidence, including topics such as structural inputs to team performance (e.g., team member composition, organizational context, effects of technology) and team interaction processes and emergent states (e.g., leadership, communication, mutual trust, collective efficacy). However, while the science of teams is strong, much remains to be discovered–especially from a temporal perspective. Calls for dynamic views of teams are not new (Cronin et al., 2011), but the field is shifting in numerous theoretical and methodological ways. The confluence of driving forces magnifying in intensity (i.e., modern work becoming more collaborative) and restraining forces reducing in intensity (i.e., traditional, resource-intensive measurement methods giving way to new unobtrusive, embedded metrics) allows for the science of teams to explore new directions in the dynamics of teams.

This new phase of team science is concerned with the temporality of teams: how teams evolve and mature, and how team dynamics play out over time. Accordingly, the purpose of this special issue is to offer current theory and research that describes the state of temporality in team science thus far, identifies future research needs, and highlight impactful insights for practice. The articles in this special issue represent work across the broad spectrum of research incorporating time in new ways. In this commentary, we identify eight themes in dynamic approaches to teams, and highlight how articles in this special issue exemplify these trends in the field (See Table 1). More specifically, we note that dynamics are impacting the fundamental theory and methods of the science of teams (Themes 1–4), the types of team phenomena being investigated (Themes 5–6), and application of team science in context (Theme 7) and to interventions that promote team effectiveness (Theme 8).


Table 1. Overarching themes across the special issue regarding temporality and the science of teams.
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METHODS AND THEORIES OF TEAM DYNAMICS ARE CO-EVOLVING TOWARD A MORE ROBUST SET OF CONCEPTUAL AND ANALYTIC TOOLS

New theories require new measurement methods and new methods enable different conceptualizations of team dynamics. This co-evolution of method and theory is currently underway and involves both advances in data acquisition and analysis (Rosen et al., 2015). For example, systems dynamics, and more broadly complexity science, has long been an inspiration to theory development for team and group researchers (Arrow et al., 2000). In this issue, Meinecke et al. (2019) elaborate on this theoretical lens and describe the application of state-space grids to the challenges of operationalizing systems dynamics concepts for measuring and understanding team dynamics. Relatedly, Marques-Quinteiro et al. (2019) use a complex adaptive systems perspective and latent growth modeling to explore the interplay of behavior and affect in teams. These studies employ conceptually similar frameworks and disparate methods to explore important teamwork issues. This diversity is healthy for the field. However, as the measurement and analytic toolbox grows, it is important to codify what is known about what methods are appropriate for which team phenomenon and under which conditions. Delice et al. (2019) provide a valuable framework for mapping methodological choices to facets of team dynamics. As Kolbe and Boos (2019) clearly articulate, historically, methods that meaningfully capture team dynamics tend to be more labor intensive than those that measure team phenomena at a much lower temporal resolution. For example, communication coding at the utterance level requires far more researcher time than summative ratings of communication, and even current implementations of automated methods are more complicated and effortful to conduct than survey research. However, methods are advancing quickly. We foresee more and better methodological options in coming years, which will allow for and require new ways of theorizing about teams.



THE SCIENCE OF TEAMS IS BECOMING MULTI (TIME) SCALE, NOT JUST MULTI-LEVEL

Pursuing a dynamic approach to teams requires decisions about how time is conceptualized and operationalized (Mohammed et al., 2009). Conceptually, how is time being incorporated into theory and hypotheses? Operationally, decisions need to be made about appropriate temporal granularity or resolution for measurement, and how this supports the valid measurement of different phenomena. This includes thinking longitudinally about teams existing and changing over very long periods of time [e.g., research on teams on long duration space exploration missions, (Bell et al., 2019); or functioning in other Isolated, Confined and Extreme (ICE) environments; (Landon et al., 2019)], as well as looking at very “thin slices” of interaction across multiple streams of data (i.e., linguistic and paralinguistic communication, physiological activation, behavior; Rosen et al., 2018). There is exciting work in each of these ranges of timescales for team dynamics; however, there is very little that integrates them both. From research on interpersonal dynamics outside of work team settings we know that patterns on one time scale (e.g., seconds to milliseconds) can predict patterns over very different timescales [e.g., years; (Gottman et al., 2002)]. To progress, the field needs more cross-timescale studies, refined methods for conducting such analyses, and conceptual tools for building multi-scale (not just multi-level) theory. Future research will investigate phenomena across differing (i.e., short, long) time scales.



TEAM SCIENCE IS REVISITING TRADITIONALLY STATIC OR STABLE TEAM CHARACTERISTICS

Everything changes. So, exactly how stable are team inputs? Does their relationship to team dynamics and outcomes change over time? These questions drive important research in team dynamics focused on better understanding stability and change in teams (Kerrissey et al., 2020). First, research is elucidating how the relationship between inputs and team dynamics or outcomes shifts as a function of time. For example, Burke et al. (2019) investigate how the instrumentality of different team roles changes over extended team missions. Second, research is revisiting how aspects of teams traditionally viewed as stable and unchanging through a team performance episode, do in fact change and how this relates to outcomes. Bedwell (2019) explores how membership fluidity impacts shared mental model development. As described by Benishek and Lazzara (2019), our understanding of these and other team attributes once conceived of as time invariant will be reevaluated and allow us to refine what we thought were stable team attributes. Undoubtedly, future research will better extrapolate how team characteristics and their effects change over time.



TEAM SCIENCE NOW INCORPORATES EVER BROADER RANGES OF INDIVIDUAL FACTORS TO INCLUDE THE BIOLOGICAL AND PHYSIOLOGICAL DYNAMICS OF TEAM MEMBERS

The science of teams has pursued multi-level approaches for decades (Klein and Kozlowski, 2000); however, the strata continue to deepen. It is no longer just individuals nested in teams, but biological attributes and physiological processes nested within individuals within teams within larger organizational entities and time. Landon et al. (2019) provide a wide ranging and integrative review of the topic as it relates to performance within ICE settings, and Stevens et al. (2019) provide a remarkable example of how patterns of physiological activation across team members can be identified and used to predict team outcomes. These articles are exemplars of the emerging area of team physiological dynamics, which has accelerated rapidly in recent years (Kazi et al., 2019). The science of teams can progress quickly in this area by exploring related areas of social (Cacioppo et al., 2000) and organizational neuroscience (Becker et al., 2011) and interpersonal physiological dynamics outside of work team contexts (Palumbo et al., 2017). The rapid improvement in wearable physiological measurement devices make the collection of this type of data increasingly feasible, even in field settings. Consequently, physiological measurement in team studies will become increasingly common, and methods and theory will mature rapidly. As this work matures, measurement and theory development will have to address linkages between these lower level biological states and processes, and higher level, abstract constructs such as mutual trust and support or other team processes and emergent states. Innovative approaches to handling these issues have been introduced (Luciano et al., 2018), but much more remains to be done.



THE SCIENCE OF TEAMS IS UNCOVERING THE DYNAMICS OF TEAM LEARNING PROCESSES AND THE IMPACT OF CONTEXT ON LEARNING

Demands for continuous improvement are commonplace in today's organizations [e.g., Toussaint and Ehrlich (2017)]. Market competition is frequently steep, and external and internal environments shift [e.g., Autor et al. (2016)]. To succeed, teams need to learn from their experiences and the experiences of others. Consequently, team learning has emerged as both a critical team process and a type of performance investigated from a dynamic perspective. Given that learning inherently involves change, time is central to team learning. Wiese and Burke (2019) critically review extant team learning research and formulate a temporal model of how team learning unfolds over time. In addition to the learning process itself, the local conditions within the team and its context influence if or how learning happens. This learning climate has historically been viewed as a relatively stable or slow-moving phenomenon. However, Harvey et al. (2019) apply systems dynamics modeling to forward a theory of team learning climate, and how it rises and falls with changes in levels of psychological safety, cohesion, efficacy, and goal orientation within the team. Again, several of these constructs previously considered time invariant can be reexamined through a dynamic lens to move the field forward.



THE SCIENCE OF TEAMS IS UNCOVERING THE DYNAMICS OF THE EBB, FLOW, AND MUTUAL INFLUENCE OF AFFECT AMONGST TEAM MEMBERS

Affect is not a novel concept to the science of teams; in fact, emotions are central to effective teamwork (Salas et al., 2018). The roles of trust, cohesion, collective orientation and numerous other attitudes, emotional states and dispositional variables on team effectiveness have been widely researched. However, this new dynamic-focused approach to teams allows for a more nuanced understanding of how affect changes over time, how it influences and is influenced by other team phenomena over time, and how the effect of team members is shared.

In our special issue, the dynamic nature of affect is explored using similar methodological approaches, yet with two very different sets of constructs in order to expand our understanding of how teams may grow and change in their affective states over time. Woodley et al. (2019) utilize latent growth and consensus emergence modeling techniques to investigate changes in team potency over time. Marques-Quinteiro et al. (2019) also apply latent growth modeling, but to cohesion and its relationship to coordination and performance. Advances in understanding the dynamics of affect in teams can help to address a wide range of issues in the study of team functioning, from stress, burnout, and well-being, to conflict management and relationship building. While not limited to interpersonal team processes, a more dynamic understanding of affect in teams can certainly advance this critical aspect of teams.



HIGH RISK/HIGH STAKE INDUSTRIES ARE LEADING THE WAY FOR TEAM DYNAMICS RESEARCH, BUT THE SCIENCE OF TEAMS MUST ATTEND TO GENERALIZABILITY ACROSS SETTINGS

Context matters, and certain industries have embraced the importance of team dynamics as the links between team functioning and valued organizational outcomes in that industry are particularly salient. Articles in this special address spaceflight (Bell et al., 2019; Pendergraft et al., 2019) military (Demir et al., 2019; Johnston et al., 2019), healthcare (Stevens et al., 2019), and isolated and confined environments (Landon et al., 2019). While this list of industries is by no means exhaustive of those pursuing team-based work strategies or engaged in research efforts to understand and improve team dynamics, it is representative of the key contributors. Advancing the science of teams through dynamic approaches can add detail and specificity to the models (e.g., higher granularity of measurements) and many of the theories and analytic approaches applied to date emphasize principles such as sensitivity to initial conditions, all of which suggest that more dynamic models may be more tightly bound to their context. The maturation of dynamic approaches to the science of teams requires parallel developments in how research handles context in studies, specifically the role context plays constraining and enabling the occurrence and meaning of different team dynamics (Johns, 2006). Better methods for representing and interpreting context will be crucially important to a robust science of team dynamics.



A BETTER UNDERSTANDING OF TEAM DYNAMICS CAN DRIVE NEW AND ADAPTIVE INTERVENTIONS FOR TEAM EFFECTIVENESS

As a practical matter, a more refined understanding of team dynamics is valuable to organizations only if it can be translated into mechanisms for improved performance. A more robust understanding of how team dynamics drive performance outcomes enables new and improved interventions to support effective team dynamics. This includes advancing our knowledge about how to most effectively use familiar interventions like meetings (Mroz et al., 2019) and team training (Johnston et al., 2019), as well as more novel approaches like automated feedback in virtual teams (Glikson et al., 2019) and well-being interventions (Wiese and Burke, 2019). The future will continue to see extension and refinement of tried and true methods of team development informed by more dynamic understanding of teams as well as new forms of real-time support for teams and use of synthetic agents as team members and coaches (Demir et al., 2019). As is often the case, practice may lead research in the area of intervention development. Researchers should look to innovations in the field and capitalize on them to generate insights into underlying mechanisms of team dynamics.



CONCLUSION

The time has arrived for a serious treatment of time in all aspects of research on teams. The need for dynamic approaches to understanding teams has long been heralded. The articles in this special issue demonstrate that the field is delivering on that vision of research on teams, a vision that places temporality at the center of both theory, methods, and evidence-driven applications. We are at the leading edge of this transformation of the field. Theory is still nascent for team phenomenon over and across very long or very short timescales. Methodological practices are in a divergent, exploratory phase where wide variation of new methods is observed and best practices have yet to emerge. But the progress over recent years is remarkable, and the value of pursuing a science of team temporality is clear.
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Loss w/Replacement Teams), Total Effects ModelP = Direct Effects + Indirect Effects. Controlling for Average GPA, Team Familiarity, and Role Comprehension. *p = 0.04

level, one-tailed.
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*1p = 0.05, one-tailed, **p < 0.01.
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Team emergent state

Definition

Influences on team
learning

Supportive leadership
practices

Psychological safety

The shared belief that the team
is safe for interpersonal risk
taking.

Moderate to high levels of
psychological safety influence
positively the adoption of
learning behaviors.

Displaying genuine interest in
team member's particular
needs and challenges in
completing the task.

Inviting and showing
appreciation for others’
contributions.

Creating clear structures.
Establishing shared rewards.

Goal orientation

The shared belief of the extent
to which a team emphasizes
learning or performance goals.

Moderate to high levels of
learning orientation influence
positively the adoption of
learning behaviors.

High levels of learning
orientation can be ineffective
because teams mistakenly
abandon effective strategies to
pursue novel ones.

Moderate to high levels of
performance orientation
negatively influence the
adoption of team learning
behaviors.

Offering feedback on behaviors
or reward certain outcomes
Encouraging discussion of
opposing views.

Cohesion

The shared belief of
commitment from team
members to the task or to each
other.

Moderate to high levels of
cohesion influence positively
the adoption of learning
behaviors.

High levels of cohesion can
negatively influence the
adoption of learning behaviors
because teams suffer from
groupthink.

Explicating shared values and
articulating the team goal.
Shaping leader-member
relationships in ways that lower
perceptions of differentiation.
Requesting task-relevant
information, pointing to flaws in
task procedures, and
questioning the team’s output.

Efficacy

The shared belief that the team
can successfully perform the
task.

Moderate to high levels of
efficacy influence positively the
adoption of learning behaviors.
High levels of efficacy can
negatively influence the
adoption of learning behaviors
because teams succumb to
overconfidence and
complacency.

Displaying the belief that one is
capable of achieving good
performance.

Designing the team's work in
order to achieve early wins.
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Situation

During a tumor board meeting, the chief of surgery arrives
late while the discussion of a particular patient initially
referred to her department has already started with a
preliminary vote for inclusion into a new clinical trial instead
of surgery. Using her dominant character she states that
the patient will have to get surgery. None of the other board
participants repeated the previously discussed arguments
favoring the clinical trial and in the protocol a vote for
surgery was documented as concordant decision.

Potential teamwork process problems

Counterproductive meeting behaviors and lack
of meeting rules (Allen et al., 2015).

Risk that leaders dominate discussion (Larson
et al., 1998).

Lack of psychological safety and lack of sharing
information, opinions, and concerns by all
board members (Mesmer-Magnus and
DeChurch, 2009; Edmondson and Lei, 2014).

Required teamwork process insights

Identification of actions required to set up and
facilitate multidisciplinary tumor board meetings.
Understanding of facilitation techniques which
allow for balanced exploitation of information from
all board members and of optimal decision rules.
Understanding how to establish and maintain
psychological safety during interdisciplinary tumor
board meetings.
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Situation

At 2 a.m. a patient is being brought into the trauma center.
She appears to have multiple traumatic injuries. The nurses
prepare the patient as quickly as possible and the
anesthesia sub-team begins with inducting of anesthesia.
The trauma doors open, the attending trauma surgeon
comes in and starts yelling and forcefully expressing her
disapproval that the patient lies uncovered, bare, and fully
exposed in the cold room and that she wouldn’t know how
many more times she has to complain about it until the
nurses would eventually get it. The nurses look at each
other, roll their eyes, and continue their work. So does the
anesthesiologist.

Potential teamwork process problems

High frequency of uncivil behavior and its
detrimental and contagiously spreading effects
for team performance outcomes (Porath and
Erez, 2009; Riskin et al., 2015; Foulk et al.,
2016; Bar-David, 2018; Klingberg et al., 2018).

Low frequency of voice behavior and related
missed opportunities for improvement
(Morrison and Milliken, 2000; Kobayashi et al.,
2006; Detert and Burris, 2007; Tangirala and
Ramanujam, 2012; Schwappach and Gehring,
2014; Raemer et al., 2016).

Difficulty to function as highly interdependent
team because of low civility (Salas, 2016).

Required teamwork process insights

Insights into the unfolding of incivility during
fast-paced, acute care settings and into potential
triggers of civility.

Understanding of social dynamics enabling voice
behavior during fast-paced, acute care settings.

Identification of team adaptation mechanisms for
maintaining and regaining functionality despite
low civility.
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Situation

After the management of an unexpected cardiac arrest
during surgery, most team members come together for a
debriefing. While the participating attending physicians
engage in a heated discussion about who was right and
who caused the cardiac arrest, the residents and nurses are
rather quiet. After a few minutes, the most senior attending
physician shares his thoughts on why everybody did what
they did and concludes the debriefing, advising the team at
large that the mistake simply must not happen again.

Potential teamwork process problems

Team members may experience fear, anxiety,
and embarrassment when making and
discussing potential mistakes and engage in
face-saving actions such as withdrawal,
reluctance to ask for help and disclose errors,
and obscuring critique (Schein, 1993;
Edmondson, 1999; Rudolph et al., 2013).

Lack of debriefing rules (Allen et al., 2015;
Kolbe et al., 2015), psychological safety and
voice (Rudolph et al., 2014).

Risk of shallow or short-sighted argumentation,
single rather than double-loop learning, and low
levels of reflection and limited effectiveness of
feedback (Argyris, 2002; Homayounfar et al.,
2015; Kihigren et al., 2015; Hughes et al.,
2016; Boos and Sommer, 2018).

Required teamwork process insights

Identification of team adaptation mechanisms for
creating and maintaining psychologically safe
learning moments for clinical debriefings.

Understanding of required debriefing rules.

Identification of characteristic modes of
argumentation in debriefings depending on
status, context, authority gradient and potential
turning points and use of structural instabilities in
communication.
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Example

Mult-discipiinary
decision-making
boards

Teamwork in
fast-paced, acute
care settings

Post-event,
dlinical
team
debriefing

Team conceptual
foundation

Collective information
sharing and
decision-making in ad ho,
diverse teams (Stasser and
Titus, 1987; Larson etal,
2002; Mesmer-Magnus and
DeChurch, 2009;
Schuiz-Hardt and Mojzisch,
2012

Leadership, coordination,
and communication in
adhoc teams (Gaba et al.,
2001; Kinde et a, 2010;
Boos etal., 2011; Techan
etal, 2014; Fernandez
Castelao et al, 2015; Su
etal,, 2017)

Indivicual and team learming
inad hoc teams (Gurtner
etal, 2007; Edmondson,
2012; Tannenbaum et l,
2012; Vashdi etal, 201
Konradt et l., 2015;
‘Schmutz and Eppich,
2017),

Reflective practice (e, the
exploration of one’s mental
routines, taken-for-granted
assumptions, and their
behavioral consequences)
‘and shared reflection (ie.,
collectively looking back on
past experience) (Schon,
1983; Argyis, 2002;
Edmondson, 2012;
Konradt et al,, 2016;
Koeslag-Kreunen et a
2018; Otte et al, 2018).

General research question

What are the resuting risks of how
input characteristics that are typical
of mulidisciplinary decision-making
boards (e.g., high salience of status
‘and hierarchy, conflcting goals,
time pressure) may be associated
with ineffective decision-making
dynamics and suboptima resuts?

What are effective
countermeasures for managing
these risks given the special
characteristics of these boards?

How does inciity unfold during
fast-paced, acute care settings and
what are potential team adaptation
triggers of civity?

What are team adaptation
mechanisms for maintaining and
regaining functionaitty despite low
ciiity?

What are the enabling social
dynamics of voice behavior during
fast-paced, acute care settings?
How can voice behavior emerge
and be effective?

What are team adaptation
mechanisms for creating and
‘maintaining psychologically safe
learning moments for clnical team
debriefings?

What are the team interaction
processes that constitute high
qualiy reflection? How do structural
nstabilties in communication (due
to status, context, authority
gradient) unfold and what are:
‘potential turning points in shared
reflection? What are the resuiting
required process rules for
‘conducting ciincal debriefings?

Previous methodological approaches and their
consequences

Approaches:
Database reviews
Surveys/self-reports
Rating scales

Consequences:

+ Knowledge about input-output relations

+ Knowledge about context factors and selected
‘organizational conditions

+ Knowledge on selected effectiveness crteria such
asteam composition, infrastructure, data base
logistics

— Very limited insights into risks of how typical
characteristics of muidisciplinary decision-making
boards are associated with ineffective.
information-sharing and decision-making dynamics,
management of dissent and suboptimal results

— Very limited actionable knowledge for designing
effective countermeasures for managing
decision-making risks due to special characteristics
of these boards.
Approaches:
Surveys/self-reports
Rating scales/behavior-marker systems.

Consequences:

+ Knowledge of perceived teamwork estimates and
perceived teamwork quality

+ Differences in the perceptions of teamwork among
team members or subteams highiighted

— Very limited actionable knowledge on actual team
interaction such as unfolding of inciviity and how it
relates to performance outcomes.

Atemative approach:
Time- and event-based behavior coding

‘Consequences of altemative approach
— Coding requires significantly more time than using
surveys/rating scales
+ In-depth, actionable knowledge on the process of
team interaction and adaptation
Approach:
Experiments and field studies testing the impact of
debriefing o ts structure on team outcomes

Consequences:

+ Knowledge on debriefing effectiveness and on
macro-level debriefing process

— Very limited knowledge on optimal debriefing
interaction processes

~ Very limited actionable knowledge on mechanisms.
for establishing psychological safety in debriefings

— Very limited knowledge on how o faciitate high
quaty reflection

Attermative approach:
Sef-reports
Rating scales/Behavioral marker systems

Consequences of alternative approach:

+/~ Knowledge on differences in perceptions of
debriefer/debriefing quality

— Very limited knowledge on optimal debriefing
interaction processes

~ Very limited actionable knowledge on mechanisms.
for establishing psychological safety in debriefings

— Very limited knowledge on how to faciitate high
qualty reflection

Laborious methodological approaches and
their consequences

Approach:

Event- or time-based coding of each members’
verbal and non-verbal contributions and analysis of
board interaction patterns with respect to
characteristic input factors and decision outcomes

Consequences:

~ Exhaustive behavior coding and data analysis
require significantly more time and resources than
using surveys/rating scales.

+ Detailed insights into risks of how typical
characteristics of multidisciplinary decision-making
boards are associated with ineffective
information-sharing and decision-making dynamics,
‘management of dissent and suboptinma resuits

+ Actionable knowledge for designing effective
countermeasures for managing decision-making
tisks due to special characteristcs of these boards

Approach
Time- and event:based behavior coding combined
with social-sensor-based measurement (6.,
physiclogical data, pose)

Consequences:

~ Coding stil reqires significantly more time than
sunveys/rating scales

4/~ Sensor-based measurement is more feasible and
unobtrusive but strategies for data analysis are st
being developed

+ Comprehensive, in-depth, actionable knowledge on
the dynamic process of actual visble and invisible
team interactions related to phenomena such as
(in-Jcivity and voice during fast-paced, acute care
settings

Approach:
Time- and event-based behavior and
‘communication content coding combined with
social-sensor-based measurement (e.g.,
eye-tracking, pose)

Consequences:

~ Behavior and communication coding il requires
significantly more time than using surveys/rating
scales

+/— Sensor-based measurement is more feasible and
unobtrusive but strategies for data analysis are stil
being developed

-+ Charting of the information flow by coding
utterances, e.g., mention, repeat, value an
information

+ Actionable knowledge on optimal debriefing
interaction processes and on mechanisms for
establishing psychological safety in debriefings

“+Actionable knowiedge on how to faciltate high
quality reflection which can be translated into
interventions and process rules for faciitating
dinical debriefings
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M2 (n = 60) M3 (n = 60)
M SD M SD F(1,58) ]
Cohesion 4.31 0.51 4.41 0.55 8.14%* 0.123
Efficacy 4.25 0.51 4.35 0.51 5.04* 0.080
Action processes 4.04 0.55 4.27 0.47 14.01%* 0.195
Performance 4.03 0.61 4.27 0.57 12.70%* 0.180

0 < 0.05, **p < 0.01, ***p < 0.001.
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Experiment

RPAS | (WoZ based Synthetic)

RPAS Il (ACTR based Synthetic)

RPAS Il (WoZ based Synthetic)

Measures

Target processing efficiency
Team communication behaviors.

Team communication flow
Workload
Team performance

Target processing efficiency
Team situation awareness

“Team communication behaviors

“Team communication flow

Team performance
Target processing efficiency
Team process rating

Team situation awareness

“Team communication behaviors
“Team communication flow

All results use the « = 0.05 significance level.
RPAS I: (Demir and Cooke, 2014; Demir et al., 2018c).
RPAS I (Demir et al,, 2016, 2017, 2018b; McNeese et al., 2018).

RPAS Ill: (Cooke et al.

018; Grimm et al., 2018a,b).

Results

Synthetic teams had poorer target processing efficiency than the control teams

Control teams conducted more planning than the synthetic teams. Synthetic teams made
more suggestions than the control teams

Synthetic teams demonstrated more stable coordination dynamics
Synthetio teams had less workioad

Synthetic and control teams demonstrated same performance but were poorer than the
experimenter teams

Synthetic teams had poorer target processing efficiency than the control and experimenter
teams. Experimenter teams were more efficient than the control teams

Synthetic and control teams performed equally to overcome the roadblocks, but poorer
than the experimenter teams

Synthetic teams pulled more information than they pushed, and pushing information was
not as effective for their performance as the all-human teams. control and the
experimenter teams did more pushing than puling, and the pushing information which
was effective with their performance

Synthetic teams demonstrated stable coordination dynamics, while experimenter teams
‘were moderately stable and the control teams were unstable

Team performance increased across the missions

Target processing efficiency increased across the missions

Target process rating increased across the missions

Teams demonstrated better performance on overcoming automation and autonomy
failures than the malicious attacks. Teams overcame an increasing number of automation
failures across the missions, but a decreasing number of autonomy failures. Teams poorly
performed to overcome malicious cyber-attacks

Pushing information increased across the missions, while puling decreased

Teams demonstrated better performance when they become more flexible during the
failures
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Experiment  Condition x Mission

1 2 (condition) x 5(40min mission)
2 3 (condition) x 5(40min mission)
3 No condition with 10 (40 min mission)

Design

Control: pilot was
randomly selected
participant

Synthetic: pilot was
randomly

selected participant
Control: pilot was
randomly selected
participant

Synthetic: pilot was
ACT-R based model
Experimenter: pilot was
highly trained
confederate researcher
Automation and
Autonomy Failures, and
Cyber Attack
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Measures

Team performance

Target Processing Eficiency (TPE)

Team process rating

Team Situation Awareness (TSA)

Team communication behaviors
Team communication flow
Workload

Post experiment question

Cooke et al. (2007).

Description

A weighted combined score of team-level mission parameters, including time spent in warning and alarm states, number of
missed targets, and rate of good target photographs per minute (which was weighted most heavily among the parameters).
Teams began each mission with a score of 1,000, and points were deducted based on the final values of the mission sub-scores
TPE takes into account time spent inside a target waypoint to get a good photo. Each team started with a maximum of 1,000
points then deducted the number of seconds spent in the target radius and 200 penalty points (for bad or missed photos)

The rating comprises: (1) coordination—interacting with the right team member about the appropriate information in the right
order; (2) timeliness —represents the abilty of the team to sort through relevant data and interact expeditiously enough to
effectively deal with the target (to do this, interactions are evaluated in accordance to the relative position of the RPA to the target
at that moment); and (3) communication quality—related to the clarity and uniqueness of the interactions since those two
qualities are seen to minimize need for repetition

TSAis the degree to which the team members took action and overcame roadblocks (ie., perturbation). If the team overcame
the roadblock, it was coded as “1,” otherwise it was “0.” This measure indicates how a team can adapt to dynamic unexpected
changes in the task environment as it develops experience

The behaviors are classified into two groups: pushing or puling of information among the team members

It consists of each team member's message sent time (by seconds)

NASA Task Load Index (TLX; Hart and Staveland, 1988)

Itincludes a series of questions about the backgrounds of team members (e.g., age, sex, automated system experience) and
their impressions of the experiment
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Measurement 1 Measurement 2 Measurement 3 Measurement 4 Measurement 5

+ Team cohesion *  Team coordination *  Team coordination *  Team coordination *  Team coordination

+  Team coordination . Team performance . Team performance . Team performance . Team performance

§ Team performance
Onset of the Midterm of the Offset of the
performance cycle performance cycle performance cycle

v

Performance
Episode 5

Week 1 Week 2 Week 3 Week 4 Week 5
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Variable

1. Meetings per week
2. Reward

3. Strategic use

4. Overuse

5. Policy

6. Voice

7. Engagement

8. Intention to quit

M

2.69
3.59
5.04
387
4.49
4.80
4.80
3.39

SD

2.90
1.63
1.31
1.62
1.36
126
i
1.86

0.07 ©.91)
0.16* 0.38%
0.26** 0.16*
0.08 0.34*
0.04 -0.08
0.02 —0.15*
-0.01 -0.16*

084)
0.12
053"
0.16*
036"

—0.24*

N = 213, Diagonal values represent internal consistency estimates. *p < 0.05, **p < 0.01.

4 5
(©.84)

0.20* 0.79)
—0.35% 0.08
—-0.03 0.38*

0.23* —0.30*

©.75)
022"
—0.44%

(0.94)
—0.48**

(0:88)
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Intentions to quit Work engagement

Variable Model 1 Model 2 Model 1 Model 2
Meetings per week —0.01 —0.02 —0.03 —0.03
Policy focus —0.73** —0.26** 0.18 0.27**
Rewards -0.12 -0.11 0.01 0.01
Strategic use —0.01 -0.56* 0.20* 0.24
Overuse 0.18* 0.19* —0.05 —0.05
Voice —0.78** —0.89** 0.07 0.19
Voice x policy focus 0.66* — 0.13 —
Voice x strategic use - 0.83* — —0.06
F 13.29* 13.38** 7.68** 7.65%
Adjusted R? 0.29 0.29 0.18 0.18
AR? 0.02* 0.02* 0.01 < 0.01

N = 230. Standardized regression coefficients are displayed. N = 192. *p < 0.05,
*p < 0.001. AR? is from the model that included all variables aside from the
interaction term.
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Space Program Spaceflight Era

Era 1: Exploration Era 2: Experimentation Era 3: Habitation
1960-1965  1965-1970  1970-1975  1975-1980  1980-1985  1985-1990  1990-1995  1995-2000 20002005 2005-2010  2010-2015  2015-2020

International Space Station
Shaded areas denote the time period in which a program was active.
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Era 1: Early Exploration (1960-1980)

Major Goals/Objectives

Critical Events/Mission Milestones

Key Challenges

Era 2: Experimentation (1980-2005)
Major Goals/Objectives

Critical Events/Mission Milestones

Key Challenges

Era 3: Habitation (2000-present)
Major Goals/Objectives

Critical Events/Mission Milestones

Key Challenges

e Establish the technical competency needed to overcome the fundamental challenges of spaceflight
e Compete effectively with international rivals (“Space Race”)

o First manned orbital flights (Project Mercury)

e Development of intra-lunar manned spacecraft (Project Gemini)
e Moon landings (Apollo Program)

o Loss of the AS-204 crew (Apollo 1 fire)

e Apollo 11 moon landing

e Apollo 13 “successful failure”

e Launch and maintenance of the Skylab station

e Rapidly overcoming basic challenges of manned spaceflight while competing internationally

e Overall, progression was anticipated (e.g., Mercury and Gemini programs centered primarily around
development of technical capabilities; Apollo missions were the culmination of that development)

e However, unforeseen setbacks occurred (e.g., Apollo 1 fire, Apollo 13 explosion)

e Capitalize on the technical advancements of the previous era to engage in a program of scientific
experimentation in space (international competition no longer a key issue)

e Space shuttle development and missions (STS)

o Hubble telescope maintenance in orbit

e Loss of Shuttle Challenger

e Loss of Shuttle Columbia

o Shuttle-Mir Program/Phase |

e Highly complex and technically challenging missions

o Notable performance decrements occur as the result of rigid, unclear, and inefficient communication structures;
these decrements presented an unanticipated area of challenge

e Create and maintain an orbital platform to support continuous human occupation.
o Collaborate with an array of international partners to accomplish this shared superordinate goal.

e The establishment of the Interational Space Station (ISS) program

e The component launches and orbital assembly of the International Space Station

o Multiple missions executed in support and supply of the station

e Retiring of the space shuttle program

e Increased integration of private partnerships for the supply and maintenance of the station

e Expedition missions of unprecedented duration (approximately a year in the longest cases)

e Much longer duration missions (presents both technical and interpersonal challenges)

o Work successfully with international partners with different norms and work processes

o Most of the challenges during this period were not unexpected, but were persistent and critical (e.g., relations
between international partners must be maintained continually)
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Variable m

1. Meetings per week 337
2. Rewards 271
3. Strategic use 375
4. Overuse 2.82
5. Policy 3.04
6. Team meeting effectiveness 365
7. Team meeting satisfaction 353

N = 158, Diagonal values represent internal consistency estimates. *p < 0.05, **p < 0.001.
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Era 1: Early Exploration (1960-1980)

Summary of Adaptations: NASA's SFMTSs met the technical competency and external competitiveness demands of Era 1 by establishing and emphasizing

formal hierarchies and formalized communication, technical training, and planning procedures

Examples:

o Established MTS structures based on military organizations.

o Established communication processes leveraging technology (e.g., vacuum tube messages; headsets).

o Established new training procedures — focused particularly on taskwork (e.g., high-fidelity simulation training for both crew and the ground control teams).

o Established contingency planning procedures — by the time of the Apollo missions there was an emphasis on planning for all eventualities and
rehearsing/training these scenarios.

Era 2: Experimentation (1980-2005)

Summary of Adaptations: NASA's SFMTSs evolved to meet the added complexity of Era 2 task demands by shifting their internal communication,

collaboration, and oversight structures and practices.

Examples:

o Communication processes and structures (particularly internally) changed substantially, in response to unexpected failures.

e Center directors were empowered to make more direct contact with NASA management.

¢ An Independent Technical Authority was established to make impartial judgements of launch readiness.

e The responsibility of all component teams and contractors to raise concerns related to crew safety or launch readiness was reaffirmed, and reporting practices
were articulated.

e Training practices now included additional information about communication and coordination processes — ground control teams received updated training on
reporting practices based on the recommendations of the Challenger and CAIB reports.

o Initial steps toward greater collaboration with the Russian space agency made during Shuttle-Mir program; the number of personnel trained to speak Russian
and coordinate with international partners began to increase toward the end of this era.

e Technical practices (taskwork training, contingency planning) established during the previous era were refined and expanded.

Era 3: Habitation (2000-present)

Summary of Adaptations: NASA's SFMTSs evolved to meet the challenges of multinational collaboration and long-term habituation within Era 3 by enhancing
external communication and collaboration structures and practices.

Examples:

e Frontroom team elements comprised of international partner flight controllers were integrated directly into the NASA and ROSCOSMOS frontroom teams.

o NASA crew members learn to speak Russian prior to transport to the station to aid in communication with crewmembers.

e Substantial improvements to interagency communication practices/procedures.

e Enhanced teamwork training procedures to facilitate shared understanding, collaboration, etc.
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Meeting satisfaction Meeting effectiveness

Variable Model 1 Model 2 Model 1 Model 2
Controls

Age 0.24* 0.23* 0.03 0.02
Meetings/week 0.12 0.10 0.09 0.04
Supervisory status -0.17 —0.22* 0.02 -0.05
Job level —0.05 -0.10 0.09 0.02
Focal variables

Policy focus —0.01 —0.01
Rewards 0.10 —0.01
Strategic use 0.36** 0.53*
Overuse -0.20* —0.22**
E 4.47* 7.46%* 0.72 8.60**
Adjusted R? 0.11 0.29 0.02 0.31
AR? 0.18 0.29

Standardized regression coefficients are displayed. N = 158. *p < 0.05,
**p < 0.001.
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Source Type Count

NASA Oral Histories 30
Official NASA or government reports 11
NASA articles, NASA mission archives, 39

other NASA documents, articles from
external news outlets
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Johnson Space Center Oral Histories

Subject

Andrew S.W. Thomas
Amold D. Aldrich
Bonnie J. Dunbar
Bonnie J. Dunbar
Bonnie J. Dunbar
Bonnie J. Dunbar
C. Michael Foale

C. Michael Foale

C. Michael Foale
Christopher C. Kraft
David C. McGill
Donald D. Arabian
Eugene . Kranz
Gerald P. Carr

Glynn'S. Lunney
Guion S. Bluford

Jack R, Lousma
John W. Aaron
Joseph P. Allen
Leon T. Silver
Michael R. Barratt
Michael R. Barratt
Michael T. Suffrecini
Paul F. Dye

Paul S. Hill

Wiliam D. Reeves
William D. Reeves

Date of interview

7/22/1998

6/24/2000

1/20/2005

6/16/1998

3/23/2005

9/14/2005

6/16/1998

7/7/1998

7/31/1998

6/28/1991

5/22/2016

2/3/2000

1/8/1999

10/25/2000

7/16/2010
8/2/2004

3/15/2010

1/26/2000

1/28/2003

5/5/2002

7/30/2016

4/14/1998

9/29/2015

6/16/1998

3/24/2015

6/22/1998
4/17/2009

Official NASA or Government Reports

Report Name

Philip L. Engelauf
Wiliam A. Anders

Actions to Implement the
Recommendations of The
Presidential Commission on
the Space Shuttle
Challenger Accident

Apolio 13 Mission Report
Bllateral agreement
between NASA and the
Russian Space Agency
Columbia Accident
Investigation Board [CAIB]
(2003). Columbia accident
investigation board report.
Implementation of the
Recommendations of the
Presidential Commission on
the Space Shuttle
Challenger Accident
Investigation of the
Challenger Accident
Congressional Report
President Nixon's 1972
Announcement on the
Space Shuttle

Report of Review Board on
Apollo mission AS-204
Report of the Committee
on Aeronautical and Space
Sciences, United States
Senate with Additional
Views — Apolio 204
Accident, January 30, 1968
Report of the
PRESIDENTIAL
COMMISSION on the
Space Shuttle Challenger
Accident 6/6/1986
Seeking a Human
Spaceflight Program
Worthy of a Great Nation

Other Sources

‘Source Name

*Chronology of Defining
Events in NASA history*
Apollo 13 Lunar Module
"Mail Box’

Description of ISS modules
Description of ISS
participants and roles

Ed White biography;
section on Gemini 4 EVA
ESA article on Soyuz
Ms-09

History of Shuttle-Mir
International Space Station
Status Report - 1S598-03
NASA chronology of
Apollo-Soyuz missions
NASA mission archive on
STS-71

NASA-4: Fire and
Controversy

NASA-4: Failures to
Communicate

NASA history web article
on Apolio 13

NASA mission archive on
STS-9

NASA mission archive on
sTS-27

NASA mission archive on
STS-61

Timeline of notable 1SS
events

NASA mission archive on
sTS-72

NASA mission archive on
STS-74

NASA mission archive on
STS-75

NASA mission archive on
STS-114

NASA mission archive on
sTS-2

NASA mission archive on
sTS-82

NASA mission archive on
STS-86

NASA STS-135 Press Kit
NASA web article on Apollo
mission AS-204

New York Times Article on
STS-51L.

NPR web article on
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Novel measurements

Mind game lab experiment: tested the interactions between cultural intelligence and openness on the
perception of task performance (Duff et al., 2012).

Distributed Dynamic Decision-Making Simulation: used to examine how the performance of diverse
teams s affected by member openness to experience and the extent to which team reward structure
emphasizes intragroup differences (Homan et al., 2008).

Strategic Decision-Making Simulation: participants practiced decision-making and leadership skills in
team contexts (Quigley, 2013).

Longitudinal experiment: used repeated investigations of the same participants over three stages of
collaboration to measure the influence of facilitated collaboration principles on trust development in global
virtual collaboration (Cheng et al., 2016).

Collaborative experiential learning approach: tested the effects of collaborative learning on the
development of cultural inteligence, trust, and global and local identity in virtual multicultural teams (Erez
etal, 2013).

High-fidelity simulation task: participants completed a sequence of performance episodes to study the
temporal variations in the buffering effect of trust in teammates (Burtscher et al., 2018).

Team laboratory experiment: used team task involving analyzing a business case to examine the role of
team political skill in prediicting team effectiveness (Lvina et al., 2018).

Comparative Performance Assessment: used 1o test the antecedents and performance outcomes of
social cohesion across three levels (e.g., within team cohesion, between team cohesion, and between firm
cohesion (Shaner et al., 2016).

Experiential team learning: team members engaged in various team-based tasks and activities with their
fellow teammates to understand how and in what conditions team charter qualty affects team performance
(Courtright et al., 2017).

Longitudinal laboratory experiment: used to examine the effects of intervention strategies combining team
feedback and guided reflexivity on virtual teams' affective outcomes and the mediating role of perceived social
loafing in this relationship (Pefiarroja et l., 2017).

Three-wave longitudinal organizational simulation: Participants were charged with three creativity tasks
to examine the role of collective engagement in the relationship between team cohesion and team creative
performance (Rodriguez-Sanchez et al., 2017).

Dynamic Decision-Making Simulation: Teams participated in firefighting scenarios to examine the
relationships between coordination, action processes and trust and team performance (Hagemann and Kluge,
2017).

Time series analysis: Used temporal properties to examine the way changes in task-cohesion and shared
understanding were experienced over time in sports teams (Bourbousson and Fortes-Bourbousson, 2017).
Computer game based simulation: Examined the relationship between leadership and team viabilty,
mediated by task cohesion through team based game that required team to run a fictional city (Curral et al.,
2017).

Computer game based simulation: Participants performed simulated search and capture tasks to
understand the relationship between team cognitive ability and personality composition (Resick et al., 2010).
Videotape and software coding: Developed a temporal account of team interaction by recording team
meetings and coding agreement and disagreement behaviors (Lehmann-Willenbrock and Chiu, 2018).
Concept mapping: Examined the impact of learners’ conflict resolution on deeper learning as measured by
knowledge convergence in teams (Chen et al., 2018).

Cross-border e-business website analysis: incorporated collaboration engineering techniques to examine
how team collaboration and trust develops in globally distributed teams (Cheng et al., 2016).

Role-play simulation: Helped understanding of an unfamiliar and challenging situation that require
cooperation and collaboration amongst teams to improve outcomes (Hayes et al., 2018).

Synthetic task environment: Allowed the examination of the effect of group-level information-pooling bias
on collaborative incident correlation (Rajivan and Cooke, 2018)

Temporal distance lab experiment: used objective speed and product quality completion tasks to examine
the direct associations between temporal distance and team performance as well as the mediating role of
team interaction (Espinosa et al., 2015).

Enterprise Social Media (ESM) task: Online discussion threads were collected with unbounded and
bounded visibilty to examine communication ties as conduits to critical external resources (Van Osch and
Steinfield, 2018).

Scenario based study: Helped studied how nationality composition (size of national diversity or number of
nationalities) and context (nature of national diversity or types of nationalities) affects perceived conflict and
expected performance (Ayub and Jehn, 2018).

IMEx Business Simulation: Used as a tool to study the consequences of relational conflicts and conflict
asymmetry experienced by team members (Boros et al., 2017).

Critical Incident Technique: Helped examine cultural challenges and benefits, sources of learning, and
value-based differences in critical events (Brunton and Cook, 2018).

Concept mapping: Used as a tool to examine the impact of learners’ conflict resolution on their learning as.
measured by knowledge convergence (Chen et al., 2018).

Glo-Bus business simulation: Used as a tool to examine team performance in relations to how teams.
handle friendship and conficts (Hood et al., 2017).

Team paintball game: Help asses coalitional aggression through a simulated coalitional combat paradigm
(Pollack et al., 2018)

Video-coding and team decision task (intra-team negotiation): Used as a tool to measure team
members power struggles through team decision task in intra-team negotiations (Van Bunderen et al., 2018).
Video recorder-eye scanning: Help observers examine the eye gazing patterns of project teams in a
mesting (Gerpott et al., 2018).

Leadership Development Simulation (LDS): Help examine team members risk preferences, team
performance, aspirational behavior, and unwarranted risk behaviors (Lang] et al., 2018).

Blog tool and statement Q-sort: Blog tool allowed the study of virtual teams communication, coordination,
and the development of TMS (Bastida et al., 2017).

Video game: Examine role of relational communication within the development of TMS (Kahn and Willams,
2016).

StarJet Airways Management Simulator: “Study role-specific versus cross-role preparation on subsequent
team-level performance in a complex decision-making task” (Linton et al., 2018, p. 45).

Audio-video recording and Hidden profile task: Study team discussions to assess the team process
through transactive retrieval and information processing (Mell et al., 2014).

Traditional ICT (synchronous text-chat): Examine team interaction and collective mindfulness behaviors.
(Curtis et al., 2017).

Face-to-face or virtual (via chat): Examine team reflections between face-to-face interactions versus virtual
chats (Konradt et al., 2015)

hboxQ-methodology (sort photographs): Examine participants’ cognitive structures, attitudes, and
perceptions (Lingard et al., 2015).

Dynamic team task and simulated partial system failure: Helped examine team adaptation and
performance through studying a team's shared knowledge and standardized communication with an
unforeseen change (Sander et al., 2015).

Business simulation the Global Management Challenge: Alowed for the examination of team
performance in a fictitious business through company’s’ financial indicators, shared price and ranking relative
to the other teams (Santos et al,, 2015).

Computer-based Networked Fire Chief (NFC) simulation task: Help examine team effectiveness, team
mental models, and team action patterns in the scenario of extinguishing fires (Uitdewiligen et al., 2018).
Computer-based Networked Fire Chief (NFC) simulation task: Used to study teams in a collaborative
scenario in an emergent and dynamic environment consisting of extinguishing fires (Zhou, 2018).
Naturalistic decision-making (NDM)- Simulation-based training: “Examine the cognitive process that
is associated with failures to execute action when a decision-maker struggles to choose between equally
perceived aversive outcomes” (Alison et al., 2015, p. 295).

Employee profile configurator: Identify characteristics of team member and place in specific clusters to
examine factors affecting trust, information sharing and communication, in virtual teams (Bhat et al., 2017).
Mechanism design-approach: “Mechanism selects a project, recommends (privately) to each member an
individual effort level, and specifies the team members' outcome-contingent compensation.” (Blanes i Vidal
and Mdller, 2016, p. 171)

NeoCITIES- Crisis simulation: Examine how cultural composition of teams have an impact on information
sharing behaviors (Endsley, 2018)

Synthetic task environment: Allowed the examination of the effect of group-level information-pooling bias.
on collaborative incident correlation (Rajvan and Cooke, 2018)

Crisis management simulation: Used as a tool to investigate information processing and decision-making
behaviors in multicisciplinary crisis management teams’ members participating in a crisis management training
(Uitdewilligen and Waller, 2018)

WhatsApp- Information and Communication Technology (ICT): Used to study knowledge exchange and
Kknowledge development between team members (Priyono, 2016)
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Short duration Medium duration Long duration Longer duration Across contexts

Roles n % n % n % n % n %
Task roles
Team player 13 10 7 6 12 6 6 8 38 7
Task completer 12 9 - - - - 3 4 15 3
Mission support - - - - - - 1 1 1 0
Evaluator 3 2 1 1 2 1 - - 6 1
Analyzer/synthesizer - - 1 1 3 2 1 1 9 2
Information provider 3 2 1 1 3 2 3 4 10 2
Clarifier 2 2 2 2 1 1 - - 5 1
Faciltator - - - - - - 1 1 1 0
Power seeker = = - . 1 1 = = 1 0
Boundary spanner 15 1 24 19 67 34 5 7 11 22
Visionary/innovator 8 6 4 3 2 1 10 14 24 5
Coordinator 7 2 2 6 3 - - 15 3
Team leader 13 10 1 1 1 1 2 3 17 3
Project manager 3 1 1 - - - - 5 1
Social roles
Contribution seeker 1 1 2 1 3 1
Team buider 7 5 2 18 32 16 27 38 88 17
Harmonizer 3 2 - - 4 2 1 1 8 2
Motivator 2 2 1 1 2 1 - - 5 1
Nurturer 5 4 1 1 5 3 1 1 12 2
Entertainer 18 14 18 15 30 15 8 11 74 14
Attention seeker 3 2 1 1 4 2 - - 8 2
Negativist 3 2 8 7 14 7 - - 2 5
Belittler - - - - - - - - - -
Complainer 6 5 29 23 6 3 3 4 44 8

“Percentages contained in table are based on the total task and social roles enacted for a given mission.
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Theme

Theory and methods for advancing a dynamic science of teams

1. Methods and theories of team dynamics are co-evolving, moving
through a phase of discovery and diversity toward a more robust
and stable set of conceptual and analytic tools

2. The science of teams is becoming mult (ime) scale, not just
multi-level, and future research will investigate phenomena across
very short and very long timescales

3. Team research is revisiting traditionally static o stable
characteristics of teams, and future research will better characterize
how those characteristics or their effects change over time

4. The science of teams incorporates ever broader ranges of individual
factors and will routinely include the biological and physiological
dynamics of team mermbers

Dynamic team phenomena being researched

5. Learning in teams is critical in modern organizations, and the
science of teams is uncovering the dynamics of team learning
processes and the context of learning

6. Emotions are central to teams, and the science of teams is
uncovering the dynamics of the ebb, flow, and mutual influence of
affect amongst team members

Context of research, generalizability, and interventions from a dynamic

7. High risk/high steke industries are leading the way for team
dynamics research, but the science of teams must attend to
generalizability across settings

8. Abetter understanding of team dynamics can drive new and
adaptive interventions to shape dynamics

Description and implications for the science of teams

 New measurement methods are enabling the development and application of new
theoretical frameworks

* Methodological practices vary widely in current research evaluating team dynamics

* Best practices are beginning to emerge including guidance linking methods to dynamic
team phenomena

* Researchis pursting an understanding of team member interactions that play out at very
short timescales

* Research is pursting team functioning over long time scales

+ Future research will begin to understand how phenomena operating at one time scale
influence those operating at much different time scales

« Traditionally, team inputs have been viewed as static, or time invariant

* Many of the traditional team inputs or their effects on team interactions and outcomes
have been shown to change over time

+ Team science wil incorporate an understanding of how these factors or their effects
change over time

+ Biological and physiological phenomena are being included in models and studies of team
functioning

* This research area will advance quickly due to parallel advances in other areas of social
and organizational sciences.

« Learning is inherently temporal

* Research s refining a dynamic understanding of team learning processes as well as
how the context of learning emerges and changes over time

« Emotions of team mermbers rise and fal, and influence one another in complex ways

« Researchis beginning to incorporate dynamic views and methods of affect measurement

into studies

Amore dynamic understanding of team affect can inform many research topics,

inclucing a wide range of team interpersonal processes

science of teams

* Much of the research on team dynamics is coming from a limited set of organizational
settings

« Empirical studies of team functioning may be more context bound than less temporally
focused studies

* The science of teams will need to establish methods and practices for establishing
generalizability of highly dynamic models and studies

« Traditional methods of team development are being revisited given the emerging science
of team dynamics

* New, dynamic, and adaptive interventions will emerge, both from the research
community and from practice
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Measure

After-Action Review Climate
Shared Situation Awareness
Team Cohesion

Team Efficacy

Team Action Processes
Team Performance

Team Cohesion

Team Efficacy

Team Action Processes
Team Performance

Shared Situation Awareness
After-Action Review Climate

1

0.87

0.38*
0.46*
0.55*
0.45*
0.57*
0.42*
0.46*
0.44*
0.40*
0.18

0.73*

0.76

0.29*
0.54*
0.56*
0.48*
0.37*
0.47*
0.50*
0.562*
0.46*
0.30*

0.94

0.83*
0.67*
0.60*
0.90*
0.78*
0.74*
0.74*
0.27*
0.28*

0.95

0.75*
0.76*
0.79*
0.80*
0.80*
0.75*
0.37*
0.34*

0.95

0.65*
0.58*
0.56*
0.61*
0.63*
0.26*
0.20

0.88

0.47*
0.56*
0.64*
0.63*
0.38*
0.23

0.96

0.79*
0.76*
0.75*
0.32*
0.34*

0.96

0.86*
0.82*
0.37*
0.29*

9 10
0.95
0.87* 0.91
0.46* 0.58*
0.30* 0.33*

1

0.66
0.29*

12

0.89

T, Time. Cronbach’s alpha coefficients (a) for measures are listed in the diagonal cells. *p < 0.05.
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Control Experimental

Pre-training Post-training Pre-training Post-training
M (n) SD M (n) SD M (n) SD M (n) SD F df n
TC3 29.31 (36) 8.78 34.03 (35) 8.53 33.61 (36) 9.16 39.53 (35) 8.23 7.59% 1,70 0.098
ASA 13.94 (36) 4.65 15.69 (35) 4.16 15.97 (36) 3.63 18.17 (35) 3.55 7.58* 1,70 0.098
SM 22.39 (36) 5.69 24.28 (35) 4.94 24.78 (36) 5.27 27.69 (35) 5.21 7.28* 1,70 0.094
T™W 7.22 (36) 3.51 8.47 (35) 3.68 8.85 (34) 4.57 14.12 (33) 3.38 21.19% 1,68 0.238
AAR 8.75 (36) 3.89 10.25 (35) 3.38 10.71 (34) 3.94 14.62 (33) 3.09 18.46** 1,68 0.214

TC3, Tactical Combat Casualty Care; ASA, Advanced Situation Awareness; SM, Stress Management; TW, Teamwork; AAR, After Action Review. *p < 0.01, **p < 0.001.
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Experimental (n = 36) Control (n = 36)

Pre-training Post-training Post-training
M SD M SD t(35) M SD t df
TC3 10.78 1.46 11.25 2.94 ns 10.36 152 ns 70
ASA 4.58 2.08 7.33 2.41 —5.75** 5.92 1.83 —2.84%* 65.18'
SM 10.53 2.79 12.14 3.04 —3.57** 10.72 1.86 —2.38* 70
™w 7.83 2.48 8.53 2.50 —2.15* 7.67 1.88 ns 70
AAR 2.58 1.13 3.00 0.89 —2.21* 2.97 0.10 ns 70

TC3, Tactical Combat Casualty Care; ASA, Advanced Situation Awareness; SM, Stress Management; TW, Teamwork; and AAR, After Action Review. ' Levene’s test for
equality of variance was significant (F = 4.15, p < 0.05). *p < 0.05, **p < 0.01, ***p < 0.001.
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Outcomes

Processes

Term

Team learning
Learning curves

Fundamental
learning behaviors
Interteam learning
behaviors

Intrateam learning
behaviors

Definition

Shift in the team’s collective knowledge state
Shifts in team’s performance over time

Basic learning processes that promote learning
in teams.

Behaviors that seek and integrate information
from entities outside of the immediate team that
promote team learning.

Internal behavioral processes that teams
engage in that build shared meaning from
existing information, identify and fill in gaps in
the team’s collective knowledge, as well as
challenge, test, and explore assumptions.

Citations

Eliis et al., 2003; Wilson et al., 2007

Adler, 1990; Darr et al., 1995; Pisano et al.,
2001; Edmondson et al., 2003; Reagans et al.,
2005

Wilson et al., 2007; sharing, storage, retrieval

Wong, 2004; Bresman, 2010; boundary
spanning, scanning

Edmondson, 1999; Drach-Zahavy and
Somech, 2001; Van den Bossche et al., 2006;
Savelsbergh et al., 2009; asking questions,
seeking feedback, exploration, experimentation
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Learning episode

Learning behavior Definitions Trigger Transition Action Completion

Fundamental learning behaviors

Sharing Actions team take to distribute information to team X X X
members

Reception Actively or passively listening to or receiving information X X X

Retrieval Behaviors that clean collective knowledge from knowledge X
repositories (Wilson et al., 2007)

Storage Behaviors that support the maintenance and retention of X
collective knowledge over time (Wilson et al., 2007)

Interteam learning behaviors

Scanning Surveying the external environment for information relevant X X
to the team’s task (Wong, 2004; Bresman, 2010)

Boundary spanning Obtaining information from individuals outside of the team X X
(Ancona and Caldwell, 1992)

Intrateam learning behaviors

Asking questions Seeking new or clarifying information (Edmondson, 1999) X X

Seeking feedback Seeking feedback from members internal to the team X X X
(Schippers et al., 2003)

Exploration Seeking out new knowledge and information (March, 1991) X

Experimenting Collectively testing ideas and assumptions that deviate from X
pre-existing standards (van Woerkom, 2003)

Discussing errors Sharing and discussing errors the team has made (Van X
Dyck, 2000)

Co-construction Collaborative conversations that refine, build, or otherwise X
modify collective knowledge by producing new meaning
(Savelsbergh et al., 2009)

Constructive conflict Discussion designed to resolve divergence in interpretations X
and opinions.

Reflexivity Reviewing and reflecting on previous team functioning X X

(Schippers et al., 2013)
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Source

Alderfer, 1977
Anderson and West, 1998
Cannon-Bowers and Bowers, 2011
Cohen and Bailey, 1997

Devine et al., 1999

Francis and Young, 1970
Gladstein, 1984

Guzzo and Dickson, 1996
Hackman, 1990

Hollenbeck et al., 1995
Katzenbach and Smith, 1998
Kazemak and Albert, 1988
Kozlowski et al., 1999

Kozlowski and ligen, 2006
Kozlowski and Bell, 2003

Lanza, 1985

McGrath et al., 2000
Rasmussen and Jeppesen, 2006
Richardson, 2010

Rousseau et al., 2006

Salas et al., 1992

Salas et al., 2007

Salas et al., 2005

Schippers et al., 2007

Shea and Guzzo, 1987
Sundstrom et al., 1990
Wageman et al., 2005

West, 2004

West et al., 1998

Zander, 1977

Two or more
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X x % x x

X X X X X x

Inter-
dependent
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Duration

Short (<=15 days)
Medium (<=6 months)
Long (<=1.5 years)
Longer (<=2 years)

Exemplar missions

Shuttle, Gemini
Skylab/ISS, Soyuz
Salyut, Mir

Mars 500

Incidents extracted

132

124
197
72
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Sample critical incidents

“We did some funny TV today. Bill made some large cardboard swim fins, and paddles for his hands, and | televised him
in his crazy get-up trying to paddle from one end of the forward compartment to the other. He put lightning bolts on the
helmet. | laughed so much | could hardly hold the camera. | made p the dialog to go with it ~ called him *Wiliam Pogue
Aerospace Pioneer.” Hope the folks on the ground get a kick out of t.”

“Thus at an early stage Michael was able to show hospitality to his commander and flight engineer by welcoming them
to his quarters to watch a late-night film, after supper together in the Base Block. They were glad of this entertainment
and crammed amiably close to each other to watch Michael's tiny movie theater. ..In this way, almost by accident, he
set up an early bond with his crewmates which presaged friendship and trust beyond anything normally required in the
contracts or international agreements, or in previous binational crews’ experience. This warmth of feeling led to
Michael's first public support of his crewmates against their seemingly rather hard Ground Control taskmasters in
Moscow.”

Jean-Loup said, *I was surprised and impressed by your work together and how you fought to save the experiment.”
He smiled and was also in a perfect mood

“Carr complained that the soap was like dog shampoo. Pogue, the pilot, bitched that the towels-which were made of a
synthetic material that was highly fire-resistant-were “sort of ike drying off with padded steel wool.” Gibson griped that
“the fire-prevention guys really got away with something when they made us go with that kind of material; | don't think
its absorbent enough, and | think it's too hard.”

“Garriott, a bemused-looking, thin-faced man with a distinctive mustache that made him look like a western cowpoke,
was even more eager to do more. Not only did he urge his crewmates on, he continually requested more work from
scientists on the ground. "

| was thriled with my crew. Hoot Gibson was a natural-born leader. He didn't micromanage as some commanders did
(one was known to reach completely across the cockpit to make a switch change rather than allow the crewmember at
that position to do it Hoot gave each of us our duties and set us free to be creative to get the job done.”

“This morning | suggested to Ground Control that we check the C-2 sextant and asked them to give us the location of
three or four stars so that we could see one in the middle of the porthole.”

Role

Entertainer/jokester

Team builder

Contribution seeker

Negativist

Team Player
Coordinator

Boundary spanner

Source

Shayler, 2006

Foale, 1999

Lebedev, 1990

Cooper, 1976

Zimmerman, 2003
Mullane, 2007

Lebedev, 1990
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Source

Bales, 1950

Benne and Sheats, 1948

Belbin, 1993

Mumford et al., 2006

Mathieu et al., 2015

Driskell et al., 2017

Description

Task roles
Socioemotional roles

Task roles

Group building/
maintenance roles
Individual roles

No specification

Task roles

Social roles

Task roles
Socio-emotional roles
Change-orientated roles

Focus on dimensions which
underly allroles in varying
degrees

Dimensions

« Asking for/giving orientation, opinion, suggestions
« Positive - show solidarity, tension release, agrees, negative — antagonism, tension, disagrees

« Initiator-contributor, information seeker, opinion seeker, information giver, opinion giver, elaborator,
coordinator, orienter, evaluator-critic, energizer, procedural technician, recorder
« Encourager, harmonizer, compromiser, gate-keeper, standard setter, group-observer, follower

« Aggressor, blocker, recognition-seeker, self-confessor, playboy, dominator, help-seeker, special interest
pleader

« Completer-finisher, implementer, specialist, monitor-evaluator, coordinator, plant, shaper, resource
investigator
« Team worker

« Contractor (organize, coordinate), creator (promote innovative approaches), contributor (provides pertinent
information), completer (foster task completion) critic (promote open discussion of potential issues)

 Communicator (promote healthy social environment/collaboration), cooperator (conforms to others
expectations), calibrator (observe/change team social processes), consul (gather information from outside
sources), coordinator (coordinates team efforts with outside)

« Organizer, doer, challenger, innovator
« Team builder, connector
« Challenger, innovator

« Dominance
« Sociabilty
o Task orientation
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Team role

Social roles
Contribution seeker

Team builder

Entertainer

Attention seeker
Negativist

Task roles
Team player

Evaluator

Information provider

Boundary spanner

Visionary/innovator
Coordinator

Description

Behaviors that seek to ensure that all members are contributing to the task, are recognized for their contribution, and feel their
contribution is valued.

Behaviors that seek to improve and maintain the social structure, motivation, and team well-being. This includes sub-roles: harmonizer,
motivator, and nurturer.

Behaviors which serve to maintain cohesion and emotional well-being through humor and other active public forms of artistic
expression targeted at the team. Subdimension: jokester.

Behaviors that serve to consistently call attention to oneself. This attention seeking is self-initiated.

Behaviors which reflect an explicit negative outlook, are toxic in nature, and serve to degrade the social emotional environment within
the team. This includes sub-roles: complainer and aggressive arguer.

Behaviors which reflect a wilingness to pitch in wherever is needed and being prepared to help. This includes sub-roles: task completer,
mission support, and social loafer (negative instance).

Behaviors aimed at questioning and ensuring the best use of team ideas and information. This includes sub-roles: critic and
analyzer/synthesizer.

Behaviors which serve to transmit information within the team serving to create shared mental models. This includes the sub-roles of
larifier, faciltator, note taker, power seeker (negative role).

Behaviors which represent someone who is managing the relationship of the team with outside entities as well as gathering/sending
information outside the team to bring back in.

Behaviors which are oriented toward coming up with new and creative ideas and approaches to the task.

Leadership-oriented behaviors focused on the processes involved in task completion. The includes sub-roles: team leader, project
manager.
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Document title

Flight: my fite in mission control

Of emergencies and Christmas trees - an exciting
endt0 2010

Goodbye Sun, goodbye Earth, we are leaving
for Mars!

Romain Charles completes the tour
A dirty job but someone’s gotta do it!

This is our home, our workplace, and our life

It's housecleaning day

Smooth routine’ and interplanetary birthday party
Romain collecting air samples

Waste not — want not

How supplies are rationed?

Science and thoughts of Chilean miners

Thanks to Oliver and Cyrille!

Diego and Romain answer your questions
Preparing the meals (with a shaker)

Diego and Romain answer your questions 2

The barber shop on the way to Mars.

“Are we alone?”

Approaching the Red Planet

Unpacking the Lander and preparing for a hike
on Mars

Celebrating Chinese New Year — even on Mars!
Greetings from Mars!

Long trip without moving anywhere

“The best moments of our trip”

Earth approaching!

Countdown is on

Way station to the Stars: the Story of Mir, Michael,
and Me

Diary of a Cosmonaut: 211 days in Space

Salyut - The First Space Station: Triumph

and Tragedy

Space Shuttle Columbia (Her Missions and Crews)

Riding Rockets: The Outrageous Tales of a Space
Shuttle Astronaut

Space Shuttle Challenger (Ten Journeys Into
the Unknown)

The All-American Boys: An Insider’s Candid Look at
the Space Program and the Myth of the Super Hero

Homesteading Space: The Skylab Story

Wheels Stop: The Tragedies and Triumphs of the
Space Shuttle Program, 1986-2011

Women in Space [Biography (Lerner Hardcover)
A House in Space

Around the World in 84 days: The Authorized
Biography of Skylab Astronaut Jerry Carr

Leaving Earth: Space Stations, Rival Superpowers,
and the Quest for Interplanetary Travel

Book (Autobiography)
Diary (Mission Diary Entry)

Diary (Mission Diary Entry)

Diary (Video Diary Entry)
Diary (Video Diary Entry)
Diary (Mission Diary Entry)
Diary (Video Diary Entry)
Diary (Mission Diary Entry)
Diary (Video Diary Entry)
Diary (Mission Diary Entry)
Diary (Video Diary Entry)
Diary (Mission Diary Entry)
Diary (Mission Diary Entry)
Diary (Mission Diary Entry)
Diary (Video Diary Entry)
Diary (Mission Diary Entry)
Diary (Video Diary Entry)
Diary (Mission Diary Entry)
Diary (Mission Diary Entry)
Diary (Mission Diary Entry)

Diary (Mission Diary Entry)
Diary (Mission Diary Entry)
Diary (Mission Diary Entry)
Diary (Mission Diary Entry)
Diary (Mission Diary Entry)
Diary (Mission Diary Entry)
Book (Autobiography)

Book (Autobiography)
Book

Book
Book (Autobiography)

Book

Book

Book

Book

Book
Book
Book (Autobiography)

Book

Author

Kraft C.
Charles R.

Urbina D. and Charles R.

Charles R.

Urbina D.

Urbina D.

Urbina D.

Charles R.

Charles R.

Urbina D.

Charles R.

Charles R.

Urbina D. and Charles R.
Urbina D. and Charles R.
Urbina D.

Urbina D. and Charles R.
Urbina D. and Charles R.
Urbina D.

Urbina D.

Charles R.

Charles R.
Urbina D.
Charles R.
Charles R.
Urbina D.
Charles R.
Foale C.

Lebedev V.
Ivanovich G. S.

Evans B.
Mullane M.

Evans B.

Gunningham W.

Hitt D., Garriott O., Kerwin J.,
Bean A. L., and Hockam H.

Houston R.

Gibson K. B.
Gooper H. S. F.
Shayler D. J.

Zimmerman R.

Date

2001
12 January 2010

3 June 2010

21 June 2010
30 June 2010
7 July 2010
14 July 2010
22 July 2010
9 August 2010
18 August 2010
6 September 2010
10 September 2010
16 September 2010
24 September 2010
12 October 2010
26 October 2010
3 November 2010
10 November 2010
26 January 2011
9 February 2011

2 February 2011
1 March 2011
3 June 2011

17 August 2011

13 October 2011

25 October 2011

1999

1990
2008

2003
2007

2007
2010
2011
2014
2014
1976

2006

2003

Spaceflight
context

Gemini
Mars 500

Mars 500

Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500

Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mars 500
Mir

Salyut
Salyut

Shuttle
Shuttle

Shuttle
Shuttle
Shuttle
Shuttle
Shuttle
Skylab

Skylab

Soyuz, Mir, and
Salyut
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Time 1 Time 2 Time 3
Cohesion 0.82,0.24,0.59 o -
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Time 4
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Time 5
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Variable Nature of change

Team coordination Continuous

Discontinuous.
Team performance Continuous

Discontinuous

Form of change

Linear
Quadratic
Nonlinear
Linear
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Nonlinear
Linear

Modeling of change

01234
01,4916
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36.31(10), p < 0.001
46.27 (10), p < 0.001
3.94 (), p = 0.685
19.62 (7). p < 0.001
77.75 (10), p < 0.001

= 158. The - in the nonlinear modeling, between 0 and 1, represents the freely estimated parameters in the model.
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Slope of team coordination regressed on the slope of team performance. 3.22
Team cohesion regressed on the slope of team performance. ~0.18
Indirect effect for the slope of team coordination. —023

rammanzy B=0.02, SE= 001, p < 0.001, 95% CI [0.012; 0.029], on the slope of team performance.
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—0.455; -0.115

= 168. Mediation model was tested controlling for the intercept of team performance, B = —0.13, SE = 0.09, p = 0.145, 95% CI [-0.281; 0.009], and team
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Configural invariance
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Nircviausis = 509; *p < 0.001. For measurement invariance testing, bootstrap estimation with 5000 cases was used. Model 1: only factor loadings constrained to be equal
over time; Model 2: only intercepts constrained to be equal over time; Model 3: both factor loadings and intercepts constrained to be equal over time; and Mode! 4: factor
loadings, intercepts, and residual variances constrained to be equal over time.
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1. Conscientiousness 3.66 0.26 - - ©.73)

2. Extraversion 3.49 0.26 -0.00 ©77)

3. Potency, Time 1 4.06 037 027 0.60 0.13 022 (0.20)

4. Potency, Time 2 4.06 052 035 065 0.24* -0.08 0.41%* ©.93)

5. Potency, Time 3 3.97 0.62 037 067 030" 0.00 0.30"* 0,62+ (0.94)

6. Team effectiveness 82.28 11.01 - 0.14 -0.16 0.14 0.35"* 032" -
n'=77.ICCs not applicable to orteam measures. Individ

Team Effectiveness was a single score (grade), therefore reliabilty could ot be estimated. **p

1 Cronbach's o estimates given in parentheses on diagonal;

<0.01,"p < 0.06.
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1 %c, scaling correction factor for 42; df, degrees of freedom; #fp, number of parameters estimated; CFl, comparative fit index (calculated using corrected longitudinal
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an and Thompson, 2003); RMSEA, root mean square error of approximation; Ay, Satorra-Bentler scaled 42 diference statistic (Satorra and Bentler

2001); Ay? of, degrees of freedom for Satorra-Bentler Ay?; ACFl, ARMSEA, change in CFl and RMSEA estimates, respectively, from less restricted to more restricted
models (ie., change in CFl from configural invariance model to metric invariance modef). *p < 0.05,
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Basic steps

(1) Define the (research) aim

2) Define phenomena and variables of interest

3) Select unitizing rule (e.g., turn of talk)

=

Choose existing coding scheme(s) or develop a new one

5) Gather interaction data and code the data

6) Visualize and quantify data in regards of the research question

(7) Provide feedback to the team

Considerations

- Clarify how the context and purpose of the studly is linked to the dynamic systems
perspective.

Describe the theoretical fundaments for temporally sensitive interaction dynamics.
- |dentify the underlying dimensions of the state space.
- Decide how the state space is constructed and define the variables of interest.

Variables must be observable simultaneously.

The variables should be mutually exclusive and exhaustive.
- Units for the variables observed should be measured at the same time intervals.
- Preferably, time units should not be smaller than 1 s.

Chose or develop one or several coding schemes that fit the research question.

A smaller number of categories will yield a better overview.

Record data such that the variables of interest can be measured effectively.
- Train coders and establish inter-rater reliability.

- Create a SSG for each team using Interact (Mangold, 2017) or GridWare
(Lamey et al., 2004) software.

- Interpret the SSGs and derive adequate measures from the visualizations.
- Several types of analyses can be conducted on the measures the software offers.

- Chose a format that communicates the contents of the analysis which are relevant
feedback for the target recipients.
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Team characteristic T T2

Unproductive Productive Unproductive Productive
Reflexivity? 3.35 4.35 2.85 4.05
Meeting satisfaction® 4.13 4.87 410 4.50
Social cohesion® 3.20 3.80 2.83 4.00
Task cohesion® 4.47 4.87 4.27 4.67
Intragroup conflict (relationship)® 1.45 1.05 2.00 1.05
Intragroup conflict (task)? 2.10 1.55 2.70 1.50

Answers were provided on a Likert scale ranging from 1 = very low to 5 = very high. @Schippers et al. (2007), bF?oge/berg et al. (2010), °Carless and De Paola (2000),
9Jehn (1995).
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Behavioral category

Knowledge-oriented

Problem solving

Structural

Action-oriented

Relational

Counterproductive

Other

Description

Sharing organizational knowledge, referring to experts,
and asking questions about opinions, content, or
experience.

Identifying, describing, and analyzing problems and
solutions.

Structuring the conversation by clarifying, summarizing
content as well as structuring the procedure in terms of
goals and priorities, time management and task
distribution.

Showing interest in change and new ideas as well as
taking responsibility and planning concrete steps.

Positive socio-emotional behavior such as humor,
involving and supporting other team members as well
as appreciating their contributions.

Behavior which disrupts the productivity of the team
such as complaining, denying responsibility or side
conversations and self-promotion.

Behavior which does not fit in any of the previous
categories (e.g., pauses, incomplete or
incomprehensible sentences).

Examples

“Well, | format it like this ...”, “The guidelines are on
blackboard.”, We should ask Marisa about that.”

“We have not yet clarified the concept.”, “We have to
narrow our focus.”, “We should stick to the marking
guidelines.”

“So in sum, we have to start with this point.”, “Let me
write that down.”, “This is a key aspect.”, “We still have
15 min.”

“I'am curious about the results.”, “That will bring us
ahead.”, “Okay, | will research that.”, “I will do that next
week then.”

“If that’s okay with you, Jim.”, “Yes, exactly.”, “Hmm,
yes.”, “I have understood that.”

“If everyone did it my way . ..”, “We will wait and see.”,
“What if that ends up nowhere?”, “Mark should have
prepared that.”
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