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Editorial on the Research Topic

Coding for Spatial Orientation in Humans and Animals: Behavior, Circuits and Neurons

The goal of this Research Topic was to bring together articles on spatial orientation, from behavior
and brain wide circuits to single cell anatomy and the function of neuronal networks. This research
is aimed at understanding how the brain integrates multisensory spatial information, using diverse
experimental approaches in humans and in rodents, as well as in silico computational tools.

Articles in this collection address a broad range of aspects of spatial orientation. Human
studies are especially challenging when it comes to understanding the transformation of sensory
information into motor commands. Blouin et al. analyzed cortical activation during movement
planning and suggest that a cognitive representation for planning arm movements after body
motion is necessary to store spatial information before triggering movement.

Maintaining spatial orientation requires monitoring self-motion cues and it depends
on the integration of visual, proprioceptive, kinesthetic, and vestibular information. Stahn
et al. investigated spatial updating during parabolic flight maneuvers, showing that updating
performance critically depends on gravity.

Spatial disorientation is a major risk for pilots and a frequent cause of aircraft accidents. Tamura
et al. examine electrodermal activity as a biomarker to evaluate spatial disorientation in pilot
candidates, and they suggest that it may give a useful correlate for the severity of motion sickness.

Spatial navigation abilities change throughout life. To help to elucidate the cerebral bases
of spatial navigation deficits as we get older, the study by Ramanoël et al. evaluated the effect
of aging, showing age-related differences in the functional and structural connectivity of the
spatial navigation brain network, and in particular between low-level visual areas and high-level
spatial areas.

To investigate the physiology and pathology of spatial navigation, healthy human subjects and
patients with neurological disorders can be examined either in real space or in virtual reality
(VR). Schöberl et al. reviewed the advantages and limitations of real space navigation testing
and different VR-based navigation paradigms, and discussed their potential future applications in
clinical neurology.

The perception of optic flow is a fundamental part of the spatial toolkit. Solari et al.
experimentally tested speed perception for conditions in which only portions of the visual field
were visible, and captured the features of the human perceptual data in a biologically-inspired
computational model.

This Research Topic puts special emphasis on the understanding the neural basis of spatial
orientation across different species. The vestibular system is particularly important as a highly
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preserved sensory detector of orientation. Smith offers a
comprehensive review of the growing evidence for the role of
the otoliths in spatial memory, in both rodents and humans. He
points out that loss of otolithic function impairs normal spatial
memory and also impairs the normal function of head direction
cells in the thalamus and place cells in the hippocampus.

The Review article by O’Mara and Aggleton addresses
spatial and memory research that has long been focused
on the hippocampus and entorhinal cortex, in rodents and
in humans. The authors present evidence suggesting that
spatial signals originally identified in the hippocampus are also
observed in subcortical regions and they argue that subcortical
circuitry should be better addressed in contemporary theories of
spatial processing.

Dillingham and Vann summarize the mixed evidence
regarding the contribution of the head direction system to
behavior. Their Perspective discusses the observation that lesions
of the mammillary nuclei, which lead to a disrupted head
direction signal in downstream brain areas, do not lead to
impaired performance on spatial tasks.

The rodent model system is particularly useful for detailed
circuit analysis with modern tools such as virus-mediated
trans-synaptic tracing. A tracing study in mice by Bohne et al.
revealed a polysynaptic circuit from the deep cerebellar nuclei to
the hippocampus via the thalamus. This result strengthens the
notion of the cerebellum’s involvement in spatial navigation.

Honda and Furuta employed sparse viral labeling techniques
in rats to examine projections of presubicular neurons.
Their highly detailed anatomical reconstructions offer novel
insights into the anatomical organization of how head-direction
information reaches the medial entorhinal cortex.

Decoding of neural population activity is a popular approach
to assess the dynamics of spatial signals. Xu et al. provided an
overview of different approaches, comparing machine learning
and statistical model-based decodingmethods, for head direction

signals in thalamo-cortical brain areas.
Jayakumar et al. applied computational modeling to

investigate grid cells in medial entorhinal cortex. Their model of
grid cell generation was based on a combination of directionally
tuned oscillators and Hebbian learning, and showed that grid
cells encode invariant properties of an environment.

Laptev and Burgess presented a model of parallel place and
grid cell attractor systems that provides a better account of classic
place cell experiments than a model with only one attractor.
Their study supports the hypothesis that grid cells are responsible
for performing path integration while place cells are receiving
information about environmental cues and external landmarks.
Importantly the model makes predictions that can be tested in
future experiments.

We are impressed with the broad range of contributions
included in this Topic, and pleased that scientists from all walks
of spatial orientation research chose to publish in this volume.
We thank the authors for their contributions, and are grateful to
the reviewers for their efforts.
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a Novel Neurophysiological
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Background: Spatial disorientation is one of the most frequent causes of aircraft

accidents, and is thus a major problem affecting air safety. Although a number

of studies have examined spatial disorientation, the precise physiological changes

occurring as a direct result of spatial disorientation and motion sickness remain unclear.

The present study sought to investigate electrodermal activity (EDA) and subjective

autonomic symptoms during spatial disorientation training, and to develop an indicator

of physiological changes for pilot candidates.

Methods: In the current study, we investigated changes in EDA measured using a

wrist-worn device, and subjective autonomic nervous system symptoms during spatial

disorientation training for pilot candidates. We then used the Graybiel diagnostic criteria

to develop a novel physiological biomarker.

Results: We found that maximum EDA change and peak amplitude were significantly

increased in participants with a Graybiel score of ≥3 points compared with those who

scored<2 points. Furthermore, for symptoms of cold sweating and saliva secretion (from

the seven Graybiel diagnostic criteria), the maximum EDA change in participants with

scores ≥1 point was significantly higher than that of participants scoring 0 points.

Conclusion: Our results indicate that EDA data measured with a wrist-worn device

could provide a useful method for objective evaluation of the severity of spatial

disorientation and motion sickness.

Keywords: electrodermal activity, spatial disorientation, motion sickness, autonomic nervous system symptoms,

pilot

INTRODUCTION

In daily life, our brain subconsciously generates a mental image of our physical body in relation to
the surrounding space. This image involves inner spatial axes corresponding to direction, position,
size, shape, distance, and motion, and this function occurs both at rest and during motion in
relation to space (1, 2). This ability of the brain to reproduce the physical space around us is called
spatial orientation. Spatial orientation results from the integration of multiple sensory inputs from
the visual, vestibular, and somatosensory systems in the brain (3, 4).
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Spatial orientation in flight is sometimes difficult to achieve
because the various types of sensory stimuli (visual, vestibular,
and somatosensory inputs) vary in magnitude, direction, and
frequency. Any differences or discrepancies between visual,
vestibular, and somatosensory inputs result in a “sensory
mismatch” that can produce illusions and lead to spatial
disorientation (1, 2). In addition, when deprived of vision (e.g.,
because of clouds, fog, or low-light conditions at night), even
experienced aircraft pilots may be unable to maintain spatial
orientation, and commonly experience spatial disorientation.
Spatial disorientation can lead to several autonomic symptoms
that are commonly referred to collectively as motion sickness,
including nausea, salivation, and cold sweating (5, 6).

Numerous studies have evaluated spatial disorientation
and motion sickness over many years. Objective evaluations
of motion sickness using physiological indices have utilized
various measures, including electroencephalographic responses
(7), changes in heart rate, blood pressure, and body temperature
(8), altered breathing and maximum oxygen intake (9), and
characteristic eyemovements (10). However, evaluating the onset
mechanisms and physiological changes that occur during spatial
disorientation remains difficult (8) because spatial disorientation
affects the visual and vestibular systems, making it difficult
to simultaneously evaluate all in vivo changes. In addition,
even if various physiological or biochemical markers are used,
individual differences exist in the degree of spatial disorientation,
making it difficult to develop a method for objective evaluation.
Furthermore, devices for measuring spatial disorientation must
be sufficiently portable for measuring physiological markers
during movement.

In recent years, various devices have been tested for spatial
disorientation training in pilots (11–14). However, despite
intensive efforts in the development of spatial disorientation
training programs (11–14), advanced hardware (10–14),
and research (7–10, 14), the operational impact of spatial
disorientation in terms of crew and aircraft losses remains
significant. Conventional spatial orientation training is primarily
composed of lectures on the anatomy and physiology of
the sensory systems. Significant efforts have also been made
to reproduce various types of visual and vestibular spatial
disorientation that pilots might encounter in flight, with limited
and variable success.

Electrodermal activity (EDA) refers to the electrical changes
measured at the surface of the skin that arise when the skin
receives innervating signals from the brain, and can be used
to evaluate sympathetic activity (15–17). For most people,
emotional arousal, increased cognitive workload, and/or physical
exertion cause the brain to send signals to the skin, thus
increasing the level of sweating. Although this increase in sweat
on the surface of the skin may not be noticeable, electrical
conductance increases significantly as the pores of the skin begin
to fill below the surface (18–20).

Past studies have investigated changes in autonomic nervous
system symptoms using EDA as an indicator of spatial
disorientation and motion sickness (14, 21, 22). Some previous
studies have reported that EDA exhibits marked changes with
the degree of spatial disorientation and motion sickness, and

that EDA levels are sensitive to simulator sickness (14, 21).
However, other studies have reported that EDA does not change
significantly with these variables (22). Therefore, it remains
unclear whether EDA changes during spatial disorientation and
motion sickness.

In previous studies, EDA measurements were carried out
by attaching electrodes to the palm, fingers, and ankle (18,
22). However, in addition to requiring several electrodes, these
electrodes typically detach easily, making EDA difficult to
measure accurately (18, 22).

Recently, a number of researchers have measured EDA using
wrist-worn devices to specifically evaluate autonomic nerve
function in patients with various diseases, and to monitor
activity during sleep (16, 23–25). However, to the best of our
knowledge, no previous studies have measured EDA using a
wrist-worn device during spatial disorientation training. Thus,
we hypothesized that EDA levels measured using a wrist-worn
device may provide a novel neurophysiological biomarker that
could be used to objectively evaluate the degree of spatial
disorientation.

Using a different approach, Gordon et al. examined the
components of saliva as an objective assessment of motion
sickness, reporting that the amount of amylase in saliva was
significantly higher in people who are prone to motion sickness
compared with those who are not (26). In addition, the
researchers suggested that the amount of amylase in saliva
could provide an indicator of a person’s susceptibility to motion
sickness. They interpreted their results as indicating that the
sympathetic nervous system tended to work more actively for
people who were prone to motion sickness because amylase
secretion in saliva is regulated by the sympathetic nervous
system. Therefore, in the current study, we hypothesized that
alterations in autonomic function would also be reflected in
EDA changes, alongside salivary secretion and various autonomic
neurological symptoms.

The present study sought to investigate EDA using a wrist-
worn device while measuring subjective autonomic symptoms
during spatial disorientation training, as well as examining
the correlation between these variables. Overall, we sought to
develop an indicator of physiological changes during spatial
disorientation training for pilot candidates.

MATERIALS AND METHODS

Participants
A group of 177 healthy pilot candidates aged 22–25 years old
(mean age: 22.7 years; male/female: 170/7) participated in this
study. All participants belonged to the Japan Air Self-Defense
Force. Participants had no previous medical history of eye, ear,
or equilibrium disorders. We carried out an interview with
each participant about their physical and emotional condition
before the experiment, and confirmed that no participants had
abnormal health conditions, and none were sleepy, hungry,
or thirsty before commencing spatial disorientation training.
The protocol was approved by the Ethics Committee of the
Aeromedical Laboratory (Notification No. 25-2-1). Written
informed consent was obtained from each participant, and the
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investigations were conducted in accord with the principles of the
Declaration of Helsinki.

Device for Spatial Disorientation Training
We used a spatial disorientation training device GYROLAB GL-
4000 (Environmental Tectonics Corporation, Southampton, PA,
USA) located at the Aeromedical Laboratory of the Japan Air-
Self Defense Force to produce a variety of spatial disorientation
environments (10). The cockpit of this training device had
degrees of freedom on four axes: planetary (3.05-m radius), pitch,
roll, and yaw (Figure 1A). In the cockpit, animated images and
still images were presented on a screen (120 × 70◦ field of
view) located 0.9m in front of the participants using a projector
(Figure 1B). We monitored participants’ head position in real
time through a charge-coupled device (CCD) cameramounted in
the cockpit. During training, we communicated with participants
using headsets. Participants were securely fastened into their
seats via five-point seatbelts. Participants’ heads were aligned
with the headrest of the seat and were not fixed in place, enabling
them to sit in a way that approximated the posture of an active
pilot (10).

Spatial Disorientation Training for Pilot
Candidates
We used a spatial orientation training device to present visual
and vestibular stimuli to participants as spatial disorientation
training. In the daytime simulation (i.e., daytime takeoff,
turning operation during daytime), we used the projector
to present animated images consisting of a runway, towns,
forests, mountains, clouds, and a blue sky. Nighttime simulation
included the same images, but with poor visual information, and
contained runway approach lights, town lights, and stars. In the
nighttime simulation (i.e., nighttime takeoff, turning operation
at night), we reduced brightness so that outlines (such as those

of mountains or buildings) disappeared and spatial information
was poor.

The content of the spatial disorientation training is shown
in Table 1. False visual reference illusions may cause pilots to
orient their aircraft in relation to a false horizon; these illusions
can be caused by flying over a banked cloud, night flying over a
featureless terrain with ground lights that are indistinguishable
from a dark sky with stars, or night flying over a featureless
terrain with a clearly defined pattern of ground lights and a
dark, starless sky. The somatogravic illusion involves a sudden
forward linear acceleration during level flight, in which the pilot
experiences the illusory perception that the nose of the aircraft
is pitching up. This illusion is caused by a sudden return to
level flight following a gradual and prolonged turn that went
unnoticed by the pilot. Similarly, the Coriolis illusion involves
the simultaneous stimulation of two semi-circular canals, and
is associated with a sudden tilting (forward or backwards) of
the pilot’s head while the aircraft is turning. This illusion can
occur when a pilot tilts their head down (to look at an approach
chart or to write a note on their knee board), up (to look at an
overhead instrument or switch), or sideways. The graveyard spin
is an illusion that pilots may experience when they intentionally
or unintentionally enter a spin (Table 1).

We exposed participants to a visual illusion, vestibular
illusion, or a combination of the two for 30min using the spatial
disorientation training device (Figure 2). Spatial disorientation
training was conducted according to the protocols defined by
the Japan Air Self-Defense Force, and the training time and EDA
measurement time were the same for all participants.

Evaluation of Electrodermal Activity
To investigate the changes in EDA obtained using a wrist-
worn device during spatial disorientation training, we used a
device called the Q sensor 2.0 (Affectiva, Waltham, MA, USA)
(Figure 3). The Q sensor measures electrical conductance (the

FIGURE 1 | Device used to produce a variety of tilt environments with visual stimulation. Publication of these images has been approved by the Aeromedical

Laboratory, Japan Air Self-Defense Force. (A) Spatial orientation training device, GYROLAB GL-4000. (B) Inside the cockpit. Images were projected onto a screen in

front of the participants.
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TABLE 1 | Spatial disorientation training for candidate pilots.

1 Daytime take off Take off at daytime

2 Nighttime take off Take off with poor visual information at

nighttime

3 Turning operation

at daytime

Daytime flight

4 False visual

reference illusions

A false visual reference illusion can be caused

by city lights, clouds, stars, and darkness.

5 Turning operation

in clouds

Flight in environments with poor visual

information in clouds

6 False visual

reference illusions

A false visual reference illusion can be caused

by city lights, clouds, stars, and darkness.

7 Turning operation

at nighttime

Flight in environments with poor visual

information at nighttime

8 False visual

reference illusions

at nighttime

A false visual reference illusion can be caused

by city lights, clouds, stars, and darkness.

9 Somatogravic

illusion

The rapid acceleration pushes the pilot back in

their seat, giving them the sensation of a nose

up attitude. To correct this, the pilot noses the

plane over toward the earth.

10 The Leans The leans occur when a quick correction of a

banked attitude happens too slowly. The

sensory membrane in the inner ear sends the

brain information inducing the sensation of

banking in the opposite direction. However, the

disoriented pilot tends to over-bank in the

wrong direction, potentially rolling the aircraft.

11 Loop Loop inside and outside clouds in the daytime.

12 Coriolis illusion The Coriolis illusion is caused by making a

quick head movement during a constant rate

turn that has ceased stimulating the inner ear.

13 Graveyard spin When a pilot is recovering from a spin that has

stopped, the fluid in the inner ear can create

the illusion that they have entered a spin in the

other direction.

Participants were exposed to the visual illusion, vestibular illusion, and a combination of

the two using a spatial disorientation training device.

inverse of resistance) across the skin, by passing a minuscule
amount of direct current between two electrodes that are in
contact with the skin. The units of measurement in this system
are microsiemens (µS). Participants were asked to wear the Q
sensor during spatial disorientation training. In this experiment,
all participants wore the Q sensor on their left wrists because
they were required to operate switches in the spatial orientation
training device with their right hands, causing movement that
could affect the skin conductance data. To avoid this problem, we
fixed the left hand of each participant in position beside the seat.
The position was confirmed via a CCD camera in the training
device.

After training, we reviewed and annotated the EDA data
recorded by the Q sensor. Two 12-mm disposable silver-coated
electrodes were applied to the volar surface of the wrist on
the side without arterial line access. The raw EDA signals
were downloaded daily and the data were analyzed off-line
using company-provided software (Affectiva Q version 2.01.56)
(Figure 2). We then calculated the maximum change in EDA,

the number of EDA peaks, the mean and median amplitude, and
the area under the curve (AUC) values for the EDA data in all
participants. We defined the maximum change as the difference
between the minimum EDA value before spatial disorientation
training and the maximum EDA value during training. Peak
EDA measurements were visually evaluated using every short-
term phasic increase in EDA >0.01 µS (27). We used ImageJ
software version 1.44p (http://rsbweb.nih.gov/ij/download.html)
to measure the AUC (28). The units of measurement were pixels.

Evaluation of Subjective Autonomic
Symptoms
To evaluate subjective autonomic symptoms, we used the
Graybiel diagnostic score and quantified the severity of
autonomic symptoms during spatial disorientation training
(29) (Table 2). Two examiners observed and evaluated the
complexion and sweating state of the participants, and scored the
data after training, according to the diagnostic categorization (29)
(Table 2).

We divided participants into three groups according to their
total Graybiel scores: (1) 0 points (n = 59), (2) 1–2 points
(n = 64), and (3) ≥3 points groups (n = 54). In addition,
we compared the maximum EDA change between these three
groups.

We also divided the participants into two groups according to
Graybiel scores, for each autonomic symptom: (1) 0 points group
and (2) ≥1 points group for the seven autonomic symptoms.
For the nausea syndrome, we divided participants into: (1) 0
points group (n = 104) and (2) ≥1 points group (n = 73).
For skin color, we divided participants into: (1) 0 points group
(n = 122) and (2) ≥1 points group (n = 55). For cold sweating,
we divided participants into: (1) 0 points group (n = 153)
and (2) ≥1 points group (n = 24). For increased salivation, we
divided participants into: (1) 0 points group (n= 151) and (2)≥1
points group (n = 26). For drowsiness, we divided participants
into: (1) 0 points group (n = 162) and (2) ≥1 points group
(n = 15). For pain, we divided participants into: (1) 0 points
group (n = 168) and (2) ≥1 points group (n = 9). For central
nervous system function, we divided participants into: (1) 0
points group (n= 160) and (2) ≥1 points group (n= 17).

In addition, we compared themaximum EDA change between
the two groups for each autonomic symptom.

Statistical Analysis
We assessed the maximum EDA change, the number of EDA
peaks, the mean EDA amplitude, and the AUC values for the
EDA data among the three groups using one-way analysis of
variance (ANOVA) with Tukey-Kramer multiple comparison
tests. The relationship between the maximum EDA change and
the total EDA score in the≥3 points group was investigated using
Pearson’s correlation coefficients after detecting outliers using
the Smirnov-Grubbs test. The maximum EDA change between
the two groups for each autonomic symptom was assessed using
Welch’s t-tests, and Cohen’s d was used to calculate effect sizes. A
value of p < 0.05 was considered statistically significant.
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FIGURE 2 | Time course of spatial disorientation training and a representative example of EDA measurement. Participants were exposed to spatial disorientation

training, including a visual illusion, vestibular illusion, and a combination of the two for ∼30min. We recorded EDA changes during training. EDA, electrodermal activity.

FIGURE 3 | Device used to evaluate EDA. The wrist-worn EDA evaluation

device, Q sensor. EDA, electrodermal activity.

RESULTS

Evaluation of EDA and Subjective
Autonomic Symptoms
We conducted EDA analysis during and immediately after
spatial disorientation training (Table 1), and administered a
questionnaire about autonomic symptoms experienced during
training. To measure autonomic symptoms, we used Graybiel’s
diagnostic criteria and scored participants accordingly (29)
(Table 2). We were able to measure EDA in all participants

during training (Figure 2 and Supplementary Table 1). The
maximum amount of change in EDA was significantly higher in
the≥3 points group compared with the 0 points group (p< 0.01)
and the 1–2 points group (p < 0.05) (Figure 4). We observed
no significant differences between the 0 points and 1–2 points
groups (Figure 4).

Correlation Between Maximum EDA
Change and Total Graybiel Score in the ≥3
Points Group
We investigated the relationship between the maximum EDA
change and the total Graybiel score in the ≥3 points group
(Figure 5). We identified and excluded two outliers (with scores
of 18 points and 36 points) with respect to Graybiel scores using
the Smirnov-Grubbs test. No significant (p > 0.05) correlation
(r = −0.059) was observed between the maximum change in
EDA and the total Graybiel score.

Evaluation of the Number of EDA Peaks,
the Mean EDA Amplitude and Subjective
Autonomic Symptoms
We investigated the number of EDA peaks, as well as the median
and mean EDA amplitude in the 0 points, 1–2 points, and ≥3
points groups (Graybiel score). We found no significant changes
in the number of EDA peaks during spatial disorientation
training between the 0 points group, 1–2 points group, or ≥3
points group (Figure 6). The median EDA amplitudes were as
follows: 0.80 µS (0 points group), 0.09 µS (1–2 points group),
and 1.52 µS (≥3 points group). The mean EDA amplitude was
significantly higher in the ≥3 points group compared with the
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TABLE 2 | Evaluation of subjective autonomic symptoms.

Category Pathognomonic 16 points Major 8 points Minor 4 points Minimal 2 points AQS 1 point

Nausea syndrome Vomiting Nausea 2, 3 Nausea 1 Epigastric discomfort Epigastric awareness

Skin color Pallor 3 Pallor 2 Pallor 1 Flushing

Cold sweating 3 2 1

Increased salivation 3 2 1

Drowsiness 3 2 1

Pain Headache

Central nervous system Dizziness

We used the Graybiel diagnostic criteria and quantified the severity of autonomic symptoms. AQS, additional qualifying symptoms.

FIGURE 4 | Evaluation of EDA and subjective autonomic symptoms during

spatial disorientation training using the Q sensor and Graybiel criteria,

respectively. The maximum amount of change was significantly greater in the

≥3 points group compared with the 0 points group (p < 0.01) and the 1–2

points group (p < 0.05). EDA, electrodermal activity. The error bars represent

the mean (S.E.) in all graphs. *p < 0.05, **p < 0.01.

0 points group (p < 0.01) and the 1–2 points group (p <

0.05) (Figure 7). However, we observed no significant differences
between the 0 points and 1–2 points groups (Figure 7).

Evaluation of the Area Under the Curve for
the EDA Data and Subjective Autonomic
Symptoms
We examined the AUC values for the EDA data. We divided the
AUC data into three groups according to the Graybiel score (0, 1–
2, and ≥3 points groups) and performed statistical analyses. The
analyses revealed no significant differences between the 0 points
group, 1–2 points group, and the ≥3 points group (Figure 8).

Evaluation of EDA Data and Subjective
Autonomic Symptoms for Each of the
Seven Graybiel Diagnostic Categorizations
Finally, we divided the participants into groups based on
whether they had Graybiel scores of 0 or ≥1 for all seven
Graybiel diagnostic criteria (nausea, skin color, cold sweating,

FIGURE 5 | Relationship between the maximum amount of EDA change and

the total Graybiel score in the ≥3 points group. No significant (p > 0.05)

correlation (r = −0.059) was observed between the maximum EDA change

and the total Graybiel score.

increased salivation, drowsiness, pain, central nervous system)
and evaluated changes in EDA. For cold sweating, the maximum
EDA change was significantly higher in the ≥1 points group
compared with the 0 points group (p < 0.05, Cohen’s d = 1.70)
(Figure 9A). For salivation, the maximum EDA change was
also significantly higher in the ≥1 points group compared with
the 0 points group (p < 0.05, Cohen’s d = 1.02) (Figure 9B).
Eight participants scored ≥1 point for both salivation and cold
sweating symptoms.

However, we observed no significant differences between the
0 points and ≥1 points groups for the other five autonomic
symptoms (Figures 9C–G). For nausea, the maximum EDA
change was not significantly higher in the ≥1 points group
compared with the 0 points group (p > 0.05, Cohen’s d = 0.09)
(Figure 9C). For skin color, the maximum EDA change was not
significantly higher in the ≥1 points group compared with the
0 points group (p > 0.05, Cohen’s d = 0.29) (Figure 9D). For
drowsiness, the maximum EDA change was not significantly
higher in the ≥1 points group compared with the 0 points group
(p> 0.05, Cohen’s d= 0.88) (Figure 9E). For pain, the maximum
EDA change was not significantly higher in the ≥1 points
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FIGURE 6 | Evaluation of the number of EDA peaks and subjective autonomic

symptoms during spatial disorientation training using the Q sensor and

Graybiel criteria, respectively. We found no significant differences (p > 0.05) in

the number of EDA peaks between the 0, 1–2, and ≥3 points groups. EDA,

electrodermal activity. The error bars represent the mean (S.E.) in all graphs.

FIGURE 7 | Evaluation of the mean EDA amplitude and subjective autonomic

symptoms during spatial disorientation training using the Q sensor and

Graybiel criteria, respectively. The mean amplitude was significantly increased

in the ≥3 points group compared with the 0 points (p < 0.01) and the 1–2

points groups (p < 0.05). EDA, electrodermal activity. The error bars represent

the mean (S.E.) in all graphs. *p < 0.05, **p < 0.01.

group compared with the 0 points group (p > 0.05, Cohen’s
d = 0.82) (Figure 9F). For central nervous system symptoms,
the maximum EDA change was not significantly higher in the
≥1 points group compared with the 0 points group (p > 0.05,
Cohen’s d = 1.14) (Figure 9G).

DISCUSSION

Spatial disorientation is a major risk for pilots (30, 31), and
spatial disorientation-related accidents have been reported in
many fighter aircraft and rotorcrafts (2, 32, 33). Therefore, in
the interests of aviation safety, spatial disorientation training
is considered to be important for pilots and pilot candidates
(11–14). However, spatial disorientation affects the vestibular

FIGURE 8 | Evaluation of the AUC of the EDA data and subjective autonomic

symptoms during spatial disorientation training using Q sensor and Graybiel

criteria, respectively. We found no significant differences (p > 0.05) in the AUC

between the 0, 1–2, and ≥3 points groups. AUC, area under the curve. EDA,

electrodermal activity. The error bars represent the mean (S.E.) in all graphs.

and visual systems independently and simultaneously. Thus,
objective assessments of spatial disorientation and motion
sickness can be difficult to conduct, as are scientific evaluations
of the efficacy of spatial disorientation training. In addition, to
the best of our knowledge, no previous studies have examined
which types of spatial disorientation training are most effective
for reducing spatial disorientation.

EDA reflects electrical changes measured at the skin surface
that arise when the skin receives innervating signals from the
brain. Previous experiments on spatial disorientation andmotion
sickness have used EDA as an indicator of changes in autonomic
nervous system symptoms, revealing that EDA levels are sensitive
to simulator sickness (14, 21).

One recent study reported that various physiological changes
occurred during boarding in a flight simulator, and proposed that
measuring EDA changes could provide a useful indicator (34).
Although this previous study was similar to the current study, the
details of the device used for measurement were not described,
and it is possible that multiple electrodes were attached in the
same way as in earlier studies.

With the recent development of wrist-worn EDA measuring
devices, problems associated with attaching multiple electrodes
and unexpected electrode detachment have been effectively
resolved (18, 22). Accordingly, in the present study, we
investigated the relationship between EDA changes and
subjective autonomic symptoms using a novel wrist-worn EDA
measurement device.

To evaluate subjective autonomic symptoms, we used the
Graybiel diagnostic score (29) and quantified the severity of
autonomic symptoms in our research. Graybiel diagnostic score
has been established as a method for evaluating the severity
of autonomic symptoms (29), and there have been many
reports using this diagnostic score in the past (35–39). Recently,
the Simulator Sickness Questionnaire (SSQ) has been used
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FIGURE 9 | Evaluation of EDA using the Q sensor and subjective autonomic symptoms during spatial disorientation training for each of the seven Graybiel diagnostic

categorizations. (A–G) The maximum amount of EDA change was significantly higher in the ≥1 points group compared with the 0 points group for “cold sweating”

and “salivation” (p < 0.05, each) (A,B). However, we observed no significant changes between the 0 points group and the ≥1 points group for the other five

autonomic symptoms (C–G). The error bars represent the mean (S.E.) in all graphs. *p < 0.05.

as a subjective evaluation method (40). The items regarding
autonomic symptoms examined by the SSQ are relatively similar
to Graybiel diagnosis. However, the SSQ is literally an evaluation
of autonomic symptoms focusing on simulator sickness, which is
different from the purpose of the current study. In addition, the
calculation method for scaling in the SSQ is relatively complex.
For these reasons, we used Graybiel diagnosis in the current
study, which has been widely used for subjective evaluation in
motion sickness research (29).

In the current study, few participants exhibited high Graybiel
scores. Therefore, as shown in Figures 4, 6–8, we re-grouped
participants so that the number was approximately equal between
groups (n = 59, 64, 54). These groups corresponded to Graybiel
cut-off values of 0, 1–2, and ≥3 (Figures 4, 6–8). In Figure 9,
we further simplified the groupings, as there were seven items
to consider. We separated participants into those who had no
symptoms (0) and those who had some symptoms (≥1). Based
on this classification, we examined the relationship between EDA
and autonomic nervous system symptoms.

To date, the relationship between the severity of spatial
disorientation and changes in EDA remains unclear. In one
previous study, spatial disorientation training was performed
using a simulator similar to that used in the present study,
measuring several physiological markers and reporting that the
change in EDA was not significantly different compared with
that before training (22). However, it was reported that the EDA
amplitude was higher during experimental conditions, although
this increase did not reach statistical significance (22). However, it
is possible that a significant difference was not found because the

sample size used in the final analysis was reduced from 16 to 12
due to erroneous electrode placement in four of the participants
(22).

In contrast to the previous study described above, in the
current study we were able to measure EDA in a large number of
participants. In addition, unlike past reports, we demonstrated a
simple method for measuring EDA during spatial disorientation
training with a limited timeframe using a compact wrist-worn
device (18, 22). To our knowledge, this is the first study to report
EDA measurement with a wrist-worn device, and to evaluate
the correlation between autonomic symptoms and EDA during
spatial disorientation training. Although the results revealed a
relationship between autonomic symptoms and the degree of
EDA change and mean amplitude, this was limited to instances
in which the participants experienced strong symptoms, and two
kinds of autonomic symptoms.

In the case of spatial disorientation and motion sickness,
the role of sympathetic and parasympathetic nervous function
has not yet been clarified. Furthermore, it remains unclear
whether dysfunction of the autonomic nervous system causes
spatial disorientation and motion sickness, or whether spatial
disorientation and motion sickness cause dysfunction of the
autonomic nervous system. Gordon et al. examined the
components of saliva as an objective assessment of motion
sickness, reporting that the amount of amylase in saliva was
significantly higher in people who were prone to motion
sickness compared with that in people who were not, suggesting
that salivary amylase levels could provide an indicator of
susceptibility to motion sickness (26). Because amylase secretion
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in saliva is regulated by the sympathetic nervous system,
the authors concluded that the sympathetic nervous system
may work more actively in people who are prone to motion
sickness.

In addition, one previous studymeasured heart rate variability
(HRV) to evaluate the state of spatial disorientation and motion
sickness by capturing changes in the autonomic nervous system
(41). The power spectra of HRV contain high frequency (HF)
components indicating parasympathetic nervous activity, low
frequency (LF) components reflecting both sympathetic and
parasympathetic activity and relating to the average heart
rate of the subject, and LF/HF components reflecting the
balance between sympathetic nervous system activity and
parasympathetic nervous system activity (41, 42). The study
mentioned above indicated that sympathetic nervous function
(such as decreased HF and increased LF/HF) became active
as symptoms of motion sickness appeared and the condition
became severe (41).

A previous experiment, in which motion sickness was caused
by loading a visual stimulus stepwise, reported that HF decreased
first, followed by an increase in LF/HF (43). Thus, the autonomic
nervous system activity at the onset of motion sickness was
thought to be caused by suppression of parasympathetic nervous
function rather than promotion of sympathetic nervous function.

Despite the different indicator items, these reports indicate
that hyperactivity of the sympathetic nervous system could
provide an indicator of susceptibility of spatial disorientation and
motion sickness. This finding suggests that spatial disorientation
and motion sickness may cause suppression of parasympathetic
nervous function and activation of sympathetic nervous
function, indicating autonomic nervous system dysfunction.
Based on these reports, we considered that inter-individual
autonomic symptom variability was caused by differences in
the susceptibility of participants to spatial disorientation. In
the current experiments, all participants were healthy pilot
candidates of the Japan Air Self-Defense Force who did not
have any abnormal physical conditions. The results revealed that
the symptoms of cold sweating and salivation increased with
increasing EDA. However, depending on physical conditions and
daily fluctuations of autonomic nervous activity, small inter-
individual differences may exist, even if the same experiment
is performed. Further verification will be necessary to confirm
whether autonomic nervous dysfunction is the cause or the result
of spatial disorientation and motion sickness, and to investigate
how much EDA and autonomic symptoms are affected by
physical condition.

When we examined participants with total Graybiel scores
of ≥3 points, we observed no significant (p > 0.05) correlation
(r = −0.059) between the maximum EDA change and total
Graybiel score (Figure 3). In addition, we found no significant
(p > 0.05) differences between the AUC of the EDA data and
the total Graybiel score (Figure 6). We speculate that this finding
was due to a combination of individual differences between
participants and several important experimental limitations, as
described below.

In this study, EDA measurements were carried out during
30min of spatial disorientation training. For example, although

there was no significant difference between each group in the
AUC of the EDA results, significant differences were observed
among some groups in maximum EDA change and mean
amplitude. We speculate that the correlation between maximum
EDA change, mean amplitude and Graybiel scores could be
explained by the maximum EDA change representing temporary
extreme motion sickness, with mean amplitude representing a
sustained level in the measurement period of motion sickness.
Thus, we consider that maximum EDA change and mean
amplitude are appropriate parameters for examining EDA
changes.

EDA increased in all subjects immediately after the Coriolis
illusion was started. The Coriolis illusion has been used to
investigate various physiological changes in motion sickness
and spatial disorientation (44). Although the current study only
examined changes in EDA, the Coriolis illusion is also considered
to be a suitable method for investigating physiological changes in
spatial disorientation.

The present findings should be interpreted within the
context of the following limitations. First, we analyzed the
EDA data without considering individual differences in EDA
values under normal circumstances. Importantly, we investigated
the maximum change in EDA values from immediately before
the start of the spatial disorientation training to the end of
training in all participants. The skin conductance level (SCL)
is a numerical value reflecting tonic EDA (43). However, the
Q sensor used in this study was unable to easily measure
SCL. Although participants’ original tonic EDA appeared to
be slightly larger than 0 microsiemens (µS), a value of 0
µS was considered to indicate tonic EDA because of the
limitations of the device. We considered the value of EDA just
before spatial disorientation training as the tonic state, and
considered the change from the tonic state to be the phasic
state. However, when we reviewed the measured EDA data,
there were no participants with high EDA values related to
excitement and anxiety before training, and the EDA value
immediately before the start of the training in all subjects
was 0 µS. Therefore, we assumed 0 µS as the reference
value in all cases, and calculated the EDA change amount
subsequently.

Second, we did not consider the impact of filtering during
EDA measurement. The Q sensor we used initially had no filter.
However, using a filter introduces the possibility of distorting
the EDA signal without artifacts. Importantly, no artifacts
were detected in the current study. Thus, we consider that
filtering was unlikely to have substantially influenced our results.
Nevertheless, the potential impact of filters on EDAmeasurement
should be considered in future studies.

Third, when participants flexed their necks to experience
the Coriolis illusion, there may have been a difference in neck
bending speed (21). Therefore, the strength of the Coriolis
illusion may have differed between participants, potentially
affecting the subsequent changes in autonomic nervous system
symptoms and EDA.

Fourth, participants may have under-declared or over-
reported subjective symptoms. This is a common limitation
of subjective evaluation methods (24, 25), and highlights the
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importance of objective evaluation methods, such as the wrist-
worn EDA device.

Fifth, all participants were pilot candidates in the Japan Air
Self-Defense Force, which is predominantly male. The gender
imbalance in our sample may have affected the results.

Sixth, all participants wore the Q sensor on their left wrists.
The left hand of each participant was in a fixed position beside the
seat in the spatial disorientation device. Interestingly, a previous
study reported that human EDA exhibits left-right asymmetry
(45). Because of the tight training schedule of the candidate pilots,
we were not able to verify EDA asymmetry in the participants
by measuring it on both sides. We hope to address this issue
in future studies. With respect to the issue of movement-based
changes in EDA, participants in our study were unable to move
their left hands during the training session. Although we did
not find evidence of pronounced movement-based noise, low-
amplitude noise accompanying the movement of the spatial
disorientation training device was present. However, this low-
amplitude noise did not appear to affect the EDA data. Therefore,
we believe that the results of this experiment accurately
reflected the severity of spatial disorientation and motion
sickness.

Seventh, we evaluated the sympathetic component of the
autonomic nervous system, but were unable to evaluate the
parasympathetic nervous system in this experiment. Previous
studies indicated that sympathetic activity was increased as
symptoms of motion sickness appeared and as its severity
increased (41, 46). However, the precise roles of the sympathetic
and parasympathetic nervous systems at the time of onset
of spatial disorientation and motion sickness are not well-
understood. In the current experiment, we evaluated the
autonomic nervous system and focused on EDA. However,
we only evaluated the sympathetic nervous system, and were
unable to evaluate the parasympathetic system because the
interior of the spatial disorientation training device we used in
this experiment was narrow, making it difficult to use a large
biological monitoring system to measure both the sympathetic
and parasympathetic nervous systems. In the future, we plan to

evaluate the parasympathetic nervous system in addition to the
sympathetic nervous system.

CONCLUSION

Despite the limitations described above, the current results, taken
together with the findings of previous studies, indicate that
EDA can be easily measured using a compact device, and that
autonomic nervous system activity can be functionally evaluated
during spatial disorientation training. Our findings also indicate
that the severity of spatial disorientation andmotion sickness can
be evaluated using this method. Future research will extend our
understanding of EDA and autonomic symptoms with respect to
spatial disorientation and motion sickness.
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Grid cells are a special class of spatial cells found in the medial entorhinal cortex

(MEC) characterized by their strikingly regular hexagonal firing fields. This spatially

periodic firing pattern is originally considered to be independent of the geometric

properties of the environment. However, this notion was contested by examining the

grid cell periodicity in environments with different polarity (Krupic et al., 2015) and in

connected environments (Carpenter et al., 2015). Aforementioned experimental results

demonstrated the dependence of grid cell activity on environmental geometry. Analysis

of grid cell periodicity on practically infinite variations of environmental geometry imposes

a limitation on the experimental study. Hence we analyze the dependence of grid cell

periodicity on the environmental geometry purely from a computational point of view.

We use a hierarchical oscillatory network model where velocity inputs are presented to a

layer of Head Direction cells, outputs of which are projected to a Path Integration layer.

The Lateral Anti-Hebbian Network (LAHN) is used to perform feature extraction from the

Path Integration neurons thereby producing a spectrum of spatial cell responses. We

simulated the model in five types of environmental geometries such as: (1) connected

environments, (2) convex shapes, (3) concave shapes, (4) regular polygons with varying

number of sides, and (5) transforming environment. Simulation results point to a greater

function for grid cells than what was believed hitherto. Grid cells in the model encode not

just the local position but also more global information like the shape of the environment.

Furthermore, the model is able to capture the invariant attributes of the physical space

ingrained in its LAHN layer, thereby revealing its ability to classify an environment using this

information. The proposed model is interesting not only because it is able to capture the

experimental results but, more importantly, it is able to make many important predictions

on the effect of the environmental geometry on the grid cell periodicity and suggesting

the possibility of grid cells encoding the invariant properties of an environment.

Keywords: grid cells, spatial cells, oscillatory path integration, Lateral Anti-Hebbian Network, connected

environment, concave environment, convex environment
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INTRODUCTION

Spatial navigation is essential for the survival of a mobile
organism. Entorhinal cortex (EC), an important cortical area that
forms input to the hippocampus, was reported to have neurons
known as grid cells which fire when the animal is at points that
have a spatially periodic structure (Hafting et al., 2005). Since
the periodicity encountered is often hexagonal, these cells are
further known as hexagonal grid cells (Hafting et al., 2005).
Albeit grid cells were initially discovered in rats (Hafting et al.,
2005), these cells have also been reported in mice (Fyhn et al.,
2008), bats (Ulanovsky and Moss, 2007; Yartsev et al., 2011),
monkeys (Killian et al., 2012), and humans (Jacobs et al., 2013;
Moser et al., 2014). Experimental studies in human adults who
are at genetic risk for Alzheimer’s disease have reported that the
neural degeneration originates in the EC, with the loss of grid cell
representations causing further impairment of spatial navigation
performance of the patient (Kunz et al., 2015).

Preliminary studies on the effects of environmental geometry
on spatial cells such as place cells (Barry et al., 2006) and grid
cells have been conducted. Place cells are critical for coding the
animal’s position in space. They fire when the animal is situated
in a particular space of the environment known as its firing
field (O’Keefe and Dostrovsky, 1971). Remapping of place cells
occurred when sufficient changes to the geometry (Lever et al.,
2002), color (Bostock et al., 1991), or odor (Anderson and Jeffery,
2003) of the environment were made. Grid cells are equally
crucial for spatial navigation by path integration i.e., tracking
position by integrating self-motion even without the presence
of external sensory landmarks (Hafting et al., 2005; Fuhs and
Touretzky, 2006; McNaughton et al., 2006; Burgess et al., 2007;
Hasselmo et al., 2007; Fiete et al., 2008; Hasselmo, 2008; Moser
et al., 2014; Bush et al., 2015). Grid cells have been proposed to
have a role in computing directional vector between the start
and goal location (which was termed as vector navigation) that
further aids the animal in reaching its goal location (Bush et al.,
2015). The variation of the grid scale across the dorsal to ventral
medial entorhinal cortex (MEC) axis (Brun et al., 2008; Stensola
et al., 2012), acts like a ruler with different resolutions to measure
the distance traversed by the animal from its starting location.
The features of the grid cells that are stated above help the animal
to navigate the environment efficiently.

MEC conveys spatial information from the higher sensory
cortical areas to the hippocampus (Barnes et al., 1990; Quirk
et al., 1992; Fyhn et al., 2004). It is believed that the dynamic
representation of the spatial location of an animal is created and
updated by the MEC and the grid cells are a proof of it (Savelli
et al., 2008). Hargreaves et al. (2005) initially recorded MEC grid
cells from an environment (Hargreaves et al., 2005). Since the
size of the environment was relatively small, the neurons did
not show obvious grid like firing patterns. It was ambiguous in
prior studies whether all spatially modulated cells in the MEC

Abbreviations: EC, Entorhinal Cortex; HD, Head Direction; HGS, Hexagonal

Gridness Score; LAHN, Lateral Anti-hebbian Network; MEC, Medial Entorhinal

Cortex; PCA, Principal Component Analysis; PI, Path Integration; SOM, Self

Organizing Map; MLP, Multi-Layer Perceptron.

were variants of the grid cells or whether a subset resembled the
place cells of the hippocampus (Savelli et al., 2008). Savelli et al.
(2008) conducted an experiment where the rats were allowed
to forage a small box which was placed inside a larger box.
After sometime, the small box was removed from the large box
without removing the rats and now the rats foraged the larger
box for the rest of the experiment. It was observed that some
cells that showed place cell like response in the small box, showed
grid cell like response in the larger box and the cells showing
boundary cell like response showed no change upon the removal
of the small box. From the aforementioned experiments it is
possible to draw two inferences: firstly, it suggests that there
were two major classes of spatial neurons, the grid cells and the
boundary cells. The boundary cells may therefore be binding the
grid cell firing to the boundaries of the environment. Secondly,
the experiment strongly demonstrated that the spatial firing of
the MEC cells was strongly influenced by the boundaries of the
environment, in the sense that representation of the MEC cells
changed predominantly when the local cues of the environment
were altered. In this paper, we are addressing the second inference
from a purely computational point of view.

Grid cells were initially considered to be the universal metric
for navigation due to their minimal remapping property across
the environment (Hafting et al., 2005; Fyhn et al., 2007). But
this feature of grid field invariance across the environment was
contested by the experiment conducted by O’Keefe (Krupic et al.,
2015) wherein rats were allowed to forage inside differently
shaped environments such as circle, square, hexagon, and
trapezoid. Analysis of grid cell activity in each environment
revealed that the hexagonal grid field symmetry was affected by
the symmetries of the environmental shape. Circle, the most
symmetric environment, had a regular hexagonal firing field. As
the number of axes of symmetry dropped, the regular hexagonal
firing field started to transform into a skewed hexagonal field.
This experimental study pointed out that grid cell firing fields
were not invariant with respect to the environment but exhibit
a definite dependence on the geometry of the environment.

Another interesting experimental study (Carpenter et al.,
2015) considered how grid cells responded when the animal
foraged inside similar environments connected by a corridor.
A key result of the study was that initially the grid fields in
each room had a high spatial correlation between them; as the
time progressed, this correlation decreased and the grid fields
in the two environments became a continuum, forming a global
representation of the connected pair of environments. This study
revealed a new face of the grid cell coding, whereby the periodic
firing fields of the grid cell could rearrange among themselves to
reflect the global shape of connectivity of the environment.

Most of the experimental studies on grid cells were performed
on either square or circular environments, and have not explored
the rich possibilities of varying environmental geometries.
Another study by Stensola et al. (2015) focused on analyzing
the shear induced asymmetry on entorhinal grid cells (Stensola
et al., 2015). Here, the animal was allowed to explore different
square enclosures with a rotational offset which elliptically
distorts the grid patterns. This distortion is then analytically
reversed by a shearing transformation on the grid patterns
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explaining the phenomenon of anchoring of grid patterns to
specific reference points in the enclosure. Although this study
involves exploring the change in grid representation, it does not
involve analyzing the representations in different environmental
geometries, thereby placing it outside the scope of our current
study. Apart from the study of Barry et al. (2007) and Krupic et al.
(2015), to the best of our knowledge, no experimental studies
have been conducted on grid cells under varying environmental
geometries.

Krupic et al. (2014) also studied the changes in grid
representations in varying environmental geometries from a
computational point of view. The proposed model is not
biologically plausible as the firing patterns of grid cells are
generated based on the assumption that each of the N-number
of fields on an abstract semi-infinite 2-D plane interact with each
other via attractive and repulsive forces. These fields are not
intrinsically generated by neural dynamics, but are distributed
a priori over the space and controlled by the dynamics of the
abstract force equation. Theoretical studies have been made on
grid cell coding in non-Euclidean space (Urdapilleta et al., 2015)
which predicted the transformation of the hexagonal pattern of
firing field to heptagonal pattern with the change from Euclidean
to non-Euclidean space. But the problem of studying grid cell
coding as a function of practically infinite variations of the
environmental geometry poses a Himalayan challenge to spatial
cell researchers. Hence, we propose to classify environmental
geometries into the following five broad categories and study the
emergent grid fields using computational modeling.

i. Connected environments
ii. Convex shaped environments
iii. Concave shaped environments
iv. Regular polygon environments with varying number of sides
v. Transforming the environment

The previously mentioned studies, from a pure computational
point of view, would result in a better understanding of the
spatial encoding inside the brain generated by the grid cells. We
show that our simulations not only explain and confirm earlier
studies, but also make a number of testable predictions verifiable
by experiments.

METHODS

To achieve the goal of studying the effect of environmental
geometry on grid cell coding, we used the model as explained
below. In this model, the virtual animal is represented as a
point in two–dimensional space and is made to forage inside
the aforementioned range of environments. Figure 1 shows
the model architecture. Values of the parameters used in the
equations are given in Table 1.

In essence, the model has three stages as described below.

Direction Encoding Stage
The Head Direction (HD) stage is modeled using a two-
dimensional layer of neurons whose afferent weight connections
are trainable using Hebbian rule. In addition to this, the neuronal
layer ensures topography in its representation by training it using

FIGURE 1 | Model architecture. Model receives the velocity information as

input and passes through a hierarchy of processing stages such as head

direction layer, path integration layer and lateral anti hebbian network (LAHN).

Arrows show the direction of flow of information from one hierarchy to the next.

TABLE 1 | Parameter values.

Parameter Values

ΩPI 12π rad/s

µ 1

ηF 0.01

ηL 0.01

β 50

dt 0.01 s

n 20 (number of neurons in lahn)

Kohonen’s Self-Organizing Map (SOM) algorithm (Kohonen,
1982). The network is trained using unit vectors that span the
complete 360◦ angular space. Projection of the animal’s current
direction on the HD layer forms a neural representation of it and
hence forms the directional map (Kohonen, 1982). The response
equation of the SOM neuron is given as:

θHD = ψTW (1)

ψ is the two dimensional input given to the SOM such that
ψ = [cos(θ) sin(θ)] where θ is the actual direction of

navigation
W is the afferent weight matrix of the SOM, where the weight

vectors are normalized.

Oscillatory Path Integration (PI) Stage
This stage consists of a two dimensional array of phase oscillators,
which has one-to-one connections with the HD layer. The
directional input from Equation (1) is fed to the phase dynamics
of the oscillator so that each oscillator corresponding to a specific
direction codes for that component of the positional information
as the phase of the oscillator. The dynamics of phase oscillator is

Frontiers in Neural Circuits | www.frontiersin.org 3 January 2019 | Volume 12 | Article 12020

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Jayakumar et al. Grid Cell and Environmental Geometry

given as

d(χu(i, j))

dt
= −χv(i, j)[�PI + βsθHD(i, j)]

+χu(i, j)[µ− (χu(i, j)
2
+ χu(i, j)

2)] (2)

d(χv(i, j))

dt
= χu(i, j)[�PI + βsθHD(i, j)]

+χv(i, j)[µ− (χu(i, j)
2
+ χv(i, j)

2)] (3)

χ u and χv are the u and v state variables of the PI oscillator.
β is the spatial scale parameter.
s is the speed of the navigation such that s = ||X(t)–X(t−1)||

where X is the position vector of the animal.
µ is the parameter that controls the limit cycle behavior of the

oscillator. Here µ is taken as 1.

Lateral Anti-hebbian Network (LAHN)
Stage
LAHN is an unsupervised neural network (Földiák, 1989) that
extracts optimal features from the input. The network has 1D
array of neurons with lateral inhibitory and afferent excitatory
connections. These weight connections are trainable using
biologically plausible neural learning rules such as Hebbian
(for afferent weights) and Anti-Hebbian (for lateral weights).
The lateral inhibitory connections induce competition among
the neurons and the afferent Hebbian connections extract
principal components from the input (Oja, 1982). This network
connectivity hence ensures optimal feature extraction from
the input data. It has also been observed that neurons that
give rise to grid representations are connected via GABAergic
interneurons (Pastoll et al., 2013), thereby establishing inhibitory
lateral connections between them as seen in the LAHN layer of
the model.

The response of the network is given by the following
equation.

ξi(t) =

m
∑

j=1

qijχj(t)+

n
∑

k=1

wikξk(t − 1) (4)

q is the afferent weight connections and w is the lateral weight
connections.
ξ is the response of the network.
n is the total number of neurons in the LAHN layer.
m is the dimension of the input.
The afferent connections are updated by a variation of the

Hebbian rule and the lateral connections are updated by Anti-
Hebbian rule as given below.

1qij = ηF[χj(t)ξi(t)− qijξi
2(t)] (5)

1wik = −ηLξi(t)ξk(t − 1) (6)

ηFand ηL are the forward and lateral learning rates, respectively.
It has been proved that training the weights of LAHN using

Equations (5) and (6) makes the network weights to converge

r(τx, τy) =

M
∑

x,y
λ(x, y)λ(x− τx, y− τy)−

∑

x,y
λ(x, y)

∑

x,y
λ(x− τx, y− τy)

√

[M
∑

x,y
λ(x, y)2 − [

∑

x,y
λ(x, y)]2][M

∑

x,y
λ(x− τx, y− τy)

2
− [λ(x− τx, y− τy)]

2
(11)

to the subspace spanned by the principle components (PC) of
the input data (Földiák, 1989). We have previously showed that
training of LAHN on oscillatory path integration values can
potentially give rise to a wide variety of spatial cells (Soman et al.,
2018b). Although the LAHN layer in the model exhibits a variety
of spatial cells, we primarily focused on the hexagonal grid cells
to compare with the experimental results.

Trajectory Generation
The trajectory is designed using dynamics of curvature
constrained motion (Soman et al., 2018b) which is governed by
the following equations:

•

x(t) = σ (t) cos2(t) (7)
•

y(t) = σ (t) sin2(t) (8)

σ (t) = ||Xpos − Xwall|| (9)
∣

∣

∣

•

2(t)
∣

∣

∣
≤
γ (t)

ρ
(10)

x and y determine the position of the virtual animal in 2d space,
while its speed is controlled by σ. To ensure that there is high
degree of randomness (Equation 10) when it is far off from
the boundary and low randomness when it is close by and to
prevent it from crossing the boundary, the speed of the virtual
agent is reduced when the virtual animal is close to the border
(Equation 9).

The model comprises of a pure Path Integration system (i.e., it
integrates velocity information at each point in the trajectory),
therefore information given to the system can be treated as a
sequence problem where continuous integration of the input
takes place. The spatial patterns (output of the system) thus
depend highly on the way path integration is performed in the
model. In such a system, the pattern of the trajectory matters
and also changes when there is a change in the shape of the
environment, thereby influencing the activity of the spatial cells.
In conclusion, behavioral anisotropy has a profound influence on
the spatial representation in the model.

Quantification of Gridness
The neuronal firing activity is represented in the form of three
maps namely, the firing field map of the neuron, firing rate
map and the autocorrelation map. Red dots are marked on the
positions of the animal’s trajectory where the SC layer neuron
activity crosses a certain threshold value (εsc). The activity (firing
rate) of the neuron in its firing field is determined by the firing
rate map. In the firing rate map, high activity is indicated by red
and no activity by blue.

Hexagonal gridness is quantified by a gridness score value
(Hafting et al., 2005) computed from the autocorrelation map
which is obtained from the firing rate map using the following
equation.
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r is the autocorrelation map.
λ(x,y) is the firing rate at (x,y) location of the rate map.
M is the total number of pixels in the rate map.
τx and τy corresponds to x and y coordinate spatial lags.
Hexagonal Gridness Score (HGS) is computed as given below.

HGS = min[cor(r, r60
0
), cor(r, r120

0
)]

− max[cor(r, r30
0
), cor(r, r90

0
), cor(r, r150

0
)] (12)

Designing the Environments
Generation of Regular Polygons With Varying Number

of Sides
The polygons are constructed using a unit circle with center at (0,
0). The circle is then sectored into equal angular separation based
on the number of sides given as the input.

The positional coordinates of the points on the unit circle that
form the polygon are given by

[Xk Yk] =

[

cos(
2πk

n
) sin(

2πk

n
)

]

Angle separation= 2π/n; n= number of sides.

The Xk and Yk coordinates are then connected to generate the
regular polygon (Figure 9).

Generation of Connected Environments
The connected environment used for our study has the same
boundary conditions used in the experiment (Carpenter et al.,
2015). The two compartments (e.g., square-square) connected
via a rectangular corridor are constructed by joining the
corner coordinates of the two environments (Figures 2A,
3A,G). For connected environments with varying distances
between the two compartments, we introduce a distance
parameter “d”. The displacement between the two squares is
parallel to one side of each of the two square environments
(Figures 3M–O).

Generation of Concave Boundaries
In this category, we consider the annulus, horseshoe and S-shape
as instances of concave shapes. To construct an annulus shape,
two circles are generated separately (of different radius) and then
combined to form two concentric circles (Figure 5A). In the
case of a horseshoe (Figure 5B), two semicircles are concatenated
to obtain the shape. The coordinates of both these shapes are

FIGURE 2 | Grid cell firing in square-square connected environment. (A) Boundary of square–square connected environment. (B–D) represent the firing fields of grid

cell neuron for square–square connected environment during different training iterations (beginning, middle, and end, respectively) of the model. (E,F) Local and

Global HGS values plotted against the no. of training iterations of model.

Frontiers in Neural Circuits | www.frontiersin.org 5 January 2019 | Volume 12 | Article 12022

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Jayakumar et al. Grid Cell and Environmental Geometry

FIGURE 3 | Grid cell firing in circle-circle, square-circle environments and in square–square Connected Environment with increasing distances. (A) Boundary of

square–circle connected environment. (B–D) represent the firing fields of the grid cell in the LAHN for square–circle connected environment at different training

iterations (beginning, middle, and end, respectively) of the model. (E,F) Local and Global HGS values plotted against the no. of training iterations of model. (G)

Boundary of circle–circle connected environment. (H–J) represent the firing fields of the grid cell in the LAHN for circle–circle connected environment at different

training iterations (beginning, middle, and end, respectively) of the model. (K,L) Local and Global HGS values plotted against the no. of training iterations of model.

(M–O) firing field maps (corresponding to end iteration of LAHN training) of the grid cell with respect to distances (d) = 0.1, 0.5, and 1 unit, respectively. (P,Q) Local

and Global HGS final with respect to the distance between the compartments.

determined using the following equations

[X1 Y1] =
[

r1cos(θ) r1sin(θ)
]

; corresponds to the outer arc

[X2 Y2] =
[

r2cos(θ) r2sin(θ)
]

; corresponds to the inner arc

r1 and r2 = radii of the outer and inner arcs, respectively, with
r1 > r2. For the annulus, θ varied from 0 to 360◦ and in the case
of horseshoe it varied from 0 to 180◦. The S-shaped boundary is
generated by concatenating two horseshoe boundaries, with one
of the horseshoes inverted to form the S- shape (Figure 5C).

Generation of Transforming Environment
The objective of studying a transforming environment is to see
if the network output codes not just the position, but also the
global property of the output environment. In the transforming
environment, the boundary comprises of a 5 × 2 rectangular
boundary (configuration 1) (Figure 11A) that evolves over time

to a square (configuration 2) of 5 × 5 dimensions (Figure 11B).
The exploration of the environment by the virtual agent is
concurrent with this transformation.

RESULTS

Visual Input Is Not Imperative for the
Prescribed Model
The model is capable of simulating spatial cell responses even in
the absence of any visual cues (Soman et al., 2018b). Furthermore,
since it is a velocity driven model, information about the
geometry of the environment is implicitly coded in the velocity
itself. This is due to the fact that the trajectory of the virtual
animal is constrained by the shape of the external environment
(Equations (7–10).
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Grid Cell Response to the Shape of
Connected Environments
We perform two different studies to understand the grid cell
coding that emerges when the animal forages the environments
connected by a narrow corridor. In the first study we manipulate
the shapes of the connected environments and analyze the grid
fields. In the second study we fix the shape but vary the distance
between the connected environments.

Manipulating the Shapes of the Connected

Environments
We simulate connected environments with boundaries and
corridor in the same dimensions (the dimension of the square
room is 1.8 × 1.8 units and that of the corridor is 0.8 unit)as
used in the experimental study (Carpenter et al., 2015). We verify
grid cell coding under three schemes such as square–square,
square-circle and circle–circle as shown in Figures 2A, 3A,G).
The virtual animal is allowed to forage the environment in these
three cases. For each case, the model is trained and the resulting
grid fields are analyzed as shown in Figures 2, 3.

The local and global fits for the square–square connected
environment are calculated in the same manner as mentioned in
the experimental paper (Carpenter et al., 2015). As for the other
two connected environments (square–circle and circle–circle),
the global HGS is computed by calculating the HGS values
over the entire connected environment and the local HGS is
obtained by calculating the HGS values for the two environments
separately and averaging them. In the square–square connected
environment, the global fit shows an increasing trend (Figure 2F)
with respect to the LAHN training time (Regression analysis:
Global fit R2 = 0.3826, p < 0.05). Local fit shows a decreasing
trend (Figure 2E; Regression analysis: Local fit R2 = 0.771, p <
0.001).

A similar analysis is performed for connected environments

with different shapes such as square–circle. These boundaries are
connected in the exact samemanner as in the square–square case.

In this case, the global HGS shows a reverse trend (Figure 3F)

compared to the square–square case (Regression analysis: Global
fit R2 = 0.7042, p< 0.001) and the local HGS shows an increasing
trend (Figure 3E). (Regression analysis: Local fit R2 = 0.8152, p
< 0.001).

We then connect two circles exactly in the same manner as
the ones before. Similar analysis is carried out where the global
HGS shows an increasing trend (Figure 3L) (Regression analysis:
Global fit R2 = 0.4833, p < 0.001) and the local HGS shows a
decreasing trend (Figure 3K) (Regression analysis: Local fit R2 =
0.4071, p < 0.001). These trends are similar to the square-square
case.

The realignment of the grid fields from a local
to global continuum is available for viewing in the
Supplementary Material (Videos 1–3).

Manipulating the Distance Between the Connected

Environments
Experimental studies showed that grid cells were capable
of forming coherent global representations in a connected
environment (Carpenter et al., 2015). Our next objective is to

examine whether this globally representative property of grid
firing is retained with increasing distance between the connected
environments. To examine this property we connect two square
compartments and vary the distance between them (distance (d)
ranging from 0.1 to 1 unit, in increments of 0.1). The boundary
conditions of the compartments and the corridor are set in the
same ratio as in the experiment (Carpenter et al., 2015). The agent
is allowed to forage the environment for a period of 10 sessions.
Each session consists of five trips and for each session the distance
between the two compartments is increased by a value of 0.1.

HGS values (HGSfinal) are computed at the time of
convergence of LAHN and the global and local fits are calculated.
These scores are taken into account owing to the fact that
convergence corresponds to the completion of the training
session of the weights. The global HGS values over the distances
show a decreasing trend (Figure 3Q; Regression analysis: Global
fit R2 = 0.4585, p< 0.05) while the values of the local HGS show
an increasing trend (Figure 3P; Regression analysis: Local fit R2

= 0.4142, p< 0.05).

Grid Cell Response in Convex Shaped
Environment
The influence of environmental geometry on grid cell symmetry
was contested by Krupic et al. (2015), and the notion that grid
cells can serve as a universal metric for navigation was challenged.
We conduct a similar study using our computational model
where we generate square and trapezoidal boundaries in the same
dimensions as used in the experiment (Krupic et al., 2015). The
HGS values are calculated from the autocorrelation map. Both
the square and trapezoid boundaries are divided into two halves
of equal areas and analysis is performed to check the similarity
in the gridness between the two halves for both the boundaries.
The HGS analyses are carried out independently for each side
and then for the complete shape in case of both trapezoid and
square. The average HGS for the left side of the trapezoid is
less compared to its right (left = 0.050763, right = 0.14143;
Figure 4B) and is more or less equal for both sides of the square
(left = 0.201337, right = 0.20981, Figure 4A). Another study on
the similarity between the grid patterns of both the halves in
the square and trapezoid enclosures was conducted. It is seen
from the Figure 4C that the similarity in grid patterns is high
in the square than in the trapezium. Additionally, an analysis to
determine the ellipticity of the grid field in the autocorrelogram
is conducted. It can be observed that the trapezoid boundary has
a higher ellipticity in grid fields than that of a square boundary
(Figure 4D).

Grid Cell Response in Concave Shaped
Environment
A similar study of grid cell spatial coding is conducted using
concave shaped environments like horseshoe, annulus and S
shape (Figure 5).

Horseshoe Shaped Environment
The inner radius (r) of the horseshoe is varied from 0 to 2
units with a step size of 0.2. The horseshoe boundary with r
= 0 approximates a semicircle. The virtual agent is made to
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FIGURE 4 | Grid cell firing in square and trapezoid enclosures. (A,B) Average HGS values plotted for the left and right orientation of the square and trapezium

boundaries. (C) Model results—Right and left sides of square are more similar than that of a trapezium. (D) Model results—Ellipticity between a square and a

trapezoid. (E,F) Firing field, firing rate, and autocorrelation maps of the square and trapezoid boundaries, respectively.

FIGURE 5 | Simulated concave shaped environments (A) Annulus, (B)

Horseshoe, and (C) S-Shape, respectively.

traverse the environment. Firing activity of the grid cells under
various r values is shown in Figures 6A–C. HGS values show a
decreasing trend (Figure 6D) as the inner radius of the horseshoe
is increased (Single factor ANOVA, p< 0.001).

Annulus Shaped Environment
A similar analysis is performed with the second type of concave
boundary i.e., annulus shaped environment. Annulus with
inner radius 0 approximates to a circular boundary. Firing
activity of the grid cells under various r values is shown in
Figures 7A–C. The HGS values are found to have the same
decreasing trend as that of horseshoe, as the inner radii of
the annulus is increased (Single factor ANOVA, p < 0.001)
(Figure 7D).

S Shaped Environment
In case of an environment like the S shape, where two similar
horseshoes are concatenated at a common end, it is found that as
the inner radius of the S shape increased from 0 to 1 unit with a
step size of 0.2, the HGS values show a decreasing trend (Single
factor ANOVA, p< 0.001) (Figure 8D).
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FIGURE 6 | Grid cell responses in horseshoe shaped environment. (A–C) Firing field, firing rate, and auto correlation maps of horseshoe boundary with varying inner

radii of 0, 0.8, and 2, respectively. (D) Average HGS values vs. inner radii of horseshoe shaped environment.

Grid Cell Response to Increasing Lines of
Symmetry in the Environment
Most of the grid cell experimental recordings were carried
out either in square or circular shaped environments (Krupic
et al., 2015). Here we address the problem of grid cell
coding for environments in the shape of n-sided regular
polygons. Specifically we consider the range of n from 3
to 10. This study would give an understanding on how the
grid cell code will vary if the number of sides increases and
the polygon approximates a circle (a regular polygon with
infinite sides). In other words, it is analogous to the study
of the influence of environmental symmetry on the grid cell
code. Figure 9 shows the simulated environments used for
this study.

The virtual animal is then allowed to forage inside these
shapes and the resultant trajectory is given as input to the model.
Figures 10A–H show the resultant firing field, firing rate and
autocorrelation maps of the respective polygons. We compute
the HGS values from the spatial autocorrelograms. It is observed
that the HGS values shows an increasing trend with respect to the
number of sides of the polygon (Single factor ANOVA, p< 0.001)
(Figure 10I).

Deciphering the Global Feature of the
Environment From LAHN Activity
The results described so far point to the fact that the simulated
grid neuron is sensitive to a global feature of an environment
such as its shape. To make a more general statement, we need
to show that the LAHN neurons code for a more invariant
and global feature of an environment, in addition to just the
local features such as position or displacement. To numerically
prove this qualitative statement, the virtual animal is allowed to
forage in a rectangular configuration. Over the course of time,
where a rat was made to forage inside multi the environment
is transformed into a square. To prove the above hypothesis,
we show that the LAHN neural responses have information to
classify the environment—Rectangle vs. Square. We implement
this classifier using a Multi-Layer Perceptron (MLP).

The MLP is used here to classify the configuration (either
rectangle or square) based on the activity of the LAHN.
The MLP is trained using the standard back propagation
algorithm (LeCun, 1988) with a single hidden layer of neurons
[see Supplementary Material for MLP training (B)]. The
classification accuracy after training comes to 74.74%. To
confirm for the global invariant feature in the LAHN, we
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FIGURE 7 | Grid cell response in annulus shaped environment. (A–C) Firing field, firing rate, and auto correlation maps of grid activity in the annulus environment with

varying inner radii of 0, 0.8, and 2, respectively. (D) Average HGS values vs. varying inner radii of annulus.

trained another MLP with partially learned LAHN and its
classification accuracy comes to 52.33%. Furthermore, it can
be observed from Figure 12C that the Mean Square Error
of the network output with respect to the untrained LAHN
input is 0.5307 (configuration 1) and 0.2854 (configuration 2);
while for a trained LAHN input it is 0.1503 (configuration 1)
and 0.1359 (configuration 2). This proves that as the LAHN
learns the representations of the animal’s navigating space, it
encodes both local (like displacement, position) and global (like
the environmental configuration) spatial features. For efficient
navigation, both of these features are pertinent and the animal
must be performing Simultaneous Localization And Mapping
(SLAM) (Milford and Wyeth, 2010).

DISCUSSION

Grid cell firing fields, characterized by their hexagonal
spatial periodicities, are considered to serve as a universal
metric for spatial navigation. This notion was contested by

some experimental studies (Krupic et al., 2015) showing the
dependence of grid cell coding on the environmental shape.

However, the experimental studies have limitations with

regard to the grid cell recording under different environmental
shapes. This forms the motivation of the present paper which
seeks to study, using computational modeling, grid cell
activity under different environmental geometries without any

limitations that plague experimental efforts. Since we chose
to study the grid cell activity under various environmental
conditions, we systematically divided the simulations into
five categories such as connected environments, convex
shaped environments, concave shaped environments, regular
polygonal environments (with varying number of sides), and
transforming environment. Finally, through the numerical
analysis and MLP classifier we show the potentiality of the
spatial cells to encode the global and invariant feature of
the environment rather than local features like position,
displacement etc.

The experimental study conducted by Carpenter et al.
(2015) where the rat foraged between two similar square
boxes connected via a corridor, forms the special case of the
formerly stated modeling study where the shape is square-
square and distance is zero. The modeling results concur
with the experimental results (Figure 2). In the experimental
case it was observed that initially the grid cell firing was
controlled by the local cues, in the sense that the firing
replicated between the two compartments. However, with
further exploration, the similarities between the grid firing
fields of the compartments decreased, suggesting that with
increasing trials, global cues controlled the firing of grid cells.
This trend is captured in the model (Figure 2). Hence, the
aforementioned simulation and further analysis of the grid
cell activity in the connected environments form a viable
empirical study.
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FIGURE 8 | Grid cell response in S-Shape Boundary. (A–C) Firing field, firing rate, and auto correlation maps of S shape boundary with varying inner radii of 0, 0.8,

and 2, respectively. (D) Average HGS values vs. varying inner radii of S- Shape.

In the connected environment study, we manipulated the
shapes of the connected regions from a square-square to a square-
circle and circle-circle boundary. HGS values are computed while
the model is undergoing training. The interesting result is that
in the case of identical connected environments, such as square-
square and circle-circle, the global HGS values (HGS value
computed from the connected environment as a whole) show an
increasing trend and the local HGS values (average of the HGS
values computed from each connected region separately) show a
decreasing trend with respect to the training time of the model.
This means that as the animal gets more and more familiar with
the environment (with increasing training sessions in the model),
the grid fields start to realign themselves and form a continuum
in the case of similar shaped connected environments. In
order to determine whether the global representation of the
connected environments depend on the similarity between the
two connected boundaries, we performed a similar analysis in
a square-circle environment. On the contrary, in this case it
showed a negative trend in the global HGS and a positive trend
in the local HGS value. Thus, it is possible to infer from the grid
cell HGS variation whether the animal is exploring in a similar
or dissimilar connected environment. This is a novel insight into
the grid cell code purely from the computational point of view,
and an easily testable prediction for future experiments.

After studying the grid cell coding scheme with respect
to the shapes of the connected environments, we delved into

FIGURE 9 | Boundaries of n- sided polygons. (A–H) Environmental shapes

used for the analysis of grid cell coding with respect to the number of sides of

the polygon; arranged in the order of triangle, square, pentagon, hexagon,

heptagon, octagon, nonagon, and decagon (from left to right).

the dependence of grid cell coding scheme on the distance
between the connected environments. This study, along with
the formerly stated one, is pertinent especially with regard to
large scale navigation where the animal is not restricted to just
one environment but shuttles between multiple environments of
different shapes at different locations. Hence to get an insight
on the grid cell coding with respect to the distance between the
connected environments, we simulated a connected environment
(square-square) and varied the distance between the two
compartments of the environment. Our hypothesis was that since

Frontiers in Neural Circuits | www.frontiersin.org 11 January 2019 | Volume 12 | Article 12028

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Jayakumar et al. Grid Cell and Environmental Geometry

FIGURE 10 | Grid cell firing in regular polygons. (A–H) Firing field, firing rate map and autocorrelogram (from left to right) of triangle, square, pentagon, hexagon,

heptagon, octagon, nonagon, and decagon shapes, respectively. (I) The average HGS value of the grid field obtained for each polygon vs. the number of sides of the

polygon. The plot shows an increasing trend as the polarity of the environment decreases.

grid cells code for the distance traveled by the animal (O’Keefe
and Burgess, 2005) (due to its regularly periodic hexagonal firing
field), the distance between the connected environments should
also be reflected in its activity. On performing the analysis, the
variation in the global HGS values show a decreasing trend
and local HGS values show an increasing trend with increasing
distance between environments. This variation in the gridness
score points out the possibility that grid cells encode for the
global distance between the environments and this information
is pertinent to large scale navigation. It is observed from the
grid cell representations that the two compartments, even though
connected, are treated as independent at larger distances.

Hence at the outset, when the distance between the
compartments is minimal, the representation is more global as
opposed to local. As the distance between the two compartments
increases, the grid cells seem to lose their ability to form

global representations and the firing becomes localized to their
respective compartments. From the above simulations, the
inference is that grid cells may not code just for distance but
also for the entire structure of the environment. The methods
defined previously can be easily extended to the case of connected
environments with more than two components. We can consider
a network of environments with complex spatial arrangements
and connectivity. It would be interesting to study the evolution
of local vs. global organization of the grid fields in such systems.
In addition to the spatial arrangements of the environments in
such complex systems, the frequency of visitation of that agent to
individual components may also determine the overall grid field
organization. Such studies might pave way to the formulation of
deep laws that govern the spatial encoding of brain in compound
environments with complex navigational patterns followed by
the agent.
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FIGURE 11 | Transforming environment. (A) Rectangle (B) Temporal transformation of the rectangle to a square by increasing its breadth, and (C) shaded plot of the

classification of the two boundaries by MLP.

Oscillatory path integration stage of the model is vital to
capture the results that are indicated above. Here, the position
is encoded as the phase of the oscillator (Equations 2, 3). If a grid
cell is activated at one point in space in one case (for instance,
in connected environments separated by distance d1) and not
activated at the same point in the second case (distance d2), the
reason must be that the afferent input to the grid cell from the
oscillators is different (Equation 4) in both the cases. Different
configurations of the environment make the oscillator code for
the same position at different phases of the oscillator. Also, since
position is encoded as a periodic quantity at this oscillatory stage
[as it does in oscillatory interferencemodel (Burgess et al., 2007)],
this periodicity is reflected in the spatial firing fields of the grid
cell in the LAHN.

The objective of the next simulation study is to essentially
capture the results of the experimental work by Krupic et al.
(2015), where a rat wasmade to forage insidemultiple boundaries
of different shapes such as circle, square, trapezium and
hexagon. This study explained the permanent effect exerted
by the environmental geometry on grid cell firing and grid
field symmetry. To determine the impact of environmental
characteristics on homogeneity and symmetry of grid patterns,
the grid firing in two shapes such as square and trapezium was
analyzed. It was found that in a highly polar environment like a

trapezium there was a decrease in the regularity of the hexagon
(reflected in the HGS score) and the pattern becomes highly
elliptical across the entire enclosure. To estimate the regularity
of grid patterns, the trapezoid and square were divided into two
parts of equal area and the firing fields on both the sides were
compared. The autocorrelation maps showed that there was a
strong difference in local spatial structures between the two sides
of a trapezoid unlike a square wherein they were highly similar.
The gridness of left (narrower) side of the trapezoid was found to
be low when compared to its right (broader) side. Also when the
square and trapezoid boundaries were compared as a whole, the
latter had a lower gridness. This was because when a trapezoid is
divided into two, the left side resembled a triangle and the right
side, a square.

The simulation results are consistent with the experimental
data (Figure 4). We performed the comparative study as
mentioned above using our model i.e., between both sides of the
trapezoid and square and between both the shapes as whole and
obtained congruent results (Figure 4). From the firing rate map
(Figures 4E,F) and autocorrelation map (Figures 4E,F) we are
able to see that the left side of the trapezoid has less local spatial
structure compared to its right side. In the case of a square, little
difference is observed between its two halves. A study on the
similarity of the grid patterns between the two halves of both
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FIGURE 12 | Classification maps of the MLP output. (A) MLP classification maps using initial training periods of LAHN as input. It gives a classification accuracy of

52.33% (B) MLP classification maps using fully trained LAHN as input. It gives a classification accuracy of 74.74%.Yellow and dark blue denote configuration 1 and

configuration 2, respectively. The intermediate color gradient represents output of the network activity between 0 and 1. (C) Mean Square Error of the MLP network

output.

the trapezoid and square enclosures, respectively, revealed that
the patterns are more similar in the square enclosure than in
the trapezoid enclosure. In addition to this the ellipticity of the
grid fields from the autocorrelation maps of the trapezoid and
square boundaries were obtained and plotted as observed in the
Figure 4D. It can be inferred that the grid fields in the trapezoid
boundary are more elliptical than the grid fields in the square
boundary and this as well is in congruence with the experimental
results (Krupic et al., 2015).

Since the model successfully captured the experimental results
(Krupic et al., 2015) in the convex shaped environments such

as square and trapezoid, we extended our study by varying the
number of sides of a regular polygon. The aim of this study is
to understand the effect of the number of lines of symmetry
in the environment on the grid fields. We found that the HGS
values show an increasing trend with respect to the number of
sides of the regular polygon (Figure 10I). In other words, higher
symmetry in the environment leads to higher HGS values. Hence
we predict that the HGS score should be maximum for a circular
environment (where the number of lines of symmetry is infinite).
It was also observed from the experiment (Krupic et al., 2015),
that the circular boundary is considered to be highly unpolarized
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when compared to all the other boundaries and hence showed
high gridness scores.

The above experimental study focuses on explaining
the influence of the polarity of the environment on grid
representations. But this study takes into account only discreet
environments such as square, hexagon, circle and trapezium.
The N-Sided Polygon study that we have conducted is a
generalization of this experimental study where we dynamically
analyse the polarity induced asymmetry in grid representations
by gradually increasing the number of sides of the environment
(maintaining a continuum) until the outline approximates a
circle (considered to be highly non-polar).

Since the real world navigation occurs in environments with
arbitrary shapes, we conducted the simulation on concave shapes
too. We considered concave shapes such as horseshoe, annulus
and S-shaped environments (Figure 5). As the inner radius
of the horseshoe increased, the hexagonal grid representation
in the auto correlation map appeared to lose its regularity.
This is captured by the decreasing HGS values as shown in
the graph (Figure 6D). The same trend is observed for the
other two concave boundaries as well, i.e., annulus and S-Shape
(Figures 7D, 8D). It can be observed that, since the annulus
with inner radius 0 approximates a circular boundary, its HGS
value tends to be the highest. It can be noted that as the inner
radii of the aforementioned concave environments increase, the
space available for the virtual animal to traverse shrinks. This
reduced availability of space may be the reason behind the
deviation from the hexagonal spatial coding of the grid cell, as
reflected in the reduced HGS values across all the three concave
shapes. This can be experimentally tested in many ways by
implementing environments similar to the ones that we have
simulated in this study (Figures 6–8) with less space given to the
animal for exploration. There is also a need to develop a strong
mathematical framework that explains the relationship between
the observed spatial coding and the geometry of the environment.
Hence the proposedmodeling study gives a new dimension to the
grid cell coding with a good number of testable predictions.

In all the studies stated above, we looked for grid fields only
for the sake of comparison with empirical evidence. However,
we hypothesize that it is not just the grid cells but the entire
LAHN that implicitly codes for the global structure of the
environment rather than just local structure of the space in
which the animal navigates. To underpin this, we decoded the
LAHN neural information using MLP whose precision was
measured in terms of classification accuracy. We constructed a
transforming environment (rectangle to square) and collected
the spatial cell responses which were fed as input to the MLP
network to check if the LAHN was able to account for this
transformation. At any given time, for a given position (x, y) of
the virtual animal, the MLP is able to decipher the information
about the configuration it had traversed in Figure 11C. This is
denoted by the classification accuracy obtained from MLP. A
high classification accuracy of 74.74% (Figure 12B) is observed
on using trained LAHN input. Conversely when partially trained
LAHN is used, the classification accuracy decreased to 52.33%
(Figure 12A). This serves as a proof-of-principle that global
information is encoded in the population activity of LAHN.

MODEL PREDICTIONS

In our connected environment study, the model was able to
show that the locally and globally representing properties of the
grid cells are sensitive to the shape of the environments that
are connected with each other. We believe that this could be
verified by connecting environments of different shapes in a
similar fashion as in Carpenter et al.’s experiment (Carpenter
et al., 2015) and analyzing how the representations emerge as the
animal forages in this context. This would in turn elucidate the
underpinnings of the global pattern of the grid cell that allows it
to be a spatial metric (McNaughton et al., 2006; Fiete et al., 2008;
Buzsáki and Moser, 2013). Moreover, testing the global and local
representing properties of grid cells in connected environments
by varying the distance between the compartments, will offer a
holistic idea of the factors that these properties of grid cells are
sensitive to.

We hypothesize that the LAHN layer in our model
approximates a population of cells present in the Hippocampus
and the medial Entorhinal Cortex thus focussing on population
activity instead of single cell activity. This ensemble of neurons
in the LAHN thus holds global information regarding the
environmental geometry. The above prediction can be proved
empirically by conducting experiments in which the rat is
allowed to forage in a square boundary, one side of which is
gradually extended until it approximates a rectangle without any
interruption to the animal’s navigation during the transformation
(similar to the transforming environment study). As the rat
is navigating in this environment, the collective activity of a
population of cells from the hippocampus and medial entorhinal
cortex can then be recorded instead of single cell recording. These
neural signals can then be decoded using algorithms such as
Bayesian decoders (Kloosterman, 2011; Kloosterman et al., 2013)
to decipher the shape of the environment rather than just the
position information.

FUTURE DIRECTIONS

In themodel, we give direct velocity inputs to the path integration
layer which is further fed to the LAHN layer where spatial cells
emerge. A more biologically plausible approach would be to
account for the representation of motion-related inputs driven
by the locomotion of the animal instead of providing explicit
position coordinates or velocity inputs. The motion-related
information is conferred to the nervous system by the sensory
streams that include vision and proprioception. Although the
model accounts for spatial cell responses even in the absence
of visual cues, the presence of visual input has been proved to
offer more stability to the responses of the spatial cells (Soman
et al., 2018a). In the light of this view, it would be more
interesting to study the extent of stability that the sensory inputs
(particularly vision) offer to the spatial cells when the global
characteristics of the environment changes. Furthermore, we
would also like to decode the complete boundary information
of complex environments (contours, mazes etc.,) using the
collective response of the LAHN layer in the model.

Frontiers in Neural Circuits | www.frontiersin.org 15 January 2019 | Volume 12 | Article 12032

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Jayakumar et al. Grid Cell and Environmental Geometry

DATA ACCESSIBITLITY

The simulation code is available at theModelDB database (http://
senselab.med.yale.edu/ModelDB/showModel.cshtml?model=
240118) Access code: Env_Grid_Model.

AUTHOR CONTRIBUTIONS

All authors contributed equally to the work. RN and
SJ performed coding, trajectory generation, analysis of
the model, and manuscript preparation. RR performed

trajectory generation and analysis of the model. KS
and VM performed designing the model, coding,
analysis of the model, and manuscript preparation.
VC performed designing the model and manuscript
preparation.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fncir.
2018.00120/full#supplementary-material

REFERENCES

Anderson, M. I., and Jeffery, K. J. (2003). Heterogeneous modulation of

place cell firing by changes in context. J. Neurosci. 23, 8827–8835.

doi: 10.1523/JNEUROSCI.23-26-08827.2003

Barnes, C. A., McNaughton, B. L., Mizumori, S. J., Leonard, B. W., and Lin, L. H.

(1990). Chapter Comparison of spatial and temporal characteristics of neuronal

activity in sequential stages of hippocampal processing. Prog. Brain Res. 83,

287–300. doi: 10.1016/S0079-6123(08)61257-1

Barry, C., Hayman, R., Burgess, N., and Jeffery, K. J. (2007). Experience-dependent

rescaling of entorhinal grids. Nat. Neurosci. 10, 682–684. doi: 10.1038/nn1905

Barry, C., Lever, C., Hayman, R., Hartley, T., Burton, S., O’Keefe, J., et al. (2006).

The boundary vector cell model of place cell firing and spatial memory. Rev.

Neurosci. 17, 71–97. doi: 10.1515/REVNEURO.2006.17.1-2.71

Bostock, E., Muller, R. U., and Kubie, J. L. (1991). Experience-dependent

modifications of hippocampal place cell firing. Hippocampus 1, 193–205.

doi: 10.1002/hipo.450010207

Brun, V. H., Solstad, T., Kjelstrup, K. B., Fyhn, M., Witter, M. P., Moser, E.

I., et al. (2008). Progressive increase in grid scale from dorsal to ventral

medial entorhinal cortex. Hippocampus 18, 1200–1212. doi: 10.1002/hipo.

20504

Burgess, N., Barry, C., and O’Keefe, J. (2007). An oscillatory interference model of

grid cell firing. Hippocampus 17, 801–812. doi: 10.1002/hipo.20327

Bush, D., Barry, C., Manson, D., and Burgess, N. (2015). Using grid cells for

navigation. Neuron 87, 507–520. doi: 10.1016/j.neuron.2015.07.006

Buzsáki, G., and Moser, E. I. (2013). Memory, navigation and theta rhythm

in the hippocampal-entorhinal system. Nat. Neurosci. 16, 130–138.

doi: 10.1038/nn.3304

Carpenter, F., Manson, D., Jeffery, K., Burgess, N., and Barry, C. (2015). Grid

cells form a global representation of connected environments. Curr. Biol. 25,

1176–1182. doi: 10.1016/j.cub.2015.02.037

Fiete, I. R., Burak, Y., and Brookings, T. (2008). What grid cells convey about

rat location. J. Neurosci. 28, 6858–6871. doi: 10.1523/JNEUROSCI.5684-0

7.2008

Földiák, P. (1989). “Adaptive network for optimal linear feature extraction,”

in Proceedings of the IEEE/INNS International Joint Conference on Neural

Networks, Vol. 1 (Washington, DC; New York, NY: IEEE Press), 401–405.

Fuhs, M. C., and Touretzky, D. S. (2006). A spin glass model of path

integration in rat medial entorhinal cortex. J. Neurosci. 26, 4266–4276.

doi: 10.1523/JNEUROSCI.4353-05.2006

Fyhn, M., Hafting, T., Treves, A., Moser, M. B., and Moser, E. I. (2007).

Hippocampal remapping and grid realignment in entorhinal cortex. Nature

446, 190–194. doi: 10.1038/nature05601

Fyhn, M., Hafting, T., Witter, M. P., Moser, E. I., and Moser, M. B. (2008). Grid

cells in mice. Hippocampus 18, 1230–1238. doi: 10.1002/hipo.20472

Fyhn, M., Molden, S., Witter, M. P., Moser, E. I., and Moser, M. B. (2004).

Spatial representation in the entorhinal cortex. Science 305, 1258–1264.

doi: 10.1126/science.1099901

Hafting, T., Fyhn, M., Molden, S., Moser, M. B., and Moser, E. I. (2005).

Microstructure of a spatial map in the entorhinal cortex. Nature 436, 801–806.

doi: 10.1038/nature03721

Hargreaves, E. L., Rao, G., Lee, I., and Knierim, J. J. (2005). Major dissociation

between medial and lateral entorhinal input to dorsal hippocampus. Science

308, 1792–1794. doi: 10.1126/science.1110449

Hasselmo, M. E. (2008). Grid cell mechanisms and function: contributions of

entorhinal persistent spiking and phase resetting.Hippocampus 18, 1213–1229.

doi: 10.1002/hipo.20512

Hasselmo, M. E., Giocomo, L. M., and Zilli, E. A. (2007). Grid cell firing may arise

from interference of theta frequency membrane potential oscillations in single

neurons. Hippocampus 17, 1252–1271. doi: 10.1002/hipo.20374

Jacobs, J., Weidemann, C. T., Miller, J. F., Solway, A., Burke, J. F., Wei, X. X.,

et al. (2013). Direct recordings of grid-like neuronal activity in human spatial

navigation. Nat. Neurosci. 16, 1188–1190. doi: 10.1038/nn.3466

Killian, N. J., Jutras, M. J., and Buffalo, E. A. (2012). A map of visual space in the

primate entorhinal cortex. Nature 491, 761–764. doi: 10.1038/nature11587

Kloosterman, F. (2011). Analysis of hippocampal memory replay using

neural population decoding. Neuronal Network Anal. 67, 259–282.

doi: 10.1007/7657_2011_8

Kloosterman, F., Layton, S. P., Chen, Z., and Wilson, M. A. (2013). Bayesian

decoding using unsorted spikes in the rat hippocampus. J. Neurophysiol. 111,

217–227. doi: 10.1152/jn.01046.2012

Kohonen, T. (1982). Self-organized formation of topologically correct feature

maps. Biol. Cybernet. 43, 59–69. doi: 10.1007/BF00337288

Krupic, J., Bauza, M., Burton, S., Barry, C., and O’Keefe, J. (2015). Grid

cell symmetry is shaped by environmental geometry. Nature 518, 232–235.

doi: 10.1038/nature14153

Krupic, J., Bauza, M., Burton, S., Lever, C., and O’Keefe, J. (2014). How

environment geometry affects grid cell symmetry and what we can learn from

it. Phil. Trans. R. Soc. B 369:20130188. doi: 10.1098/rstb.2013.0188

Kunz, L., Schröder, T. N., Lee, H., Montag, C., Lachmann, B., Sariyska, R., et al.

(2015). Reduced grid-cell-like representations in adults at genetic risk for

Alzheimer’s disease. Science 350, 430–433. doi: 10.1126/science.aac8128

LeCun, Y. (1988). “A theoretical framework for back-propagation,” in Proceedings

of the 1988 Connectionist Models Summer School, CMU, eds D. Touretzky, G.

Hinton, and T. Sejnowski (Pittsburgh, PA: Morgan Kaufmann), 21–28.

Lever, C., Wills, T., Cacucci, F., Burgess, N., and O’Keefe, J. (2002). Long-term

plasticity in hippocampal place-cell representation of environmental geometry.

Nature 416, 90–94. doi: 10.1038/416090a

McNaughton, B. L., Battaglia, F. P., Jensen, O., Moser, E. I., and Moser, M. B.

(2006). Path integration and the neural basis of the ’cognitive map’. Nat. Rev.

Neurosci. 7, 663–678. doi: 10.1038/nrn1932

Milford, M., and Wyeth, G. (2010). Persistent navigation and mapping using

a biologically inspired SLAM system. Int. J. Robot. Res. 29, 1131–1153.

doi: 10.1177/0278364909340592

Moser, E. I., Roudi, Y., Witter, M. P., Kentros, C., Bonhoeffer, T., and Moser, M. B.

(2014). Grid cells and cortical representation. Nat. Rev. Neurosci. 15, 466–481.

doi: 10.1038/nrn3766

Oja, E. (1982). Simplified neuron model as a principal component analyzer. J.

Math. Biol. 15, 267–273. doi: 10.1007/BF00275687

O’Keefe, J., and Burgess, N. (2005). Dual phase and rate coding in hippocampal

place cells: theoretical significance and relationship to entorhinal grid cells.

Hippocampus 15, 853–866. doi: 10.1002/hipo.20115

Frontiers in Neural Circuits | www.frontiersin.org 16 January 2019 | Volume 12 | Article 12033

http://senselab.med.yale.edu/ModelDB/showModel.cshtml?model=240118
http://senselab.med.yale.edu/ModelDB/showModel.cshtml?model=240118
http://senselab.med.yale.edu/ModelDB/showModel.cshtml?model=240118
https://www.frontiersin.org/articles/10.3389/fncir.2018.00120/full#supplementary-material
https://doi.org/10.1523/JNEUROSCI.23-26-08827.2003
https://doi.org/10.1016/S0079-6123(08)61257-1
https://doi.org/10.1038/nn1905
https://doi.org/10.1515/REVNEURO.2006.17.1-2.71
https://doi.org/10.1002/hipo.450010207
https://doi.org/10.1002/hipo.20504
https://doi.org/10.1002/hipo.20327
https://doi.org/10.1016/j.neuron.2015.07.006
https://doi.org/10.1038/nn.3304
https://doi.org/10.1016/j.cub.2015.02.037
https://doi.org/10.1523/JNEUROSCI.5684-07.2008
https://doi.org/10.1523/JNEUROSCI.4353-05.2006
https://doi.org/10.1038/nature05601
https://doi.org/10.1002/hipo.20472
https://doi.org/10.1126/science.1099901
https://doi.org/10.1038/nature03721
https://doi.org/10.1126/science.1110449
https://doi.org/10.1002/hipo.20512
https://doi.org/10.1002/hipo.20374
https://doi.org/10.1038/nn.3466
https://doi.org/10.1038/nature11587
https://doi.org/10.1007/7657_2011_8
https://doi.org/10.1152/jn.01046.2012
https://doi.org/10.1007/BF00337288
https://doi.org/10.1038/nature14153
https://doi.org/10.1098/rstb.2013.0188
https://doi.org/10.1126/science.aac8128
https://doi.org/10.1038/416090a
https://doi.org/10.1038/nrn1932
https://doi.org/10.1177/0278364909340592
https://doi.org/10.1038/nrn3766
https://doi.org/10.1007/BF00275687
https://doi.org/10.1002/hipo.20115
https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Jayakumar et al. Grid Cell and Environmental Geometry

O’Keefe, J., and Dostrovsky, J. (1971). The hippocampus as a spatial map.

Preliminary evidence from unit activity in the freely-moving rat. Brain Res. 34,

171–175. doi: 10.1016/0006-8993(71)90358-1

Pastoll, H., Solanka, L., van Rossum, M. C., and Nolan, M. F. (2013). Feedback

inhibition enables theta-nested gamma oscillations and grid firing fields.

Neuron 77, 141–154. doi: 10.1016/j.neuron.2012.11.032

Quirk, G. J., Muller, R. U., Kubie, J. L., and Ranck, J. B. (1992). The

positional firing properties of medial entorhinal neurons: description and

comparison with hippocampal place cells. J. Neurosci. 12, 1945–1963.

doi: 10.1523/JNEUROSCI.12-05-01945.1992

Savelli, F., Yoganarasimha, D., and Knierim, J. J. (2008). Influence of boundary

removal on the spatial representations of the medial entorhinal cortex.

Hippocampus 18, 1270–1282. doi: 10.1002/hipo.20511

Soman, K., Muralidharan, V., and Chakravarthy, V. S. (2018a). A

model of multisensory integration and its influence on hippocampal

spatial cell responses. IEEE Transac. Cogn. Dev. Syst. 10, 637–646.

doi: 10.1109/TCDS.2017.2752369

Soman, K., Muralidharan, V., and Chakravarthy, V. S. (2018b). A unified

hierarchical oscillatory network model of head direction cells, spatially periodic

cells and place cells. Eur. J. Neurosci. 47, 1266–1281. doi: 10.1111/ejn.

13918

Stensola, H., Stensola, T., Solstad, T., Frøland, K., Moser, M. B., and Moser,

E. I. (2012). The entorhinal grid map is discretized. Nature 492, 72–78.

doi: 10.1038/nature11649

Stensola, T., Stensola, H., Moser, M. B., and Moser, E. I. (2015). Shearing-

induced asymmetry in entorhinal grid cells. Nature 518, 207–212.

doi: 10.1038/nature14151

Ulanovsky, N., and Moss, C. F. (2007). Hippocampal cellular and network

activity in freely moving echolocating bats. Nat. Neurosci. 10, 224–233.

doi: 10.1038/nn1829

Urdapilleta, E., Troiani, F., Stella, F., and Treves, A. (2015). Can rodents

conceive hyperbolic spaces? J. Roy. Soc. Interface 12:20141214.

doi: 10.1098/rsif.2014.1214

Yartsev, M. M., Witter, M. P., and Ulanovsky, N. (2011). Grid cells without

theta oscillations in the entorhinal cortex of bats. Nature 479, 103–107.

doi: 10.1038/nature10583

Conflict of Interest Statement: The authors declare that the research was

conducted in the absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Copyright © 2019 Jayakumar, Narayanamurthy, Ramesh, Soman, Muralidharan

and Chakravarthy. This is an open-access article distributed under the terms of

the Creative Commons Attribution License (CC BY). The use, distribution or

reproduction in other forums is permitted, provided the original author(s) and the

copyright owner(s) are credited and that the original publication in this journal

is cited, in accordance with accepted academic practice. No use, distribution or

reproduction is permitted which does not comply with these terms.

Frontiers in Neural Circuits | www.frontiersin.org 17 January 2019 | Volume 12 | Article 12034

https://doi.org/10.1016/0006-8993(71)90358-1
https://doi.org/10.1016/j.neuron.2012.11.032
https://doi.org/10.1523/JNEUROSCI.12-05-01945.1992
https://doi.org/10.1002/hipo.20511
https://doi.org/10.1109/TCDS.2017.2752369
https://doi.org/10.1111/ejn.13918
https://doi.org/10.1038/nature11649
https://doi.org/10.1038/nature14151
https://doi.org/10.1038/nn1829
https://doi.org/10.1098/rsif.2014.1214
https://doi.org/10.1038/nature10583
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


ORIGINAL RESEARCH
published: 12 July 2019

doi: 10.3389/fncir.2019.00045

Edited by:

Desdemona Fricker,
UMR8119 Centre de Neurophysique,

Physiologie, Pathologie, France

Reviewed by:
Yoshiyuki Kubota,

National Institute for Physiological
Sciences (NIPS), Japan

Andrea Burgalossi,
University of Tübingen, Germany

Patricia Preston-Ferrer,
University of Tübingen, in

collaboration with reviewer AB

*Correspondence:
Yoshiko Honda

honday@twmu.ac.jp

Received: 10 April 2019
Accepted: 27 June 2019
Published: 12 July 2019

Citation:
Honda Y and Furuta T (2019) Multiple
Patterns of Axonal Collateralization of

Single Layer III Neurons of the
Rat Presubiculum.

Front. Neural Circuits 13:45.
doi: 10.3389/fncir.2019.00045

Multiple Patterns of Axonal
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1Department of Anatomy, School of Medicine, Tokyo Women’s Medical University, Tokyo, Japan, 2Department of Oral
Anatomy and Neurobiology, Graduate School of Dentistry, Osaka University, Osaka, Japan

The presubiculum plays a key role in processing and integrating spatial and
head-directional information. Layer III neurons of the presubiculum provide strong
projections to the superficial layers of the medial entorhinal cortex (MEC) in the rat. Our
previous study revealed that the terminal distribution of efferents from layer III cells of the
presubiculum was organized in a band-like fashion within the MEC, and the transverse
axis of these zones ran parallel to the rhinal fissure. Identifying axonal branching patterns
of layer III neurons of the presubiculum is important to further elucidate the functional
roles of the presubiculum. In the present study, we visualized all axonal processes and
terminal distributions of single presubicular layer III neurons in the rat, using in vivo
injection of a viral vector expressing membrane-targeted palmitoylation site-attached
green fluorescent protein (GFP). We found that layer III of the rat presubiculum comprised
multiple types of neurons (n = 12) with characteristic patterns of axonal collateralization,
including cortical projection neurons (n = 6) and several types of intrinsic connectional
neurons (n = 6). Two of six cortical projection neurons provided two or three major axonal
branches to the MEC and formed elaborate terminal arbors within the superficial layers
of the MEC. The width and axis of the area of their terminal distribution resembled
that of the band-like terminal field seen in our massive-scale observation. Two of the
other four cortical projection neurons gave off axonal branches to the MEC and also
to the subiculum, and each of the other two neurons sent axons to the subiculum
or parasubiculum. Patterns of axonal arborization of six intrinsic connectional neurons
were distinct from each other, with four neurons sending many axonal branches to both
superficial and deep layers of the presubiculum and the other two neurons showing
sparse axonal branches with terminations confined to layers III–V of the presubiculum.
These data demonstrate that layer III of the rat presubiculum consists of multiple types of
cortical projection neurons and interneurons, and also suggest that inputs from a single
presubicular layer III neuron can directly affect a band-like zone of the MEC.

Keywords: single neuronal tracing, Sindbis viral vector, axonal arborization, morphology, postsubiculum, medial
entorhinal cortex

Abbreviations: AB, angular bundle; CA, cornu ammonis; cc, corpus callosum; dhc, dorsal hippocampal commissure;
dist, distal; EC, entorhinal cortex; GFP, green fluorescent protein; hf, hippocampal fissure; ld, lamina dissecans; LEC,
lateral entorhinal cortex; MEC, medial entorhinal cortex; mol, molecular layer; ParS, parasubiculum; pcl, pyramidal cell
layer; PreS, presubiculum; prox, proximal; pyr, pyramidal; rf, rhinal fissure; RS, retrosplenial cortex; sept, septal; Sub,
subiculum; temp, temporal.
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INTRODUCTION

Connectivity among the hippocampal formation [dentate gyrus,
cornu ammonis (CA), and subiculum], presubiculum (PreS)
and entorhinal cortex (EC) are crucial for memory formation.
Sensory information converges on EC and is transmitted to the
hippocampal formation. Signals are processed in the internal
circuit, propagated to the cortical and subcortical structures,
then return to EC. Back projections from the hippocampal
formation to EC include two pathways: one a direct back
pathway (i.e., from CA1 and the subiculum to the deep layers
of EC; Tamamaki and Nojyo, 1995); and the other an indirect
pathway. This indirect back pathway mainly originates in the
subiculum (Sub) and reaches EC via PreS or parasubiculum
(ParS; Caballero-Bleda and Witter, 1994). We have studied the
major projections from layer III of PreS to the superficial layers
of the medial entorhinal cortex (MEC) and found that the
presubicular projections terminated in a band-like zonal area
of MEC (Honda and Ishizuka, 2004). The transverse axes of
these zones were disposed parallel to the rhinal fissure and their
longitudinal axes were perpendicular to the boundary between
MEC and the lateral entorhinal cortex (LEC). This finding
raises the question of whether the terminal arborizations of
each single entorhinal projection neuron in layer III of PreS
constitutes such a band-like zone. However, little is known
about the axonal branching patterns of each presubicular neuron
(Honda et al., 2011). To address this, we visualized all axonal
processes of single presubicular neurons in layer III, using
in vivo injection of a virally expressed membrane-targeted
palmitoylation site-attached green fluorescent protein (palGFP;
Furuta et al., 2001). This vector is useful as a highly sensitive
anterograde tracer for tracing long, finely arborized axonal
branches (Kuramoto et al., 2009; Matsuda et al., 2009). Axonal
tracing through many serial sections enabled identification of
multiple types of single layer III neurons in rat PreS based on
axonal morphology.

MATERIALS AND METHODS

The present experiments were approved by the Animal Care and
Use Committee of Tokyo Women’s Medical University, and all
conformed to the Guidelines for the Care and Use of Laboratory
Animals (National Institutes of Health, USA). We used eight
adult male Wistar rats (280–305 g body weight; Clea Japan,
Tokyo, Japan), with every effort made to minimize the number
of animals used and the pain and distress of animals.

Constitution of Recombinant Sindbis Virus
The DNA construct containing the sequences for GFP tagged
with a membrane-targeting palmitoylation site was inserted into
the PmaCI site of pSinRep5 (Invitrogen, Carlsbad, CA, USA) as
fully described by Furuta et al. (2001). The recombinant Sindbis
virus, which was produced with the pSinRep5 containing the
construct, was replication deficient and designed so that infected
cells would express palGFP under the control of a powerful
sub-genomic promoter of the virus.

Injection of Viral Vector
Rats were initially sedated with 5% isoflurane and a surgical
level of anesthesia was maintained by intramuscular injection
of a mixture of ketamine (60 mg/kg body weight) and xylazine
(20 mg/kg body weight). Each animal was placed in a stereotaxic
frame, and a hole was drilled in the skull at coordinates derived
from the atlas of (Paxinos and Watson, 1998; Table 1). Between
2,000 and 4,000 infectious units (IU) of palGFP-expressing
Sindbis virus vector (Furuta et al., 2001) in 0.5–1.0 µl of 5 mM
phosphate-buffered saline (PBS; pH 7.4) containing 0.5%–2.0%
bovine serum albumin was pressure-injected stereotactically
into part of PreS through a glass micropipette attached to a
Picospritzer II (General Valve, Fairfield, NJ, USA). All injections
were performed unilaterally (left side).

Fixation and Cutting
After a survival period of 72 h, rats were re-anesthetized by
intraperitoneal injection of sodium pentobarbital (80 mg/kg
body weight) and perfused transcardially with physiological
saline followed by 4% formaldehyde in 0.1 M phosphate buffer
(PB; pH 7.4), and the brains were removed. Brains were cut
into several blocks and post-fixed with the same fixative for
4–5 h at 4◦C. We created an ‘‘extended’’ hippocampal formation
(Ishizuka, 2001; Honda and Ishizuka, 2004; Honda et al., 2008) to
facilitate analysis of the laminar and topographical distributions
of labeled axonal arbors and terminal boutons. In brief, cerebral
hemispheres were dissected free from the diencephalon and
gently flattened in fixative to reduce the natural concavity
of the hippocampal formation and parahippocampal areas
(Figure 1A). After cryoprotection with 20% sucrose in PB,
transverse sections of the flattened hemisphere, perpendicular
to the ‘‘extended’’ septotemporal (longitudinal) axis of the
hippocampal formation, were cut at a thickness of 50 µm using a
freezing microtome.

Immunostaining for GFP
After confirming the presence of several GFP-expressing cells
in sections containing PreS under a fluorescent microscope, all
sections were immunostained with antibody against purified
GFP. Sections were first incubated in PBS containing 0.1%
hydrogen peroxide for 1 h at room temperature and washed
in PBS. Sections were then incubated overnight at 4◦C with
anti-GFP antibody solution (1:500, A11120; Molecular Probes,
Eugene, OR, USA; Table 2) containing 0.3% Triton X-100
and 1% normal donkey serum (NDS) in PBS. After rinses
with PBS, sections were incubated in biotinylated anti-mouse
IgG solution (1:100, AP192B; Millipore, Temecula, CA, USA;
Table 2) containing 0.3% Triton X-100 and 1% NDS in PBS
for 1 h at room temperature. Following a series of rinses with
PBS, sections were incubated in avidin-biotin complex solution
(Vectastain ABC Elite kit; Vector Laboratories, Burlingame, CA,
USA). Sections were rinsed in PBS and placed in a solution
of 0.05% 3,3′-diamininobenzidine-4HCl (DAB), 0.4% nickel (II)
acetate, and 0.005% H2O2 in 50 mM Tris-HCl buffer (pH
7.6) for 30 min at room temperature. After several washes in
Tris-buffered saline (TBS), all sections were serially mounted
on gelatin-coated slides and counterstained with neutral red.
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FIGURE 1 | (A) Explanatory diagrams of the preparation of extended hippocampus and the cutting plane perpendicular to the longitudinal (septotemporal) axis of
the hippocampus. Upper right is the right-side view of a rat brain. The white dotted line indicates the first cutting-plane line, which cut-off the frontal brain block.
Upper left is a curved left hemisphere, which is removed from the diencephalon. Lower left is a flattened left hemisphere, in which the longitudinal axis of the
hippocampal formation is approximately linear and the drawings of four cutting planes are superimposed on it. Lower right is the superposition of nine transverse
sections of the flattened left hemisphere, perpendicular to the longitudinal axis of the hippocampus. (B) Schematic diagrams of the extended hippocampus as
shown in (A). Shaded regions represent PreS and the septotemporal parcellation (see also Figure 6) is indicated by small dotted lines. The localization of cell body of
neuron #1 is represented as a blue-colored circle. A drawing of the section which includes the cell body and several dendrites (upper middle) and camera lucida
reconstruction of the axonal morphology (upper right) of neuron #1. The cell body is painted over in blue. Three main axonal branches a, b and c and their collaterals
are represented by blue, red and green, respectively. Dendrites and the main axon that comes directly out of the cell body are colored in black. The lower enclosed
figure is a superposition of a drawing of five sections around the cell body of neuron #1 and arrowheads filled in magenta indicate the points of axonal endings of
branches a-1 and c-1 in layer VI of PreS near the level of the cell body. Short double lines (magenta) indicate that the axon continues further, and a pound sign
indicates an axonal branch entering the dorsal hippocampal commissure. Short double lines (magenta) on the axonal arbors of the whole drawing of neuron
#1 indicate the same position as that of the enclosed figure. Scale bars = 5 mm in the upper right and 1 mm in the other photomicrographs of (A), and 500 µm in
the upper-middle and 100 µm in the upper-right and lower enclosed diagrams in (B).
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TABLE 1 | The location of cell bodies and number of main axon collaterals to the termination areas or layers from each layer III neuron of PreS.

Location of cell body Number of labeled axonal arbors

Cell No.
(Rat No.)

† sept-temp prox-dist depth Neuron Type PreS (layer) Sub MEC ParS (sup/ deep) cc, dhc fim

II III V VI I–III V–VI

sup m deep

#5 (41) a sept m sup np 2 6 4 0 1 2 1 0 0 0 0 0

#8 (81) a m-sept m m p 0 4 12 4 0 1 0 0 0 0 0 0

#4 (41) a m-sept prox m p 0 0 2 0 0 4 8 0 1 0 1 0

#11 (72) a m-sept dist m p 0 0 6 2 0 0 0 0 0 0 0 0

#9 (36) c m prox sup np 2 6 5 5 1 0 0 0 0 0 0 0

#1 (18) a m m m p 0 0 0 0 0 2 0 ∗ 0 0 2 0

#3 (41) a m m deep p 7 1 1 4 0 21 3 5 1 0 2 1

#10 (27) b m dist sup np 3 12 0 4 0 0 0 0 0 0 0 0

#7 (19) a m dist m np 3 2 3 19 6 4 0 0 0 0 0 0

#6 (19) a m dist m p 0 0 1 1 ∗ 1 0 0 0 17 (9/8) 0 0

#12 (81) b m dist deep np 0 0 0 3 2 0 0 0 0 0 0 0

#2 (28) c m-temp m sup p 0 3 2 0 0 1 0 ∗ 0 0 0 0

∗Making terminal plexus, m, middle; np, non-pyramidal; p, pyramidal; sup, superficial. †Coordination of the injection site: a = AP-7.3, ML-3.2, D+3.4, b = AP-7.2, ML-4.1, D+4.8, c = AP-7.32, ML-4.1, D+4.8. The density patterns of
shading indicate the approximate quantity of axonal arbors

TABLE 2 | Antibodies used in this study.

Name Host species Clonality (Clone ID) Source, Cat. #, RRID Concentration used

Mouse anti-green fluorescent protein (GFP) mouse Monoclonal antibody (3E6) Molecular Probes, A-11120, RRID:AB_221568 1:500
Donkey anti-mouse IgG, biotin-conjugated donkey Polyclonal antibody Millipore, AP192B, RRID:AB_92624 1:100
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Sections were then dehydrated in an ethanol series, cleared with
xylene, and coverslipped.

Reconstruction and Imaging of Labeled
Neurons
Axons and dendrites of labeled neurons were first traced under
an Eclipse 80i microscope (Nikon, Tokyo, Japan) attached with a
camera lucida apparatus (at ×40 magnification). In the process
of neuronal tracing, we labeled the axonal arbor by painting
with several colors to identify each axonal branch originating
from a single cell body. When there were any inexact points
of joining and tracing fragments of axonal fibers, such as in
cases where the target axonal branch was indistinguishable from
other overlapping processes, we excluded these fibers from our
dataset. Some neurons were also mapped and reconstructed
using a computer-assisted microscope system and data analysis
program (NeurolucidaTM; MicroBrightField, Colchester, VT,
USA; at ×100 magnification). Shrinkage of section thicknesses
was corrected along the z (depth) axis by NeurolucidaTM.
In addition, two-dimensional unfolded maps were prepared
as previously described (Honda and Ishizuka, 2004). Digital
photomicrographs were taken using a LINCETM (Claro, Aomori,
Japan) with the extended focus application. The number of focus
levels was 25, and the focus step size was 5 µm. Captured digital
images were trimmed and adjusted to obtain optimal resolution,
brightness, and contrast in Adobe PhotoshopTM software (Adobe
Systems, San Jose, CA, USA).

NOMENCLATURE

We have used the terms ‘‘septal-temporal’’ and ‘‘dorsal-ventral’’
interchangeably to represent the longitudinal direction of PreS
(for details, see Ishizuka, 2001). We have also used the term
‘‘proximal-distal’’ to represent the transverse direction of PreS
and EC instead of ‘‘anterior-posterior’’ and/or ‘‘medial-lateral.’’
In PreS, the term ‘‘proximal’’ means near Sub, whereas ‘‘distal’’
means distant from Sub. In EC, the term ‘‘proximal’’ means
near ParS, whereas ‘‘distal’’ means near the rhinal fissure.
The cutting plane and XY-direction of all traced images and
photomicrographs in our figures were substantially the same.
The so-called ‘‘postsubiculum’’ is treated as the septal part of
PreS, on the basis of the strong similarities in connectivity
and cytoarchitecture between the septal and temporal parts
of PreS (Honda and Ishizuka, 2004; Honda et al., 2008). For
purposes of description, we divided PreS into five portions
along the septotemporal axis (septal, mid-septal, middle, mid-
temporal, temporal), each about 1 mm long. According to
this compartmentalization, PreS, septal PreS, mid-septal PreS,
and the septal part of mid-PreS seem to correspond to
the postsubiculum.

RESULTS

The cell bodies of infected neurons were diffusely distributed
with sufficient distance between each other within a radius of
about 1 mm from the center of injection. Consequently, we could
reconstruct the whole shape of axonal processes originated from

multiple virus-infected neurons within the same hemisphere
of the same animal. In the present study, 54 presubicular
neurons (including layers II–VI of PreS) were visualized in
all animals of Table 1, of which 37 neurons (68.5%) were
successfully reconstructed. In detail, 100% in layer II (4 neurons
reconstructed/4 neurons visualized), 70.5% in layer III (12/17),
47.6% in layer V (10/21), and 100% in layer VI (8/8). The
shortest distance between nearby virus-infected neurons was
approximately 50 µm and the longest distance was 900 µm
along the proximodistal or septotemporal axes of PreS. Twelve
single layer-III presubicular neurons with labeled axons were
successfully reconstructed in eight hemispheres ipsilateral to the
injection site (Table 1). Six of the 12 neurons (including both
pyramidal and non-pyramidal neurons) were cortical projection
neurons that sent axons to MEC and/or Sub, or to ParS. The
other six neurons were intrinsic projection-type neurons that
sent many recurrent fibers to several layers of PreS but did not
send efferents to other cortical areas.

Cortical Projection Neurons
Within the six cortical projection neurons, two sent fibers only
to MEC (neurons #1 and #2; Figures 1–6) and another two
sent axon collaterals to both MEC and Sub (neurons #3 and #4;
Figures 7, 8). One of the remaining two neurons projected only
to Sub (neuron #5; Figure 9), and the other provided numerous
branches only to ParS (neuron #6; Figure 10). All neurons had
two or more recurrent collaterals, which terminated in one or
more layers of PreS (Table 1).

MEC Projection Neurons
Neuron #1 was a pyramidal neuron with the cell body located at
the middle depth of layer III of the mid-proximodistal part of
mid-PreS (Figures 1B, 6A). This neuron gave off three major
axonal branches (a, b and c in Figure 1B), with their three
collaterals (a-2, b-1 and c-2 in Figures 1B, 2, 3) reaching layers
II and III of MEC. As seen in Figure 2, different patterns
of termination were seen in MEC, i.e., branches a-2 and c-2
provided complex terminal arborizations with many en passant
boutons, while branch b-1 showed no terminal arborizations
in layer III of MEC. While ascending in layer III of MEC,
branch b-1 formed several en passant boutons (not shown).
Both branches a-2 and c-2 formed elaborate terminal arbors that
seemed to face each other, while their terminal distributions
rarely overlapped within layer III of MEC (Figures 3B,D).
To clarify the positional relationship between the soma and
axon terminals, we created representations of these structures
on an unfolded map of the entire PreS and EC. The area of
termination of neuron #1 showed a band-like pattern, with
the transverse axis disposed parallel to the rhinal fissure and
the longitudinal axis perpendicular to the boundary between
MEC and LEC (Figure 6A). This band-like field was about
0.5 mm in width and located in the distalmost region of MEC.
A small cluster of terminals was seen at the more proximal part
of MEC, corresponding to terminals derived from branch b-1.
From branch b, an additional axonal branch entered the dorsal
hippocampal commissure (b-2 in Figures 1B, 3). Both branches
a and c showed a short recurrent collateral, which reached layer
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FIGURE 2 | Drawing of 17 serial sections of the same hemisphere as neuron #1 are aligned in septotemporal order (upper) and camera lucida reconstruction of the
terminal domain of each of axonal branches a-2, b-1 and c-2 in medial entorhinal cortex (MEC; middle and lower). Each axon is a continuation of the branches in
Figure 1B. Short double lines (black) indicate the same position as in the whole drawing of neuron #1 in Figure 1B. Panels (D–F) are superpositions of drawings
from two, 10 and five sections, i.e., (A–C), respectively, as area arranged from temporal (D) to septal (F) levels. Higher-powered magnification of the rectangles in
(E,F) are indicated as (G,H), respectively. Panels (G,H) are superpositions of the drawing of five or seven sections using a ×100 objective lens. Magenta-open
arrowheads indicate the position of identifiable axonal boutons. Scale bars = 1 mm in the upper row, 500 µm in the middle row (D–F) and 50 µm in (G,H).

VI of PreS near the cell body (a-1 and c-1 in Figures 1B, 3A)
and they formed small terminal boutons on branch endings
(not shown).

Neuron #2 was an atypical pyramidal neuron (Figure 4A),
with an apical dendrite (arrow in Figure 5D) directed

more temporally to the cell body and giving off branches
approximately parallel to the plane perpendicular to the
septotemporal axis of PreS. The soma was located at the
superficial part of layer III in the mid-proximodistal portion of
the mid-temporal PreS (Figures 4A, 6B). An axon emanating
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FIGURE 3 | (A) Schematic diagram of the axonal branching pattern for neuron #1. The main axon that comes directly out of the cell body is colored in black, and
the other axonal branches are represented using the same colors as in Figure 1B. The dendrites and cell body are represented schematically as thin black lines and
a black filled circle. Small red-open circles indicate terminal levels of axonal branches within layers II–III of MEC and asterisks near those terminals indicate the
existence of complex terminal arborizations that form the plexus. Numbers indicate the septotemporal levels of terminations for each axon collateral when the level of
cell body is set as the zero-point. Short double lines and a pound sign at the upper end of branch b-2 indicate that the nerve continues farther through the dorsal
hippocampal commissure. Dotted rectangles indicate areas of PreS and MEC. IIIm in PreS represents the middle depth of layer III of PreS. The level of each axonal
branching point is not necessarily accurate. (B–D) Images of 3D-reconstructed neuron #1 are indicated; a frontal view from the z-axial direction (B), a view of the
right side from the x-axial direction (C) and a view of the bottom from the y axial direction (D). The z-axis corresponds to septal and temporal (longitudinal axis of the
hippocampal formation). In PreS, the x-axis corresponds to superficial and deep, and the y-axis to proximal (near Sub) and distal. In EC, the x axis corresponds to
proximal (near ParS) and distal (near rhinal fissure), and the y-axis to superficial and deep. The cell body is represented as a white circle and the dendrites are colored
as orange. The main axon that comes directly out of the cell body is colored in white, and the other axonal branches are represented using the same colors as in
Figure 1B. White pound signs at the end of branch b-2 in (C,D) indicate that the branch enters into the dorsal hippocampal commissure and continues farther. In
comparison with Figure 1B, higher magnification is used in the 3D-reconstruction and the number and volume of terminal arbors appear to be increasing in (B–D;
see “Materials and Methods” section). Scale bars = 100 µm in (B–D).

Frontiers in Neural Circuits | www.frontiersin.org 7 July 2019 | Volume 13 | Article 4541

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Honda and Furuta Morphologies of Single Presubicular Neurons

FIGURE 4 | (A) Schematic diagrams of the extended hippocampus as shown in Figure 1A (upper left). The localization of cell body of neuron #2 is represented as
a blue-colored circle. A drawing of the section that includes the cell body and several dendrites (upper right) and camera lucida reconstruction of axonal morphology
(upper middle) of neuron #2. The cell body is painted over in blue. The three main axonal branches a, b and c and their collaterals are represented by magenta, red
and blue, respectively. The main axons that come directly out of the cell body are colored in black. The black-open, gray and magenta arrowheads indicate points of
axonal endings in the superficial part of layer III, middle part of layer III, and layer VI of PreS, respectively. Indications of axonal ending points in MEC are omitted from
this drawing. The lower enclosed figure is a superposition of a drawing of sections around the cell body of neuron #2 and arrowheads filled in magenta indicate the
points of axonal endings of branch b-1 in layer VI of PreS near the level of the cell body. Short double lines (magenta) indicate that the axon continues further. Short
double lines (magenta) on the axonal arbors of the whole drawing of neuron #2 indicate the same position as that of the enclosed figure. (B) Composite
photomicrograph of the cell body and proximal parts of its processes taken by stacking different focal planes. White arrow indicates the point of origin of the main
axon, which comes directly out of the cell body. (C) Schematic diagram of the axonal branching pattern of neuron #2. The axonal branches are represented using the
same colors as in (A). Black-open, gray and magenta circles indicate terminal levels of axonal branches within the superficial part of layer III, middle part of layer III
and layer VI of PreS, respectively. Red-open circles indicate terminal levels of axonal branches within the superficial layers of MEC. Asterisks near those terminals
indicate the existence of complex terminal arborizations that form a plexus. Numbers indicate septotemporal levels of terminations for each axon collateral when the
level of the cell body is set as the zero-point. IIIs and IIIm in PreS represent the superficial and middle depths of layer III of PreS. The level of each axonal branching
point is not necessarily accurate. Scale bars = 500 µm in the upper-right and 100 µm in the middle and lower enclosed diagrams in (A), and 20 µm in (B).

directly from the cell body (white arrow in Figure 4B) sent a
short recurrent collateral to the superficial part of PreS near
the cell body (branch a in Figures 4A,C), then bifurcated into
two major axonal branches b and c toward the superficial

layers of MEC (Figures 4A,C). After providing a recurrent
collateral b-1 to layer VI of PreS, which formed several en
passant boutons within layer VI (not shown), branch b-2 ran
into layer VI of MEC, then vertically ascended to the superficial
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Honda and Furuta Morphologies of Single Presubicular Neurons

FIGURE 5 | The 3D-reconstructed images of neuron #2 are indicated: a
frontal view from the z-axial direction (A); a view of the right side from the
x-axial direction (B); and a view of the bottom from the y-axial direction (C).
The cell body and main axon that comes directly out of the cell body are
colored in white, and the three main axonal branches a, b and c and their
collaterals are represented by blue, magenta and pale blue, respectively.
Dendrites are colored as orange. (D) High magnification of the rectangle in
(C). White arrow indicates a shaft of apical dendrite. Scale bars = 100 µm in
(A–D).

layers to form a complex terminal arborization within layer III
(Figures 4A,C, 5). Branch c had two recurrent collaterals, c-1
and c-2, both terminating in the middle part of layer III of
PreS. One collateral (c-3) ran through the lamina dissecans of
MEC and terminated in layer III of MEC without any complex
terminal arborizations (Figures 4A,C, 5). On the other hand,
branch c-4 arborized extensively within the superficial layers
through almost 0.5 mm along the septotemporal axis of MEC
(Figure 4C) and formed a complex terminal arborization at
the level adjoining the b-2 axon terminal ramification (asterisks
in Figure 4C). Similar to neuron #1, plexuses of the b-2 and
c-4 terminal arborizations expanded along the proximodistal
axis and seemed to face each other within the superficial layers
of MEC, while the terminal distributions rarely overlapped
(Figures 4A, 5). Both branches b-2 and c-4 sent one axon
collateral to the deep part of layer I of MEC that reached
levels separate from the terminal arborizations in layers II–III
(Figure 4C). As seen in the unfolded map (Figure 6B), axon
terminals in layer III of MEC distributed in a band-like
fashion similar to the terminal distribution pattern of neuron
#1 (Figure 6A). Compared with neuron #1, the band-like
terminal region of neuron #2 was located more proximally
in MEC (Figures 6A,B), probably because the cell body of
neuron #2 was situated at a more temporal level of PreS
than the cell body of neuron #1 (Figure 6C). No commissural
axonal branches ascending in the white matter could be found
for neuron #2.

In conclusion, neuron #1 was a pyramidal neuron, and neuron
#2 was an atypical pyramidal neuron, both had two axonal
branches which formed a complex terminal arborization within
the superficial layers of MEC.

MEC/Sub Projection Neurons
Neuron #3 was a spiny pyramidal neuron, and the locus
of the cell body was in the deep part of layer III in the
mid-proximodistal portion of mid-PreS (Figure 7A). This
neuron provided four types of axonal branches, classified by
the terminal regions. The first group comprised branches that
had several short recurrent collaterals terminating in layers
III or VI of PreS (magenta branches in Figures 7A,B), and
the second consisted of axonal branches reaching layer III of
MEC and also supplying several recurrent collaterals to layer
VI of PreS (green branches in Figures 7A,B). The third group
represented branches bifurcating into collaterals projecting to
layer VI of MEC and to the contralateral hemisphere through
the corpus callosum (red branches in Figures 7A,B), and
also showing two short recurrent collaterals terminating in
layer VI of PreS. The last group comprised branches reaching
the pyramidal cell layer of Sub (blue, pale blue and purple
branches in Figures 7A,B), which provided many recurrent
collaterals to layers II, III and VI of PreS. The complex terminal
arborizations within the superficial layers of the proximal (near
Sub) part of PreS derived from a single axonal branch that also
provided collaterals to layer VI of PreS and to Sub (pale blue
branches in Figures 7A,B). Interestingly, terminations of the
three axonal branches within Sub distributed at similar intervals
of 0.25–0.3 mm along the septotemporal axis (Figure 7B).
Moreover, one such branch bifurcated into collaterals to the
contralateral hemisphere through the corpus callosum and to
subcortical areas via the fimbria-fornix (pound sign and double
pound sign on pale blue branches in Figures 7A,B). All axonal
arbors which terminated in layer VI of PreS and MEC formed
small terminal boutons in their target layer. As seen in the
unfolded map (Figure 7C), the proximodistal range of the
terminal distribution was about 500 µm, similar to the band-like
terminal regions of neurons #1 and #2 (as shown in Figure 6),
but the septotemporal length was significantly shorter than those
of neurons #1 and #2.

Neuron #4 was an atypical pyramidal cell with a curved
apical dendrite that ran obliquely across layer I and reached
the pial surface (Figure 8A). Dendritic spines were relatively
sparse (Figure 8B). The cell body was located at the middle
depth of layer III of the proximal portion of the mid-septal
PreS (Figures 7A,C), and provided many axonal arbors to Sub
(Figure 8C). Four major branches (magenta, green, blue and
pale blue branches in Figures 8A,C) were sent out from the
main axonal shaft (white arrow in Figure 8B), each showing
collaterals that terminated in the pyramidal cell layer of Sub. One
of the major branches (pale blue branch in Figure 8C) ascended
to the septal levels and bifurcated into recurrent collaterals to
layers III and VI of PreS and a commissural axonal branch,
which entered the dorsal hippocampal commissure (pound signs
in Figures 8A,C). A descending axonal arbor (green branch
in Figures 8A,C) was also present, sending collaterals to both
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Honda and Furuta Morphologies of Single Presubicular Neurons

FIGURE 6 | Two-dimensional unfolded maps of layer III of PreS and MEC with surrounding areas, showing the locations of the cell body (blue filled circles) and axon
terminals (magenta dots) of neurons #1 (A) and #2 (B). The vertical axis of the map indicates the distance from the septotemporal level of the cell body, and the
horizontal axis indicates the distance from the proximal end of PreS. For details, see Honda and Ishizuka (2004) and Honda et al. (2008). Drawings of the sections for
neurons #1 and #2, which include the cell body (blue circle) and several dendrites (blue short lines) are inserted in each unfolded map. A gray double arrow in each
drawing indicates the proximodistal length of PreS. (C) Schematic diagrams of the extended hippocampus as shown in Figure 1A. The location of cell body in PreS
is represented as light blue- (neuron #1) and blue- (neuron #2) colored circles and the terminal distribution in layers II–III of MEC are schematically shown by
magenta-open circles. Scale bars = 500 µm in (A,B).

layer V of MEC and the pyramidal cell layer of Sub (red and
purple branches in Figures 8A,C), in addition to three recurrent
collaterals to layer VI of PreS. All axonal arbors which terminated
in the deep layers of PreS and MEC formed small terminal
boutons in their target layers.

Taken together, two distinct types of MEC/Sub projection
neurons were observed; neuron #3 was a spiny pyramidal neuron,
which had both commissural and subcortical projection fibers
and also provided many recurrent collaterals to various layers of
PreS, while neuron #4 was an atypical pyramidal neuron, which
had relatively sparse recurrent collaterals and provided more
axonal arbors to Sub than to MEC.

Subicular Projection Neuron
As seen in Figure 9, neuron #5 was a subicular projection neuron,
which had only one axonal arbor to Sub. The spindle-shaped
cell body (white arrow in Figure 9B) was located in the
superficial part of layer III of the mid-proximodistal portion
of the septal PreS (Figures 7A,C). The form of dendritic
arborization extended widely to the more temporal levels for
about 0.5 mm along the septotemporal axis (not shown) within
layers I–III of PreS (Figure 9A). Many of the axonal collaterals
projected to levels more septal than the cell body. One of the
main branches showed a collateral that terminated in layer V
of PreS at a level 0.35 mm more septal than the cell body,
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FIGURE 7 | (A) Schematic diagrams of the extended hippocampus as shown in Figure 1A (upper left). The locations of cell body of neurons #3, #4, and #5 in PreS
are schematically represented as blue-colored circles. The terminal distribution in layers II–III of MEC originated from neuron #3 is schematically shown by red-open
circles. Lower left is a drawing of the section of neuron #3, which includes the cell body and several dendrites. Camera lucida reconstruction of axonal morphology of
neuron #3 (middle). The enclosed figure is a superposition of drawings of the soma and dendrites. The cell body is painted over in blue. The main axonal branches
and their collaterals are represented by magenta, red, green and pale blue. One of the collaterals from the pale blue branch is colored in blue and the other in purple.
Short double lines indicate that the axon continues farther. The points of axonal endings in layer II of PreS are indicated as blue arrowheads. Axonal endings in the
superficial, middle and deep depths of layer III of PreS are indicated as open, gray and black arrowheads, respectively. Magenta arrowheads indicate points of
endings in layer VI of PreS. (B) Schematic diagram of the axonal branching pattern of neuron #3. The axonal branches are represented using the same colors as in
(A). Blue, black-open, gray, black and magenta circles indicate terminal levels of axonal branches within the superficial, middle, and deep parts of layer III and layer VI
of PreS, respectively. Red-open and red-colored circles indicate terminal levels of axonal branches within layers III and VI of MEC, respectively. IIId in PreS represents
the deep part of layer III of PreS. The level of each axonal branching point is not necessarily accurate. Short double lines indicate that the axon continues farther.
Single and double pound signs in (A,B) indicate that the axonal branches run into the corpus callosum and fimbria/fornix, respectively. (C) Two-dimensional unfolded
map of layer III of PreS (shaded region), ParS and EC, showing the locations of the cell body (blue filled circles) of neurons #3, #4, and #5 and axon terminals
(red-open circles) of the green branch of neuron #3 in layer III of MEC. Scale bars = 500 µm in the lower-left and 100 µm in the right and enclosed diagrams in (A).

while many shorter recurrent collaterals terminated within the
superficial part of layer III (magenta branches in Figures 9A,C).
Branches were seen specifically projecting to layer II (yellow
branch in Figures 9A,C) or layer VI (pale blue branch in
Figures 9A,C) of PreS, and the latter bifurcated into an axonal
arbor reaching to Sub at a level 0.55 mmmore septal than the cell

body (green branch in Figures 9A,C). All remaining branches
innervated the middle depth of layer III of PreS (blue branches in
Figures 9A,C).

In summary, neuron #5 was a fusiform cell, which provided
one axon collateral to Sub in addition to many recurrent
collaterals to PreS itself.
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FIGURE 8 | (A) A drawing of the section which includes the cell body and several dendrites (left) and camera lucida reconstruction of the axonal morphology of
neuron #4 (right). The cell body is painted over in blue. The main axonal branches and their collaterals are represented by blue, magenta and green. One of the
collaterals from the blue branch is colored in pale blue and two branches from green are colored in red and purple. Short double lines indicate that the axon
continues farther. The points of axonal endings at the middle depth of layer III of PreS and in layer VI of PreS are indicated as gray and magenta arrowheads,
respectively. Axonal endings in the pyramidal cell layer of Sub are indicated as green arrowheads. (B) Composite photomicrograph of the cell body and proximal
parts of its processes taken by stacking different focal planes. A white arrow indicates the main axon. (C) Schematic diagram of the axonal branching pattern for
neuron #4. The main axon is colored in black, and the other axonal branches are represented using the same colors as in (A). Gray- and magenta-colored circles
indicate terminal levels of axonal branches within the middle part of layer III and layer VI of PreS, respectively. Green- and red-colored circles indicate terminal levels of
axonal branches within the pyramidal cell layer of Sub and layer V of MEC, respectively. The level of each axonal branching point is not necessarily accurate. Short
double lines indicate that the axon continues farther. Pound signs in (A,C) indicate that the axonal branches run into the corpus callosum. Scale bars = 500 µm in
the left and 100 µm in the right in (A) and 10 µm in (B).

Parasubicular Projection Neuron
At the level of mid-PreS, an elongated region was seen that
seemed to be the septal-most part of ParS. Our previous
study also confirmed that this region was not included in the
intrinsic connectivity of PreS (Honda et al., 2008). The fusiform-
shaped cell body of neuron #6 was located at the middle depth
of layer III of the distal portion of mid-PreS and provided
many axonal collaterals specifically to the septal-most part of
ParS (Figure 10A). Ascending dendritic arbors were spiny and
reached to layers I and II/III of ParS, and the descending
dendrites reached to layer III of the distal part of PreS. This

neuron seemed to be a bitufted type, as defined by the form
of dendritic arborization, while the axonal arbors extended
horizontally from the distal edge of PreS to several layers of
the proximal part of ParS. We plotted precise localizations
of soma and the axon terminals (purple-open arrowheads
in Figure 10A and purple-open circles in Figure 10C) of
neuron #6 on the unfolded map as shown in Figure 10B. The
termination of the blue, pale blue and green axons of neuron
#6 (Figures 10A,C) was localized in the proximal region of the
septal-most part of ParS (Figure 10B). The main axonal shaft
branched into two major collaterals (blue and green branches in
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FIGURE 9 | (A) A drawing of the section which includes the cell body and several dendrites (right) and camera lucida reconstruction of axonal morphology of
neuron #5 (left). Dendrites and the main axon are colored in black. The main axonal branches and their collaterals are represented by orange, magenta and green.
One of the collaterals from the green branch is colored in pale blue and three branches from the green branch are colored in blue. Points of axonal endings in layer II,
the superficial and middle depths of layer III, layer V and layer VI of PreS are indicated as blue, white-open, gray, magenta-open and magenta arrowheads,
respectively. The point of axonal ending in the pyramidal cell layer of Sub is indicated as a green arrowhead. (B) Composite photomicrograph of the cell body and
proximal parts of its processes taken by stacking different focal planes. White arrow indicates the spindle-shaped cell body. (C) Schematic diagram of the axonal
branching pattern for neuron #5. The axonal branches are represented using the same colors as in (A). Blue, white-open, gray, magenta-open and magenta circles
indicate terminal levels of axonal branches within layer II, the superficial and middle parts of layer III, layer V and layer VI of PreS, respectively. A green circle indicates
the terminal level of axonal branches within the pyramidal cell layer of Sub. The level of each axonal branching point is not necessarily accurate. Scale bars = 500 µm
in the right and 100 µm in the left in (A) and 20 µm in (B).

Figures 10A,C), which mostly innervated ParS and also provided
one major collateral for intrinsic projection (magenta branch in
Figures 10A,C). From one of the two major collaterals to ParS
(blue branch in Figures 10A,C), two branches bifurcated, each
specifically terminating in the superficial layers (layers II/III) or
deep layers (mostly layers IV–V, including lamina dissecans) of
ParS. This major branch also displayed several short recurrents

to layers III and V near the level of the cell body (pale blue
branches in Figures 10A,C). A major axonal branch for intrinsic
connection (magenta branch in Figures 10A,C) bifurcated into
two collaterals, one of which terminated in the deep part of layer
III while the other descended for about 0.2 mm temporal from
the cell body, then formed an intricate terminal arborization
within layers IV–V of PreS (asterisk in Figure 10C).
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FIGURE 10 | (A) Schematic diagrams of the extended hippocampus as shown in Figure 1A (left). The locations of cell body of neurons #6 and #7 in PreS are
schematically represented as blue-colored circles. The terminal distribution in the superficial layers of ParS originated from neuron #6 is schematically shown by
purple-open circles. Middle is a drawing of the section of neuron #6, which includes the cell body and several dendrites. Camera lucida reconstruction of axonal
morphology of neuron #6 (right). Dendrites and the main axon are colored in black, and the main axonal branches and their collaterals are represented by blue,
magenta and green. One of the collaterals from the blue branch is colored in pale blue. Gray, black, magenta-open and magenta arrowheads indicate the points of
ending of axonal branches in the middle and deep parts of layer III, layer V and layer VI of PreS, respectively. Purple-open and purple arrowheads indicate points of
endings of axon collaterals in the superficial (layers II/III) and deep (layers V/VI) layers of ParS, respectively. (B) Two-dimensional unfolded map of layer III of PreS,
ParS and EC, showing the locations of the cell body (blue-colored circles) of neurons #6 and #7 and axon terminals (purple-open circles) of neuron #6 in the
superficial layers of ParS. (C) Schematic of axonal branching pattern for neuron #6. The axonal branches are represented using the same colors as in (A). Gray,
black, magenta-open and magenta circles indicate terminal levels of axonal branches within the middle and deep parts of layer III, layer V and layer VI of PreS,
respectively. Purple-open and purple circles indicate terminal levels of axonal branches within the superficial (layers II/III) and deep (layers V/VI) layers of ParS,
respectively. An asterisk indicates the presence of complex terminal arborization forming a plexus. The level of each axonal branching point is not necessarily
accurate. Scale bar = 500 µm in the middle and 100 µm in the right in (A).

Taken together, these findings indicate neuron #6 was a
fusiform cell, which sent many axonal arbors to ParS and also
had recurrent axon collaterals for dense intrinsic connections
within PreS.

Intrinsic Connectional Neurons
Within six intrinsic projection neurons, four gave off many
axonal branches reaching to both superficial and deep
layers of PreS (Figure 11), while the other two displayed
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FIGURE 11 | (A,C) A drawing of the section which includes the cell body and several dendrites (left) and camera lucida reconstruction of axonal morphology (right)
of neurons #7 (A) and #8 (C). Dendrites are colored in black. The main axonal branches and their collaterals are represented by magenta, blue, green (in A) and pale
blue (in C). In (A), one of the collaterals from the green branch is colored in purple and the other in pale blue. Blue arrowheads indicate points of endings of axonal
branches in layer II of PreS. White-open, gray, black, magenta-open and magenta arrowheads indicate the points of endings of axonal branches in the superficial,
middle and deep parts of layer III, layer V and layer VI of PreS, respectively. (B,D) Schematic diagrams of each axonal branching pattern for neurons #7 (B) and #8
(D). The axonal branches are represented using the same colors as in (A,C). Blue, white-open, gray, black, magenta-open and magenta circles indicate terminal
levels of axonal branches within layer II, the superficial, middle and deep parts of layer III, layer V and layer VI of PreS, respectively. (E) Schematic diagrams of the
extended hippocampus as shown in Figure 1A (left). The locations of cell body of neurons #8 and #12 in PreS are represented as blue-colored circles.
Two-dimensional unfolded map of layer III of PreS, ParS and EC, showing the locations of the cell body (blue-colored circles) of neurons #8 and #12 are inserted in
(E, right). Scale bars = 500 µm in the left and 50 µm in the right in (A,C).

sparse axonal branches, for which terminations were
confined to layers III–V or restricted within layer III of PreS
(Figure 12).

Neurons With Numerous Axonal Collaterals
The cell body of neuron #7 was located at the middle depth
of layer III of the distal portion of mid-PreS, which was at a

distance of 50 µm from the cell body of neuron #6 (in the same
animal; Figures 10A,B, 11A,B). The dendrites were spiny and
showed a unique arborization pattern, arborizing extensively in
a direction deep to the cell body (Figure 11A). A main axonal
shaft provided three major branches (magenta, green and blue
branches in Figures 11A,B), one of which formed complex
terminal arborizations within the deep part of layer III near
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FIGURE 12 | (A,C) A drawing of the section which includes the cell body and several dendrites (left) and camera lucida reconstruction of axonal morphology (right)
of neurons #9 (A) and #10 (C). Dendrites are colored in black. The main axonal branches and their collaterals are represented by magenta, blue and green in (A). In
(C), all axons are colored in red. Blue, white-open, gray, black, magenta-open and magenta arrowheads indicate the points of endings of axonal branches in layer II,
the superficial, middle and deep parts of layer III, layer V and layer VI of PreS, respectively. In (C), some axon terminals are not denoted because of overlapping
arbors. (B) Schematic diagrams of each axonal branching pattern for neuron #9. The axonal branches and the terminal levels are represented using the same colors
as in (A). The level of each axonal branching point is not necessarily accurate. (D) Schematic diagrams of the extended hippocampus as shown in Figure 1A. The
locations of cell body of neurons #9, #10, and #11 in PreS are schematically represented as pale blue-, blue-, and green-colored circles, respectively. Scale
bars = 500 µm in the left and 50 µm in the right in (A,C).

the level of the cell body (green branches in Figures 11A,B),
with a collateral sending many branches to layers V and VI
(pale blue branches in Figures 11A,B) and another collateral
providing several axonal branches to the middle and deep parts

of layer III from 0.05 mm temporal to 0.25 mm septal to the cell
body (purple branch in Figures 11A,B). The other two major
branches (magenta and blue branches in Figures 11A,B) gave
off ascending collaterals to layer II and the superficial part of
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FIGURE 13 | (A,D) A drawing of the section which includes the cell body and several dendrites (left) and camera lucida reconstruction of axonal morphology (right)
of neurons #11 (A) and #12 (D). A two-dimensional unfolded map of layer III of PreS (shaded region), ParS and EC, showing the locations of the cell body (blue filled
circles) of neuron #11 is inserted in (A). In the camera lucida reconstruction, dendrites are colored in black. The main axonal branches and their collaterals are
represented by magenta, blue, and green. Gray, black and magenta-open arrowheads indicate points of endings of axonal branches in the middle and deep parts of
layer III and layer V of PreS, respectively. (B,E) Composite photomicrographs of each cell body and proximal parts of the processes of neurons #11 (B) and #12 (E)
taken by stacking different focal planes. White arrows indicate cell bodies. (C,F) Schematic diagrams of each axonal branching pattern of neurons #11 (C) and #12
(F). The axonal branches and the terminal levels are represented using the same colors as in (A,D). The level of each axonal branching point is not necessarily
accurate. Scale bars = 500 µm in the left and 50 µm in the right in (A,D), and 20 µm in (B,E).

layer III, and also bifurcated several branches to the deep part
of layer III.

Neuron #8 also showed characteristic dendritic arborization,
i.e., one dendritic arbor spread in distal and superficial directions
and the other mostly extending in a proximal direction from the
cell body (Figure 11C). Dendrites of this neuron were relatively
thin and smooth. The soma was located at the middle depth
of layer III of the mid-proximodistal part of the mid-septal
PreS (Figures 11C,E) and gave off four major axonal branches
(magenta, blue, pale blue and green branches in Figures 11C,D),
with all terminating within about 0.2 mm of the septotemporal
range. One major branch sent many collaterals to a level 0.1 mm
septal to the cell body and fewer to more temporal levels, and

all collaterals terminated in the superficial or middle depth of
layer III (magenta branches in Figures 11C,D). One of the other
major branches specifically projected to the middle depth of layer
III at a more septal level (pale blue branches in Figures 11C,D),
while the other two provided collaterals mostly to the middle
and deep parts of layer III at the level of the cell body or more
temporal levels (blue and green branches in Figures 11C,D). One
descending axonal arbor bifurcated from the major branch (blue
branches in Figures 11C,D) and terminated at the deep part of
layer VI.

Cell bodies of neurons #9 and #10 were located at the
superficial part of layer III in the proximal and distal portions
of mid-PreS, respectively (Figures 12A,C,D; in different animal).
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The axonal branches formed a local plexus at levels near the
cell body and terminated in layers II, III and V. In addition,
neuron #9 had long descending axonal branches (green branches
in Figures 12A,B) that reached to a level about 0.4 mm temporal
to the cell body.

In conclusion, neurons #7, #8, #9 and #10 had many recurrent
axon collaterals, which mainly terminated in the deep and/or
superficial part of layer III of PreS. Neurons #7 and #8 had
asymmetric axonal domains, which was offset in the more distal
part and deeper layers in neuron #7, while in the more distal and
superficial part of layer III in neuron #8.

Neurons With Sparse Axonal Branches
The cell bodies of neurons #11 and #12 were both located
at the middle depth of layer III of the distal part of
PreS, but with slightly different septotemporal distributions.
The cell body of neuron #12 was located in mid-PreS,
while that of neuron #11 was located in mid-septal PreS
(Figures 11E, 12D, 13A). Both neurons provided a small
number of axonal branches, for which the terminal distributions
were confined to layer III (in neuron #11) or layers III
and V (in neuron #12; Figure 13). Neuron #11 was a
pyramidal neuron with spiny dendritic arbors (Figures 13A,B)
and axonal branches mostly innervating the middle depth
of layer III only at levels more septal to the cell body
(Figure 13C). On the other hand, neuron #12 sent axons to more
proximal and deeper parts than the cell body (Figures 13D,F).
The dendrites were thin and displayed many small spines,
particularly at the part distant from the cell body (Figure 13E).
The dendritic morphology of neuron #12 showed a unique
pattern, with dendritic arbors proximodistally expanding to
the deeper layers (Figure 13D), resembling the shape of
dendritic arbors in neuron #7 but with fewer ramifications
(Figure 11A).

In summary, we identified a type of interneurons with sparse
axonal branches; neuron #11 was a pyramidal neuron and
neuron #12 had characteristic morphology, i.e., both dendrites
and axons mostly spread over the deep layers of PreS. In both
neurons, the dendritic and axonal domains directed toward
distinct regions.

DISCUSSION

Methodological Considerations
The present study used a single neuron-tracing method to
demonstrate that each presubicular layer III neuron has various
patterns of axonal collateralization. Our results indicate that
layer III of PreS comprises several subtypes of intrinsic
connection neurons and cortical connection neurons, including
MEC- and/or Sub-projecting cells. The Sindbis virus vector
used in the present study has already been demonstrated
to infect neurons without preference with regard to specific
neuronal type (Kuramoto et al., 2009), so our results appear
useful for anatomical classification of neurons in layer III
of PreS. This virus vector has been reported to not cause
degenerative changes in neuronal processes over survival periods

between 18 and 72 h (Furuta et al., 2001). In the present
study, no obvious degenerative changes such as beading or
disconnection in the axons were detected. We, therefore,
speculate that our results demonstrate characteristics of the
normal, not pathological, morphology of the axonal branches
of presubicular layer III neurons. We have performed trials
for determining the optimum conditions for virus infection
and GFP expression; in particular, we have varied the volume,
dilution and BSA concentration of injected virus solution, and
also varied the survival time of infected animals. Accordingly,
we could conceivably estimate optimal experimental conditions,
which enabled us to visualize and reconstruct the previously
unreported structures of single neurons, such as the intricate
terminal arborization of single MEC projection neurons and
axonal collateralization of single subicular and parasubicular
projection neurons in layer III of PreS. In some cases, the
distance between infected neurons was as short as 50 µm
(such as neurons #6 and #7), but we could successfully
trace axonal structures by identifying the cell of origin.
In our results, several long, commissural and/or subcortical
projection fibers could be found in some layer III neurons.
One possibility is that other types and/or subtypes of layer III
neurons may be identified by investigating commissural and
subcortical projection patterns at a single neuronal level, for
future studies.

Band-Like Terminal Zones of MEC
Projection Neurons
Our previous tracer study indicated that the presubicular
projections terminated in the zone or band-like area in layer
III of MEC perpendicular to MEC/LEC boundary and almost
parallel with the rhinal fissure (Honda and Ishizuka, 2004).
Here, we elucidated that the width (about 500 µm) and axis
of these zones closely matched the terminal fields of the single
neuronal projection shown in the present results (Figure 6).
Using two-dimensional unfolded maps, we have previously
demonstrated the topographic nature of presubiculo-entorhinal
projections in that the septotemporal or longitudinal axis of
PreS corresponds to the axis on MEC/LEC boundary. That is,
the septal PreS projects to the band-like zone near the rhinal
fissure and the temporal PreS projects to the band-like zone away
from the rhinal fissure (Honda and Ishizuka, 2004). As seen in
Figure 6, the patterns of entorhinal projection of both neurons
#1 and #2 are consistent with a topographic manner in which
the band-like terminal field of neuron #2 is located closer to
ParS/MEC boundary than that of neuron #1, because the cell
body of neuron #2 is located at a more temporal level than that
of neuron #1. We speculate that both two presubicular layer
III neurons are considered major types of entorhinal projection
cells as previously reported for PreS HD cells (Preston-Ferrer
et al., 2016). Multiple modules of grid cell clustering have
recently been reported in rat MEC, with a band-like appearance
dorsoventrally, but not mediolaterally (Stensola et al., 2012).
Our findings suggest that single presubicular HD cells can
simultaneously activate one or more band-like grid cell modules
in the superficial layers of MEC and affect a wide range of
grid-cell activities (Ray et al., 2017; Naumann et al., 2018).
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We have elucidated that the distribution pattern of cells with
origins of CA1 and subicular projections was also arranged
as band-like zones in layer III of EC in the rat and rabbit
(Honda et al., 2012; Honda and Shibata, 2017). We, therefore,
propose that such a band-like pattern in EC be inferred to be
fundamental for memory function and highly conserved across
animal species.

MEC/Sub Projection Neurons
Similar to neurons #1 and #2, neuron #3 was a spiny
pyramidal cell that projected to cortical areas other than
PreS itself; all three, therefore, seem to represent excitatory
neurons. Considering the long distance of axonal projection,
neuron #4 is likely also excitatory, although the possibility
that it represents a kind of long-range projection-type γ-
aminobutyric acid (GABA)ergic neuron cannot be denied (van
Haeften et al., 1997; Tomioka et al., 2005), given the relatively
smooth dendritic arbors. Neurons #3 and #4 can also transmit
signals to subcortical areas concurrently with the ipsilateral
PreS, Sub and MEC, through axonal branches that enter into
the fimbria/fornix, dorsal hippocampal commissure, or corpus
callosum. The target areas remain uncertain because we cut-
off both the corpus callosum and fimbria/fornix in the process
of separating the hemispheres from the diencephalon in order
to make serial sections perpendicular to the long axis of the
hippocampal formation. Nonetheless, the commissural axonal
branches from these neurons can presumably terminate in
the contralateral MEC, as a major commissural projection
of layer III in rat PreS (Honda and Ishizuka, 2004). As for
the subcortical efferents, we propose the existence of several
minor projections originating from layer III of PreS to the
anterior thalamic nuclei and/or lateral mammillary nucleus,
in addition to the major projections originating from deep
layers of PreS (Huang et al., 2017; Simonnet and Fricker,
2018). In our results, all four MEC and MEC/Sub projection
neurons gave off recurrent collaterals to layer VI of PreS.
Accordingly, the targeted layer VI cells could receive the
same excitatory signals as the other cortical or subcortical
areas. Although the postsynaptic targets of these recurrent
collaterals remain uncertain, several kinds of inhibitory neurons
in layer VI of PreS could conceivably receive inputs and affect
the microcircuit within PreS (Nassar et al., 2018). Moreover,
synaptic connectivity among excitatory neurons reportedly
increases in probability toward the deep layers of PreS in the
rat (Peng et al., 2017). This suggests that excitatory signals
from recurrent collaterals of MEC and/or MEC/Sub projection
neurons can directly activate the subcortical projection neurons
in layer VI.

Subicular Projection Neurons
We have previously confirmed that in cases with wheat germ
agglutinin-horseradish peroxidase injection into various parts of
PreS, many cells labeled in a retrograde manner, but without
any distinct deposits of anterograde labels could be detected in
the pyramidal cell layer of Sub (Honda and Ishizuka, 2015).
Accordingly, the subiculo-presubicular projection was mostly
unidirectional, with few, if any, projections from PreS to Sub

in the rat. Funahashi et al. (1999) elucidated presubicular
inputs to Sub by slice electrophysiology, but the cells of
origins were in the deep layers of PreS. The present results
of a single neuron study revealed that layer III of PreS
involved several kinds of subicular projection neurons, including
neurons that innervate only Sub (such as neuron #5), unlike
Sub/MEC projection neurons (neurons #3 and #4). Minor
connections such as the presubiculo-subicular projection can be
successfully detected by our labeling method. Axonal branches
of all Sub and Sub/MEC projection neurons terminated in the
pyramidal cell layer of Sub, but not in the molecular layer,
suggesting that the proximal (near the cell body) position
of dendritic or axonal arbors of the pyramidal neurons of
Sub are more likely to receive inputs from layer III neurons
of PreS.

Parasubicular Projection Neurons
According to Nassar et al. (2015), some cluster 2 cells in mice that
contained quasi-fast-spiking, basket-cell-like interneurons and
were confirmed to be located at the distal part of PreS projecting
into the nearby ParS and extensively ramifying within the
superficial or deep layers of ParS. Our neuron #7 seemed to be a
similar type because some of the axonal branches extended more
distally toward ParS. Our results demonstrated that layer III of
the distal PreS comprised several subtypes of neurons including
parasubicular projection neurons such as neuron #6 and also
interneurons such as neurons #7 and #12. Both interneurons
tended to ramify more densely in the deeper layers and occupied
regions distinct from the zones of dendrites. This suggests that
presubiculo-parasubicular projection and its regulation by some
kinds of intra- or interlaminar interactions can exist at least
within the distal portion of PreS.

Classification of Interneurons
From the perspective of morphological characteristics (regarded
as interneurons with axons ramifying locally), five of our six
intrinsic connection neurons in our results seem to be classifiable
as inhibitory interneurons, while only neuron #11, a small,
spiny pyramidal-type neuron, can be excitatory. Within the five
presumable inhibitory interneurons, three (neurons #7, #9 and
#10) showed densely spiny dendritic arbors. Some kinds of
GABAergic interneurons in the rat neocortex are spiny (Kubota
et al., 2011) and glutamatergic spiny pyramidal cells with locally
confined axons that do not leave the cortical gray matter
have also been reported (regarded as ‘‘intrinsic glutamatergic
spiny cells’’ in DeFelipe et al., 2013). Rat GABAergic cortical
interneurons have already been classified into many subtypes by
their electrophysiological and morphological properties (Karube
et al., 2004; Uematsu et al., 2008). We will need to evaluate
the degree of axosomatic contacts, axon branching patterns,
and bouton distribution quantitatively to collate reported data
and our results. According to the classification of GABAergic
interneurons by DeFelipe et al. (2013), most of our interneurons
seem to be translaminar type, with axons not confined to
a single layer. As shown in Figures 12, 13, our neurons
#7 and #12 are both identified as displaced and descending
types, because relative localizations of the dendritic and axonal
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arbors are shifted and not colocalized, and are depicted as
mostly descending, radial arborizations. Neuron #8 seems to be
identified as an intracolumnar type because the axonal arbors
are confined to a single cortical column size at a diameter of
300 µm. On the other hand, neuron #9 can be defined as a
transcolumnar type, because the axonal branches distributed
for a distance >400 µm along the septotemporal axis. In the
present study, our first priority was to visualize and completely
trace the whole axonal morphology. We thus did not detect
the expression of neuron markers such as parvalbumin and
somatostatin. In mouse PreS, Simonnet et al. (2017) reported
the existence of a pyramidal-Martinotti-cell feedback loop within
layer III, which works as an inhibitory microcircuit for tuning
and maintaining head direction signals in PreS. In the present
study, we did not find Martinotti cells in layer III of rat
PreS, but layer III pyramidal neurons in our results were also
likely to participate in such feedback regulatory mechanisms.
In another study using in vitro brain slices, Simonnet et al.
(2013) classified the small regular spiking cells in layers II/III
of rat PreS as ‘‘Cluster 1,’’ and also described that most
cells in Cluster 1 are small, pyramid-shaped neurons. Some
neurons in our results (including neurons #8 and #11) were
similar to their Cluster 1 cells when only considering the
dendritic morphology.

Superficial layers of rat MEC reportedly receive cell-type-
specific intralaminar and ascending interlaminar feedback
inputs, with those inputs attributed to the striking asymmetry of
the deep to superficial microcircuitry within MEC (Beed et al.,
2010). Moreover, Nilssen et al. (2018) reported that layer II
of rat LEC contains ‘‘fan cells,’’ in which dendrites fan toward
the direction of the pial surface with the axon descending
to the deep layers, and that such fan cells were specifically
connected to two types of inhibitory interneurons (fast spiking
and non-fast spiking cells) in the vicinity of the cell body. Fan
cells were suggested to be an important component of local
circuits within the superficial layers of LEC. In the present
study, neurons #11 and #12 could be considered as a kind of
interneuron with a distinctive polarity in the dendritic and
axonal domains and seem to participate in focal microcircuits,
which straddle the neighboring cortical columns in
rat PreS.

Patterns of Distribution of Cortical and
Intrinsic Projection Neurons
We divided layer III of PreS into multiple regions along the
septotemporal, proximodistal and also superficial-to-deep axes,
and demonstrated the locations of soma and terminations of
axonal branches. In our study, as seen in Table 1, the majority
of cortical (MEC/Sub, Sub, and ParS) projection neurons were
distributed in regions from the septal to mid-PreS. Previously,
the septal half of PreS (also called the postsubiculum) has
been featured for its functional importance (Boccara et al.,
2010; Bett et al., 2013) and our results raise the possibility that
the septal half of PreS is much more divergent in neuronal
subtypes, especially for cortical projections. On the other hand,
no distinct distribution patterns that correlated with cell-type
specificity could be found along proximodistal or superficial-to-

deep axes. This may be partially due to an insufficient number
of samples. We should collect more data for future studies,
but it can be assumed that the larger the number of certain
subtypes of neurons, the higher the infection probability, and
if so, there is also a possibility that the proportion of each
neuronal subtype in our study may reflect an actual quantitative
statement to a certain extent, even with such a small total
number (n = 12).

In conclusion, we have demonstrated the morphological
features of the 12 layer III neurons of PreS, including cortical
and intrinsic projection neurons, and have indicated the
existence of multiple types of MEC projection neurons with
distinct patterns of axonal collateralization. Layer III of PreS
also comprises a wide variety of intrinsic projection neurons,
which may play a critical role in mechanisms underlying
head-directional signaling.
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1School of Psychology and Institute of Neuroscience, Trinity College, Dublin, Ireland, 2School of Psychology,
Cardiff University, Cardiff, United Kingdom

Memory research remains focused on just a few brain structures—in particular, the
hippocampal formation (the hippocampus and entorhinal cortex). Three key discoveries
promote this continued focus: the striking demonstrations of enduring anterograde
amnesia after bilateral hippocampal damage; the realization that synapses in the
hippocampal formation are plastic e.g., when responding to short bursts of patterned
stimulation (“long-term potentiation” or LTP); and the discovery of a panoply of spatially-
tuned cells, principally surveyed in the hippocampal formation (place cells coding
for position; head-direction cells, providing compass-like information; and grid cells,
providing a metric for 3D space). Recent anatomical, behavioral, and electrophysiological
work extends this picture to a growing network of subcortical brain structures, including
the anterior thalamic nuclei, rostral midline thalamic nuclei, and the claustrum. There are,
for example, spatially-tuned cells in all of these regions, including cells with properties
similar to place cells of the hippocampus proper. These findings add new perspectives
to what had been originally been proposed—but often overlooked—half a century ago:
that damage to an extended network of structures connected to the hippocampal
formation results in diencephalic amnesia. We suggest these new findings extend spatial
signaling in the brain far beyond the hippocampal formation, with profound implications
for theories of the neural bases of spatial and mnemonic functions.

Keywords: memory, hippocampal formation, space, anterior thalamus, claustrum, diencephalic amnesia

INTRODUCTION

An intensive research effort over the past four decades has revealed that discrete populations
of cells, present in widely distributed networks in the brain, code for differing aspects
of three-dimensional space (for comprehensive reviews, see Grieves and Jeffery, 2017;
Hunsaker and Kesner, 2018). There has been a sustained research emphasis on the precise
roles played by two connected structures (the entorhinal cortex and the hippocampus;
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collectively, the hippocampal formation) because these structures
have been identified as having vital importance for certain
types of memory (and, particularly, for spatial memory).
Less attention has been given to the contributions from
other structures connected to the hippocampal formation,
although these structures seemingly play similarly vital roles
in memory.

Here, we will focus on spatial mapping functions subserved by
particular brain regions and networks, similar to those performed
by the hippocampal formation: namely, the rostral midline
and anterior nuclei of the thalamus, as well as the claustrum.
These regions are less investigated and less well-understood
than the hippocampal formation; they are not as frequently
incorporated into theoretical accounts of spatial coding in the
brain and are less well-recognized as spatial processing nodes
(The one possible exception concerns the appreciation that
the anterodorsal thalamic nucleus contains head-direction cells;
Taube, 1995, 2007). Unexpectedly, there are cells in all of
these subcortical sites that code for aspects of three-dimensional
space, including positional information, boundary or perimeter
information, as well as head directional and object information
(Jankowski et al., 2014, 2015, 2017; Jankowski and O’Mara, 2015;
Matulewicz et al., 2019). Moreover, it is now clear that lesions
of the rostral and anterior thalamic nuclei can result in deficits
in the performance of spatial and non-spatial mnemonic tasks
that appear comparable to those resulting from lesions within
the entorhinal-hippocampal axis. The few lesion investigations of
the claustrum indicate that claustral lesions also disrupt certain
aspects of spatial processing.

For clarity, we should note that the term ‘‘hippocampus’’
refers to the CA fields, dentate gyrus, and subiculum.
Meanwhile the ‘‘hippocampal formation,’’ additionally includes
the entorhinal cortex, presubiculum, and parasubiculum, which
are also parts of the parahippocampal region (Witter, 2002).
Some authorities treat the postsubiculum as distinct from the
presubiculum (e.g., van Groen and Wyss, 1990b), and we shall
follow this practice. Finally, the term ‘‘hippocampus proper’’
refers to the CA fields but not the subiculum.

MEMORY RESEARCH HAS FOCUSED
ESPECIALLY ON THE
HIPPOCAMPAL FORMATION

The effort to understand how the brain encodes and supports
memory functions has been underway for well over a century
(Squire, 1987; Aggleton and Morris, 2018). Over that time,
substantial progress has been made in elucidating the brain
structures that supportmemory (including spatial memory), with
one particular region remaining in the spotlight, namely, the
hippocampal formation (Buzsáki and Moser, 2013). Memory
research has focused particularly on the hippocampal formation
for at least three interrelated reasons. The early description of
the amnestic Patient HM demonstrated a clear and striking
case of amnesia that has often been attributed to bilateral
loss of the hippocampal formation (Scoville and Milner, 1957).
Despite the fact that the surgery clearly involved additional
gray and white matter (Annese et al., 2014), HM’s amnesia

case-study continues to exercise a powerful hold on theoretical
and experimental analyses in thememory literature. His near life-
long, enduring and non-resolving amnesia, has provided, and
continues to provide, a source of fertile hypotheses regarding
the neural bases of learning and memory. A second reason
for focusing on the hippocampal formation was the important
and influential demonstration that synapses in the hippocampus
are plastic, e.g., they display ‘‘long-term potentiation’’ (LTP),
which results from a brief period (∼1 s) of high-frequency
electrical stimulation. While LTP was initially demonstrated by
Bliss and Lømo (1973), it followed an original prediction by
Hebb (1949). Subsequent demonstrations that pharmacological
inhibitors of hippocampal LTP effectively inhibited learning
and memory in spatial memory tasks, have also provided a
rich source of theory and experiment focused on the role of
the hippocampal formation in learning and memory (e.g., Bliss
and Collingridge, 1993; van Praag et al., 1999; Lynch, 2004;
Malenka and Bear, 2004; Larkin et al., 2008; Tsokas et al.,
2016; Grewe et al., 2017). Added information has come from
recent ‘‘engram’’ studies, which appear to show that the
stimulation of specific hippocampal cell ensembles can reactivate
a representation, e.g., a particular context (Tonegawa et al., 2015;
Park et al., 2016).

The third powerful impetus derives from the work of John
O’Keefe and his collaborators over the past four decades
(e.g., O’Keefe and Dostrovsky, 1971; O’Keefe and Nadel, 1978,
1979; O’Keefe and Burgess, 1996; Krupic et al., 2015). In
particular, O’Keefe’s work reanimated earlier suggestions by
Tolman (1948) that there must be a ‘‘cognitive map’’ within
the brain. Tolman’s experiments showed that rats were capable
of engaging in ‘‘latent’’ learning—learning ‘‘on the fly’’ whilst
exploring mazes, and subsequently using this information to
solve route-finding problems in these self-same mazes when
usual routes to reward were blocked (see also O’Mara, 2017).
Tolman speculated that, contrary to the motor movement
reinforcement theories of Clark Hull and others (e.g., Hull,
1943; Spence, 1956), rats were inducing or inferring something
like a ‘‘survey map’’ of their environment, which allowed them
to flexibly navigate that environment. O’Keefe’s demonstration
of the existence of place cells in the hippocampus (O’Keefe
and Dostrovsky, 1971) and his subsequent elaboration of the
cognitive mapping theory with O’Keefe and Nadel (1978) in their
book ‘‘The Hippocampus as a Cognitive Map’’ ensured that the
hippocampus would remain a focus for investigations of spatial
processing by the brain.

In the decades after O’Keefe’s initial demonstration of the
existence of place cells, further discoveries indicated that the
brain coded for differing aspects of three-dimensional space.
In particular, the head-direction cells described by Taube et al.
(1990a,b) suggested that, in addition to representations of place,
the brain also maintains a representation of a compass-like
heading in relation to the external three-dimensional world.
However, missing from this picture was a sense of how the brain
might code a metric for space—a sense of relative distance, and
how ametric for spacemight play a role in spatial processing. The
discovery of ‘‘grid cells’’ within the entorhinal cortex by Hafting
et al. (2005) provided this missing link, powerfully reinforcing
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the idea that the entorhinal-hippocampal axis plays the central
role in how the brain codes for space.

Current theories (e.g., Buzsáki and Moser, 2013) of the means
by which the brain represents space (and memory) rely on
an anatomical model revolving around the existence of cells
representing position (place cells), heading (head-direction cells)
and relative distance (grid cells). The key structures implicated
are the hippocampus (principally concerned with representing
spatial position), the postsubiculum and presubiculum, along
with related anterior thalamic areas (principally concerned with
representing heading information), and the entorhinal cortex
(principally concerned with representing metric information).
This tripartite anatomical-structural model now dominates
theoretical views of spatial navigation and spatial representation.
Biologically-inspired models of spatial navigation rely similarly
on core ideas revolving around the dissociation of place
information from heading information and their subsequent
integration in other downstream areas to facilitate goal-directed
navigation (e.g., Barrera and Weitzenfeld, 2008). We suggest
that there are important components of this overall theoretical
picturemissing, in particular relating to evolutionarily-conserved
brain regions that remain under-explored to this point. We
further suggest that significant revisions of current models of
how the brain controls behavioral choices in a spatial context
are warranted.

Here, we briefly review evidence suggesting that this
dominant picture needs a considerable degree of extension. The
hippocampal formation has vital interconnections with a wide
variety of brain regions, so much so, in fact, that Aggleton
and Brown (1999) suggested we should more properly think
of an ‘‘extended hippocampal formation’’ when considering
memory (see also Delay and Brion, 1969; Ranganath and Ritchey,
2012). Key elements within the extended hippocampal formation
include the fornix, the mammillary bodies, the anterior thalamic
nuclei, and retrosplenial cortex (Bubb et al., 2017). What
are now archaic neuroanatomical constructions (such as ‘‘the
trisynaptic loop’’) are giving way to recent neuroanatomical and
neurophysiological investigations, suggesting that interactions
between the hippocampal formation, as a key spatial hub, in
association with a distributed network of other key locations is a
more appropriate functional neuroanatomical conception of the
structures that support cognitive mapping (Figure 1).

EVIDENCE FROM NEODECORTICATE
ANIMAL PREPARATIONS

In the 1970s and 1980s a number of investigators investigated
what functions could continue to be performed in the
absence of a cerebral cortex and hippocampal formation.
These preparations usually involved a bilateral removal of the
developing cerebral cortex and hippocampus (decortication)
at various time points postnatally. Such studies are rarely
performed now. However, these early studies indicated that
in the absence of a cortex and hippocampus, decorticate rats
were capable of learning a variety of spatial and non-spatial
tasks, suggesting that subcortical circuitry could, under some
conditions, support processes such as nesting, food retrieval

and foraging, and successfully returning to a point of origin,
and the learning of complex spatial tasks where errors
were prevented (for reviews, see Kolb and Whishaw, 1989;
Whishaw, 1990). Furthermore, decorticate animals were also
capable of successfully learning stimulus relations and responses
in a variety of classical conditioning tasks, suggesting that
the learning of classically-conditioned avoidance responses
dependent on temporal relations remains intact in these
animals. Subsequent investigations, particularly those using the
rabbit classically-conditioned nictitating membrane preparation,
have suggested that such learning requires intact cerebellar
and brainstem nuclei (McCormick and Thompson, 1984;
Thompson, 1986). In an interesting convergence, Rochefort
et al. (2011) found that genetically-modified L7PKCI mice with
deficits in PKC-dependent plasticity at parallel fiber–Purkinje
cell synapses in the cerebellum have defective place cell
processing in tasks requiring vestibular self-motion cues.
Recent evidence (Watson et al., 2019) suggests there is a
topographically-organized and direct anatomical cerebellar-
hippocampal CA1 pathway; moreover, simultaneous local-
field potential recordings conducted in the freely-moving
animal disclosed synchronization of activity between area
CA1 and cerebellum over behaviorally-relevant, subsecond,
timescales during home-cage exploration and pellet retrieval on
a linear track.

The key message from the early decortication studies is that
there are subcortical circuits present capable of supporting
complex chains of learned behavior in the absences of a
cerebral cortex and hippocampus. The remaining subcortical
structures include thalamic, brainstem, cerebellar and spinal
structures, thus providing useful clues regarding the structures
that might interact with hippocampal and cortical structures
to support spatial and other forms of memory. Subsequent
electrophysiological, anatomical and transgenic data suggest that
there is a profound modulation of hippocampal processing by
motor state. It will be of great interest in future experiments
to focus on the interactions between the hippocampal
formation and subcortical structures to understand the
crucial contributions of these structures during spatial and
mnemonic processing.

EVENT MEMORY AND THE ANTERIOR
THALAMIC NUCLEI

More than 80 years ago, Papez (1937) proposed that ‘‘the
hypothalamus, the anterior thalamic nuclei, the gyrus cinguli,
and the hippocampus, and their interconnections, constitute a
harmonious mechanism which may elaborate the functions of
central emotion as well as participating in emotional expression.’’
Although sometimes overlooked by certain theorists, the notion
of a ‘‘Papez circuit’’ was and continues to be a highly influential
concept, in particular because Papez, first, correctly highlighted
a major circuit critical for overall hippocampal function; and
second, Papez placed the hippocampus clearly within a network
connected to a wide variety of anatomically-connected and
functionally-conserved structures (Bubb et al., 2017). Papez’
emphasis on emotion was, in certain respects, somewhat
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FIGURE 1 | Schematic diagram showing the pattern of direct connections between the three key regions under consideration, namely the rostral thalamus,
claustrum, and hippocampal formation. The dashed arrows indicate those connections that are especially light. The diagram also indicates the location of angular
head velocity (AHV), border/perimeter (B), grid (GR), head-direction (HD), and place (PL) cells, based on current evidence. Parentheses indicate when the frequency
of these spatial cells is low. Other abbreviations: MB, mammillary bodies; N, nucleus.

misplaced, although ventral hippocampal structures certainly
play a role in regulating the HPA axis and, therefore, the stress
response (Lowry, 2002; Herman and Mueller, 2006; Ulrich-Lai
and Herman, 2009; Myers et al., 2017).

A considerable volume of data from diverse sources supports
the idea that the anterior thalamus also plays a critical and central
role in explicit, event memory. The phenomenon of diencephalic
amnesia (the best known example of which is Korsakoff’s
amnesia or syndrome; Albert et al., 1979) strongly suggests that
the core mnemonic deficits seen in these patients principally
derive from degeneration of the anterior thalamic nuclei, with
possible contributions from adjacent midline thalamic nuclei,
including the parataenial nucleus (Mair et al., 1979; Mayes et al.,
1988; Harding et al., 2000; Segobin et al., 2019). Additionally,
studies of patients with rostral thalamic strokes that disrupt
the projections from the mammillary bodies to the anterior
thalamic nuclei (Carlesimo et al., 2011) add further support
for the importance of the anterior thalamic nuclei, along with
their mammillary inputs, for episodic memory (Vann and
Aggleton, 2004; Vann and Nelson, 2015). Moreover, patients
with bilateral fornix damage show deficits in memory on verbal
and non-verbal tasks that tax supraspan item memory, while
short-term memory tasks are spared (Hodges and Carpenter,
1991; McMackin et al., 1995). Significant correlations between
recollective memory and mammillary body volume in such
cases further reinforce the notion that hippocampal–medial
diencephalic interactions have a vital role in aspects of episodic

memory (Tsivilis et al., 2008). Complementary observations have
been made in both fornix-transected monkeys (e.g., Gaffan,
1994) and fornix-transected rats (e.g., Ennaceur and Aggleton,
1997; Easton et al., 2009). The key finding across differing patient
groups is that the pattern of memory deficits in diencephalic
amnesia appears both qualitatively and quantitatively similar
to that in amnesics with relatively selective hippocampal
pathology (Aggleton, 2008).

SPATIAL CODING BY NEURONS IN THE
MAIN HIPPOCAMPAL OUTPUT:
THE SUBICULUM

The subiculum is the main, yet largely underexplored, output
target for hippocampal area CA1 (and, thus, for the hippocampus
proper). There have been relatively few investigations of
the firing properties of subiculum cells, compared to area
CA1 place cells; we briefly survey some here. Unlike area
CA1, the subiculum displays a remarkable heterogeneity of
spatial responding.

Sharp and Green (1994) found that there were indeed
subiculum neurons showing location-specific activity; their firing
fields tended to be somewhat larger and more variable than those
of area CA1. Subicular cells also displayed ectopic spiking—that
is, they showed much higher rates of ‘‘out-of-field’’ firing
compared to hippocampal CA1 place cells. They also found
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that subiculum neurons could be classified as bursting and
non-bursting types, based on their spiking, similar to previous
observations in vitro (see also Stewart andWong, 1993; Staff et al.,
2000; Jung et al., 2001; Anderson and O’Mara, 2003). Recent
studies now indicate that sparsely bursting subiculum cells
potentially carry more spatial information than other subiculum
cell types (Simonnet and Brecht, 2019).

Additionally, Anderson and O’Mara (2004) reported that
subiculum cells do not respond to the presence or movement
of objects within an arena. Instead, their activity is best
predicted by the position and movement of the rat within the
arena (behaviorally, the animal did respond to the movement
of the objects, suggesting such spatial-object manipulations
are subserved by a network independent of the subiculum).
Subsequently, Brotons-Mas et al. (2010) reported that about
45% of subiculum place cells show remarkable stability in
across multiple light and dark transitions: these cells displayed
no evidence for remapping during multiple transitions across
light and dark explorations of an open field. The remaining
cells showed some degree of remapping, with some units
replicating their locational firing across specific light-to-dark
conditions, whereas others were strongly affected by light–dark
transitions. Brotons-Mas et al. (2010) suggested that because
a plurality of units was stable across light–dark transitions,
the subiculum participates in or supports the neurocognitive
processing underlying path integration because subiculum units
appear relatively unresponsive to visual inputs and are perhaps
more responsive to cues arising from whole-body movement.
Subsequently, Brotons-Mas et al. (2017) conducted extensive
spatial phenotyping of subiculum spatial responses using a
foraging task in two experimental paradigms—a variably-sized
recording arena (small, medium, large), and an arena with
systematically inserted barriers in differing locations. Subiculum
units showed strongly heterogeneous spatial coding, with place
cells, barrier- or perimeter-related cells, as well as boundary-
vector cells (Lever et al., 2009), and certain units that showed
grid-like patterns of activity in larger arenas.

Adding to this remarkable heterogeneity of cell types,
Olson et al. (2017) have described another population of
subicular units that code for the axis of travel the animal is
currently undertaking. In these experiments, rats foraged in
environments with multiple, interconnected paths, of which
many had branch-points enabling movement trajectories in
opposite directions. Olson et al. (2017) found that about 10%
of recorded neurons fired preferentially at head directions
approximately 180◦ apart. Moreover, these firing preferences
were preserved during maze rotations, indicating these cells
responded to the larger spatial allocentric context, rather than
the track itself. These firing preferences were absent during
recordings in a trajectory-unconstrained, open-field, circular
arena (Olson et al., 2017).

There have been relatively few studies of the subiculum during
brain imaging in humans, partly because it is a difficult structure
localize using conventional functional magnetic resonance
imaging (fMRI) techniques. Two recent studies point to roles for
the human subiculum in scene discrimination and head direction
processing. Hodgetts et al. (2017), using ultra-high field 7 T

high-resolution fMRI, suggest that the subiculum has a particular
role during scene, but not face or object, discriminations of
previously learned scenes. Kim and Maguire (2018), again using
fMRI, had subjects navigate in a 3D space, using a virtual
‘‘spaceship.’’ They found activations in the anterior thalamus
and subiculum reflecting the horizontal component of 3D head
direction (or ‘‘azimuth’’), whereas retrosplenial cortex responded
to the vertical component of 3D head direction (‘‘pitch’’).
These data suggest a role for the subiculum in both mnemonic
and spatial processing in humans. Meanwhile, a very early
study in humans (Vitte et al., 1996), using low-field imaging
(1.5 T) suggests that vestibular stimulation (cold irrigation of
the external auditory meatus) induced strong activations in
the hippocampal formation, subiculum, and retrosplenial cortex
(Suzuki et al., 2001, using a similar methodology, also found
activations in the human intraparietal sulcus). In addition, a
study of whole-body motion in nonhuman primates (O’Mara
et al., 1994; Figure 9) reported units responsive to axial and
translational movement in the hippocampus proper, as well as
in the subiculum. It will be particularly interesting to analyze
the nature extent of subicular and thalamic activation in humans
with ultrahigh field fMRI resulting from caloric stimulation of
the vestibular system.

Tentatively, we can conclude that the subiculum appears to
code space in a flexible manner, being involved in the processing
of allocentric information, external cues, and path integration,
thus broadly supporting spatial navigation. It almost certainly has
roles in other forms of memory, given its close connectivity to
both the hippocampus proper and the anterior thalamic nuclei,
although these roles have not yet been fully explored. An example
has been suggested by Deadwyler and Hampson (2004), who
found that CA1 and subiculum acted in a complementary fashion
to bridge temporal gaps during the performance of a spatial
delayed nonmatch-to-sample task.

SPATIAL CODING BY NEURONS IN THE
ANTERIOR THALAMIC NUCLEI

It has been known for some time that the anterodorsal nucleus of
the thalamus contains a substantial population of head-direction
cells (Blair and Sharp, 1995; Taube, 1995; Goodridge and Taube,
1997). These cells are thought to contribute to path integration
(Frohardt et al., 2006), as well as mapping and navigation in
3D space (Laurens et al., 2016; Page et al., 2018; Angelaki et al.,
2019; but see Taube et al., 2013; Shinder and Taube, 2019),
the latter function potentially in association with retrosplenial
cortex (Kim andMaguire, 2018). Meanwhile, head-direction cells
have also been recorded in the anteroventral thalamic nucleus
(Tsanov et al., 2011).

Along with the anterodorsal nucleus, the adjacent laterodorsal
thalamic nucleus also contains a significant concentration of
head-direction cells (Mizumori and Williams, 1993). Again,
like the anterodorsal thalamic nucleus, it is reciprocally linked
with the retrosplenial cortex, postsubiculum, and presubiculum
(van Groen and Wyss, 1992; Clark and Harvey, 2016). Unlike
the anterior thalamic nuclei, the laterodorsal nucleus appears
to lack inputs from the mammillary bodies, while potentially
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being more dependent on its visual inputs (Mizumori and
Williams, 1993; Clark and Harvey, 2016). Lesions of the rat
laterodorsal nucleus cause mild deficits in location learning
in the water maze (van Groen et al., 2002) that are exacerbated
when the cell loss extends into the adjacent anterodorsal and
anteroventral nuclei (Wilton et al., 2001; van Groen et al.,
2002). Transient laterodorsal lesions can disrupt hippocampal
place cells and impair spatial learning (Mizumori et al., 1994)
while neuropathology in this area has been associated with
impairments in conscious recollection (Edelstyn et al., 2006). For
these reasons, this nucleus appears to parallel the anterodorsal
thalamic nucleus, being distinguished by its greater visual inputs.

Returning to the rostral thalamus, much less is known
regarding spatial coding in the other anterior thalamic nuclei
and other rostral thalamic nuclei, i.e., excluding the anterodorsal
nucleus. These additional thalamic sites are, however, of
particular interest as the subiculum provides dense, direct inputs
to the anteromedial and anteroventral nuclei, contrasting with
the projections from the postsubiculum and presubiculum to
the anterodorsal thalamic nuclei (Meibach and Siegel, 1977;
van Groen and Wyss, 1990a,b; Bubb et al., 2017; Figure 1).
Of the various midline nuclei, nucleus reuniens stands out
because of its inputs from the subiculum and CA1, as well
as its dense, direct projections to the hippocampus, especially
to CA1 (Herkenham, 1978; Vertes et al., 2007). Based on
their respective connectivity, it had previously been predicted
that the anterior thalamic nuclei process information with
high spatial and temporal resolution (Aggleton et al., 2010),
whereas rostral midline thalamic nuclei have more diffuse roles
in attention, control, and arousal (Van der Werf et al., 2002;
Vertes et al., 2007). Our current findings strongly support
the first prediction but appear to substantially moderate the
second prediction, because they show the widespread presence
of a diverse population of spatially-responsive neurons in these
midline nuclei.

In nucleus reuniens, for example, there is an (unexpected)
population of cells coding for head direction (Jankowski et al.,
2014), extending the numbers of brain regions coding for
head direction to at least 10 (Grieves and Jeffery, 2017). The
head-direction cells found in nucleus reuniens are similar in
a great many respects to those found in other regions that
show head-direction coding: they are not affected by changing
visual conditions from light to dark and back to light, or
by changing arena shape; they do not remap across days,
maintaining a constant orientation. They are also present from
the first exposure to the recording environment. Interestingly,
theta-cycle skipping cells are also present in nucleus reuniens,
similar to the theta-skipping cells found in entorhinal cortex
(e.g., Brandon et al., 2013); theta-skipping cells in nucleus
reuniens do not code either for head-direction or for place and
may instead perform a clock-like or timing function. Finally,
nucleus reuniens head-direction cells are not place cells: they are
not spatially-modulated in the sense of having a place-related
signal (Jankowski et al., 2014).

Nucleus reuniens also provides a substantial anatomical
output to hippocampal area CA1, offering a means by which
it can modulate spatial coding in the hippocampus proper.

For example, combined lesions of the rhomboid nucleus
and nucleus reuniens (ReRh) seemingly spare CA1 place cell
spatial characteristics in familiar environments, but affect firing
in unfamiliar environments (Cholvin et al., 2018). In that
experiment, after ReRh lesions, spatial coherence decreased for
the first exploration session in a novel environment. Recordings
conducted over a 5-day period then showed that ReRh lesions
result in a marked and enduring decrease in place field stability
and lower firing variability (Cholvin et al., 2018). These data
suggest that inputs from ReRh modulate spatial remapping
in the hippocampus; it may be that the head directional
signal provides a stabilizing directional signal while exploring
unfamiliar environments.

Jankowski et al. (2015) recorded in the parataenial nucleus,
anteromedial nucleus, and nucleus reuniens, finding place cells
and other spatial cells in each of these nuclei. In the parataenial
nucleus 29.2% of cells recorded were place cells, whereas 6.2%
of cells recorded in the anteromedial nucleus were place cells,
with head-direction cells a further 9.7% of recorded cells,
with a small number of perimeter/border cells (0.5%). The
percentages of place cells recorded in nucleus reuniens was
2.0%, and 2.0% perimeter/border cells; head-direction cells were
described separately and quantified at 8.7% (Jankowski et al.,
2014). The variation in the percentage of place cells present
across these nuclei suggests that the spatial code is more or less
sparse for the differing nuclei. More than this, the phenotypic
characteristics of the place cells vary in these differing nuclei,
with the place fields of cells in nucleus reuniens being the
largest and, thereby, carrying the lowest spatial information.
Meanwhile, the place fields in the parataenial nucleus occupy the
smallest percentage of the recording arena, carrying the highest
spatial information. The anteromedial nucleus occupies an
intermediate position. In other words, across these anatomically-
closely-related nuclei, there appears to be a spatial information
content gradient.

In addition to place cells, there is also a population of neurons
that respond to the presence of impassable perimeters in the
recording arena. These neurons are found in nucleus reuniens
and the anteromedial thalamic nucleus (Jankowski et al., 2015).
Temporal evolution analyses suggest that the perimeter cells
and place cells in these nuclei appear on the first exposure of
the animal to the arena. Finally, as noted above, recordings
in the anteromedial nucleus of the thalamus also disclose a
population of head-direction cells in a hitherto unsuspected and
untheorized-about location. These head-direction cells are active
also from the first exposure of the animal to the arena, suggesting
that early pre-processing of spatial information occurs rapidly in
subcortical brain structures.

Perimeters are an important part of the environment, as they
formally shape the geometry of the perceptible environment,
as well as constraining behavioral trajectories. Perimeters
can comprise vertical walls, vertical drops, watercourses,
etc.; they can be impassable, or can be passed through at
crossings of various types (some perimeters may be perceptual,
as in light-to-dark perimeters, perhaps signaling danger or
safety). Matulewicz et al. (2019) have surveyed perimeter-
related discharge of units in the anteromedial and parataenial
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nuclei. Matulewicz et al. (2019) found neurons whose firing
patterns reflected the presence of walls and drops, irrespective
of arena shape (circular or square). Moreover, the firing
patterns of these perimeter-responsive units were stable across
multiple sleep-wake cycles, and were independent of either
light or dark conditions, suggesting that these units are
not directly modulated by visual input. Furthermore, these
neurons respond in similar ways to both opaque and clear
barriers; this latter feature is remarkable because ‘‘see-through’’
or clear barriers (such as Plexiglas) are not part of the
natural environment. These neurons respond to perimeter
modifications by remapping their firing when two walls of
the four present in a rectangular recording arena are removed
from recording session to recording session. Further experiments
will be required to further explore potential coding differences
induced by distal landmarks and proximal tactile cues, under
conditions where these information types are explicitly opposed
to each other.

SUMMARY OF SPATIAL CODING BY
ANTERIOR THALAMIC NUCLEI

Overall, recordings within the various rostral thalamic nuclei
reveal the presence of spatially-responsive cells. The origin of
their spatial signals is not yet known, leaving us with (at least)
three hypotheses to entertain. The first is that the hippocampal
and rostral thalamic spatial systems operate in parallel (in a
fashion similar to the accessory optic system); the second is that
one is subordinate to the other, for example, the hippocampal
formation provides information necessary for the spatial activity
observed in the rostral thalamus, or vice versa; and third, that
there are reciprocal and interdependent relationships between
these spatial nodes.

Current findings only provide an incomplete data-set
with regard to these three hypotheses. Most of the focus
has been on the consequences of anterior thalamic lesions
upon hippocampal and parahippocampal activity, stemming
from the significance of the anterodorsal nucleus for
head-direction signals (Taube, 1995). Consequently, it is
known that anterior thalamic lesions cause an absence of
postsubiculum head-direction signals (Goodridge and Taube,
1997). While postsubiculum lesions change the properties
of anterodorsal head-direction cells, these spatial cells are
still present (Goodridge and Taube, 1997), reflecting an
asymmetric relationship. Likewise, medial entorhinal cortex
lesions leave anterior thalamic head direction activity largely
unaffected (Clark and Taube, 2011). In contrast, a disruption
of the head-direction network following anterior thalamic
lesions impairs parahippocampal ‘‘grid cell’’ activity (Winter
et al., 2015). Meanwhile, CA1 place cells appear largely
unaffected after anterior thalamic lesions (Calton et al., 2003),
although there are alterations to firing patterns in unfamiliar
environments after nucleus reuniens lesions (Cholvin et al.,
2018). Consequently, with the exception of the head-direction
network, little is known about the interdependencies of the
various spatial cell types found in the hippocampal formation
and anterior thalamus.

SPATIAL SIGNALING AND OTHER
POSSIBLE FUNCTIONS PERFORMED BY
THE CLAUSTRUM

The claustrum is an underexplored and enigmatic paracortical
structure. The claustrum of the rat is a bilateral subcortical
sheet of gray matter, spanning approximately the rostral half
of the telencephalon, almost to the frontal poles, and caudally
to the motor strip. It is bordered by the orbitofrontal cortex,
rostrally, both caudally and medially by the caudoputamen, and
by the insular cortex laterally (Buchanan and Johnson, 2011;
Dillingham et al., 2017, 2019). Anatomically, the claustrum
receives projections from the entire cortical mantle. These
projections are organized in a topographic fashion, with
association cortex projecting to the anterior claustrum and
sensory cortices projecting to the posterior portion of the
claustrum. In addition, there are also claustrum connections
to and from the hippocampal formation, retrosplenial cortex,
entorhinal cortex, and a wide variety of subcortical structures,
although the existence of projections from the anterior thalamus
to the claustrum continues to be a matter of debate (Dillingham
et al., 2017, 2019). Comprehensive lesion investigations of the
claustrum have yet to be undertaken for technical reasons: the
claustrum is a difficult target for the injection-targeting used
in lesion analyses, although chemogenetic approaches (such as
DREADDs) may prove more tractable.

There have been many hypotheses regarding the functions of
the claustrum over the years, most notably that it orchestrates
consciousness in the mammalian brain (Crick and Koch, 2005).
There have been intermittent anatomical explorations of the
claustrum that conclude it does not comprise striatal tissue,
but rather can be thought best of as a paracortical tissue.
Functional investigations of the claustrum are relatively few in
number; we briefly survey some relevant studies here. There
have been very few lesion studies of the claustrum. Aclaustral
humans are rarely reported: one study of a patient with striking,
transient, but symmetric, bilateral, claustral lesions arising from
mumps encephalitis (Ishii et al., 2011) reported that during
the acute phase of infection the patient experienced visual
and auditory hallucinations that resolved with treatment for
concurrent epilepsy. With the infection resolved, subsequent
imaging showed no persisting lesions of the bilateral claustrum.
Intriguingly, Cascella et al. (2011) reported that schizophrenic
patients with delusions may have an atrophic left claustrum.

The possible relationship between the claustrum and
consciousness continues to receive interest. In an early report,
Gabor and Peele (1964) found that electrical stimulation of
the claustrum in the awake behaving cat resulted in a state of
behavioral relaxation and subsequent induction of sleep.

Koubeissi et al. (2014) investigated a human epilepsy patient
implanted with deep-brain electrodes in the claustrum, reporting
loss of consciousness on stimulation onset and return of
consciousness on stimulus offset. The patient had previously
undergone a left hippocampal resection for epilepsy; she was
seizure-free for 4 years, after which her seizures returned. Depth
electrodes were implanted for seizure sampling. The results of
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stimulation of the claustral electrode were dramatic: stimulation
‘‘resulted in immediate impairment of consciousness, in 10 out
of 10 times, with arrest of reading, onset of blank staring,
unresponsiveness to auditory or visual commands, and slowing
of spontaneous respiratory movements. The patient returned to
baseline as soon as the stimulation stopped with no recollection
of the events during the stimulation period.’’ However, a more
recent report of bilateral claustral stimulation in five patients
(Bickel and Parvizi, 2019) reported that no ‘‘changes in subject’s
awareness were elicited with unilateral or bilateral electrical
perturbation of the claustrum.’’ It is unclear why the earlier
report was not replicated. Perhaps minor differences in electrode
placement in the claustrum result in major differences for
awareness, or perhaps there is an idiopathic (and perhaps unique)
neurological circumstance in the earlier report. Or it might be
the case that the claustrum plays a role in orchestrating some of
the cortical changes occurring during the wake-sleep transition
(Renouard et al., 2015).

Olson and Graybiel (1980) suggested that there is a
somatosensory map of the complete surface of the body,
arranged longitudinally in the claustrum (in the anesthetized
cat preparation). Remedios et al. (2010) have recorded claustral
neurons in the conscious, behaving, head-fixed non-human
primate, finding neurons responsive to a variety of naturalistic
sensory stimuli, especially auditory and visual stimuli. They
concluded that the claustrum overall is a multisensory structure,
but that individual claustral neurons are unimodal, and that
these unimodal neurons are the prevalent neurons present in this
preparation. Remedios et al. (2012) also reported in conference
proceedings that when aclaustral rats were placed in the center
of an eight-arm radial arm maze, they would freeze, apparently
unable or unwilling to explore any of the arms. These data await
a full report, however.

Jankowski and O’Mara (2015) conducted what appears to be
the first freely moving recordings in the rat claustrum. These
recordings, remarkably, disclose the existence of a population of
spatially-responsive neurons in the claustrum, including place
cells, perimeter cells, and object responsive cells. Claustral
place cells do not remap during light-dark-light transitions,
although their spatial information content falls a little in the
dark and is restored in the light. Visual input, therefore, does
not seem to affect claustral place cell position, although it does
have some effect on claustral place cell spatial information
content. Analyses of the temporal evolution of claustral place
cells show that they appear to be present from the earliest
exposure to the environment. Object responsive cells in the
claustrum react to the initial presentation of an object (for
example, a glass bottle) with increased firing activity around
the object, and near-zero firing activity away from the object.
These cells track the repositioning of the object (Jankowski and
O’Mara, 2015). Moreover, claustral place cells do not respond
to the presence of an object. By contrast, the firing fields
of claustral object-responsive cells track the positioning and
repositioning of the object in the environment. Claustral units
also respond to the perimeter of the environment, showing a
penumbra of activity associated with an impassable perimeter.
This firing field is very tightly bound to the perimeter, and

such cells exhibit near-zero firing rates away from the perimeter
itself. Finally, Jankowski and O’Mara (2015) also noted the
presence of both theta-modulated and fast-firing bursting cells
in the claustrum. The fast-firing cells fired up to 30 Hz or
more. These fast-firing cells are not spatially-modulated or
spatially-responsive.

One hypothesis that accounts for this unexpected pattern of
activity is that the claustrum dynamically represents extended
space (in a similar fashion to hippocampal area CA1) but that the
claustrum also incorporates landmark (or object) information.
We have not, however, observed the presence of head-direction
cells in the claustrum. The existence of claustral spatial cells is
remarkable, as they are currently unpredicted by any current
theory of claustral function, or indeed, any more general theory
of the representation of space within the mammalian brain. It
may be that the claustrum provides dynamic information about
body position and landmark information to the cortex in order
to enable moment-to-moment control of behavior.

SPATIAL PROCESSING ACROSS
DIFFERING STRUCTURES

A remarkably diverse, but anatomically interconnected, set
of neural structures support similar aspects of spatial coding
within the brain. Figure 1 illustrates this contention in respect
of anterior thalamic nuclei and related structures. Neurons
coding for head-direction are found distributed across eight
of these structures; neurons coding for place are found in six
of these structures; neurons coding for borders or perimeters
are found in four structures; and grid cells are found in at
least three of these structures. Notably, several structures code
for diverse aspects of space, simultaneously. The subiculum
possesses border, grid and place cells, as does nucleus reuniens,
for example. The head-direction signal is very widely distributed;
in their review, Grieves and Jeffery (2017) find head-directional
coding is present in at least eleven distinct but interconnected
brain regions (across cortical and subcortical structures). This
very widespread distribution of head direction signals suggests
head direction coding may play a greater, but more subtle
role, in cognition than is generally recognized (O’Mara, 2017).
Head direction information may reflect in some structures the
continuous recalibration of orienting or attentional responses
(e.g., during social interaction; Nummenmaa and Calder, 2009),
whereas in other structures it might play a fundamental role
in the stable coding of place (see Cholvin et al., 2018). A
richer panoply of tasks will be required to test such ideas.
The same may be true of the other signals; for many years
there was an apparent absence of place cells outside the
hippocampus proper. This absences of evidence may simply
reflect the conservatism of neural cartographers, rather than
a conservatism of the representation of space within diverse
brain structures. It is apparent, however, that there is a
rich and diverse representation of space far beyond the
confines of the entorhinal-hippocampal neuraxis. Moreover,
such considerations lend weight to the view that the brain is
especially concerned with action-oriented cognitive processing
(Gentsch et al., 2016).
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SOME SPECULATIONS AND
CONCLUSIONS

The hippocampal formation, anterior thalamus, and claustrum
show a remarkable rapidity and speed of spatial coding. Maps
of space emerge very rapidly and are representationally rich. At
present, we do not have a good theoretical account for why there
is such redundancy in spatial representations in the brain, nor do
we have a good theory to predict across differing neural systems
the rapid emergence of such representationally rich coding. One
hypothesis worth considering is that of Barsalou (2010) who
suggests that ‘‘The cognitive system utilizes the environment and
the body as external informational structures that complement
internal representations….internal representations of a situated
character, implemented via simulations in the brain’s modal
systems, making them well suited for interfacing with external
structures’’. There has been comparatively little consideration
given in contemporary neuroscience to the idea that the brain
uses the external environment as a kind of ‘‘cognitive surface,’’
or that it supports the structure of cognition. This might reflect
the bias in sensory neuroscience, which has followed the stimulus
from the receptor surface into the brain. However, behavioral
responses are not aligned along sensory axes; rather, intrinsic
activity within the brain determines, in large part, the nature
of the processing of sensory stimuli are subjected to (Raichle,
2015; Yamins and DiCarlo, 2016; Dadarlat and Stryker, 2017;
Stringer et al., 2019).

The hypothesis that the anterior thalamus engages in
extensive pre-processing of stimuli, and generates the elements,
or at least some elements of a cognitive map, is an attractive
one, for it allows an exploration of the idea that differing
types of maps are important at differing temporal scales.
Such maps might be adaptively significant, depending on the
behavioral and environmental context of the organism. Invoking
action maps to escape a predator requires instantaneous action
selection and route selection, whereas latent learning during
safe periods of exploration might instead operate on an entirely
different temporal scale. It may be that the claustrum, given
its cortical anatomical position and connectivity allows the
rapid selection of action responses in 3D space, when there

are temporal constraints requiring the rapid co-ordination
of adaptive behavioral responses. The extended hippocampal
formation (entorhinal cortex-hippocampus-anterior thalamus)
might, by contrast, be more specifically engaged in richer
representational action over longer time scales (an idea that finds
merit in the possible role of the extended hippocampal formation
in imagination and prospection: Buckner, 2010; Maguire and
Hassabis, 2011; Zeidman and Maguire, 2016). In turn, it may
be that the evolved and adaptive function of memory is to
serve present and possible future biological needs, rather than
recalling the past in any veridical sense. Hence, the loss of detail
over time often observed for many autobiographical experiences;
supporting such a view, Conway (2005) suggests, for example,
that ‘‘for many experiences simply recalling the meaning or the
‘gist’ may be sufficient’’.

Finally, we note that biologically-inspired models of spatial
navigation rely on core ideas revolving around the dissociation
of place information from heading information and their
subsequent integration in other downstream areas to facilitate
goal-directed navigation (e.g., Barrera and Weitzenfeld, 2008).
Here, we suggest that there are important components of this
overall theoretical picture missing, in particular relating to an
extended and extensive variety of evolutionarily-conserved brain
regions (notably the thalamic nuclei, but also the claustrum),
which support a wide range of spatial functions. These brain
regions continue to be under-explored to this point. We further
suggest that significant revision of current models of how
the brain controls behavioral choices in a spatial context may
be warranted.
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The cerebellar involvement in cognitive functions such as attention, language, working
memory, emotion, goal-directed behavior and spatial navigation is constantly growing.
However, an exact connectivity map between the hippocampus and cerebellum
in mice is still unknown. Here, we conducted a tracing study to identify the
sequence of transsynaptic, cerebellar-hippocampal connections in the mouse brain
using combinations of Recombinant adeno-associated virus (rAAV) and pseudotyped
deletion-mutant rabies (RABV) viruses. Stereotaxic injection of a primarily anterograde
rAAV-WGA (wheat germ agglutinin)-Cre tracer virus in the deep cerebellar nuclei (DCN)
of a Cre-dependent tdTomato reporter mouse resulted in strong tdTomato labeling in
hippocampal CA1 neurons, retrosplenial cortex (RSC), rhinal cortex (RC) as well as
thalamic and cerebellar areas. Whereas hippocampal injections with the retrograde
tracer virus rAAV-TTC (tetanus toxin C fragment)-eGFP, displayed eGFP positive cells
in the rhinal cortex and subiculum. To determine the sequence of mono-transsynaptic
connections between the cerebellum and hippocampus, we used the retrograde tracer
RABV∆G-eGFP(EnvA). The tracing revealed a direct connection from the dentate gyrus
(DG) in the hippocampus to the RSC, RC and subiculum (S), which are monosynaptically
connected to thalamic laterodorsal and ventrolateral areas. These thalamic nuclei are
directly connected to cerebellar fastigial (FN), interposed (IntP) and lateral (Lat) nuclei,
discovering a new projection route from the fastigial to the laterodorsal thalamic nucleus
in the mouse brain. Collectively, our findings suggest a new cerebellar-hippocampal
connection via the laterodorsal and ventrolateral thalamus to RSC, RC and S. These
results strengthen the notion of the cerebellum’s involvement in cognitive functions such
as spatial navigation via a polysynaptic circuitry.

Keywords: cerebellar-hippocampal projection, cerebellum, hippocampus, thalamus, circuitry, rabies, rAAV

INTRODUCTION

The cerebellum was exclusively associated with motor coordination related tasks such as balance,
precise timing of movements or motor learning. However, recent functional brain imaging
studies with cerebellar degenerative disease and cerebellar lesioned patients support the cerebellar
contribution in cognitive functions such as attention, language, working memory, emotion,
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and in visuospatial navigation (Schmahmann and Pandya, 1991;
Timmann and Daum, 2007; Baillieux et al., 2008a,b; Molinari
et al., 2008; Timmann et al., 2010). In support of these
human studies, rodents with impairments in their cerebellum
demonstrated a reduction in hippocampal based behavioral tasks
such as goal-directed and spatial navigation tests (Colombel
et al., 2004; Burguière et al., 2010; Rochefort et al., 2011). An
anatomical cerebellar-hippocampal connection in the mouse
brain supporting its participation in spatial navigation has
not been investigated. It is not yet clear whether this is
through a direct monosynaptic projection from the cerebellum
to the hippocampus, or by polysynaptic transmission involving
e.g., the thalamus (Rochefort et al., 2013). Moreover, the exact
sequence and the identity of connected neuronal populations are
not known.

Evidence for a direct, monosynaptic connection between the
cerebellum and hippocampus is weak. In the 1980s transient
direct projection from the cerebral cortex to the deep cerebellar
nuclei (DCN) and cortex in young kittens, rabbit fetuses and
in pouch young North American opossum have been reported
(Tolbert and Panneton, 1983, 1984; Cabana and Martin, 1986;
Tolbert, 1989a,b). Additionally, a sparse projection from the
cerebellum to the neocortex in adult rats was demonstrated (Wild
and Williams, 2000). Direct cerebrocerebellar projections have
also been reported in chicken and zebra finches, however, they
are sparse and temporary (Wild and Williams, 2000; Liu et al.,
2012). Since most of these studies used polysynaptic radiolabeled
amino acids or wheat germ agglutinin conjugated to horseradish
peroxidase (WGA-HRP) as tracers, the interpretation of these
results is difficult.

To explore the neuronal connectivity between structures
in the mammalian brain, recombinant viruses including AAV
and/or modified rabies viruses have presently become the tool
of choice. Recombinant adeno-associated viruses (rAAVs) offer
great advantages in cell-specific labeling due to deletion of
almost all coding sequences resulting in non-pathogenicity,
loss of self-reproduction (Xiao et al., 1997; Büning et al.,
2008; Kwon and Schaffer, 2008) and long-term expression of
introduced proteins combined with little to no mammalian
immune reaction (Kaplitt et al., 1994; Xiao et al., 1996,
1997; Chamberlin et al., 1998). The main disadvantage of
rAAVs in tracing studies is their incapability to cross synaptic
junctions, although certain rAAV serotypes have been reported
to support anterograde transsynaptic transport at high titers
(Ohta et al., 2011; Deneris and Wyler, 2012). Yet, they can
express proteins that cross synapses (WGA), however, this
strategy can not distinguish between strong polysynaptic from
potential weak direct connections (Wickersham et al., 2007a).
The sequence of traversed synapses can only be roughly
estimated. Thus, only an additional monosynaptically restricted
tracing approach can unequivocally determine the sequence
of synaptic connections. Therefore, we confirmed our rAAV
tracing results with tracings utilizing a deletion-mutant rabies
virus RABV∆G-eGFP (EnVA). This modified rabies virus
(RABV) expresses eGFP at the expense of the rabies virus
glycoprotein, limiting its potential for retrograde transsynaptic
transport. To reveal monosynaptic connectivity maps the

glycoprotein has to be transcomplemented in the initially
infected cell population (Ugolini, 1995; Kelly and Strick, 2000;
Wickersham et al., 2007a,b). This transcomplementation can be
accomplished upon rAAV targeted glycoprotein expression in
the source cell population (Niedworok et al., 2012). Therefore
this tracing method can determine the hierarchy of anatomical
connectivity in the brain and a potential cerebellar-hippocampal
monosynaptic connection.

Here, we report a tracing study, identifying a sequential
connectivity map between the cerebellum and the hippocampus
in the mouse brain. Stereotaxic injections with the tracer virus
rAAV CMV-WGA-Cre in the DCN of tdTomato-reporter mice
resulted in stained neurons in the rhinal cortex, subiculum,
hippocampal CA1 region and also to some extent in the
thalamus. In contrast, injections of the same virus in the
hippocampus resulted in fluorescently stained Purkinje cells and
molecular layer interneurons, in addition to stainings in the pons,
thalamus and hippocampus, including CA1 pyramidal neurons,
neurons of the dentate gyrus (DG), pre- and parasubiculum
and lateral entorhinal cortex. However, after injection of the
retrograde tracers rAAV TTC-eGFP in the DG and rAAV
CMV-WGA-Cre in a tdTomatoJ reporter mouse in cerebellar
CrusI/CrusII region, we detected overlapping fluorescence
in rhinal cortex (RhC), DG and subiculum (S), indicating
that at least the same areas are involved in forming a
cerebellar-hippocampal connection. To finally determine the
hierarchy of monosynaptic connections between the cerebellum
and hippocampus, we applied a modified retrograde RABV,
SAD∆G-eGFP (EnVA) in the rhinal cortex (RhC), subiculum
(S), DG and retrosplenial cortex (RSC). We found monosynaptic
projections from the laterodorsal and ventrolateral thalamus to
the S and retrosplenial agranular cortex (RSA), of which both
are reported to be involved in spatial navigation (Rochefort
et al., 2013). eGFP positive neurons were detected in mainly the
contralateral interpositus and fastigial, but not dentate nucleus
of cerebellar DCN. Taken together, our findings suggest a new
projection from the fastigial nucleus to the laterodorsal thalamic
nuclei to S and RSC, which are connected to the hippocampus. In
addition, our results show a potential sequence of polysynaptic
cerebellar-hippocampal connections via the thalamus to various
cortical areas.

MATERIALS AND METHODS

Plasmid Construction
pAAV constructs (pAAV-CMV-WGA-CRE and pAAV-CMV-
TTC-GFP) were amplified by PCR from the original vectors
and cloned into the pAAV-MCS (Stratagene). WGA-Cre
was amplified from pAAV-EF1a-mCherry-IRES-WGA-Cre
(University of North Carolina Vector Core, Chapel Hill, NC,
USA). TTC was amplified from psK1-TTC, which was kindly
provided as a gift by Dr. Neil F. Fairweather (Imperial College
London, UK).

Virus Production
rAAV8 production of virus from pAAV-CMV-WGA-Cre
and pAAV-CMV-TTC-eGFP constructs were performed by a
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modified method (Grieger et al., 2006). Briefly, low passage
293T cells were cotransfected with pAAV-CMV-WGA-Cre
or pAAV-CMV-TTC-eGFP, pAAV-RC, and pHelper using
the Polyethylenimine (PEI) based protocol. Three days after
transfection cells were removed from the dishes, pelleted (3,700 g,
20 min, 4◦C), resuspended in 10 ml lysis buffer (150 mN NaCl,
50 mM Tris-HCl, pH 8.5) and lysed via six freeze/thaw cycles in
dry ice/ethanol and 37◦C water bath (each 15 min). To get rid
of free DNA, cell suspension was treated with DNase I (Roche)
for 30 min at 37◦C. The cell debris was spun down at 3,700 g
for 20 min at 4◦C. The supernatant was collected in a syringe
and filtered into a 15 ml falcon tube through a 0.2 µm filter to
obtain the crude lysate. Then the supernatant was resuspended
in a polyethylene glycol (PEG) solution overnight at 4◦C and
pelleted at 3,700 g for 20 min at 4◦C. The pellet was resuspended
in PBS, 0.001% pluronic and aliquots were stored at−80◦C until
further use.

SAD∆G-eGFP (EnVA) and helper plasmids pAAV8-
CBA-mRFP-IRES-TvA and pAAV8-CBA-RG-mCherry were
produced as previously described (Niedworok et al., 2012).
Briefly, BHK cells were plated at a density of 1.5 × 107. The
following day, cells were transfected with 15 mg plasmid
pCAGG/SAD-G by CaP transfection. Twenty-four hours later
rabies virus SAD∆G-eGFP was added at a multiplicity of
infection (MOI) of 3. Forty-eight hours later the SAD∆G-eGFP
containing supernatant was equally distributed into four 15 cm
plates containing pCAGGs/SAD-G (15 mg/plate) transfected
BHK cells (1.5 × 107 cells/plate). Two days later the virus-
containing supernatant was applied onto four 15 cm plates
containing BHK-EnvARGCD cells (∼1.5 × 107 cells/plate) at
a MOI of 1.5 for pseudotyping. Twelve hours later cells were
trypsinized and replated onto eight 15 cm dishes. Pseudotyped
rabies virus-containing supernatant was harvested 2 days later.
The supernatant was spun at 2,000 rpm at 4◦C for 10 min. and
subsequently filtered through a 0.45 mm filter (Nalgene SFCA
Bottletop Filter, Thermo Fisher Scientific, Waltham, MA, USA).
The filtered virus suspension was centrifuged for 90 min at
25,000 rpm (SW28, 4◦C) in a Beckmann 80 K ultracentrifuge
(Beckman Coulter, Brea, CA, USA). After centrifugation the
supernatant was discarded and the pellet was aspirated in ice-
cold PBS (pH 7.4). Pseudotyped rabies virus-containing solution
was aliquoted in 6 µl aliquots and frozen at−80◦C.

Mice
For the tracing study adult male and female mice
obtained from JAX labs, C57Bl6/J (JAX 000664) and
Gt(ROSA)26Sortm9(CAG-tdTomato)Hze/J (abbreviated as
tdTomato+/+; JAX 007909, Madisen et al., 2010), were used.
Mice were housed in a 12 h light/dark cycle with food and water
ad libitum. The present study was carried out in accordance
with the European Communities Council Directive of 2010
(2010/63/EU) for care of laboratory animals and approved by
a local ethics committee (Bezirksamt Arnsberg) and the animal
care committee of North Rhine-Westphalia, Germany, based
at the LANUV (Landesamt für Umweltschutz, Naturschutz
und Verbraucherschutz, Nordrhein-Westfalen, D-45659
Recklinghausen, Germany). The study was supervised by the

animal welfare commission of the Ruhr-University Bochum.
All efforts were made to minimize the number of mice used for
this study.

Intracranial Injections
Viruses were injected in adult mouse brains for each specified
region tested. Mice were deeply anesthetized with 1.5%–2.0%
isoflurane and placed into a stereotactic frame (Narishige, Japan).
The skin was opened with a sagittal incision along the midline. A
small craniotomy was performed for virus injections. 0.2–1 µl
of viruses were applied in 100 µm steps using pressure injection
in 2 min intervals (see Table 1). A customized glass pipette
attached to a 5 ml syringe was used for virus delivery. At the
end of injection the skin was sutured (Surgicryl Monofilament,
Belgium). After the surgery, animals received subcutaneous
injection of carprofen (2 mg/kg) for analgesia. Animals were
placed individually into their home cages to recover.

rAAV8-CMV-WGA-CRE was injected into the fastigial
nucleus of the DCN, CrusI/CrusII of the cerebellar cortex
and DG, AAV8-CMV-TTC-eGFP in the hippocampus proper
(CA1/CA3) andDG of Gt(ROSA)26Sortm9(CAG-tdTomato)Hze/J mice.
Coordinates and volumes of injected viruses are listed in Table 1.
Expression times varied between 3 and 8 months.

The helper viruses for rabies infection (rAAV8-CBA-mRFP-
IRES-TvA and rAAV8-CBA-RG-mCherry, ratio 1:2) were
injected 1 week before the deletion mutant rabies virus
RABV∆G-eGFP to allow stable infection and expression of
TVA and RG. Rabies virus was injected into the hippocampus,
RSC, rhinal cortex, laterodorsal and ventrolateral thalamus
of C57BL6/J mice. For injected volumes and injection sites,
see Table 2. Mice were perfused and analyzed 7 days after
RABV application.

Histology
Mice were anesthetized with ketamine and xylazine (100 mg/kg
and 10 mg/kg, respectively) and perfused transcardially with
ice-cold 4% PFA (paraformaldehyde, Sigma-Aldrich) in PBS
(pH 7.4). Brains were dissected and post-fixed for 1 h in 4%
PFA in PBS, then cryoprotected in 30% sucrose in PBS at 4◦C
overnight. Brains were sliced in 35 µm thick sections using a
Leica microtome. The sections were mounted with Roti-Mount
FluorCare (Carl Roth) before analysis for fluorescence.

Imaging
All images were acquired using a Leica TCS SP5 confocal laser
scanning microscope (Leica DMI6000 B, Wetzlar, Germany)
interfaced to a personal computer, running Leica Application
Suite Advanced Fluorescence software (LAS AF 2.6). eGFP
was excited with an Argon laser at 488 nm, while mCherry,
tdTomato or mRFP were excited with a DPSS laser at 561 nm.
Double-fluorescent images were obtained using the alternating
acquisition mode. Sequential z-stacks were made for each section
and crosstalk of the fluorophores was eliminated automatically
with LAS AF software. Images were further analyzed using
ImageJ. Schematic images show a quantitative localization from
a combination of slices from ≥3 mice analyzed. Representative
confocal images may be presented from different animals.
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TABLE 1 | Injection site coordinates, number of animals and injected volumes of rAAV8-CMV-WGA-Cre and rAAV8-CMV-TTC-eGFP tracers.

Structure AP* (mm) ML* (mm) DV* (mm) n Volume rAAV (µl)

Hippocampus Dentate gyrus −2.54 ± 1.5 1.8–1.6 3 1
CA1/CA3 −2.18 ± 2.1 1.9–1.5 2 1

Cingulate cortex Agranular and granular RSC −2.54 ± 0.3 0.75–0.25 3 1
Cerebellum Medial (fastigial) nucleus −6.25 ± 0.7 2.4–2.2 3 1

Crus I/II −6.4 −2.7 1.7–1.07 2 1

∗AP, anterior-posterior; ML, mediolateral; DV, dorsoventral (all relative to Bregma).

TABLE 2 | Injection site coordinates and number of animals and injected volumes of rAAV8-CBA-RG-mCherry/rAAV8-CBA- mRFP-IRES-TvA helpers and
RABV∆G-eGFP tracers.

Structure AP∗ (mm) ML∗ (mm) DV∗ (mm) n Volume rAAV/RABV (µl)

Hippocampus CA1/CA3 −2.18 ± 2.1 1.9–1.5 3 1/1
Dentate gyrus −1.94 ± 0.75 2.1–1.8 3 0.2/0.2
Subiculum −3.52 ± 2.2 1.5–1.3 5 0.2/0.1

Rhinal Cortex Lateral-, ento-, perirhinal −4.84 −4.2 1.65–0.55 4 0.6/0.3
Retrosplenial cortex Agranular and granular RSC −1.46 ± 0.25 0.25–0.1 3 0.5/0.5
Thalamus Laterodorsal nuclei −1.46 −1.5 2.25–1.9 4 0.2/0.2

Ventrolateral nuclei −1.58 −1 3.25–2.9 3 0.2/0.2

∗AP, anterior-posterior; ML, mediolateral; DV, dorsoventral (all relative to Bregma).

Statistics
All statistical analyses were calculated with SigmaPlot software.
Data were initially analyzed for normality by the Shapiro–Wilk
test (p ≥ 0.05), then tested for equal variance with the Equal
Variance Test (p ≥ 0.05). If data sets passed both tests, a t-test
for comparison of tow groups or a One-Way analysis of variance
(ANOVA; post hoc t-test) for comparison of more than two
groups was used. If the normality tests failed, data sets were
analyzed using the Mann-Whitney-U test for comparison of two
groups. Significance for comparisons: ∗p ≤ 0.05, ∗∗p ≤ 0.01;
∗∗∗p ≤ 0.001. Cell counts from specific areas of n ≥ 3 mice
are presented as mean ± standard error of the mean (SEM)
from all rabies injected mice. For counting, every second slice
was imaged for eGFP+ cells followed by manual cell count
using ImageJ.

RESULTS

AAV-Mediated Polysynaptic Circuit Tracing
of the Mouse Cerebellar-Hippocampal
Connections
To visualize cerebellar-hippocampal connections, we
first performed polysynaptic circuit tracing utilizing a
Cre-recombinase encoding rAAV injected into the cerebellum
or hippocampus of Cre-dependent tdTomato reporter mice
(Madisen et al., 2010). In this virus, the transsynaptic transporter
protein WGA was fused to the Cre recombinase (Figure 1A) and
expressed under the control of the CMV promoter (Chamberlin
et al., 1998). Since the expression efficiency of WGA-Cre
may be region-specific, rAAV serotype 8 was used due to its
higher efficacy to infect hippocampal and cerebellar neurons
(Heinemann et al., 1991; Broekman et al., 2006). Initially,
rAAV8-CMV-WGA-Cre was injected into the DCN bilaterally
(1 µl, AP: −6.25 mm, MT: −0.7 mm, DV: 2.4–2.2 mm)

from four tdTomato mice to induce tdTomato expression
in WGA-Cre positive cells (Figure 1B). After 5 months of
expression, single tdTomato+ neurons were detected in the
lateral entorhinal cortex (Lent; Figures 1DI,I’), parasubiculum
(PaS, Figures 1DII,II’), RSC (Figures 1DIII,III’) and also in
parts of the hippocampus, including CA1 pyramidal neurons and
in the stratum oriens layer (Figures 1CI’–III’) as represented by
red dots and lines in the brain schemes. Fluorescent fibers and a
few cells were detected in thalamic regions, including bilaterally
in the medial geniculate nucleus (MGV, Figure 1DIII) and the
magnocellular red nucleus (RMC; Supplementary Figure S1B).
We also found fluorescent structures in the periaqueductal
gray (DLPAG), the ventral secondary auditory cortex, frontal
association cortex, olfactory bulb or the C3 posteromedial
cortical amygdaloid nucleus (Supplementary Figure S1).

To trace from the hippocampus to the cerebellum we
injected rAAV8-CMV-WGA-Cre unilaterally in the right
dentate gyrus (DG, AP: −2.54 mm, ML: −1.5 mm, DV:
1.8 −1.6 mm, 1 µl) from three tdTomatoJ mice (Figure 2).
After 4 months of expression tdTomato+ neurons in the
cerebellum distributed equally over the ipsi-, and contralateral
sides. We found cerebellar Purkinje cells classified by their
typical morphology and location (Figure 2CI’). tdTomato+

neurons were additionally detected in the bilateral simple lobules
and lobules 4 and 5 (Figures 2CII,II’,III,III’). Additionally,
fluorescently labeled axons in the ipsilateral inferior olive (IO)
and paramedian reticular nucleus (PMn; Figures 2CI,DI,I’), but
not somata were observed. Numerous neurons were bilaterally
expressing tdTomato in the visual and RSC, close to the
cerebellum at −4.96 mm from Bregma (Figures 2DII–II’).
However, the rhinal cortex was only stained on the ipsilateral
and not the contralateral side (Figures 2DI,III–III’). In contrast,
the contralateral central nucleus of the inferior colliculus
(CIC), but not the ipsilateral side showed tdTomato+ neurons
(Figure 2DII). Overall, we found differences in tdTomato
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FIGURE 1 | Mapping recombinant adeno-associated viruse (rAAV) mediated
polysynaptic targets from the deep cerebellar nuclei (DCN) to the
hippocampus using the tracer rAAV8-CMV-WGA-Cre in tdTomatoJ+/+ mice.
(A) Schematic of sagittal section from an adult tdTomatoJ+/+ mouse brain
(n = 4) injected bilaterally with 1 µl rAAV8-CMV-WGA-Cre in the DCN, (gray
dot) for 5 months to trace the polysynaptic circuit (red line) to the
hippocampus (red dot). (B) Confocal image depicting the injection site from
an adult tdTomatoJ+/+ mouse brain in the DCN. Scale bar: 250 µm. (CI–III)
Schematic of coronal sections showing quantitative localization of tdTomato+

neuron cell bodies (red dots) or neurites (red lines) at different distances from
Bregma (−3.08 mm, −2.92 mm, −2.46 mm) after rAAV8-CMV-WAG-Cre
injection in the DCN. Squared boxes represent confocal images presented in
(CI’–III’). (CI’–III’) Single tdTomato+ neurons were observed in the
hippocampal pyramidal layer (Py, CI’–III’) or stratum oriens (Or, CIII’). Scale
bars: 250 µm. (D) Schematic of coronal sections showing quantitative
localization of tdTomato+ neuron cell bodies (red dots) or neurites (red lines)
at different distances from Bregma (−5.02 mm, −4.72 mm, −3.52 mm) after
rAAV8-CMV-WAG-Cre injection in the DCN (DI–III). Squared boxes represent
confocal images presented in (DI’–III’). (DI’–III’) tdTomato+ neurons were
found in the parasubiculum (PaS, DII’) and in both retrosplenial granular
(RSG, DIII’) and agranular (RSA, DIII’) cortex. Scale bars: 250 µm. IntA,
anterior interposed cerebellar nucleus; IntP, posterior interposed cerebellar
nucleus; Lat, lateral (dentate) cerebellar nucleus; LatPC, parvicellular Lat;
Med, medial (fastigial) cerebellar nucleus. The mouse brains in this figure has
been reproduced from Franklin and Paxinos (2001).

FIGURE 2 | Mapping rAAV mediated polysynaptic targets from the dentate
gyrus to cerebellum using the tracer rAAV8-CMV-WGA-Cre in tdTomatoJ+/+

mice. (A) Schematic of sagittal section from an adult tdTomatoJ+/+ mouse
brain injected unilaterally with 1 µl rAAV8-CMV-WGA-Cre in the dentate gyrus
(gray dot) for 4 months to trace the polysynaptic circuit (red line) to the
cerebellum (red dot). (B) Confocal image of a coronal section from an adult
tdTomatoJ+/+ mouse brain injected with rAAV8-CMV-WGA-Cre showing the
injection site in the DG and hippocampus proper. Scale bar: 250 µm. (CI–III)
Schematic of coronal sections showing quantitative localization of tdTomato+

neuron cell bodies (red dots) or neurites (red lines) at different distances from
Bregma (−6.00 mm, −5.68 mm, −5.34 mm) after rAAV8-CMV-WGA-Cre
injection in the dentate gyrus. Squared boxes represent confocal images
presented in (CI’–III’). (CI’–III’) Example single tdTomato+ neurons were
imaged from the cerebellar lobulus simplex (Sim, CI’) and lobes 4 and 5,
(4&5Cb, CII’–III’). Scale bars: 250 µm. (DI–III) Schematic of coronal sections
showing quantitative localization of tdTomato+ neuron cell bodies (red dots)
or neurites (red lines) at different distances from Bregma (−7.32 mm,
−4.96 mm, −3.80 mm) after rAAV8-CMV-WGA-Cre injection in the dentate
gyrus. Squared boxes represent confocal images presented in (DI’–III’).
(DI’–III’) Representative tdTomato+ axons were imaged from the ipsilateral
side of injection from the paramedian reticular nucleus (PMn) and parts of the
inferior olive (IO, DI’), while tdTomato+ cells were seen in primary visual cortex
(V1) and retrosplenial agranular cortex (RSA, DII’), lateral entorhinal (LEnt) and
perirhinal cortices (PRh, DIII’) and subiculum (S, DIII’). Scale bars: 150 µm.
The mouse brains in this figure has been reproduced from Franklin and
Paxinos (2001).
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FIGURE 3 | Mapping rAAV mediated polysynaptic targets from the
retrosplenial cortex (RSC) to cerebellum using the tracer
rAAV8-CMV-WGA-Cre in tdTomatoJ+/+ mice. (A) Schematic of sagittal
section from an adult tdTomatoJ+/+ mouse brain injected bilaterally with each
1 µl rAAV8-CMV-WGA-Cre in the RSC, granular (RSG) and agranular (RSA)
parts (gray dot) for 4 months to trace the polysynaptic circuit (red line) to the
cerebellum (red dot). (B) Confocal image of a coronal section from an adult
tdTomatoJ+/+ mouse brain injected with rAAV8-CMV-WGA-Cre showing the
injection sites in the retrosplenial cortices (RSC). Scale bar: 250 µm. (CI–III)
Schematic of coronal sections showing quantitative localization of tdTomato+

neuron cell bodies (red dots) or neurites (red lines) at different distances from
Bregma (−7.64 mm, −6.00 mm, −5.52 mm) after rAAV8-CMV-WGA-Cre
injection in the RSC. Squared boxes represent confocal images presented in
(CI’–III’). (CI’–III’) Example single tdTomato+ neurons were imaged from the
cerebellar lobule 7 (7Cb, CI’), cerebellar Crus2 (CII’) and lobes 4 and 5,
(4&5Cb, CIII’). Arrows pointing to tdTomato+ axons. Scale bars: 250 µm
(I’,II’), 100 µm (I”’). (DI–III) Schematic of coronal sections showing
quantitative localization of tdTomato+ neuron cell bodies (red dots) or neurites
(red lines) at different distances from Bregma (−4.36 mm, −3.08 mm,
−1.06 mm) after rAAV8-CMV-WGA-Cre injection in the RSC. Squared boxes
represent confocal images presented in (DI’–III’). (DI’–III’) Example single
tdTomato+ neurites were imaged from the left dorsal hippocampal
commissure (dhc), alveus of the hippocampus (alv) and external capsule (ec,
DI’), thalamic deep mesencephalic nucleus (DpME), superior cerebellar
peduncle (scp) and medial lemniscus (ml, DII’), laterodorsal thalamic nuclei,
dorsomedial (LDDM) and ventrolateral (LDVL), anteroventral thalamic nucleus

(Continued)

FIGURE 3 | Continued
(AV) and internal capsule (ic, DIII’) that are expressing tdTomato+ neurites.
Scale bars: 150 µm. The mouse brains in this figure has been reproduced
from Franklin and Paxinos (2001).

expression in the thalamus following injection of WGA-Cre
in the hippocampus vs. the cerebellar DCN. Injection in the
cerebellar DCN showedmore labeling in the thalamus, except for
in the lateral posterior thalamus (Supplementary Figure S2C),
suggesting the existence of different pathways connecting the
cerebellum with the hippocampus in a loop, as was reported
for motor-related areas (Dum and Strick, 2003; Kelly and
Strick, 2003). We also found tdTomato+ neurites crossing the
MGD/MGV (medial geniculate nucleus, dorsal and ventral parts;
Supplementary Figure S2B) and dorsal raphe nucleus (DRN,
Supplementary Figure S2B’). Some tdTomato+ expressing cells
were seen in the medial septal nucleus (MS, Supplementary
Figure S2D) and neurites in the lateral septal nucleus (LSI,
Supplementary Figure S2D’).

Since both injections of rAAV8-CMV-WGA-Cre virus in
the cerebellar DCN (Figure 1) and hippocampus (Figure 2)
demonstrated tdTomato+ neurons in the RSC, we injected
the RSC, granular (RSG) and agranular (RSA) parts of two
tdTomatoJ mice bilaterally (Figure 3) to further dissect the
synaptic connections between the cerebellum and hippocampus
(AP: −2.54 mm, ML: ± 0.3 mm, DV: 0.75–0.25 mm; 1 µl per
site). Four months of expression and tracing time, we observed
tdTomato+ cerebellar Purkinje cells (Figures 3CI’,II’) with
their positive axons (arrows) and molecular layer interneurons
(Figure 3CIII’) equally distributed over the cerebellar lobules
(Figure 3C). We also detected tdTomato+ neurites in the
right dorsal hippocampal commissure (dhc), alveus of
the hippocampus (alv) and external capsule (ec) but not in
the ectorhinal cortex (Ect) at −4.36 mm from Bregma, close
to the cerebellum (Figures 3DI–I’). tdTomatoJ+ neurites
crossed the superior cerebellar peduncle (scp), thalamic deep
mesencephalic nucleus (DpMe) andmedial lemniscus (ml) in the
thalamus at −3.08 mm from Bregma (Figures 3DII–II’), while
tdTomato+ cell somata were also seen in the right laterodorsal
thalamic nuclei, dorsomedial (LDDM) and ventrolateral
(LDVL) and bilateral anteroventral thalamic nuclei (AV;
Figures 3DIII–III’).

To further explore the cerebellar-hippocampal circuitry as
reported previously for motor-related areas, we injected the
anterograde tracer rAAV8-CMV-WGA-Cre in left cerebellar
Crus1/Crus2 (Figures 4A,BII; AP: −6.4 mm, ML: −2.7 mm,
DV: 1.7–1.07), which may be involved in sequence-based
navigation, and the retrograde tracer rAAV8-CMV-TTC-
eGFP in the left DG of tdTomatoJ mice (Figures 4A,BI;
Burguière et al., 2010; Iglói et al., 2015). Since rAAV8-
CMV-TTC-eGFP requires a longer expression time in the
hippocampus compared to WGA-Cre, it was initially injected
3 months prior to rAAV8-CMV-WGA-Cre (Figure 4A).
Unilateral injection of rAAV8-CMV-TTC-eGFP in the DG
resulted in eGFP+ neurons in the DG (Figure 4CI”), perirhinal
(PRh) and LEnt (Figures 4CI,CI’), the subiculum (S) and
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FIGURE 4 | Mapping the shared circuit between the dentate gyrus and cerebellar cortex with an rAAV retrograde and anterograde tracer. (A) Schematic of sagittal
section from an adult tdTomatoJ+/+ mouse brain injected with 1 µl of the retrograde specific rAAV8-CMV-TTC-eGFP (green dot) in the dentate gyrus for 8 months
and rAAV8-CMV-WGA-Cre (1 µl) in the cerebellar CrusI/CrusII (gray dot) for 5 months to determine the common polysynaptic circuits (red and green lines). The
viruses were injected at different time points to allow better expression of rAAV8-CMV-TTC-eGFP. (B) Confocal image of a coronal section from an adult
tdTomatoJ+/+ mouse brain injected unilaterally with rAAV8-CMV-TTC-eGFP in the dentate gyrus [DG, green, upper (I)] and rAAV8-CMV-WGA-Cre in cerebellar
CrusI/CrusII [red, lower (II)]. Cell bodies stained with tdTomato are evident in the dentate gyrus. Scale bars: 250 µm. (CI,II) Schematic of coronal sections showing
quantitative localization of tdTomato+ (red dots) and eGFP+ (green dots) neuronal cell bodies or neurites (red lines) at different distances from Bregma (−3.40 mm,
−2.80 mm). Squared boxes represent images in (CI’–CII’). (CI’–II’) Example images from squared boxes in (CI’–II’) of tdTomato+ and eGFP+ positive cell bodies in
perirhinal cortex (PRh, I’), dentate gyrus (DG, I”) and presubiculum (PrS, II’) where circuits are shared. Scale bars: 250 µm. The mouse brains in this figure has been
reproduced from Franklin and Paxinos (2001).

presubiculum (PrS; Figures 4CII,CII’), but failed to label
structures beyond these areas. The injection of WGA-Cre
in cerebellar Crus1/Crus2 resulted in tdTomato+ cells, likely

astrocytes, in similar areas such as the PRh (Figure 4CI’) and PrS
(Figure 4CII’), but no neurons were identified expressing both
fluorescent proteins.
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Retrograde Monosynaptic Tracing of the
Mouse Hippocampal-Thalamic-Cerebellar
Circuitry Using Deletion Mutant Rabies
Virus
To determine the sequence of connections between the
cerebellum and hippocampus in more detail, we used the
retrograde mono-transsynaptic tracer RABV∆G-eGFP (EnvA),
allowing a retrograde step-by-step tracings to the cerebellum,
starting from the hippocampus (Wickersham et al., 2007a,b).
To allow efficient infection, as well as transsynaptic traversal
of neurons by our modified RABV we first infected the
hippocampus proper and DG of 6 C57/Bl6 mice (three
mice/area) with two rAAV expressing the rabies virus
glycoprotein and the TVA receptor (Niedworok et al., 2012).
One week later we injected into the same site RABV∆G-EGFP
(EnvA). We injected both the hippocampus proper and DG
for two reasons (Figure 5). First, the connectivity of this
structure is well described and serves as a valuable control for
obtained tracings results. Second, we wanted to test a possible
existence of a weak but monosynaptic cerebellar projection
to the hippocampus. After 1 week of RABV expression in the
hippocampus (DG and CA1/CA3, see Table 2 in the ‘‘Materials
and Methods’’ section for coordinates), eGFP+ neurons
appeared in the rhinal cortex (RC), including entorhinal (Ent),
PRh, LEnt and parts of the medial entorhinal (MEnt) cortex,
PrS and S (Figure 5C), lateral and medial supramammillary
nuclei, mammillary tract and medial septal nucleus, as well as
nuclei in the dorsal raphe and horizontal limb of the diagonal
band (HDB; Supplementary Figure S3). We found significantly
more eGFP+ neurons in the RC (5,517 cells) compared to RSC,
S and PrS/PaS (p = 0.001; p = 0.002; p = 0.016, each t-test n = 3;
Figures 5DI,EI). Graphical illustration of the distribution of
eGFP+ neurons depending to their distance to Bregma of the
RC showed that the LEnt provides strongest synaptic input to
the hippocampus (2,261 cells), followed by Ect (1,476), PRh
(1,452) and MEnt (328; Figures 5DIII,DIV; analyzed with
One-way ANOVA). Notably, we did not detect fluorescence in
the cerebellum or in the thalamus.

Since the hippocampus receives inputs predominantly via the
dentate gyrus, we next bilaterally injected only the DG with
the above-mentioned viruses (each 0.2 µl) to differentiate the
synaptic inputs to the hippocampus proper and DG (Figure 6).
Similarly, eGFP+ neurons were found in the same areas as after
rAAV8-CMV-WGA-Cre injections into the CA1/CA3 region,
including PRh and LEnt (Figures 6CI’,II’) but also ectorhinal
cortex (Repapi et al., 2009), PaS (Figure 6CI’), S and CA1
(Figures 6CIII’,III”), suggesting a monosynaptic input from
these regions to the DG. We also found eGFP+ cells in
the lateral and medial supramammillary nuclei medial raphe
nucleus and nuclei in the horizontal limb of the diagonal band
(Supplementary Figure S4). We confirmed that neurons of the
PRh synapse onto DG and the CA1 neurons, as previously
reported by Agster and Burwell (2013). Projections from Ect,
LEnt and MEnt to the DG have already been described in mice,
as well as the input from the supramammillary nuclei but a
monosynaptic projection from the PaS to the DG as observed

FIGURE 5 | Inputs into the hippocampus using a monosynaptic, retrograde
modified RABV tracer. (AI) Schematic of sagittal section from an adult mouse
brain injected with the retrograde specific modified RABV tracer (green dots)
and pH in the hippocampus (1 µl). The pHelper viruses
rAAV8-CBA-RG-mCherry and rAAV8-CBA-mRFP-IRES-TVA were injected
7 days prior to the SAD∆G-eGFP (EnvA) rabies virus (1:2 ratio, 1 µl/site).
Animals were sacrificed 7 days after RABV injection. (AII) Overview of the
bilaterally injected hippocampus. The framed area represents the
hippocampus shown in (B). Scale bar: 1 mm. (B) Higher magnification of the
right injection site (Bregma −1.94 mm) showing hippocampal neurons
infected with the Helper virus (RFP+; BI) or rabies virus (eGFP+; BII). Scale
bar: 250 µm. Merge (BIII) of images in (B’) and (B”) showing
double-fluorescent neurons in the dentate gyrus. Scale bar: 250 µm. (CI–III)
Schematic of coronal sections showing quantitative localization of eGFP+

(green dots) neuronal cell bodies at different distances from Bregma
(−4.96 mm, −3.64 mm, −3.40 mm) in all analyzed mice (n = 3). Squared
boxes represent images in (CI’–III”). (CI’–III”) Example images from squared
boxes in (CI–III) demonstrate that eGFP+ cell bodies represent inputs into
the dentate gyrus from the parasubiculum (PaS, I’), ectorhinal cortex (Ect, I’),
lateral entorhinal cortex (LEnt, I’), perirhinal cortex (PRh, II’), subiculum (S, III’)

(Continued)

Frontiers in Neural Circuits | www.frontiersin.org 8 August 2019 | Volume 13 | Article 5175

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Bohne et al. Tracing Neuronal Cerebellar-Hippocampal Connections

FIGURE 5 | Continued
and RSC, agranular and granular parts (RSA, RSG, III”). (D) Graphical
illustration showing the representative number of eGFP+ neurons found at
different mm from Bregma in Para-, and Pre-subiculum, S (PaS, Pre; DI) and
the RSC (DII), with each line representing the count in one mouse. (DI,II) A
total of 2,477 eGFP expressing cells were count in PaS/Pre of n = 3 mice
(dotted lines), while only 204 eGFP+ cells were detected in the S (DI) and
117 cells in the RSC (DII). A total of 2281 eGFP+ cells were found in the Ent,
followed by 1476 eGFP+ cells in the Ect and 1452 cells in the PRh (DIV). (EI)
Statistical analysis comparing all input areas to the Hippocampus. With a total
of 5,517 eGFP+ cells, the rhinal cortex (RC) provides significantly more input
to the murine Hippocampus compared to RSC (p = 0.001, t-test), S
(p = 0.002, t-test) and Pre/PaS (p = 0.016, t-test). Pre/PaS significantly
increased projections compared to S (p = 0.003, t-test) and RSC (p = 0.002,
t-test). (DIII) Graphical illustration showing the representative number of
eGFP+ neurons found at different mm from Bregma in Ect (1,476 neurons),
PRh (1,452), LEnt (2,261) and medial entorhinal cortex (MEnt, 328). All areas
that provide monosynaptic input to the hippocampus as revealed by eGFP+
cells. The RC provides strongest synaptic input to the hippocampus
compared to RSC (p = 0.001, t-test), S (p = 0.002, t-test) and PaS/PrS
(p = 0.016, t-test). A total of 2477 eGFP+ cells were found in the PaS/PrS,
which is significantly more compared to S (p = 0.003, t-test) and RSC
(p = 0.002, t-test). (EII) Total number of eGFP+ neurons in the rhinal cortex of
n = 3 mice showing significantly more projections (One-way analysis of
variance, ANOVA), post hoc Tukey (p < 0.05) from the Ect (1,476 cells) PRh
(1,422) and LEnt (2,261) compared to the MEnt (328). Significance for
comparisons: ∗p ≤ 0.05; ∗∗p ≤ 0.01; ∗∗∗p ≤ 0.001. DG, dentate gyrus; Ect,
ectorhinal cortex; LEnt, lateral entorhinal cortex; MEnt, medial entorhinal
cortex; PaS, parasubiculum; PRh, perirhinal cortex; PrS, presubiculum; Py,
pyramidal cell layer of the hippocampus; RSA, agranular retrosplenial cortex;
RSC, retrosplenial cortex; RSG, granular retrosplenial cortex; RC, rhinal
cortex; S, subiculum; V2L, secondary visual cortex, lateral area. The mouse
brains in this figure has been reproduced from Franklin and Paxinos (2001).

here has not been reported (Figure 6CI’; Vertes and McKenna,
2000; van Groen et al., 2002b,c; Hartley et al., 2013). Thus,
injections of modified RABV in the hippocampus and DG both
confirmed already known projections, but also revealed a new
projection from the PaS to the DG. Analysis revealed that the
DG receives most input from the RC (4,889 cells in ≥3 mice,
Figure 6F), when compared to CA1 and S (p < 0.001, t-test),
which is in accordance with our results presented in Figure 5D.
With these findings, we show that RC input to the hippocampus
is delivered via the DG. Within the RC, the LEnt contributed the
most synaptic input to the DG (n = 3,122 cells) compared to the
PRh (n = 1,141 cells), Ect (n = 440 cells) and MEnt (n = 186 cells,
One-Way-ANOVA, Figures 6D,FII).

To further explore whether the cerebellum synapses directly
on other hippocampal input regions including the S (Figure 7),
RSC (Figure 8) and Ent (Figure 9), the modified RABV was
injected in these areas of C57/Bl6 mice. Bilateral injection of
RABV∆G-eGFP virus in the S (AP: −3.52 mm, ML: ± 2.2 mm;
DV: 1.5–1.3 mm, n = 5) resulted in double-fluorescent
neurons in the subiculum resulting from infection from both
rAAV helper viruses (mCherry/RFP, 0.2 µl) and rabies virus
(eGFP, 0.1 µl; Figure 7AII). The laterodorsal thalamic nucleus,
dorsomedial (LDDM) and ventrolateral parts (LDVL) showed
eGFP+ neurons, representing direct monosynaptic input to the S
(Figure 7BII’). Only 2–5 eGFP+ cells were observed in the PRh of
each S injected mouse, thus confirming sparse input from the RC
to the S. Additionally, we found a total of 28,093 CA1 pyramidal

FIGURE 6 | Mapping monosynaptic input areas to the dentate gyrus in
C57/Bl6 mice using the retrograde SAD∆G-eGFP tracer. (AI) Scheme of a
sagittal section from an adult mouse brain injected with the retrograde
specific RABV tracer (green circle) in the dentate gyrus of C57/Bl6 mice
(n = 3). The pHelper viruses rAAV8-CBA-RG-mCherry and
rAAV8-CBA-mRFP-IRES-TVA (1:2 ratio, 0.2 µl) were injected 7 days prior to
the SAD∆G-eGFP (EnvA) rabies virus (0.2 µl). (B) Confocal image showing
one exemplary injection site in the left DG with rabies virus (eGFP, BI) and
pHelpers (mcherry, BII) in the DG. Overlay reveals coinfected starter neurons
for monosynaptic retrograde tracing (BIII). Scale bars: 250 µm. (CI–III)
Coronal brain sections at −4.72 mm, −3.64 mm and −2.80 mm from
Bregma depicting eGFP+ neurons (green dots) by retrograde monosynaptic
transport from the DG. (CI–III”) Confocal image from boxed area presented
in CI representing several eGFP+ neurons in the outer layers of the RC,
including Ect, PRh and LEnt (CI’–II’), the S (CIII’) and pyramidal CA1 cells of
the hippocampus (CIII”), representing input to the DG. Scale bars: 250 µm.
(D) Line plots mapping the individual distribution of eGFP+ neurons by
retrograde monosynaptic transport from the DG to the Ect (DI), PRh (DII),
LEnt (DIII) and MEnt (DIV) in all mice. Each line represents the count of
eGFP+ cell bodies in one mouse. (E) Line plots mapping the individual
distribution of eGFP+ neurons by retrograde monosynaptic transport from the
DG to the S (EI) and CA1 (EII). (FI) Compared to S and CA1, the RC
provides the most input to the DG revealed by monosynaptic retrograde
transport (t-test, for S: p ≤ 0.001; for CA1 p ≤ 0.001). (FII) Within the RC,
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FIGURE 6 | Continued
the LEnt forms significantly more synapses with the DG with a total of
3,122 eGFP+ cells compared to PRh (p ≤ 0.001), Ect (p ≤ 0.001) and MEnt
(p ≤ 0.001, all One-Way-ANOVA). In the PRh a total of 1,141 cells was
counted and is the second strongest input source to the DG compared to Ect
(p = 0.006) and MEnt (p = 0.001, One-Way-ANOVA). Significance for
comparisons: ∗∗p ≤ 0.01; ∗∗∗p ≤ 0.001. DG, dentate gyrus; Ect, ectorhinal
cortex; LEnt, lateral entorhinal cortex; MEnt, medial entorhinal cortex; PRh,
perirhinal cortex; Py, pyramidal cell layer of the hippocampus; RC, rhinal
cortex; S, subiculum; TeA, temporal association cortex; V2L, secondary visual
cortex, lateral area. The mouse brains in this figure has been reproduced from
Franklin and Paxinos (2001).

cells at various distances from Bregma (Figures 7BI”,DI) and
1,034 cells in the RSC (Figures 7BI’,DIII). To our knowledge, the
LDDMhas not been reported before to synapse on the subiculum
directly and a total of 639 cells were counted in all mice in the
laterodorsal thalamus. These are significantly more compared to
the LPMR (p ≤ 0.001) and LPLR (p = 0.006) or VL (p = 0.024,
One-Way-ANOVA, Figure 7CIV).

The RSC has been previously proposed to connect the
cerebellum with the hippocampus via a polysynaptic circuitry
(Rochefort et al., 2013). To identify these circuits, we bilaterally
injected the monosynaptic RABV∆G-eGFP (0.5 µl each rAAV
helpers and RABV) in the retrosplenial cortex, granular (RSG)
and agranular (RSA) areas (Figure 8A) at −1.46 mm from
Bregma (ML: ± 0.25 mm; DV: 0.25–0.1 mm; n = 3). An average
of nine neurons in both regions were co-expressing both helper
(mCh/RFP) and RABV (eGFP, Figure 8AII). Although there was
no tracer observed in the cerebellum, staining in the left LDDM
and LDVL, as well as in the ventrolateral thalamic nucleus (VL) at
−1.22 mm from Bregma (Figure 8BIII’) was evident, indicating
a direct monosynaptic input from the thalamus to the RSA as
reported for the LDDM in rats (Sripanidkulchai andWyss, 1986).
In all mice analyzed, the thalamic nuclei equally project to the
RSC, except the AV, which has significantly less eGFP+ cells
than the LDDM (p = 0.027, One-Way-ANOVA, Figure 8EII).
We also found eGFP+ cells in the S and hippocampal CA1
(Figures 8BI’,II’), with the S forming more synapses on the
RSC than the CA1 cells (p = 0.011, t-test). Additionally, few
eGFP+ neurons in the medial and median raphe nuclei, lateral
supramammillary nucleus, dorsal secondary auditory cortex
and the pontine reticular nucleus (Supplementary Figure S5)
were detected.

Since the RC provides strong monosynaptic input to the
dentate gyrus in mice (Hartley et al., 2013), we wanted to test the
possibility of a monosynaptic connection between the RC and the
cerebellum. Injection of the modified RABV (0.3 µl) in the left
rhinal cortex at −4.84 mm from Bregma (ML: −4.2 mm, DV:
1.65–0.55, n = 4) revealed co-expressing neurons distributed in
the LEnt (Figure 9AII). Many eGFP+ neurons were observed
at the ipsilateral side, predominantly in hippocampal CA1,
CA2 and CA3 region (Figures 9BI,II,II’) and S (Figure 9BI’)
and RSC (Figure 9BII), indicating direct monosynaptic input
from these areas to the RC. eGFP+ expressing neurons were
also detected in the DG bilaterally and in the ipsilateral LPMR
and medial geniculate nucleus, dorsal (MGD) and ventral

FIGURE 7 | Identifying a monosynaptic circuit to the subiculum from the
thalamus using the retrograde, modified RABV tracer. (A) Schematic of a
coronal section at Bregma −3.52 mm (AI) from an adult mouse brain injected
bilaterally with the retrograde specific, modified RABV tracer (green circle,
0.1 µl, AII”) and pHelper mixture (red circle, AII’) in the subiculum (S) and
presubiculum (PrS) of n = 5 mice. The pHelper viruses
rAAV8-CBA-RG-mCherry and rAAV8-CBA-mRFP-IRES-TVA (1:2 ratio, 0.2 µl)
were injected 7 days prior to the SAD∆G-eGFP (EnvA) rabies virus. Animals
were sacrificed 7 days after modified RABV injection. (AII) Confocal image
showing co-expression of both pHelper and rabies viruses. Scale bars:
250 µm. (BI) Coronal brain scheme at −2.18 mm from Bregma showing
eGFP+ neurons (green dots) by monosynaptic retrograde transport from the
S and PrS to the (RSG, BI’) and hippocampal CA1 (BI”). (BII) Coronal brain
section at Bregma −1.34 mm depicting eGFP+ neurons by monosynaptic
retrograde transport from the S and PrS to hippocampal CA1 and laterodorsal
and ventrolateral thalamus (LDDM/LDVL, BII’). Scale bar: 250 µm. (CI–III)
Line plots mapping the individual distribution of eGFP+ neurons by retrograde
monosynaptic transport from the S and PrS to the lateral posterior thalamic
nucleus, mediorostral and laterorostral parts (LPMR/LPLR, CI), ventrolateral
thalamus (VL, CII) and LDDM and LDVL (CIII). (CIV) With total 398 eGFP+

cells, the LDVL provides strongest synaptic input to the S and PrS compared
to LPMR (p ≤ 0.001), LPLR (p = 0.006) and VL (p = 0.024, analyzed with
One-Way-ANOVA; DI) Line plots mapping the individual distribution of eGFP+

neurons by retrograde monosynaptic transport from the S and PrS to the
CA1 (DI) and DG (DII) region of the hippocampus and to the RSC (DIII).
eGFP+ cells in the DG were found in two of the five analyzed mice.

(Continued)
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FIGURE 7 | Continued
(DIV) Compared to the thalamic nuclei (CI–III) and RSC (DIII), the
hippocampus exhibited a total of 28,228 eGFP+ cells, which is significantly
more than in the thalamus (p = 0.008, Mann-Whitney U) and RSC (p ≤ 0.001,
t-test). Significance for comparisons: ∗p ≤ 0.05; ∗∗p ≤ 0.01; ∗∗∗p ≤ 0.001.
DG, dentate gyrus; LDDM, dorsomedial laterodorsal thalamic nucleus; LDVL,
ventrolateral laterodorsal thalamic nucleus; LPLR, laterorostral lateral
posterior thalamic nucleus; LPMR, mediorostral lateral posterior thalamic
nucleus; PrS, Presubiculum; RSC, retrosplenial cortex; RSG, granular
retrosplenial cortex; S, Subiculum; VL, ventrolateral thalamus. The mouse
brains in this figure has been reproduced from Franklin and Paxinos (2001).

parts (MGV; Supplementary Figure S6). Furthermore, the RC
receives less synaptic input from the Barrington’s nucleus and the
gigantocellular reticular nucleus in the pons, the ipsilateral motor
cortex M2, the medial septal nucleus, the lambdoid zone and the
ipsilateral nucleus of the horizontal limb of the diagonal band
(Supplementary Figure S6). eGFP+ cells were also detected
and analyzed in the thalamus, including LDDM/LDVL and
VL (Figures 9BIII’,CIII). Within the thalamus, the VL forms
more synapses with the RC compared to LDVL (p ≤ 0.001),
LPMR (p = 0.002) and LPLR (p = 0.002, One-Way-ANOVA;
Figure 9D). However, the hippocampus innervates the RC
to a greater extent than the S (p = < 0.001, t-test), RSC
(p = 0.029, Mann-Whitney-U-test) and thalamus (p = 0.029,
Mann-Whitney-U-test; Figure 9EIII). Since we injected the RC
unilaterally, we are able to differentiate between inputs from
ipsi-, and/or contralateral sites (Supplementary Figure S7). We
observed a tendency of ipsilateral rather than contralateral cells
projecting to the RC from the RSC and DG (Supplementary
Figures S7A,B). Interestingly, significantly more ipsilateral cells
from the CA3 hippocampus proper (p = 0.002, t-test) and S
(p = 0.029, Mann-Whitney-U-test) synapse on the RC compared
to contralateral cells. However, no eGFP+ neurons were seen in
the cerebellum.

In this article, we show that LDDM/LDVL and VL in
the thalamus is involved in the polysynaptic connections
between the cerebellum and hippocampus via the S, RSC and
RC utilizing both polysynaptic tracers, rAAV8-CMV-WGA-
Cre and rAAV8-CMV-TTC-eGFP (Figure 3) and a modified
RABV (Figures 7–9). It has been reported that the LDDM
participates in spatial learning and memory, while the VL
is known to receive fastigial nucleus input in non-human
primates (van Groen et al., 2002b; Kelly and Strick, 2003).
Based on these data we injected the modified RABV in these
thalamic nuclei to identify a potential three-synapse projection
pathway from the cerebellum to the hippocampus via relay in
the thalamus, RSC and/or S and RC. Unilateral injection in
the LDDM and LDVL regions of C57/Bl6 mice (n ≥ 4) at
−1.46 mm from Bregma (Figure 10) revealed co-expression
of both helper (mCh/RFP, 0.2 µl) and RABV (eGFP, 0.2 µl)
in neurons from both regions (Figure 10AII). We were able
to identify a new projection pathway to the LDDM/LDVL
from only contralateral areas of the DCN, the medial (fastigial,
Med) nucleus (Figures 10BI–IV,C). Neurons of the interpositus
nucleus (IntP) and lateral (dentate, Lat) nucleus of the DCN
also provide strong monosynaptic input to the LDDM/LDVL

FIGURE 8 | Mapping the circuit between the RSC and thalamus. (AI)
Schematic of coronal section at Bregma −1.46 mm and confocal images of
rabies infection site (AII”) and pHelpers (AII’) depicting virus spread to the
RSA and RSG areas (AII). Green dots represent the retrograde specific,
modified RABV tracer expression. The pHelper viruses
rAAV8-CBA-RG-mCherry and rAAV8-CBA-mRFP-IRES-TVA (1:2 ratio, 0.5 µl)
were injected 7 days prior to the SAD∆G-eGFP (EnvA) rabies virus (0.5 µl).
Mice (n = 3) were sacrificed 7 days after modified RABV injection. Double
infected neurons represent starter neurons for retrograde transport in RSA
and RSG (arrows, AII). Scale bars: 150 µm. (BI–III) Coronal brain sections at
Bregma −3.08 mm (BI), −2.70 mm (BII) and −1.22 mm (BIII) depicting
eGFP+ neurons (green dots) undergoing monosynaptic retrograde transport
from the RSC. (BI’–III’) Images from boxed areas in (BI–BIII). eGFP+

neurons outside the injection site were detected in the S (BI’), CA1 pyramidal
cells (BII’) and in the LDDM and LDVL (BIII’). Scale bars: 250 µm. (C) Line
plots mapping the distribution of eGFP+ neurons per mouse by retrograde
monosynaptic transport from the RSC to the S (CI) and CA1 (CII) and their
distance to Bregma. (D) Line plots mapping the distribution of eGFP+

neurons per mouse by retrograde monosynaptic transport from the RSC to
AV (DI), LDDM (DII), LDVL (DIII) and VL (DIV). (EI) A total of 846 eGFP+

cells was found in all mice in the S, showing significantly more input from the
S to the RSC compared to the CA1 region (p = 0.011, t-test), but not the

(Continued)
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FIGURE 8 | Continued
thalamus (p = 0.473, t-test). (EII) Within the thalamus, the LDDM showed
significantly more eGFP+ cells then the AV (p = 0.027, One-Way-ANOVA), but
no other significance was found between the nuclei (LDVL p = 0.185; VL
p = 0.273). Significance for comparisons: ∗p ≤ 0.05; ∗∗p ≤ 0.01. AV,
anteroventral thalamic nucleus; DLG, dorsal lateral geniculate nucleus;
LDDM, dorsomedial laterodorsal thalamic nucleus; LDVL, ventrolateral
laterodorsal thalamic nucleus; LPLR, laterorostral lateral posterior thalamic
nucleus; LPMR, mediorostral lateral posterior thalamic nucleus; MDL, lateral
mediodorsal thalamic nucleus; Po, posterior thalamic nuclear group; Py,
pyramidal cell layer of the hippocampus; RSA, agranular retrosplenial cortex;
RSG, granular retrosplenial cortex; S, Subiculum; VL, ventrolateral thalamic
nucleus. The mouse brains in this figure has been reproduced from Franklin
and Paxinos (2001).

(Figures 10B,C). A total of 732 cells were seen in the DCN in
all mice (Figure 10D), however, the Med forms less synapses
with the LDDM/LDVL than IntP and Lat (p ≤ 0.001, One-Way-
ANOVA; Figure 10D). Injection of 0.2 µl RABV in the VL at
−1.58 mm from Bregma (Figure 11A) revealed co-expressing
starter neurons only in the desired area (Figure 11AII).
We found both ipsi- and contralateral staining in the DCN
(Figure 11BI) that was present through all slices analyzed. The
contralateral Lat and IntP of the DCN were identified as a
strong synaptic input source to the VL (Figures 11BI”,BII’),
but significantly fewer cells were seen in the Med (p ≤
0.001 compared to IntP, One-Way-ANOVA; Figure 11D).
In general, the contralateral DCN had more eGFP+ neurons
than the ipsilateral sites (Figure 11D, each t-test). We also
found several eGFP+ neurons in the pons, equally distributed
(Figure 11BI).

Taken together, we were able to identify a polysynaptic
cerebellar-hippocampal connection by use of monosynaptic
retrograde and polysynaptic anterograde and retrograde virus-
based tracing. We found a new projection pathway from the
medial cerebellar nucleus to the laterodorsal thalamic nuclei,
which has not been reported. We also found that the Med
projects to the ventrolateral thalamic nuclei in mice, as well
as the interpositus cerebellar nuclei synapse on laterodorsal
and ventrolateral thalamic nuclei which has been described
partially in other species. Both thalamic nuclei synapse on either
the subiculum, rhinal cortex and RSC may communicate via
direct monosynaptic connections, as well as projecting to the
hippocampus (Figure 12).

DISCUSSION

The cerebellum assists in spatial navigation by participating in
building the hippocampal spatial map (Rochefort et al., 2011).
The vestibular system plays a vital role in stabilizing gaze
during head movements in addition to controlling posture and
spontaneous reflexes. Impairments in vestibular inputs diminish
learning and memory in particular spatial learning by affecting
the proper function of head direction, place and grid cells.
Moreover, loss of the vestibular system leads to degeneration
of the hippocampus and its dendritic branches and impaired
spatial memory in humans (Brandt et al., 2005; Smith et al.,
2005; Cronin et al., 2017). Consequently, the cerebellum must

FIGURE 9 | Identifying inputs into the rhinal cortex from the subiculum,
hippocampal CA1 region and thalamus using the retrograde, modified RABV
tracer. (AI) Schematic of coronal section at Bregma −4.84 mm depicting the
injection site in n = 4 mice. Confocal images show exemplary infection of
pHelpers (AII’) and rabies virus (AII”) depicting virus spread in the rhinal
cortex including lateral (Lent) and medial (MEnt) entorhinal cortices (RC).
Overlay reveals coinfected starter cells (arrows in AII) of retrograde
monosynaptic transport. Green dots represent the retrograde specific,
modified RABV tracer expression (0.3 µl). The pHelper viruses
rAAV8-CBA-RG-mCherry and rAAV8-CBA-mRFP-IRES-TVA (1:2 ratio, 0.6 µl)
were injected 7 days prior to the SAD∆G-eGFP (EnvA) rabies virus. Mice
were sacrificed 7 days after RABV injection. Scale bar: 150 µm. (BI–III)
Coronal brain section at Bregma −3.40 mm (BI) and −2.18 mm (BII) and
(BIII) −1.34 mm depicting eGFP+ neurons (green dots) by monosynaptic
retrograde transport from the rhinal cortex. Rabies infected cells were present
in the S (BI’), CA1 region of ipsilateral hippocampus and RSC (BII’). (BIII’)
Single eGFP+ neurons were found in ipsilateral LDDM and LDVL, but also
centrolateral thalamic nucleus (CL) Scale bars: 250 µm. (C) Line plots
mapping the distribution of eGFP+ neurons per mouse by retrograde
monosynaptic transport from the RC to different thalamic nuclei. eGFP+ cells
were found in the mediorostral and laterorostral lateral posterior (LPMR/LPLR,
CI), ventrolateral and dorsomedial laterodorsal (LDVL/LDDM, CII) and
ventrolateral (VL, CIII) thalamic nuclei. (D) Compared to all thalamic nuclei,
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FIGURE 9 | Continued
the VL had a total of 177 eGFP+ cells and thus provides strongest
monosynaptic input to the RC compared to LDVL (p ≤ 0.001), LPLR
(p = 0.002) and LPMR (p = 0.002; One-Way-ANOVA). (E) Line plots mapping
the distribution of eGFP+ neurons per mouse by retrograde monosynaptic
transport from the RC to S (EI) and CA1 (EII). (EIII) Compared to all areas
where eGFP+ cells were found, the hippocampus (including CA1, DG and
CA3 (shown in Supplementary Figures S6, S7) provides strong synaptic
input to the RC revealed by monosynaptic retrograde transport compared to
S (p ≤ 0.001, t-test), RSC (p = 0.029, Mann-Whitney-U-test) and thalamus
(p = 0.029, Mann-Whitney-U-test). Significance for comparisons: ∗p ≤ 0.05;
∗∗p ≤ 0.01; ∗∗∗p ≤ 0.001. CL, centrolateral thalamic nucleus; LDDM,
dorsomedial laterodorsal thalamic nucleus; LEnt, lateral entorhinal cortex;
LDVL, ventrolateral laterodorsal thalamic nucleus; LPLR, laterorostral lateral
posterior thalamic nucleus; LPMR, mediorostral lateral posterior thalamic
nucleus; MEnt, mendial entorhinal cortex; PrS, Presubiculum; Py, pyramidal
cell layer of the hippocampus; RSC, Retrosplenial cortex; RSG, granular
retrosplenial cortex; S, Subiculum; VL, ventrolateral thalamic nucleus. The
mouse brains in this figure has been reproduced from Franklin and Paxinos
(2001).

synaptically communicate with the hippocampus, either directly
or indirectly through other brain regions, possibly involved in
navigation such as the subiculum (S) or RSC. Previous studies
already showed a functional connectivity between cerebellum
and hippocampus in both human and mice (Fischer et al., 2008;
O’Reilly et al., 2010; Iglói et al., 2015; Onuki et al., 2015; Watson
et al., 2019), but the identification of a neuronal pathway remains
to be determined. To improve our understanding of how the
cerebellum synaptically communicates with the hippocampus,
we used both polysynaptic anterograde and retrograde and
monosynaptic retrograde virus-based approaches. Based on
our tracing results, we here propose a polysynaptic circuitry
from cerebellar fastigial nucleus (Med) with a relay in the
LDDM/LDVL and VL, which in turn synapses on S, RC and
RSC, which all project to the hippocampus (Figure 12). We,
however, failed to identify a monosynaptic projection between
cerebellum and hippocampus. This seems reasonable since the
cerebellum has been shown to connect with the cerebral cortex
via only polysynaptic circuits in primates (Evarts and Thach,
1969; Middleton and Strick, 1994, 2001; Kelly and Strick, 2003).
Moreover, the involvement of the laterodorsal and ventrolateral
thalamic nuclei has been confirmed in other studies, as each
known cerebellar projection synapses onto the thalamus, that
functions as a relay (Buckner et al., 2011).

Both tracer viruses, modified RABV and rAAV8-CMV-
WGA-Cre/rAAV8-CMV-TTC-eGFP failed to identify
a monosynaptic projection from the cerebellum to the
hippocampus. However, we cannot exclude the possibility
that a weak monosynaptic transneuronal connection between
both structures exist, which is not detectable with our tracing
methods. In agreement with our findings, tracing studies
using rabies virus as a retrograde, polysynaptic, transneuronal
tracer in the dentate gyrus of the hippocampus, found a
multisynaptic pathway to restricted regions of the cerebellum
which include lobules VI/VII, Crus I, lobule IX and paraflocculus
(Watson et al., 2019). Additionally, they performed cerebello-
hippocampal LFP coherence recordings in combination with
spatial navigation tests in mice to confirm the synchronization

FIGURE 10 | Retrograde modified RABV expression in the laterodorsal
thalamus revealed monosynaptic input from the contralateral DCN. (AI)
Schematic of coronal section at Bregma −1.46 mm and confocal images
from an exemplary adult mouse brain injected unilaterally with pHelpers (AII’)
and rabies virus (AII”) in the laterodorsal (dorsomedial and ventrolateral)
thalamus (LDDM/LDVL n = 4). Green dots represent the retrograde specific,
modified RABV tracer expression. The pHelper viruses
rAAV8-CBA-RG-mCherry and rAAV8-CBA-mRFP-IRES-TVA (0.2 µl) were
injected 7 days prior to the SAD∆G-eGFP (EnvA) rabies virus (0.2 µl). Animals
were sacrificed 7 days after RABV injection. (AII) Double stained neurons
were only seen in the desired area as indicated by arrows and indicate starter
neurons of retrograde monosynaptic transport. Scale bars: 250 µm. (BI–IV)
Schematic of coronal brain sections at Bregma −6.64 mm (BI), −6.48 mm
(BII), −6.24 mm (BIII) and −6.00 mm (BIV) depicting eGFP+ neurons (green
dots) by monosynaptic retrograde transport from the laterodorsal thalamus.
Confocal images showing rabies-infected cells in the contralateral cerebellar
interpositus (IntP, BI’–BIV’), medial (Med, fastigial, BII’–IV’) and lateral (Lat,
BIII’,BIV’) nuclei. Scale bars: 250 µm. (C) Line plots mapping the distribution
of total eGFP+ neurons per mouse by retrograde monosynaptic transport
from the LDDM/LDVL to the DCN, medial (green lines), interposed (orange
lines) and lateral (blue lines) and their distance to Bregma. (D) A total of
333 eGFP+ cells were counted for the IntP/IntA and 302 cells were detected
in the Lat of all animals, thus showing significantly more input from these two
nuclei compared to the Med (97 cells, each p ≤ 0.001, One-Way-ANOVA).
Significance for comparisons: ∗∗∗p ≤ 0.001. IntA, anterior interposed
cerebellar nucleus; IntP, posterior interposed cerebellar nucleus; Lat, lateral
(dentate) cerebellar nucleus; LatPC, parvicellular Lat; LDDM, dorsomedial
laterodorsal thalamic nucleus; LDVL, ventrolateral laterodorsal thalamic
nucleus; Med, medial (fastigial) cerebellar nucleus; MedDL, dorsolateral
protuberance of the Med. The mouse brains in this figure has been
reproduced from Franklin and Paxinos (2001).

of LFP activity between CrusI and the dorsal hippocampus (DG)
during these tasks. In the 80s tracing studies using polysynaptic
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radiolabeled amino acids or wheat germ agglutinin conjugated to
horseradish peroxidase (WGA-HRP) reported a transient direct
projection from the cerebral cortex to the DCN and/or cerebellar
cortex in young kittens, rabbit fetuses and in pouch young
North American opossum (Tolbert and Panneton, 1983, 1984;
Panneton and Tolbert, 1984; Cabana and Martin, 1986; Tolbert,
1989a,b). In addition transient hippocampal projections to the
cerebellum in chicken, from areas of the hippocampal formation
project to lobules VI–VIII in young but not adult animals were
observed (Liu et al., 2012). Direct cerebrocerebellar projections
have also been reported in zebra finches and rats (Wild and
Williams, 2000), however, they were sparse and temporary. Note
that most of these studies used radiolabeled amino acids or
WGA-HRP tracers, which cannot distinguish between mono-
and polysynaptic connections thus, the interpretation of these
results are error-prone.

In the last decade, more advanced WGA tracing tools have
been developed combining the CRE and rAAV systems to
optimize the specificity and expression of the WGA tracer
in the brain (Jarvik et al., 1981). Despite these advances, the
interpretation of the data is limited. For example the transduction
of rAAV tagged with a fluorescent protein show conflicting
reports in the literature, depending on the serotype, region of
interest or titer used (Ohta et al., 2011; Espallergues et al.,
2012). Moreover the serotype AAV8 used in this study was
previously demonstrated to have a higher efficacy to infect
hippocampal and cerebellar neurons (Heinemann et al., 1991;
Broekman et al., 2006), but in addition has been observed
to transport minimally in the retrograde direction via axonal
terminals (Hastings et al., 1981; Carlson et al., 2016). Similarly,
WGA has also been reported to be bidirectional depending on
the serotype and brain region, although it has a preference
for anterograde transport (Whitney et al., 2016). In this study,
we used a rAAV-WGA-Cre vector, which transduced in the
cerebellar and hippocampal regions. However, due to the high
expression levels needed of WGA-Cre in transduced cells for
transneuronal labeling over multiple synapses, long incubation
times were required (Hendricks et al., 2003). In order to
circumvent these bidirectional, polysynaptic pitfalls using the
rAAV-WGA-Cre system, we implemented and confirmed the
initial connections using the AAV system with the deletion-
mutant rabies virus system. The advantages of this system are
that one can track not only the injection site and spread of the
virus but also monosynaptic, retrograde connections. However,
we are limited to the interpretation of our results with trisynaptic
connections (A to B to C). For example, we can determine a
projection from A to B but not with certainty A to B to C
because, we cannot assume that A is connected to C via B. The
cells traced in B may be connected with other local cells in B
expressing the rabies virus, which receive input from cells in
C. Moreover, the rAAV helper viruses could be presynaptically
transferred from axons projecting into the injection site. To
control for this, we screened for mCherry/RFP fluorescence
outside the injection site and found that only in one case
(Supplementary Figure S6B), red fluorescence was seen in a
synaptically connected area. However, no eGFP+ cells were
observed due to the high expression of glycoprotein and TVA

FIGURE 11 | Retrograde, modified RABV expression in the ventrolateral
thalamus revealed monosynaptic input from the contralateral and ipsilateral
cerebellar nuclei. (AI) Schematic of coronal section at Bregma −1.58 mm
and confocal image (AII) from an exemplary adult mouse brain injected
unilaterally with pHelpers (AII’) and rabies virus (AII”) in the ventrolateral
thalamus (VL, n = 3). Green dots represent the retrograde specific, modified
RABV tracer expression. The pHelper viruses rAAV8-CBA-RG-mCherry and
rAAV8-CBA-mRFP-IRES-TVA (1:2 ratio, 0.2 µl) were injected 7 days prior to
the SAD∆G-eGFP (EnvA) rabies virus (0.2 µl). Mice were sacrificed 7 days
after modified RABV injection. (AII) Double stained neurons indicate
coexpression were only seen in the desired area as indicated by arrows and
indicate starter neurons of retrograde monosynaptic transport. Scale bars:
250 µm. (B) Confocal image of a coronal brain section at Bregma −6.36 mm
(BI) showing eGFP+ neurons in the DCN. Boxed regions indicate magnified
images in (BI’) and (BI”). The contralateral cerebellar nucleus interpositus
strongly projects to the VL (BI”), supported by weaker input from the ipsi-,
and contralateral fastigial nucleus (BI’–I”). The monosynaptic projection from
the IntP to the VL resembles a new projection pathway of the cerebellum to
the contralateral thalamus, which has not been reported yet. Scale bar:
250 µm. (BII,BIII) Schematic of coronal brain sections at Bregma −6.48 mm
(BII) and −6.24 mm (BIII) showing monosynaptic projections from the ipsi-,
and contralateral Med (BII,BIII,BII’) and contralateral Lat (BIII’). (C) Line
plots mapping the distribution of total eGFP+ neurons per mouse by
retrograde monosynaptic transport from the VL to the Med, IntP and Lat,
ipsi-, (dashed lines) and contralateral (thick lines) sites. (D) Contralateral nuclei
generally provide more synaptic input to the VL than ipsilateral nuclei (p ≤
0.001, all t-test). However, contralateral IntP and Lat provide more synaptic
input to the VL than the Med (for IntP p ≤ 0.001; for Lat p = 0.006,
One-Way-ANOVA). Significance for comparisons: ∗∗p ≤ 0.01; ∗∗∗p ≤ 0.001.
IntA, anterior interposed cerebellar nucleus; IntP, posterior interposed
cerebellar nucleus; IntDL, dorsolateral hump of IntP; Lat, lateral

(Continued)
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FIGURE 11 | Continued
(dentate) cerebellar nucleus; LatPC, parvicellular Lat; Med, medial (fastigial)
cerebellar nucleus; MedDL, dorsolateral protuberance of the medial cerebellar
nucleus; VL, ventrolateral thalamic nucleus; VPM, ventral posteromedial
thalamic nucleus. The mouse brains in this figure has been reproduced from
Franklin and Paxinos (2001).

receptor required for RABV transcomplementation (Ugolini,
1995; Kelly and Strick, 2000; Wickersham et al., 2007a,b).

We describe here the first tracing study between the
cerebellum and hippocampus in mice using a mono-
transsynaptic, retrograde tracer system based on a modified
rabies virus and well-established polysynaptic tracers rAAV8-
CMV-WGA-Cre and rAAV8-CMV-TTC-eGFP (summarized
in Figure 12). Our observations strengthen the notion of a

polysynaptic circuitry between the cerebellum and hippocampus,
that utilizes the thalamus as a relay center to cortical areas as first
described in monkeys by the Strick lab (Middleton and Strick,
1994). This and work from others suggests that the RSC connects
to the cerebellum with the hippocampus via polysynaptic
circuits as it receives projections from the vestibular nuclei
in the pons via the lateral thalamic nuclei which have been
shown to receive cerebellar input (Sripanidkulchai and Wyss,
1986; Middleton and Strick, 1994, 2001; Rochefort et al.,
2013). The injection of rAAV8-CMV-WGA-Cre in the RSC
resulted in a strong staining, predominately in the thalamus,
including the dorsomedial laterodorsal thalamus (LDDM),
anteroventral thalamic nucleus and other areas (Figure 3). This
is not surprising, since these two nuclei have been reported to
project to RSA and RSG in rats and receive projections from

FIGURE 12 | Summary of the mouse cerebellar-hippocampal circuit. Known (black arrows) and observed (green) monosynaptic projections between the cerebellum
and hippocampus via the thalamus, retrosplenial (RSC) and rhinal (RC) cortices and/or subiculum (S). A step by step injection of rabies virus started in the DG
confirmed monosynaptic input from S, RC and RSC. While the S projects to and receives input from CA1/CA3 and DG, RSC, and RC, monosynaptic input was
confirmed from the laterodorsal, ventrolateral and lateral posterior thalamic nuclei. Injections in the RSC confirmed monosynaptic input from these thalamic nuclei,
too. By injecting these thalamic nuclei, new monosynaptic projections (red arrows) from the medial cerebellar nucleus to the laterodorsal and ventrolateral thalamus,
as well as a new monosynaptic projection from the posterior interpositus cerebellar nucleus to the ventrolateral thalamus were identified in this study. Injecting the RC
confirmed additional monosynaptic input from the medial geniculate thalamic nucleus which was not injected with rabies and can only be hypothesized to connect
the cerebellum with the hippocampus (black circles). Thickness of arrows indicate strength of observed projections. IntP, posterior interposed cerebellar nucleus; Lat,
lateral (dentate) cerebellar nucleus; Med, medial (fastigial) cerebellar nucleus; DG, dentate gyrus; S, subiculum; RC, rhinal cortex; RSC, retrosplenial cortex.
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the RSC (Sripanidkulchai and Wyss, 1986; Vann et al., 2009).
Injections of theWGA-Cre tracer in the DCN (Figure 1) and DG
(Figure 2) only resulted in little to no cells expressing tdTomato
in the thalamus, instead more neurites were seen crossing these
thalamic nuclei. Both the LDDM and ventrolateral (LDVL)
thalamic nuclei participate in spatial learning and memory but
there is no projection from the cerebellum reported (van Groen
et al., 2002a). rAAV8-CMV-WGA-Cre injections in the RSA
stained the LDDM and cerebellar lobules IV, V, VI, VIII and
X, as well as right PFl, CrusI, CrusII and left simple lobule,
suggesting a cerebellar connection to the LDDM. Since the
LDDM and LDVL are known to project to the RSC, which in
turn projects to the subiculum and dentate gyrus, the RSA might
serve as relay between the cerebellum and the hippocampus
(van Groen and Wyss, 1990, 2003; Wyss and Van Groen, 1992;
Aggleton et al., 2014). The same principle may be applied to the
subiculum, which was shown in this study, but also by other
scientists to project to the DG and RSC (Hartley et al., 2013; Sun
et al., 2014) and receives input from the LDDM/LDVL. Thus, the
subiculum might also serve as a linker between cerebellum and
hippocampus via the laterodorsal thalamic nucleus.

Additional injections with our mono-transsynaptic RABV in
the RSC (Figure 8), rhinal cortex (Figure 9) and subiculum
(Figure 7) demonstrated projections from the laterodorsal
medial and ventral (LDDM, LDVL) thalamic nuclei. These lateral
posterior regions of the thalamus are known to connect with the
fastigial nucleus. Furthermore recently published work by Rondi-
Reig’s lab confirmed a polysynaptic cerebello-hippocampal
pathway both anatomically and functionally, implementing a
CrusI/fastigial nucleus/dentate gyrus pathway important for
spatial navigation in mice (Pearlstein et al., 2011; Watson et al.,
2019). Thus, injecting the laterodorsal (Figure 10) thalamic
nuclei, which are involved in spatial learning and memory (van
Groen et al., 2002b) revealed innervation of the contralateral
cerebellar interpositus and fastigial nucleus (Figure 10), which
has not been reported before (van Groen et al., 2002a). The
ventrolateral thalamic nucleus (VL) was stained after modified
RABV injection in the RSC (Figure 8), S (Figure 7) and RC
(Figure 9) and although there were only a few neurons expressing
eGFP, they verify monosynaptic projections from the VL to these
areas, which is involved in spatial navigation (Alexander and
Nitz, 2015; Chrastil et al., 2015). The VL was shown to receive
projections from the fastigial nucleus in non-human primates
and shown to serve as a relay of these axons to the primary
motor cortex (Kelly and Strick, 2003). Moreover lesion of the FN
resulted in degenerated hippocampal fibers in different species
suggesting a FN projection to the hippocampus of unknown
relay (Harper and Heath, 1973; Heath and Harper, 1974).
Injection of modified rabies virus in the VL (Figure 11) revealed
contralateral innervation from all DCN, but also ipsilateral
input from the fastigial nucleus. Thus, we were able to confirm
fastigial nucleus input to the hippocampus with a relay in the
ventrolateral thalamus.

Surprisingly, we did not observe tdTomato+ cells in the
LDDM/LDVL or the VL following rAAV-WGA-Cre injections
in the DCN. Instead, we found a few cells in the lateral
posterior thalamic nuclei. Moreover, rAAV-WGA-Cre injections

in the DCN revealed the most tdTomato expression in the
medial cerebellar nucleus. However RABV injections in the
LDDM/LDLV (Figure 10) and VL (Figure 11) showed that
the medial cerebellar nucleus provides significantly less input
to these regions than interposed or lateral cerebellar nucleus.
This may explain why we did not see tdTomato expression after
rAAV-WGA-Cre injection in the DCN. The projection from the
cerebellum to the hippocampus proposed by our data is mostly
based on step-by-step retrograde monosynaptic transport, which
may differ from an anterograde hippocampal-cerebellar pathway.

Several studies suggested cerebellar participation in spatial
navigation (Rochefort et al., 2011; Iglói et al., 2015; Onuki et al.,
2015). Although these studies support cerebellar involvement in
spatial navigation, a direct neuronal projection pathway is still
elusive. We here present a tracing study in mice that shows
a cerebellar-hippocampal polysynaptic projection pathway via
the laterodorsal and ventrolateral thalamus to RSC, subiculum
and rhinal cortex. We were able to show new projections from
the cerebellar interpositus and fastigial nucleus to contralateral
LDDM/LDVL and VL, but also ipsilateral projections from the
cerebellar fastigial nucleus to the VL. In contrast to Watson
et al. (2019), who found retrogradely-labeled rabies-infected
cells mostly in the dentate and fastigial nuclei, we here report
monosynaptic input from mostly interpositus and dentate nuclei
to LDDM/LDVL and VL, with 3–4 times fewer cells in the
fastigial nucleus. However, our results further strengthen the
notion of a cerebellar participation in hippocampal-based spatial
navigation processing, however functional studies to confirm this
polysynaptic connection needs to be investigated.
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FIGURE S1 | Additional polysynaptic targets observed after injection of the
polysynaptic anterograde tracer AAV8-CMV-WGA-Cre in the DCN of tdTomato+

mice. (A) Example single tdTomato+ cell bodies were imaged from the dorsal
raphe nuclei [dorsal part (DRD), ventral (DRV), ventrolateral (DRVL), the raphe cap
(RC) and ventrolateral periaqueducal gray (VLPAG)] and the lateral lemniscus,
dorsal (DLL) and intermediate nucleus (ILL; A’) at −4.60 mm from Bregma. Scale
bars: 250 µm. (B) Example single tdTomato+ cell bodies were imaged from the
magnocellular red nucleus (RMC) and superior cerebellar peduncle (scp) and right
dorsal and ventral medial geniculate nucleus (MGD, MGV; B’) at −3.80 mm from
Bregma. tdTomato+ neurites were additionally seen in the posterior intralaminar
thalamic nucleus (PIL), suprageniculate thalamic nucleus (SG) and the medial part
of the medial geniculate nucleus (MGM). Scale bars: 250 µm (C) Example single
tdTomato+ cell bodies imaged from the prerubral field (PRl; C) and lateral
secondary visual cortex (V2L; C’) at −2.54 mm from Bregma. Scale bars:
250 µm. (D) Polysynaptically tdTomato+ cells at 2.58 mm from Bregma seen in
the granular cell layer of the olfactory bulb (GrO) and internal plexiform layer of the
olfactory bulb (IPI) and frontal association cortex (FrA; D’) Scale bars: 250 µm.
The mouse brains in this figure has been reproduced from
Franklin and Paxinos (2001).

FIGURE S2 | Additional polysynaptic targets observed after injection of the
polysynaptic anterograde tracer AAV8-CMV-WGA-Cre in the dentate gyrus of
tdTomato+ mice. (A) Polysynaptic tdTomato+ cells at −4.36 mm from Bregma in
the external cortex of the inferior colliculus (ECIC), nucleus of the brachium of the
inferior colliculus (BIC) and the brachium colliculus (bic). (A’) tdTomato+ neurites in
the lateral lemniscus, intermediate (ILL) and ventral nuclei (VLL). Scale bar:
100 µm. (A”) tdTomato+ cell bodies and neurites in the tectospinal tract (ts),
median raphe nucleus (MnR) and paramedian raphe nucleus (PMnR) and the
reticulotegmental nucleus of the pons (RtTg). Scale bars: 100 µm. (B) Exemplary
tdTomato+ neurites in the medial geniculate nucleus, dorsal (MGD), ventral (MGV)
and medial (MGM) parts and the suprageniculate thalamic nucleus (SG) at
−3.28 mm from Bregma. Scale bar: 100 µm (C) Exemplary tdTomato+ neurites in
the lateral posterior thalamic nucleus, mediorostral (LPMR) and laterorostral parts
(LPLR). (C’) tdTomato+ cell bodies in the secondary visual cortex, mediolateral
area (V2ML). Scale bars 100 µm. (D) At 0.74 mm from Bregma, tdTomato+ cell
bodies were seen in the medial septal nucleus (MS) and in the nucleus of the
vertical limb of the diagonal band (VDB). Scale bar: 250 µm. (D’) Intense
tdTomato+ neurites in the lambdoid septal zone (Ld) and dorsal (LSD) and
intermediate nuclei of the lateral septal nucleus (LSI). Scale bars: 250 µm. The
mouse brains in this figure has been reproduced from Franklin and Paxinos (2001).

FIGURE S3 | Additional monosynaptic connected areas observed after injection
of the retrograde tracer SAD∆G-eGFP in the Hippocampus of C57/Bl6 mice. (A)
Coronal brain section at −3.88 mm from Bregma depicting an eGFP+ neuron
(green dots) in the rostral linear nucleus of the raphe (RLi) and interpeduncular
nucleus, rostral subnucleus (IPR, A’) by retrograde monosynaptic transport from
the hippocampus. Scale bar: 100 µm. (B) Confocal image from boxed area
depicting eGFP+ cell bodies in the medial and lateral supramammillary nucleus
(SuML, SuMM) at −2.70 mm from Bregma. Scale bar: 500 µm. (C) Confocal

image of eGFP+ neurons in the nucleus of the horizontal limb of the diagonal
band (HDB) at – 0.34 mm from Bregma. Scale bar: 200 µm. (D) Confocal image
of a multiple eGFP+ cell bodies in the medial septal nucleus (MS) and medial
preoptic area (MPA). Scale bar: 250 µm. The mouse brains in this figure has been
reproduced from Franklin and Paxinos (2001).

FIGURE S4 | Additional monosynaptic connected areas observed after injection
of the retrograde tracer SAD∆G-eGFP in the Dentate Gyrus of C57/Bl6 mice. (A)
Coronal brain section at −6.12 mm from Bregma depicting a eGFP+ neuron
(green dots) in the alpha part of the gigantocellular reticular nucleus (GiA) by
retrograde monosynaptic transport from the dentate gyrus (DG). Scale bar:
250 µm. (B) Confocal image from boxed area depicting a single eGFP+ cell body
in the ventrolateral periaqueductal gray (VLPAG) at −4.72 mm from Bregma.
Scale bar: 250 µm. (C) Confocal image of eGFP+ neurons in the lateral
supramammillary nucleus (SuML) at −2.80 mm from Bregma. Scale bar: 250 µm.
(D) Confocal image of a multiple eGFP+ cell bodies in the nucleus of the ventral
limb of the diagonal band (VDB). Scale bar: 250 µm. The mouse brains in this
figure has been reproduced from Franklin and Paxinos (2001).

FIGURE S5 | Additional monosynaptic connected areas observed after injection
of the retrograde tracer SAD∆G-eGFP in the retrosplenial cortex of C57/Bl6 mice.
(A) Coronal brain section at −5.68 mm from Bregma depicting a eGFP+ neuron
(green dots) in the pontine reticular nucleus (PnC) by retrograde monosynaptic
transport from the retrosplenial cortex (RC). Scale bar: 100 µm. (B,B’) Confocal
images from boxed areas depicting eGFP+ cell bodies in the medial raphe
nucleus (MnR; B, Scale bar: 250 µm) and B9 serotonergic cells (B’, Scale bar:
100 µm) at −4.48 mm from Bregma. (C) Confocal image of eGFP+ neurons in
the lateral supramammillary nucleus (SuML) at −3.16 mm from Bregma. Scale
bar: 250 µm. (D) Confocal image of a single rabies-infected cell in the secondary
auditory cortex (AuD). Scale bar: 100 µm. The mouse brains in this figure has
been reproduced from Franklin and Paxinos (2001).

FIGURE S6 | Additional monosynaptic connected areas observed after injection
of the retrograde tracer SAD∆G-eGFP in the rhinal cortex of C57/Bl6 mice. (A)
Confocal image showing higher magnification of a eGFP+ neuron in the
Barrington’s nucleus (Bar) in the pons at −5.52 mm from Bregma. Scale bar:
250 µm (A’) Single eGFP+ cell in the alpha part of the gigantocellular reticular
nucleus (GiA) in the pons at −5.52 mm from Bregma. Scale bar: 250 µm. (B)
Several pyramidal cell-like neurons in the CA1 region and pyramidal cell layer (Py)
at −3.80 mm from Bregma on the ipsilateral side. Scale bar: 250 µm. (B’) Only
one cell in the Py was seen on the contralateral side. Scale bar: 250 µm. (B”)
Confocal image showing several eGFP+ cells in the dorsal (MGD) and ventral
(MGV) parts of medial geniculate nucleus at −3.40 mm from Bregma. Scale bar:
scale bar: 250 µm. (C) Brain scheme at −1.82 mm. Green dots represent eGFP+

cells in all analyzed mice in the RSC, ipsilateral CA1 and CA2. High magnification
image showing one representative single eGFP+ neuron found in the ipsilateral
mediorostral lateral posterior (LPMR) of the thalamus. Scale bar: 250 µm (D)
Brain scheme at 0.86 mm from Bregma showing representative summarized
eGFP+ cells. Squared boxes represent areas of confocal images of the ipsilateral
secondary motor cortex (M2, D’), ipsilateral nucleus of the horizontal limb (HDB,
D”) and medial septal nucleus (MS) and lambdoid zone (Ld; D”’). Scale bars:
250 µm. The mouse brains in this figure has been reproduced from Franklin and
Paxinos (2001).

FIGURE S7 | Additional statistical analysis of all eGFP+ neurons observed in
different regions on the murine brain after injection of the retrograde tracer
SAD∆G-eGFP in the rhinal cortex of C57/Bl6 mice. (A) eGFP+ cells that were
found in the RSC at different mm from Bregma. The four traces represent the
analyzed n = 4 mice. (AI) A total of 275 eGFP+ cells were found in the ipsilateral
RSC, while only 76 cells were found in the contralateral RSC (AII). (AIII) No
statistical difference was found between ipsi., and contralateral sites. T-test,
p = 0.069. (B) Summary of eGFP+ cells that were found in the DG and CA3 at
different mm from Bregma. The four traces represent the analyzed n = 4 mice.
(BI) A total of 207 eGFP+ cells were found in the ipsilateral DG, while 145 cells
were found in the contralateral DG. No statistical difference was found between
sites. T-test, p = 0.249 (BIII). (BII) Traces of all eGFP+ cells observed in the
ipsilateral (orange thick lines, 2,472 cells) and contralateral (dashed lines, 698)
CA3 region of the hippocampus. Three-thousand one-hundred and seventy cells
were found in all analyzed mice, with significantly more input on the RC from the
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ipsilateral CA3 cells (t-test, p = 0.002; BIII). (BIII) A total of 28,082 eGFP+ cells
were found in the CA1, with only eight cells found on the contralateral site (data
not shown). Significantly more cells from the CA1 region are connected to the RC
when compared to all CA3 cells (t-test, p = ≤ 0.001) and all cells from the DG

(t-test, p = 0.029). (C) Total eGFP+ neurons observed in the subiculum.
Significantly more cells from the ipsilateral S (4,233) compared to the contralateral
S (36) provide input to the RC (t-test, p = 0.029). Significance for comparisons: ns
not significant; ∗p ≤ 0.05; ∗∗p ≤ 0.01; ∗∗∗p ≤ 0.001.
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Why Isn’t the Head Direction System
Necessary for Direction? Lessons
From the Lateral Mammillary Nuclei
Christopher M. Dillingham* and Seralynne D. Vann

School of Psychology, Cardiff University, Cardiff, United Kingdom

Complex spatial representations in the hippocampal formation and related cortical areas
require input from the head direction system. However, a recurrent finding is that behavior
apparently supported by these spatial representations does not appear to require input
from generative head direction regions, i.e., lateral mammillary nuclei (LMN). Spatial
tasks that tax direction discrimination should be particularly sensitive to the loss of
head direction information, however, this has been repeatedly shown not to be the
case. A further dissociation between electrophysiological properties of the head direction
system and behavior comes in the form of geometric-based navigation which is impaired
following lesions to the head direction system, yet head direction cells are not normally
guided by geometric cues. We explore this apparent mismatch between behavioral and
electrophysiological studies and highlight future experiments that are needed to generate
models that encompass both neurophysiological and behavioral findings.

Keywords: spatial memory, rodent, head-direction cells, dosral tegmental nucleus of Gudden, anterodorsal
thalamic nucleus

INTRODUCTION

The ability to navigate through environments, and remember locations within those environments,
is key to survival. Navigation requires a cognitive representation of both the environment and
current position within the environment. Several positional correlates have been identified in the
rodent brain, including hippocampal place cells (O’Keefe and Dostrovsky, 1971), which fire as a
function of the animal’s position in two-dimensional space, while entorhinal grid cells constitute
a boundary-defined representation of multiple, hexagonally arranged place fields (Hafting et al.,
2005). Information relating to environmental features is represented by a number of classes of
neurons including border cells, which fire in proximity to the boundaries of the environment
(Hartley et al., 2000), and head direction cells (Taube et al., 1990), a class of cell that fires
preferentially in reference to an animals’ directional heading in space.

Since their initial discovery in the postsubiculum (PoSub), head direction cells have
been recorded in numerous other cortical and subcortical brain regions, including the
retrosplenial (Chen et al., 1994; Cho and Sharp, 2001; Jacob et al., 2017), posterior
parietal (PPC; Chen et al., 1994), medial entorhinal (MEC; Sargolini et al., 2006), and
precentral cortices (Mehlman et al., 2019), the anterodorsal (ADN; Blair and Sharp, 1995;
Taube, 1995), laterodorsal (Mizumori and Williams, 1993), anteroventral thalamic nuclei
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(Tsanov et al., 2011), nucleus reuniens (Jankowski et al., 2014),
the dorsal striatum (Wiener, 1993; Mizumori et al., 2000,
2005; Ragozzino et al., 2001; Mehlman et al., 2019), the dorsal
tegmental nucleus of Gudden (DTg; Sharp et al., 2001), and the
lateral mammillary nuclei (LMN; Blair et al., 1998; Stackman
and Taube, 1998). The traditional hierarchical model of the head
direction system (for a more detailed recent review seeWeiss and
Derdikman, 2018) involves a vestibular/vestibulomotor-derived
head direction signal which ascends to the LMN and is then
updated through the integration of external sensory inputs, e.g.,
visual information from PoSub (Yoder et al., 2015), through to
ADN, PoSub and MEC. At each ascending stage, cells receive
updated, more complex input, which is reflected in the spatial
information content of the neurons within the respective regions.
For instance, a higher proportion of head direction cells exhibit
a conjunctive head-direction/boundary signal in the PoSub than
in ADN, which is thought to represent the integration of head
direction with positional sensory input, e.g., whisking/optic flow,
resulting from self-motion (Peyrache et al., 2017). An additional
example of this hierarchical increase in complexity comes from
bidirectional cells in the retrosplenial cortex (RSC; Jacob et al.,
2017), which can represent two sensory modalities, i.e., olfaction
and vision within a given environment (within compartment),
or can represent a single sensory modality differently across
contexts (between compartment).

While we know that the head direction system is necessary
for accurate positional representation surprisingly little is
understood about how this system contributes at a behavioral
level. Manipulations of the LMN are particularly informative
for studying the head direction system as these nuclei lie at
the base of this highly interconnected hierarchy that integrates
external cues, e.g., visual (Yoder et al., 2015), with those derived
from self-motion (i.e., proprioceptive). Moreover, the high
proportion of head direction cells in the LMN (Stackman and
Taube, 1998; Taube and Bassett, 2003) allow for perturbation
of the system while limiting confounding damage to additional
pathways. In this review, we will consider what is currently
known about the LMN’s contribution at an electrophysiological
level, and at a behavioral level, and how this combined knowledge
helps us understand the role of the head direction system in
spatial cognition.

HOW DOES THE HEAD DIRECTION
SIGNAL CONTRIBUTE TO SPATIAL
SIGNALS REPRESENTING THE
ENVIRONMENT?

Unlike hippocampal place cells whose spatial representations are
context-dependent (e.g., Alme et al., 2014), the representation
of head direction, border and grid cells maintain their intrinsic
firing pattern across contexts (Hafting et al., 2005; Fyhn
et al., 2007). Together these cells enable animals to encode
features of an enclosed environment (Krupic et al., 2015)
as well as positional information within that environment
(Lever et al., 2009; Hinman et al., 2019). The head direction
signal is seemingly important for both grid cell and place

cell systems. Entorhinal grid cell periodicity is significantly
disrupted following inactivation of the anterior thalamus, which
includes ADN (Winter et al., 2015), although this could also
reflect associated damage to the anteroventral and anteromedial
thalamic nuclei e.g., through attenuation of MEC theta power
(see Brandon et al., 2012). Grieves et al. (2016) showed that
in multi-compartment environments, place cell repetition is
more frequent if the compartments are in a parallel compared
to radial configuration, suggesting direction information helps
distinguish compartments. Consistent with this, LMN lesions
increase place field repetition in radial compartments, likely
reflecting the loss of directional information in these animals
(Harland et al., 2017). While lesions of LMN do not degrade the
spatial content of hippocampal place fields (Sharp and Koester,
2008), ADN lesions and, to a greater extent, PoSub lesions reduce
the information content of place fields (Calton et al., 2003),
albeit leaving the place fields intact. The increase in magnitude
of impairment with each step along the ascending head direction
pathway appears to co-occur with greater influence of descending
visual inputs (V1-PoSub-RSC-ADN; Figure 1). Together these
results suggest a hierarchical dependence of spatial systems that is
borne out both by the sequence of anatomical inputs as well as the
sequence of developmental emergence of spatial representations,
i.e., directional tuning is fully developed earlier than place or grid
cells (Langston et al., 2010; Wills et al., 2010). Grid cells appear
to be the most complex of the spatial correlates so far identified,
combining head direction, border and place signals. Consistent
with this, inactivation of the hippocampus dramatically reduces
the spatial information content of grid cells but interestingly
leads to an increase in their directionality (Hafting et al., 2008;
Bonnevie et al., 2013). While inactivation of the MEC does not
degrade the spatial information content of hippocampal place
fields it does induce place field remapping (Miao et al., 2015).
However, large permanent lesions of the entorhinal cortex reduce
place cell firing rate and spatial information content (Van Cauter
et al., 2008) suggesting functional interdependence between grid
cell and place cell networks.

DO LMN LESIONS DISRUPT THE USE OF
DIRECTIONAL CUES?

Surprisingly, given the strong physiological influence of the
head direction system on more spatially complex downstream
systems, LMN lesions often have little to no effect on spatial tasks
that would be presumed to involve a heading component. The
reinforced T-maze task requires animals to alternate direction
in a T-shaped maze in order to retrieve a reward (Figure 2A).
In intact animals, head direction cells are landmark-locked
to features of the maze (Dudchenko and Zinyuk, 2005) so it
would be expected that disrupting the head direction system
would disrupt T-maze performance. This is not the case as
rats with neurotoxic LMN lesions show no impairment on
standard T-maze alternation (Figure 2B; Vann, 2005, 2011).
When performing the T-maze task, animals are able to use
a number of different strategies, including relying on the
use of allocentric, directional or intramaze cues. As a result,
impairments in LMN lesion rats may bemasked by animals using
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FIGURE 1 | External sensory input is critical to spatial navigation. Ascending vestibulomotor (green) projections elicit directional tuning in many subcortical and
cortical regions while descending visual (red), olfactory (yellow), and proprioceptive (blue) inputs are integrated to form complex physiological representations of
space. Some of the extensive inter-communication between brain areas that encode space shown here demonstrate the capacity for compensation following
disruption (e.g., lesion, or conflict between senses) while parallel pathways may provide additional compensatory mechanisms [e.g., vestibulomotor-ventral
posterolateral thalamic nucleus (VPL)–posterior parietal cortex (PPC)] that may explain the mild behavioral impairment following lateral mammillary nucleus (LMN) or
anterodorsal thalamic nucleus (ADN) lesions. Arrows indicate anatomical connections while their colors represent their possible sensory contributions. Structures and
connections within the hippocampal formation that are not principally directional are shown black (arrows and boxes). Abbreviations: DTg, dorsal tegmental nucleus
of Gudden; LD, laterodorsal thalamic nucleus; LEC, lateral entorhinal cortex; HPC, CA1–3 and dentate gyrus subfields of the hippocampal formation; MEC, medial
entorhinal cortex; PoSub, postsubiculum; RSC, retrosplenial cortex.

non-directional cues to perform the task. Modifying the task
to restrict the cue-types that are available makes it possible to
determine which cues animals are able to use. By carrying out
sample and test runs in two separate adjacent mazes, animals
are prevented from using intramaze or odor cues to perform
the task. However, this manipulation also puts allocentric and
directional cues into conflict for a subset of trials as alternating
on the basis of direction requires animals to return to the
same allocentric location (Figure 2A). Rats with neurotoxic
lesions of the LMN show a mild impairment on this two-maze
manipulation (Figure 2B; Vann, 2011). This impairment could
reflect a greater reliance on intramaze cues or a greater sensitivity
to the mismatch between direction and allocentric cues. This
was examined by subsequently removing the mismatch between
visual allocentric and direction cues by testing the animals
in the dark (Figure 2A). This resulted in the lesion animals

performing equivalently to the controls (Figure 2B). Together,
these data suggest that animals with LMN lesions are less likely
to use directional information when it is put in conflict with
another spatial cue i.e., in this case visual allocentric information.
However, when this conflict is removed, and direction cues
become the most salient (Futter and Aggleton, 2006), animals
with a disrupted head direction system are unimpaired (Vann,
2011).

In the T-maze task, animals have to choose between reward
locations that are separated by 180◦. This quite crude direction
discrimination appears to be possible with an impaired head
direction system. In contrast, the radial-arm maze task typically
requires animals to discriminate between eight radially-oriented
arms that are separated by 45◦. This task would, therefore, be
expected to require a more accurate directional representation.
Additionally, LMN lesions increase place cell repetition in
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radially-oriented arms (Harland et al., 2017), which should also
reduce animals’ ability to discriminate between the arms in a
radial-arm maze. Nevertheless, lesions of the LMN failed to
affect performance on this task (Vann, 2018). Furthermore, when
manipulations were carried out to either reduce the reliance on
intramaze cues or remove visual allocentric cues, LMN lesion
rats were still unimpaired. Both of these manipulations would
presumably increase reliance on internal direction systems, yet
no lesion-induced impairment was found (Vann, 2018). It was
not the case that the lesions in this experiment were ineffective,
as the same animals were impaired on other spatial tasks and had
reduced c-Fos expression in the RSC (Vann, 2011).

Watermaze tasks can be particularly useful for assessing
spatial memory as they remove possible confounds of odor trails,
the use of which can mask impairments in using allocentric
spatial cues. Furthermore, watermaze tasks do not typically
confine animals’ choices to specific ‘‘arms,’’ potentially enabling
more subtle impairments in heading judgments to be detected.
To date, two studies have looked at the contribution of the LMN
to watermaze tasks carried out in a circular pool. The first study
used a working memory procedure where animals were required
to learn a new platform location within each session (Vann,
2005). LMN lesion animals showed an initial impairment on
this task but with continued training their performance matched
that of controls. This impairment is comparable to rats with
discrete combined lesions of ADN/anteroventral thalamic nuclei
where performance on a similar working memory task in the
watermaze was only mildly impaired (van Groen et al., 2002).
The second study looking at LMN contribution (Harland et al.,
2015) tested animals on a reference memory task where the
platform remained in the same spatial location across sessions.
On this task, the LMN lesion rats performed equivalently to
controls. However, when the platform was subsequently moved
to the opposite spatial location (reversal) a lesion-induced deficit
emerged. These findings suggest there is a dependence on the
head direction system in situations that require rapid encoding
of spatial information.

THE EFFECT OF HEAD DIRECTION
SYSTEM LESIONS ON FOOD-CARRYING
TASKS

Food-carrying tasks are typically run on open dry mazes with
equally positioned entrances/exits around the edge, one of which
contains a home refuge. The task requires animals to search
for food on the maze and once animals have located the food,
they carry it back to their refuge. As such, this task requires
animals to keep track of their location within the environment,
locate themselves with respect to their refuge, and then orient
themselves to return to the refuge. It would, therefore, be
expected that accurate performance on this task would depend
on an intact head direction system. Consistent with this, lesions
of a number of head direction areas have been found to impair
animals’ accuracy of performance on this task (e.g., Frohardt
et al., 2006; Clark and Taube, 2009; Dwyer et al., 2013; Peckford
et al., 2014; Yoder et al., 2019).

To date, no study has successfully assessed the impact
of selective LMN lesions on food-carrying tasks. However,
comparisons with the findings from ADN lesions on this task
could be particularly informative because LMN and ADN lesion
effects appear to be quantitatively and qualitatively similar on
other tasks (e.g., van Groen et al., 2002; Peckford et al., 2014). As
with lesions to other head direction areas, ADN lesions impair
performance on food-carrying tasks with animals more likely
to return to a location adjacent to the refuge (Frohardt et al.,
2006; Peckford et al., 2014). ADN lesions, therefore, result in
a slightly less accurate angle of return indicating a role for the
head direction system in fine-tuned direction discrimination.
The assumption, therefore, is that LMN lesions would also result
in a less accurate return trajectory on this task, consistent with
previous LMN-lesion impairments observed on tasks that require
rapid, flexible spatial learning.

A study which assessed the effects of large electrolytic DTg
lesions on food-carrying tasks found impairments that were
considerably greater than the impairments observed following
ADN lesions (Frohardt et al., 2006). This could suggest that the
DTg lesions reflect more than just the loss of the DTg-LMN-
ADN head direction signal, i.e., the DTg could be influencing
an additional pathway. The DTg is reciprocally connected with
the supragenual nucleus (Biazoli et al., 2006; Clark et al.,
2012a), and nucleus prepositus hypoglossi (Butler and Taube,
2015, 2017), both of which contain a significant proportion of
angular head velocity cells and, in turn, are interconnected with
the vestibular nuclei. However, lesions of the vestibular nuclei
appear to increase animals’ reliance on the use of visual spatial
cues to navigate while reducing their ability to use idiothetic
cues (Stackman and Herbert, 2002), which seems very different
from lesions of LMN where the use of visual spatial cues is
impaired. Alternatively, given the location of the DTg, large
electrolytic lesion may have substantial non-selective effects due
to involvement of adjacent regions, e.g., dorsal raphe nuclei, and
fibers of passage; this may explain DTg lesions appearing far
more disruptive than lesions of LMN or ADN in some studies
(Frohardt et al., 2006; Dwyer et al., 2013). Consistent with this
interpretation, more discrete electrolytic DTg lesions impair rats’
ability to use visual-spatial cues while leaving intact their ability
to use directional cues (Clark et al., 2013), a pattern of findings
comparable to those found following LMN lesions (Vann, 2005,
2011).

IS THE HEAD DIRECTION SYSTEM A
GEOMETRIC SYSTEM?

Given the importance of geometrical cues for orientation and
navigation, it is possible that the head direction system has
a role in geometry-based navigation. To test this, rats with
LMN lesions were required to learn the location of a platform
in a rectangular watermaze on the basis of geometric features
(Vann, 2011). The configuration of long and short walls
results in the two diagonally-opposed corners of the rectangle
being geometrically identical (Figure 2C). Consequently, there
are two ‘‘correct’’ corners, which could contain a platform
whereas the remaining two corners are incorrect (with no
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FIGURE 2 | (A) Schematic of the T-maze alternation task: solid lines indicate the forced sample phase while dashed lines indicate the correct response in the
choice phase. Arm access could be blocked by placing a barrier at the entrance of the arm (effectively turning the cross-maze into a T-maze configuration). Initial
training on the task (Stage 1) permitted the use of multiple strategies supporting alternation, i.e., allocentric, intramaze, idiothetic, direction alternation (with reference
to a known bearing). The task was then systematically modified in order to prevent the use of intramaze cues (Stage 2) or the use of intramaze and visual allocentric
cues (Stage 3). These manipulations included using two mazes instead of one (Stage 2 and 3) or running in the dark, as illustrated with the dark gray hatched
background (Stage 3); (B) percentage of correct choices for all three stages; (C) schematic of the geometric cue task. Rats were tested in a rectangular insert within
a circular maze. A curtain was drawn around the maze throughout to encourage the use of intramaze cues for learning. The solid circles depict the submerged
platform and the dotted circles indicate the geometrically identical platform location (on each trial there was only one platform). The visible landmark (black bar) was
attached to the platform for Sessions 2–5 of the experiment; (D) the mean escape latencies for the two groups during training when they were required to find a
platform beneath a landmark in a circular pool (Session 1), beneath a landmark in a rectangular pool (Session 2–5), and without a landmark in a rectangular pool
(Session 5–18). The vertical lines depict the standard error of the mean. Abbreviations: LMNx, lateral mammillary nuclei lesion group; Sham, surgical control;
∗p < 0.05. Data are taken from Vann (2011).

escape platform); rats had to learn to swim to the correct
corners to escape. Rats with LMN lesions showed a striking
impairment at the beginning of training, despite performing
normally on pre-training procedures used to familiarize them
with non-spatial aspects of the task (Figure 2D). Once again,
however, the impairment was transient and, by the end of
training, the lesion animals were performing at a level equivalent
to the controls (Figure 2D; Vann, 2011). This geometric
watermaze task appears particularly sensitive to disruption of the

head direction system as lesions focused on the ADN also impair
performance on this task whereas animals with lesions of the
medial mammillary body system (Vann, 2013) or lesions of the
fornix (Aggleton et al., 2009) appear unimpaired.

Stable, stimulus-locked sensory cues are critical tominimizing
errors in cognitive representations of space, e.g., due to
internally-generated drift in directional tuning in the absence
of visual input (Taube et al., 1990; Goodridge et al., 1998). It
would, therefore, be expected that salient geometric features of
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enclosed environments would be used preferentially by spatially-
responsive cells and in subsequent navigational strategies
(Gallistel, 1990). However, experimental evidence seems to
suggest otherwise. For example, rotation of highly geometrically
polarized enclosures is insufficient to drive rotations in the
preferred firing direction of head direction cells throughout
the LMN-ADN-PoSub-RSC axis (Knight et al., 2011). However,
geometric cues do control head direction cell firing in animals
that are disorientated (Knight et al., 2011; Clark et al., 2012b)
suggesting that while geometric cues can control head direction
cell activity, they are not used preferentially. One explanation is
that while geometric features are stable, they are not necessarily
visually salient, and their recognition is reliant on the detection
of how light is differentially reflected off surfaces. In low or
dim light the contrast in luminance would be lower such that
updating positional information from these features would be
more reliant on sensory inputs that require proximity to the
feature, e.g., somatosensory/haptic flow (particularly so given the
relatively poor resolution of vision in rodents). When behavioral
studies specifically require the use of geometric cues, these cues
appear less salient to animals with an impaired head direction
system, i.e., lesion animals are less readily able to use these cues to
navigate. However, this initial impairment can be overcome with
repeated training suggesting the head direction contributionmay
be important for directing initial attention to the geometric cues
(Vann, 2011), particularly so in aversive conditions when rapid
learning is required.

WHAT COMPENSATORY MECHANISMS
SUPPORT FUNCTION FOLLOWING LMN
LESIONS?

As described, behavioral deficits observed following LMN lesions
tend to be very mild and/or transient, so it is likely that
compensatory mechanisms are able to support function when
this directional pathway is lost. These mechanisms include
behavioral compensation whereby animals adopt different
behavioral strategies to perform the tasks or functional
compensation where different brain regions are able to support
similar functions tomitigate the effects of the lesion. For instance,
while Yoder et al. (2019) found that PoSub lesions in naïve
animals caused impairments in path integration (food-carrying
task), Bett et al. (2012) found no impairment in PoSub lesion
animals that had been pre-trained prior to surgery. Pre-training
likely acts as a compensatory mechanism by enabling animals to
use previously learned strategies (Yoder et al., 2019) and/or form
neurally-distributed representations of the environment which
could better support navigation when directional information
is limited.

First, we will consider behavioral compensation. Animals
can often use a number of different cues and strategies to
perform spatial tasks. In particular, tasks where animals have
limited options, such as T-maze alternation, can often be
supported by more habitual striatal-based behavior (Valerio
et al., 2010; Gibson et al., 2013). The idea that animals use
different strategies when head direction information is limited

is additionally supported by work using an inverted navigation
approach. The head direction signal is severely degraded when
rats navigate upside-down (Taube et al., 2004; Calton and Taube,
2005; Gibson et al., 2013) making it possible to assess the
head direction system’s contribution to navigation without using
surgical intervention. Rats tasked with navigating towards a goal
location (i.e., an escape hole), while inverted, were impaired
when there were four possible release locations but performance
was intact when only two release locations were used as long as
salient visual landmarks were available (Valerio et al., 2010). It
appears that the head direction signal is needed when flexible
navigation is required but the use of a habit-like strategy could
support performance in some conditions. This is a similar to
findings from LMN-lesion studies. Impairments are often most
pronounced when animals have to adapt behavior or respond
flexibly, as is the case during both the reversal and working
memory tasks in the watermaze. Both the radial-arm maze
task and water maze task are unlikely to be supported by
habit-like strategies from the outset but it appears that when
learning is slow and incremental, again the head direction
system is not so critical. Together these highlight the importance
of probing behavioral impairments to determine exactly how
animals are performing the task and what cues are being
used. A consistent finding, however, is that rapid, flexible
learning appears most sensitive to lesions within the head
direction systems.

An additional explanation for the mild lesion effects following
LMN lesions is that there is redundancy within the head
direction system. Initially there just appeared to be a single
head direction pathway, however, now it is apparent that there
is a distributed head direction system across numerous brain
regions. At present, it is not clear how these additional areas
relate to the LMN-based system. For example, lesions of the LMN
result in a small reduction in RSC activity, as measured by the
immediate early gene c-Fos (Vann, 2018), but it is not known
whether the retrosplenial head direction signal is dependent on
indirect inputs from LMN. From current anatomical knowledge,
it would not be expected that the head direction signal in the
anteroventral nucleus, nucleus reuniens, laterodorsal thalamus
or the striatum would depend on direct inputs from the LMN
(Dillingham et al., 2015). So it is possible that even with the loss
of LMN there is sufficient directional information to support
task performance. Consistent with this idea, there is anatomical
evidence for parallel streams of ascending vestibular projections
that may also provide functional compensation (Figure 1). One
such possibility involves projections from the vestibular nuclei
which ascend to the ventral posterolateral thalamus (VPL),
contributing to a proprioceptive representation in the PPC
(McNaughton et al., 1989; Mimica et al., 2018). Vestibulomotor,
i.e., idiothetic, information is sufficient to generate a head
direction signal (Goodridge and Taube, 1997; Calton and Taube,
2009; Clark et al., 2010; Clark and Taube, 2011; Yoder et al.,
2015; Mehlman et al., 2019) and it is possible that parallel
ascending vestibular-VPL-PPC projections subserve a parallel
directional pathway. The PPC, in turn, projects strongly to
the parahippocampal region, including direct projections to
the MEC as well as reciprocal connections with the RSC.
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Lesions of the DTg (Bassett et al., 2007), LMN (Blair et al.,
1999), or ADN abolish the head direction signal in the PoSub
(Goodridge and Taube, 1997) and the MEC (Winter et al.,
2015). It would, therefore, be expected that if the vestibular-VPL-
PPC axis does provide a parallel source of heading information,
lesions within the LMN-ADNpathwaywould spare the PPC head
direction signal, however, to our knowledge, this has not yet
been tested.

Unlike medial mammillary projections to the anterior
thalamic nuclei, projections from the LMN to the ADN are
bilateral, which provides a degree of anatomical compensation.
Blair et al. (1999) compared the effects of unilateral and
bilateral LMN lesions on head direction firing in ADN and
found that while unilateral lesions induced some impairments
in ADN directional tuning immediately following the lesion,
they were transient, and recovery of function was evident
within a few days. Consistent with other studies (Blair et al.,
1998; Bassett et al., 2007), however, bilateral LMN lesions
abolished directional firing permanently. Head direction cell
firing in LMN that results from head movements towards
the hemisphere in which the cell is located, i.e., ipsiversive
turns, result in narrower tuning curves than contraversive
turns (Blair et al., 1998). Following the transient effects of
unilateral LMN lesions, head direction tuning curves in ADN
were found to be narrower in response to head turns in the
direction of the intact hemisphere, suggesting that compensation
to the lesion was, at least in part, due to an increase in the
influence of intact contralateral projections (Blair et al., 1999).
In addition to the loss of ADN head direction cell tuning
following bilateral LMN lesions, there was an emergence of
increased theta band-entrained firing activity alongwith velocity-
dependent firing. These changes again may point towards a
level of plasticity through either an increased responsiveness
to non-directional inputs or through an increased reliance
on non-vestibular directional sense, e.g., via somatosensory-
laterodorsal thalamic nucleus connections (Bezdudnaya and
Keller, 2008).

DISCUSSION

At a neurophysiological level, the generative network of the
head direction system (Figure 1) is critical for complex
spatial processing in downstream structures. However, this
neurophysiological importance is not mirrored by the scale
of the behavioral impairments observed following lesions to
this network, particularly with respect to the LMN. It is
perhaps unsurprising that given the evolutionary importance of
effective navigational strategies, there is considerable scope for
compensation, e.g., through dependence on multiple external
cues (Figure 1). Compared to other neural correlates of space
(e.g., place cells, grid cells, object cell, boundary-vector cells),
subcortical head direction cells are relatively rudimentary in the
information they encode, i.e., a representation of the position of
the head in a single plane (yaw) with respect to a salient visual
landmark, without providing other metrics, e.g., distance from
landmarks (but see Peyrache et al., 2017). In that sense, they
may be seen as both the product of combined representations,

e.g., vestibular and motor (i.e., angular velocity), as well as the
building blocks to more informative representations of space,
i.e., attractor network models. An effective cognitive spatial
representation must also be rapidly updated both with respect
to changes that result from self-motion as well as in response
to external changes and in that sense, subcortical head direction
cells have their limitations, e.g., in the absence of visual cues, drift
in directional tuning represents a less stable substrate for path
integration than the relative stability of the hippocampal place
signal (Save et al., 2000).

We have known of the existence of head direction cells
for 30 years (Taube et al., 1990) yet our understanding of
their behavioral contributions is surprisingly lacking. There
are remarkably few studies that have studied behavioral
contributions of these structures. Lesions of these regions are
technically difficult as they are typically small structures that
are adjacent to other key spatial memory regions. When lesions
encroach into adjacent regions the results can be very difficult
to interpret. A further issue is interpreting lesions of head
direction regions in terms of head direction. Head direction cells
typically make up the minority of cells within these structures
(proportions of head direction cells in regions within the DTg-
LMN-ADN-PoSub axis range from 12.5% to 60%; Taube and
Bassett, 2003); it is likely that non-head direction cells also
contribute to these tasks, making the behavioral contribution
of the head direction system less than assumed. In light of
compensatory mechanisms that might mask behavioral effects
of LMN/DTg lesions, chronic lesion paradigms, which are
typically employed within the head direction-system literature,
may not be sufficiently sensitive. Approaches that use reversible
inactivation with high temporal precision, e.g., optogenetics, may
be more informative in this sense (e.g., Butler et al., 2017).
Combining such techniques with approaches that permit the
targeting of distinct neuronal populations that share common
anatomical connectivity and/or neurochemical properties could
enable temporary inactivation of head direction cells while
leaving other cells intact. It is essential to combine these
techniques with well-designed behavioral studies if we are to
solve the puzzle of how the head direction system contributes to
spatial navigation.
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Place cells and grid cells in the hippocampal formation are thought to integrate sensory

and self-motion information into a representation of estimated spatial location, but the

precise mechanism is unknown. We simulated a parallel attractor system in which

place cells form an attractor network driven by environmental inputs and grid cells

form an attractor network performing path integration driven by self-motion, with

inter-connections between them allowing both types of input to influence firing in both

ensembles. We show that such a system is needed to explain the spatial patterns and

temporal dynamics of place cell firing when rats run on a linear track in which the familiar

correspondence between environmental and self-motion inputs is changed. In contrast,

the alternative architecture of a single recurrent network of place cells (performing

path integration and receiving environmental inputs) cannot reproduce the place cell

firing dynamics. These results support the hypothesis that grid and place cells provide

two different but complementary attractor representations (based on self-motion and

environmental sensory inputs, respectively). Our results also indicate the specific neural

mechanism and main predictors of hippocampal map realignment and make predictions

for future studies.

Keywords: continuous attractor, neural network, place cells, grid cells, hippocampus, spatial navigation, path

integration

INTRODUCTION

The place cells in the rat hippocampus show strong behavioral correlates by firing only when
the animal visits a particular localised region of the surrounding environment (O’Keefe and
Dostrovsky, 1971; O’Keefe, 1976). Collectively these place cells provide a population code for spatial
position. A neural representation (“cognitive map”) of a particular environment is formed in such
a way (O’Keefe and Nadel, 1978). As the animal moves around a particular environment, the firing
pattern of place cells is continuously updated, reflecting the current position of the animal. This
continuous shifting of neural representation could be driven by at least two types of information—
perceptual from the environment and internally generated concerning the rat’s own movements,
and takes place even in total darkness (O’Keefe, 2007).

Another type of spatially selective cells was found in the subiculum by Lever et al. (2009), and is
referred to as Boundary Vector Cells (BVCs), due to the fact that a particular BVC fires maximally
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when a boundary is encountered at the BVC’s preferred distance
and allocentric direction from the rat. “Border cells,” fulfilling the
criteria for BVCs, have also been found in the mEC and adjacent
parasubiculum by Solstad et al. (2008), and may represent a
subset of BVCs. Initially, the model that incorporated putative
BVCs as providing sensory inputs to place cells was developed by
Hartley et al. (2000), based on the findings from earlier studies
of O’Keefe and Burgess (1996). Barry et al. (2006) then further
demonstrated experimentally that impediments to movement,
whether walls, a free standing barrier or a sheer drop, play a
key role in defining place cell firing, and predicted existence
of cells in the subiculum that fit important elements of the
BVCs in the Hartley et al. (2000) model. Recently, Grieves
et al. (2018) used a similar BVC model of place cell firing to
replicate place field repetition seen in various experiments with
multicompartment environments.

Updating of place cells’ activity according to the rat’s internally
generated motion signals could be achieved via grid cells, another
type of spatially selective cell, that fire whenever a rat enters
one of an array of locations arranged in a hexagonal grid across
the environment (Hafting et al., 2005) and provide anatomical
inputs to areas CA3 and CA1 of the hippocampus. Since
grid cells preserve the shape and size of their grid-like firing
patterns despite removal of visual cues, it is possible that a
path integration mechanism is responsible for maintenance of
the grid structure. The fact that neighbouring grid cells have
the same field size and spacing, as well as slightly offset grid
phasing (Hafting et al., 2005), and that recurrent connections
are present in the mEC (Germroth et al., 1991; Lingenhöhl
and Finch, 1991; Dhillon and Jones, 2000) suggest that grid
cells may perform path integration via a continuous attractor
based mechanism (McNaughton et al., 2006). At the same
time, a number of experiments have shown an influence of
environmental boundaries also on grid cell firing. For example,
in the experiments by Barry et al. (2007) and Stensola et al.
(2012), the environment deformation caused partial rescaling
of grid cell firing patterns, while the experiments by Krupic
et al. (2015) and Stensola et al. (2015) showed effects of
alignment between grid patterns and boundaries. Recently,
Krupic et al. (2018) also found that local changes to the
enclosure configuration lead to localised changes in the grid
structure (together with local changes in place and boundary
cells’ responses).

In this study we investigate whether the integration of
environmental and self-motion information into a representation
of an estimated position could result from a reciprocal interaction
between recurrent networks of place cells (receiving inputs from
BVCs) and grid cells (implementing path integration) (O’Keefe
and Burgess, 2005; Laptev, 2008). We test our hypothesised
model against experimental data on place cell firing in situations
where sensory and self-motion information are put into conflict
(Gothard et al., 1996b; Redish et al., 2000). The Gothard et al.
experiment was previously simulated by Sheynikhovich et al.
(2009) using a model that integrates visual and self-motion
information in its grid cell population, and recently by Keinath
et al. (2018) using a model in which path integrating grid cells
receive direct input from border cells. Importantly, however,

these single-layer attractor models could not capture the neural
dynamics observed in the experiment, as we discuss below.

Together with testing the hypothesis about the specific
neural implementation of self-motion and sensory information
integration, we also address the questions (initially raised by
Redish et al., 2000) regarding the specific mechanisms and the
main predictors of the hippocampal map realignment process.
Finally, we compare the model to an alternative, single-layer
continuous attractor model, and discuss its relationship to other
related models in terms of their ability to explain the temporal
dynamics of place cell firing in these experiments.

THE MODEL

In our firing rate model, integration of self-motion occurs
between grid cells and projections from grid cells to place cells
provide the self-motion contribution to place cell firing. The
sensory contribution to place cell firing comes through BVCs,
and the projections from place cells to grid cells maintain the
stability of grid cell firing relative to the environment. The
animal’s location is hypothesised to be determined on the basis
of these interactions.

Place Cells With Boundary Vector Cell
(BVC) Environmental Inputs
Place cells in area CA3 of the rat hippocampus receive inputs
from the mEC, which contains grid cells, BVC-like border cells
and itself receives inputs from the BVC-containing subiculum.
CA3 in turn projects to CA1, another hippocampal area with a
large place cell population. We assume that the place cells in CA1
represent direct feed-forward readout of CA3 place cells’ activity,
and thus could be omitted from our model without significantly
affecting its overall dynamics.

A characteristic anatomical feature of the CA3 region of the
hippocampus is the extensive recurrent connections between
its pyramidal cells (Amaral and Witter, 1989). The presence
of recurrent connections suggests that the network may be
subject to stable attractor dynamics, which means that place cell
activity patterns correspond to the stable equilibria states of a
potential CA3 attractor network. A number of researchers to
date have taken an attractor dynamics approach to modelling the
behaviour of recurrent networks (Zhang, 1996; Samsonovich and
McNaughton, 1997; Redish and Touretzky, 1998; Stringer et al.,
2002; Conklin and Eliasmith, 2005), referred to as “continuous
attractor” networks, since they can stably maintain patterns
of firing of their neurons corresponding to any location in a
continuous physical space, forming a whole Cartesian plane of
stable fixed points (a “plane attractor”).

In our model, we use a 2-D sheet of recurrently connected
place cells, arranged so that each one’s location in the sheet
(covering the simulated full track environment) corresponds to
its preferred firing location in the environment, so that the firing
pattern over the neural ensemble forms an “activity bump.” The
connection strength between any two neurons is inversely related
to the distance between their locations, which, together with a
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global feedback inhibition, produces a plane attractor (see the
Appendix for details).

Every place cell in the model is assumed to receive inputs from
four orthogonally tuned BVCs, each of which has directional
tuning perpendicular to one of the four surrounding boundaries.
Our estimated BVC tuning curves (see “BVC inputs to place cells”
in the Appendix for details) differ from the Gaussian tuning
curves used by O’Keefe and Burgess (1996) to model inputs to
individual place cells in that the standard deviation of a particular
(otherwise Gaussian) curve is not constant, but instead is a linear
function of the distance from the peak of the curve (see Figure 1).
This makes our curves skewed, so that the side oriented toward
the boundary of interest is steeper than the one oriented away.
Such a shape seems to be physiologically plausible, since shorter
distances are easier to estimate.

Grid Cells and Path Integration
Each grid cell fires in multiple locations, arranged as the nodes of
an equilateral triangular grid spanning the whole environment
(Hafting et al., 2005). The field sizes and spacing of the grid
cells located more dorsally/ventrally in the mEC differ, increasing
with depth from the post-rhinal border in a stepwise manner
indicating the presence of discrete modules (Barry et al., 2007;
Stensola et al., 2012). Neighbouring grid cells have the same
field size, orientation and period of grids, but their grids are
offset in phase. This indicates that conjunctions of active neurons
are repeated periodically as the rat moves over a surface, so
that the whole environment is covered by the nodes of a local
cell module with a common grid spacing and orientation. This,
together with the presence of recurrent connections in the mEC

FIGURE 1 | The shape of the BVC tuning curves in our model. Note the slight

asymmetry, as the curves standard deviation is not constant, but increases

linearly with increasing distance of the rat from the boundary. The distance

tuning is narrower for cells which have a peak response near to boundaries

and gradually widens with the distance of peak response. This is consistent

with the rat being able to judge shorter distances more accurately, which also

implies that the BVCs tuned to shorter distances exert more influence on place

cell firing (which is reflected in the curves height).

(Germroth et al., 1991; Lingenhöhl and Finch, 1991; Dhillon and
Jones, 2000), suggests that modules of cyclically organised grid
cells may perform path integration via a continuous attractor
basedmechanism (McNaughton et al., 2006; Guanella et al., 2007;
Burak and Fiete, 2009; Couey et al., 2013).

In order for a continuous attractor neural network in our
model to perform path integration requires the presence of
asymmetric synaptic pathways between grid cells with firing
patterns offset in six directions (defined by the axes of the
cells hexagonal firing pattern). These pathways need to transmit
activity determined by the agent’s movement direction and speed,
as suggested for place cells (for which four directions were used,
e.g., Zhang, 1996; Samsonovich and McNaughton, 1997; Conklin
and Eliasmith, 2005). We assume the pathways are mediated
by the conjunctive grid by head-direction cells that have been
found in the mEC by Sargolini et al. (2006) [see Equations (A.9)
and (A.10)], whose output we assume to also be modulated by
running speed.

Grid cells from superficial mEC layers project to place cells
(Witter and Amaral, 2004), which can provide the means of
combining inputs from grid cell modules with different scales
into a unified path integration–based estimate of position. In
our model, a particular place cell receives connections from all
the grid cells, with various grid spacing, that have firing fields
overlapping with its place field in a particular environment. The
connections strength is inversely related to the distance between
the centres of the place and grid cell firing fields, similarly to
the recurrent connections among the place or grid cells. The
combined input from all the grid cells connected to a particular
place cell will be maximal at the centre of the place field and
will decay with increasing distance from it, since the inputs
from cells with different grid scales will no longer converge.
Combining the output of grid cells from multiple modules also
allows a significantly larger representational capacity than a
single network with the same overall number of cells would allow
(Fiete et al., 2008).

Continuous attractor models of grid cell networks have been
shown to be capable of accurate path integration over distance
and time lengths comparable to those probed in behavioural
assays (Burak and Fiete, 2009), and are preferable to single cell
models due to their greater robustness to the presence of noise
(Navratilova et al., 2011). Yet even noise-free, large networks
have only finite integration accuracy (Burak and Fiete, 2009),
and potential errors in their velocity input would also contribute
to an increasingly incorrect position estimate over time. Thus,
perceptual environmental information is required to maintain
the grid cell-based representation of location in register with the
environment. In the absence of such information, behavioural
measures of path integration demonstrate rapid increase in error
with movement (Etienne et al., 1996).

In order to anchor the grid cell firing patterns to the
environment, place cells are presumed to project to grid cells,
with the connections strength being inversely related to the
distance between their preferred firing locations. This anchoring
cannot be achieved so easily by providing sensory inputs, e.g.,
from the BVCs, directly to grid cells, since their responses are
not constrained to one specific location in the environment. The
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same place cell–grid cell connections also serve the purpose of
registering together different modules of grid cells. This is needed
in order to maintain a stable relationship between them, and
cannot be achieved by connecting these modules directly since
the firing of two grid cells from different modules might only
overlap at a single location in an environment. CA1 place cells
have been shown to project to neurons in layer 5b of the mEC
(Sürmeli et al., 2015), which then relay the signal to grid cells in
the superficial mEC layers. It may require a certain strength of the
place cell signal to activate the layer 5b neurons, so that they could
then relay the signal to the superficial mEC layers. Although we
don’t explicitly implement the layer 5b synaptic connections in
the model, they are represented there by a threshold that needs to
be exceeded by place cell activity in order for it to be transmitted
to the superficial layer grid cells (see “The place cell–grid cell
model” part in the Appendix).

The Place Cell–Grid Cell Model
In order to model the behavior of the navigation system based
on the reciprocal interactions between place cells and grid cells,
we assume (for simplicity) that inputs to the layer of place
cells are provided by three modules of grid and grid by head-
direction cells, each with different grid scaling. Each module
includes 441 grid cells which grid-like firing patterns have the
same spatial scale but an offset phase relative to each other,
in accordance with experimental findings. All grid cells within
a module are recurrently connected in a manner that could
result via Hebbian learning from the hexagonal topology of
multiple firing fields of individual cells. The grid scale of each
successive module is a factor 0.72 smaller (or 1.39 larger) than
the next, which is similar to the ratio found by Stensola et al.
(2012). The standard deviations of the individual firing fields
scale accordingly, consistent with physiological data, as follows:
5, 7, and 9.65 cm. The standard deviation of the place cell firing
fields is 7 cm. The strength of synaptic connections from both the
grid cells to place cells, and the place cells to grid cells, is defined
by a Gaussian function of the distance between the grid and place
cell preferred locations, with the variance of the Gaussian given
by the average of the variances of the place and grid cell firing
fields. The outlined system is represented by the set of Equations
(A.11) in the Appendix.

MATERIALS AND METHODS

Neural Population Dynamics, Gothard et al.
(1996b) and Redish et al. (2000)
Gothard et al. (1996b) recorded populations of hippocampal
neurons in rats shuttling on a linear track between a movable
reward site, mounted in a sliding start box, at one end and a
fixed reward site at the opposite end. The rats were pretrained
on the full-length track with a constant box position. On each
subsequent trial, the box was randomly moved to one of five
equally spaced locations, thereby creating mismatches with the
originally learned relationships of the box to other cues in the
environment (Figure 2). The movement of the box took place
while the rat ran “outbound” toward the fixed reward site, with
the rat then returning “inbound” to the box in its new position.

Along a journey, the same cells were active, in the same order,
regardless of the box location, although parts of the place fields
sequence present on the full track were sometimes skipped.

The rat’s internal spatial representation, defined by place
cell population activity, was quantified in terms of population
vectors. Then the similarity of the population activity on the
full-length journey to the population activity on each of the
four types of shortened journeys was tested by correlating point
by point the population vectors computed for each spatial
location. The results of these correlation procedures for a
single rat are represented graphically in Figure 3, adapted from
Gothard et al. (1996b).

The principal finding was that when a mismatch existed
between the rat’s internal spatial representation and the rat’s
coordinates in the external reference frame centered on the
reward site the rat was running to, a dynamic correction process
took place. The correction always took place after some initial
delay, which was longer for the longer outbound journeys and
shorter for the shorter ones. On longer tracks with moderate
mismatches the activity realignment usually occurred already
past the midpoint, in the second half of the journey. On some
outbound journeys the internal representation remained more
aligned with the distance from the box for about 1 meter, even
though the start box was right behind the rat, outside its field of
view. For moderate mismatches, the internal representation, after
some initial delay, was shifted continuously through intervening
states, faster than the actual speed of rat, until it was closely
aligned with the landmarks corresponding to the end of the track
the rat was approaching. The shorter the track, the more rapid
the correcting shifting of the activity. In case of large mismatches,
however, the internal representation jumped abruptly to the new
position, skipping the intervening states, which occurred in the
first half of journey, before the midpoint between the front of the
start box and the end boundary.

Based on the results of this work and also of their earlier study
(Gothard et al., 1996a), in which rats shuttled between a box and
a pair of landmarks placed variably in a large arena, Gothard
et al. proposed that the firing of place cells is controlled by a
competitive interaction between path integration and external
sensory inputs, primarily vision.

In Gothard et al.’s (1996b) experiment, there is a considerable
difference between the outbound and inbound journeys. In case
of the outbound journey, a change in the box location results in a
change of the rat’s starting position relative to the entire room. In
case of the inbound journey, on the contrary, the rat’s position in
the room frame does not change, only one of the track boundaries
changes its location. And this difference between the two journey
types manifests in Gothard et al.’s data, with the population
activity realignment on the inbound journeys occurring much
later than on the outbound, just before the rat enters the box.

According to the difference in the realignment dynamics of
the population activity on the outbound vs. inbound journeys,
the room features have a strong influence on the place cell
activity. This could be primarily due to the room walls, since
the track was placed across the corner of the room. Thus, on
the inbound journey, for a large part of the journey (e.g., till the
vicinity of the box) the sensory inputs from ahead of the rat may
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FIGURE 2 | (A) Linear track (161 cm long outside the movable box) with the five equally spaced box locations used as the start or end point of each journey. (B)

Shows the five types of outbound journeys, labeled box1 out, box2 out, etc. (C) Shows the five types of inbound journeys. Adapted from Gothard et al. (1996b).

be coming predominantly from the room wall, rather than the
mismatched box that is much smaller, which may explain the
observed dynamics (i.e., the realignment to the reference frame of
the box occurring just before it on all the track lengths). Because
of this ambiguity, we focus on the outbound journeys, in which
path integration from the start box mis-matches with constant
environmental sensory inputs from all around the rat, excepting
only the small start box directly behind it. Any sensory input
from the box is likely cancelled out by the conflicting sensory
input from the wall behind the rat in the overall sensory input
from behind the rat. Therefore, in our outbound runs simulations
we assume that there is no sensory influence on the rat from the
movable box.

In a subsequent study, Redish et al. (2000) randomly varied
the shortened track lengths (by varying a movable box position)
between 150 and 90 cm (as measured from the front of the box
to the end barrier) across different trials, thus sampling different
track lengths from within the range during a 30min experiment.
The full track length was similar to that used by Gothard et al.,
and each trial also consisted of outbound (toward the end barrier)
and inbound (back to the box) journeys.

The study replicated and extended that of Gothard et al.
(1996b) through studying the realignment dynamics by
measuring properties of the place cell ensemble activity and

observing the realignment at frequent intervals throughout
individual journeys. The major conclusion of the study was
that the realignment of the ensemble activity takes place after
a temporal delay, suggesting that there is a stochastic switch
happening somewhere in the system. We provide more details of
the study in the “Detailed analysis of Redish et al.’s (2000) data”
part of “Results,” where we analyse Redish et al.’s data using our
simulation results.

Simulation Methods
We simulate the situation of competitive interaction between
path integration and external sensory inputs, corresponding to
outbound runs in Gothard et al. (1996b) and Redish et al. (2000),
using the place cell–grid cell model, represented by Equations
(A.11). We vary the maximum strength of synaptic connections
from grid cells to place cells, given by G in the model, in the
range between 1 and 3, in order to investigate its influence on
the model. The strength of synaptic connections from place
cells to grid cells (P) we keep constant and equal to 10, to
make the place cell input strength comparable to the strength
of the combined input of the three grid cell modules, since the
synaptic transmission threshold is higher for place cells (see
the Appendix).
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FIGURE 3 | Population vector correlations between the pattern of firing on the full track and on the shortened tracks for one rat, whose pattern is representative of all

other rats except one. Correlation plots are shown for the outbound (top row) and inbound (bottom row) journeys. For each plot, the vertical axis represents the full

track (including the box), whereas the horizontal axis represents the length of the track (including the box) covered by the rat during one of the five trial types, i.e., box1,

box2, etc. (see Key at the bottom). Highly correlated firing patterns between two locations, one on the full track and another on one of the shortened tracks, are shown

in red. In both rows, the first plot is a spatial autocorrelation of the population vectors on the full track, with values of 1.0 along the diagonal. For the journey types 4 and

5, when the track was greatly shortened, the discontinuity of the ridges can be seen, which is due to the “jumping” of the activity packet over the intermediate stages.

As explained in the “Neural Population Dynamics” part, we
assign a weighting factor of zero to the inputs from the BVCs
tuned to the start box on outbound runs. Therefore, the total
external input hi to the place cell i, given by (A.8) in our model
(A.11), is comprised of an input from the BVC tuned to the
boundaries ahead of the rat and inputs from two BVCs tuned to
the boundaries in the lateral directions. The sum of the three BVC
inputs is thresholded using a fixed threshold T that we set equal
to the sum of the two laterally tuned BVCs inputs, which remain
constant along the track since the rat runs parallel to the track
side borders. Each individual BVC i input bi is given by (A.7),
with the following parameters: A0 = 4.5, σ0 = 21.5, α = 0.109, β
= 0.016, γ = 0.101.

During simulations the starting position of the rat was
changed in such a way as to represent the ranges of track
lengths in both Gothard et al.’s (1996b) and Redish et al.’s (2000)
experiments. Similar to those experiments, the full (familiar to
the rat) track length was 160 cm (outside the moveable starting
box), and its four equally spaced shortened versions were 140,
120, 100, and 80 cm in length. The direction of the rat’s movement
was θ = 0 (i.e., from the box front along the track to its end) and
the speed V = 15 cm/s across all trials.

For comparison, using the same settings, we also simulate a

“place cell only” model in which there are no grid cells and only

a single continuous attractor network. As for the place cell–grid
cell model simulation, we use a similar 2-D sheet of recurrently
connected place cells (a plane attractor) that covers the full length
of the familiar 160 cm track. Path integration is performed via
asymmetric connections between the place cells, which strength
is modulated by the rat’s direction and velocity signals. At the
same time sensory inputs to the place cells are provided by BVCs,
in the same way as in the main model (A.11). Further details
of the place cell only model (A.12) implementation are given in
the Appendix.

RESULTS

Realignment Dynamics Favour the Place
Cell–Grid Cell Model
The behaviour of the place cell–grid cell model (A.11), with G =

2.1 (i.e., the grid cell–place cell connection strength that we varied
between 1 and 3), provides a good qualitative fit to the behaviour
of place cells on outbound journeys in Gothard et al.’s (1996b)
study, across all simulated track lengths.

During moderate self-motion and sensory information
mismatches (as on the longer two of the shortened tracks),
after a pronounced initial delay, the place cell activity bump
was continuously shifted through intervening positions until its
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FIGURE 4 | Realignment of the simulated place cell representation of location as track length varies in the place cell-grid cell model. Plots show position on the track

on the x axis and the relevant place cells ordered by their location of peak firing on the full length track (160 cm) on the y axis. The place cells in rows 11–75 have firing

peaks evenly distributed along the full length track from the front of the box. The straight blue line in each plot shows where these place cells (labelled by their row

number) have their peak firing location on the full track. Each blue graph represents a particular simulation and shows where each cell has its peak firing location in

that simulation. The plots show how the behaviour of the model changes when the track length (l), and the strength of grid cell—place cell connections (G), are varied.

location was in agreement with the sensory inputs provided by
the BVCs tuned to the approaching end of the track. The speed of
transition depended on themismatch size, with a largermismatch
resulting in a more rapid transition, following an initial delay
(Figure 4, top). When the mismatch was large (as on the two
shortest tracks), the activity bump dissolved in its initial location
and instead emerged in a “correct” one, in line with Gothard
et al.’s findings (Figure 4, bottom). Such jump realignments
occurred quicker, in the first half of the journey (from the
front of the box to the track end), whereas the continuous shift
realignments occurred much farther from the start, in the second
half. The shorter the track, and thus the nearer the start box
to its end, the sooner the realignment occurred across all the
track lengths.

In the place cell only model (A.12), in contrast, on the two
longest of the shortened tracks the shift realignment begins
practically straight from the start, even though BVC inputs there
are quite weak, and completes in the first half of the journey
(Figure 5, top). This is in clear contradiction with Gothard et al.’s
(1996b) experiment, where on the tracks of similar lengths the
realignment only began with the rat approaching the midpoint
and completed with it already far into the second half of the
journey. On the two shortest tracks the activity bump realigns

via jumping also much earlier than jump realignments occurred
in Gothard et al.’s (1996b) experiment (Figure 5, bottom).

We first consider the mechanism behind the dynamics of
the place cell only model, and then how the dynamics of the
place cell–grid cell model differ from this simpler model. In
the place cell only model, the symmetrical connections between
place cells (PCs) act to maintain a single activity bump on
the PC sheet, whereas asymmetric connectivity, mediated by
place by direction cells (Equation A.12), acts to shift the bump,
performing path integration (Zhang, 1996; Samsonovich and
McNaughton, 1997).

For moderate mismatches (i.e., on the two least shortened
tracks) the BVC input to the PC sheet overlaps the activity
bump sufficiently to make it shift (with more activity to the
leading edge of bump than falling edge), and there are no grid
cell projections to stop the bump shifting to align with the
BVC input immediately (Figure 5, top). In addition, shifts of the
PC bump immediately affect the PI input to PCs (as it comes
from asymmetric connectivity from the bump itself). For big
mismatches (i.e., on the two shortest tracks) the BVC input does
not overlap the PC bump, and can cause the bump to jump
from the original location to the new location, once the BVC
input overcomes the self-support of the initial bump (via the
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symmetrical and asymmetrical recurrent connections). As the
new bump grows it gets the same recurrent support as the original
bump, proportional to its size.

For the place cell–grid cell model, the PC activity bump is
supported by symmetrical recurrent connections, and receives
inputs from BVCs, but, unlike the place cell only model,
the path integrative input to place cells comes from the
grid cell (GC) layers, rather than asymmetric connectivity
between PCs. In this case, mismatches between BVC inputs
and the PC bump have to affect place cell firing before
this change can spread to the GC sheets and change their
firing before finally affecting the path integrative input to the
PC sheet.

For moderate mismatches (i.e., on the two least shortened
tracks) when the BVC input overlaps the PC bump sufficiently
to make it shift, the PC bump is still receiving a location-specific
PI input from the GC layers, preventing any shift faster than that
indicated by the rat’s speed. It takes some time for the BVC input
to push some of the receiving place cells firing rates above the
threshold necessary for synaptic transmission to the GC layers,
which initially produces elongation of the PC bump. When the
place cells exceed the firing threshold, they start providing inputs
to the GC layers, producing shifting of the GC bumps. Feedback
from the additionally shifting GC bumps finally allows the PC

bump to start to shift faster than the rat’s speed to eventually
realign with the frame of reference of the approaching end of
the track.

The larger the mismatch between the path integration and
BVC inputs (i.e., on the second least shortened track vs. the least
shortened one), the more elongated between the two misaligned
inputs the PC activity bump initially becomes, before inducing
the realignment of GC bumps by which it is being held back.
Therefore, the larger the mismatch, the larger the shifting input
to grid cells from place cells, the faster the subsequent activity
transition (Figure 4, top). During the realignment process, the
delay in the feed from the PC to GC layers, the inertia of the
GC bumps, and the delay in feedback from the GC to PC layers,
all contribute to the pronounced delay before the place cell
bump starts shifting, as well as acting as a drag on the speed
of its subsequent progress. This produces the shift realignment
dynamics as in Gothard et al. (1996b).

For big mismatches (i.e., on the two shortest tracks) the BVC
input does not overlap the PC bump and can cause it to jump
from its original location to the new one, if the BVC input is
sufficiently strong to overcome the self-support of the initial
bump and the input from the grid cell modules that holds it
in its original location. The BVC input strength, in addition
to determining the possibility of realignment, also determines

FIGURE 5 | Realignment of the simulated place cell representation of location as track length varies in the place cell only model. Plots show position on the track on

the x axis and the relevant place cells ordered by their location of peak firing on the full length track (160 cm) on the y axis. The place cells in rows 11–75 have firing

peaks evenly distributed along the full length track from the front of the box. The straight blue line in each plot shows where these place cells (labelled by their row

number) have their peak firing location on the full track. Each blue graph represents a particular track length (l) simulation and shows where each cell has its peak firing

location in that simulation.
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its rapidity, with stronger inputs producing faster place cell
activity buildup. Thus, with all values of G (2.1, 2.5, 2.8), the
bump jumps sooner on the 80 cm track than on the 100 cm
track (Figure 4, bottom), since the shorter distance to the end
boundary results in stronger BVC inputs. The delay before jump
realignments in the place cell–grid cell model (with G = 2.1) is
much longer than in the place cell only model (as in Gothard
et al., 1996b), since, due to the grid cell inputs, greater BVC input
buildup is needed for the PC bump to jump. When the bump
jumps, it causes the GC bumps to follow, with a slight delay
after the place cells realignment. The delay is required for the
activities of the grid cells driven by inputs from the realigned
PC bump to become strong enough to overcome the initial
GC bumps.

In both shift and jump realignments, the dynamics are
influenced by the strength of grid cell–place cell connections
(G). Larger values of G increase the influence of grid cell
activity on the PC bump, therefore requiring greater BVC input
buildup to start the place cell activity transition, leading to a
longer initial delay (see Figure 4). The strength of place cell–
grid cell connections (P) also affects the dynamics of the PC
and GC bumps. The value of P was set sufficiently high so
that changes to the place cell activity affect the GC bumps
without significant delay. In shift realignments, this avoids
slowing of the rate of shifting of the GC and PC bumps which
occurs for low values of P. In jump realignments, reducing
P increases the delay required for the GC bumps to jump,
but this delay is relatively short, since, in contrast to the PC
bump, only the self-support of the original GC bumps resists
their realignment (as for the PC bump in the PC only model
jump realignments).

The delays before both shift and jump realignments are

significantly longer in the place cell–grid cell model than in the

place cell only model. Although the rate of realignment in the

place cell onlymodel could be altered by varying parameters, such
as the relative strength of BVC inputs vs. recurrent connectivity,
this model cannot show the initial delay before the activity bump
starts shifting, as seen in the continuous realignment data. The
realignment behavior of the place cell only model is similar to
that of the place cell–grid cell model with G = 0. In addition,
the place cell–grid cell model jumps occurred much earlier on
the track than shift realignments (in the middle of the first
half of the track vs. the second half, see Figure 4 for G = 2.1),
as seen in the data (Gothard et al., 1996b; Figures 7, 8). This

is because in jump realignments the model place cells initially
realign alone, via their activity bump jumping, with grid cell

bumps jumping after. In shift realignments, on the contrary,

place cells have to continuously pull along resisting grid cell

inputs, which slows the realignment. In the place cell only
model, both types of realignment occurred on the first half of
the track, soon after the start, as the place cells always realign
alone. The inability of the place cell only model to show the
observed large difference between jump and shift realignment
locations provides further support for a parallel place cell–grid
cell architecture.

Detailed Analysis of Redish et al.’s (2000)
Data
Redish et al. (2000) investigated which of the following four
hypotheses provides the best explanation for the dynamics of
hippocampal activity realignment:

(1) Rats rely on path integration for a certain distance from
their starting location, predicting that realignment locations
should be distributed as a Gaussian in the box-aligned coordinate
frame; (2) Rats use path integration until the room-cues, like
the barrier at the end of the track, are perceived, predicting that
realignment locations should be distributed as a Gaussian in
the room-aligned coordinate frame; (3) Specific landmarks have
influence over their own local space, predicting that realignments
should occur around the halfway point of the journey. (4) Place
cells are part of a dynamic system in a semi-stable state that
needs to overcome an energy barrier in order to transit into
another semi-stable state, predicting that realignment should at
least partially depend on the time passed since the mismatch
between the sensory and self-motion information occurred.

For 20 time windows throughout the journey, the first window
where place cell activity became more coherent with the room-
aligned than box-aligned coordinate frame was determined.
This was considered to be the transition point at which the
realignment occurred. The consistency of the distribution of the
transitions was measured with respect to: (1) the box-aligned
coordinate frame; (2) the room-aligned coordinate frame; (3) the
midpoint between the box and the end barrier; (4) the time since
the rat started the journey. Themutual information between each
of the four domains and the transition occurrence was measured,
to see which of the four would be a more consistent predictor of
the realignment occurrence.

The time passed since leaving the box was found to be a more
consistent predictor than any of the three spatial parameters
examined, indicating that the shift between coordinate frames
is at least partially controlled by a time-dependent process.
Redish et al. explained the temporal delay before realignment
as a stochastic switch happening somewhere in the system,
the stochasticity reflecting noise in the neural network. They
concluded that the time preceding the transition reflected the
accumulation of sufficient energy for the switch to occur, i.e.,
for an energy barrier to be surpassed. It was noted that some
combination of the four hypotheses could possibly predict the
data more completely. The nature of the switch and the specific
mechanism and time course of the activity transition itself were
left for future research. Below, we address these questions by
interpreting the Redish et al. data in terms of the jump and shift
mechanisms in our simulations.

Figure 6 shows the distribution of realignment points over
all outbound journeys (on different track lengths within the 90–
150 cm range) of a single animal in the Redish et al. study.
Different histograms show distributions of the same realignment
points as functions of the four different hypothesised variables.
The points of realignment occurrence on the four shortened track
lengths from our simulations (with G = 2.1) are also shown for
comparison in all four different coordinate frames.
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FIGURE 6 | The distribution of realignment points across all outbound journeys from a single rat. (A) Distribution of realignments as a function of distance from the

box. (B) Distribution of realignments as a function of position within the room. (C) Distribution of realignments as a function of midpoint between the box and the

barrier. (D,E) Distribution of realignments as a function of time since the rat started its journey: (D) Time plotted on linear scale. (E) Time plotted on logarithmic scale. A

Gaussian function had been fit to the distribution of realignment times with time plotted on a log axis (E, solid line). Adapted from Redish et al. (2000). Overlayed over

the histograms are shown the activity realignment points from our simulations on different track lengths: 140 cm in Red; 120 cm in Yellow; 100 cm in Green; 80 cm in

Blue. Diamonds indicate continuous (shift) realignments, whereas discontinuous (jump) realignments are represented by squares.

Histogram 6A, with a coordinate system aligned to the
movable box, appears to consist of two main overlapping groups
of journeys, a narrower group closer to the box (comprising
around 40% of journeys), and a much broader group farther
from the box. The first group likely comprises jump realignments,
since the group spans the range of distances from the box where
jumps occur in Gothard et al.’s study and in our simulations.
These journeys likely occurred mostly on tracks in the 90–110 cm
range, since these lengths give the large mismatches that cause
jump realignments according to Gothard et al.’s data and our
simulations (with G = 2.1, blue and green dots in Figure 6A).
In our simulations, jump realignments occur at ∼20 cm from
the box on the 80 cm track, and at 32 cm on the 100 cm
track. Thus, the observed realignment points forming the peak
between 25 and 40 cm (from the box) are consistent with jump
realignments in the model, given the differences between the
path lengths used and simulated. Earlier realignments (<25 cm)
likely occurred on the journeys where the rat initially moved
very slowly. The second group in Figure 6A consists of journeys
where realignment occurred farther away from the box, and
thus likely via a shift. The wider realignment points spread in
this group is due to a wider range of track lengths with shift
realignments (∼110–150 cm), resulting in a wider range of BVC
input strengths experienced across different journeys, and to a

range of mismatch distances to be covered by shifting activity on
different journeys.

In the time histogram 6D, the mode and adjacent slices likely
represent jump realignments, which have shorter delays, and the
wider-spread shift realignment points compose the right slope
and the tail of histogram 6D. The histogram peaks at shorter
delay times because of lower delay time variability in jump than
in shift realignments. Slightly greater variability of the distance
passed (in 6A) than the delay times (in 6D) before the jump
realignment occurrences could be explained by varying speed and
trajectory of the rat. Also, at the beginning of longer tracks the
strength of BVC input may be insufficient to enable realignment,
which, if the rat on these tracks sometimes progressed very slowly
in the beginning, could account for the long tail of 6D.

Histogram 6B, with a coordinate system aligned to the end
barrier and the room, also shows two distinct groups. The
left group should primarily be due to jump realignment cases,
since shift realignments mostly occur past the midpoint (which
is 75 cm from the end for the longest track), according to
Gothard et al.’s data and our simulations. The second group,
on the contrary, starts around the point where typical jump
realignments are expected to stop (see 6B, green and blue dots)
and covers the distance range where shift realignments should
typically occur (see red and yellow dots in 6B), thus likely
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FIGURE 7 | Firing profiles of four outbound-selective cells (1, 2, 3, 4) shown

for all five lengths of outbound journey (running direction is indicated by the

arrow). The horizontal lines represent the track, and the small rectangles

represent the box. The last 27 cm segment of the track, containing the fixed

reward cup, is omitted. Cell 1 fired immediately after the rat exited the box, cell

2 fired farther away from the box, cell 3 fired approximately halfway between

the box and the end of the track and cell 4 fired close to the end of the track.

Adapted from Gothard et al. (1996b).

representing these. The realignment location variability in both
groups is caused, apart from various noise, by the variation in
track length across the journeys (e.g., BVC input buildup starts
farther from the end on longer tracks).

Consistently with histograms 6A and 6B, histogram 6C is
also composed of two salient groups. The sharp right edge of
the left group is next to the tracks midpoint, so the group likely
consists mostly of jump realignments. Some shift realignments
may also contribute to it (e.g., due to rat speed variability), but
the bulk of these should compose the right group located after the
midpoint. The data shown visibly matches our results (see 6C), as
well as Gothard et al.’s data. The presence of both jump and shift
realignments is one of the main factors responsible for the wide
spread and seeming inconsistency of realignment locations in all
three spatial histograms.

Thus the delay in place cell activity realignment, attributed
to a stochastic switch by Redish et al. (2000), may result from
a parallel place cell–grid cell architecture, as discussed above.
Specifically, the variation in the delay across the 90–150 cm range
of shortened tracks in Redish et al. (2000) is consistent with
the delay variation across a similar 80–140 cm range of track
lengths in our place cell–grid cell model simulations. On the
contrary, a single recurrent network of place cells appears to be
insufficient to produce similar delay variation across the range of
track lengths, in particular the large difference in delays before
jump and shift realignments.

Redish et al. (2000) suggested that the variability of the delay
prior to realignment reflects noise in the system, using a log-
normal distribution to fit the delays across all track lengths
(see Figure 6E), although they noted that a hybrid hypothesis
may predict the data more fully. Instead, the variation in delay
may reflect variations in track lengths and mismatch magnitudes
across trials, which are the main predictors of realignment
dynamics in our simulations. The further the rat from the
end barrier, the weaker the BVC inputs from it, and thus the
rate of place cell activity buildup, which leads to longer delays

on longer tracks (Figures 6A,D). Also, at the beginning of
longer tracks the strength of BVC inputs may be insufficient to
override the competing grid cell input to place cells. Additionally,
the realignment happens much faster in jump realignments,
caused by large mismatches on much shortened tracks, than in
continuous (shift) realignments caused by smaller mismatches on
moderately shortened tracks (Figures 6A,D).

Individual Neural Responses During
Realignment: Place Cells
The place cell–grid cell model (A.11) can also account for the
changes in firing fields of individual place cells on different
outbound journeys, as seen in Gothard et al.’s (1996b) study.
In the experiment, outbound-selective place cells 2 and 3
showed reduction in size of their firing fields as the track was
progressively shortened, and did not fire on the shortest track
(Figure 7). The place cells that were active near the box and
the track end did not show such changes in firing fields and
maintained their position relative to the nearest end of the track
across the different track lengths.

Figure 8 shows the plots of simulated place cell firing fields
on the different track lengths, which qualitatively resemble those
of Gothard et al. (1996b). The firing fields centred toward the
start and end of the track (Figure 8A, cells 1 and 4) maintain
their location relative to the nearest end of the track across
the different track lengths. On the shortest track, the firing
field near the start of the track (Figure 8A, cell 1) overlaps the
location of discontinuous realignment of population activity (see
Figure 4)—resulting in curtailment of the right hand side of the
firing field. The firing field of Gothard et al.’s cell 1 is also reduced
on the shortest track compared to longer tracks.

The firing field centred at ∼1/3 of the full length track
(Figure 8A, cell 2) shows large changes as the track shrinks. The
field of cell 2 narrows on the third shortest track (120 cm) and
the cell does not fire on the two shortest tracks, since the activity
bump jumps over it when realigning there. Gothard et al.’s cells 2
and 3 show a similar behaviour.

The field centred at ∼2/3 of the full length track (Figure 8B,
cell 3) largely decreases on the 120 cm track, this corresponds to
the location of the rapid continuous realignment of population
activity (see Figure 4). Our cell 3 firing then recovers on the
100 cm track, since the cell fires closer to the end than is the jump
realignment location on the track. The cell 3 firing is partially
affected by the jump realignment on the shortest track (80 cm)—
its firing field on the track has a sharp cut off at the left side.
The cell 3 behaviour through the progressive track shortening
provides a prediction for the pattern of behaviour of the cells
that in the Gothard et al.-like experimental conditions on the full
length track fire around the firing location of our cell 3 (between
Gothard et al.’s cells 3 and 4).

Individual Neural Responses During
Realignment: Grid Cells
What happens to grid cells during the place cell realignment?
This experiment (recording grid cells in the situation of
Gothard et al., 1996b) has not yet been performed, to our
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FIGURE 8 | (A,B) Firing profiles of four illustrative simulated place cells (1, 2, 3, 4) shown for four out of five lengths of outbound journey (the full 160 cm track, 120,

100, 80 cm). The distance from the box is shown on the x axis in all the plots. Cell 1 fired right after the journey start, cell 4 fired close to the end of the track, and the

firing locations of cells 2 and 3 are approximately equally spaced between them on the full length track.

knowledge. However, the model presented here makes a clear
prediction: because we assume that place cell firing is used
to reset the otherwise path-integration driven firing of grid
cells. Thus, there should be a smooth compression of the grid
in the region of the smooth realignment of place cell firing
on the slightly shortened tracks, and a significant disruption
or discontinuity in firing of grid cells around the location
of the abrupt jump realignment of place cell firing on the
shortest tracks.

Figure 9 shows single run simulations of three grid cells, one
from each module with a different grid scale in the model, on the
full length track and four shortened track lengths. Since in the
simulations the rat’s head direction θ = 0 in (A.9), this makes
the corresponding axis of the grid cells’ hexagonal firing patterns
(in 2D environments) aligned with the track. On the 140 cm
track, a gradual realignment takes place on the second half of
the track, with the realignment close to completion by the end
of the track. The distance between two neighbouring peaks gets
shorter and individual fields get narrower. On the 120 cm track,
a rapid shift realignment takes place in the second half. During

the rapid realignment, when there is a strong decrease in place

cell firing rates, there is a simultaneous increase in corresponding

grid cell firing rates. This indicates an increasing input from

place cells (due to elongation of the PC activity bump), which

results in a more rapid shift of the grid cell activity bumps. On
the two shortest tracks, the grid cell activities jump to a new
location soon after the place cell activity jump. As can be seen
from the figure, the jumping in all three modules of grid cells

happens at the same location, i.e., around the time of the place cell
activity jump.

Yoon et al. (2016) earlier showed that grid cell responses on
1D tracks are linear slices through 2D hexagonal firing patterns
and provided evidence of a common computation in both 1D and
2D environments. Thus, our results provide a clear experimental
prediction of the model, although the problems of averaging
experimental data trial-by-trial, when the location of place cell
realignment may vary from trial to trial will need to be borne
in mind.

DISCUSSION

We have presented a detailed description of the mechanisms
hypothesised to underline the integration of self-motion and
sensory information into a representation of an estimated
position. Our navigational model consists of two coupled
complementary subsystems working in competition, with the
grid cell subsystem specialising in continuous attractor-based
path integration and the place cell subsystem in sensory-driven
navigation (via Boundary Vector Cells). The model reproduces
well the place cell firing rate data from the experiments with
conflicting sensory and self-motion inputs, which supports the
plausibility of the hypothesised architecture.

Our simulations of the place cell–grid cell model provide
explanations for the experimental results of Gothard et al.
(1996b) and Redish et al. (2000), and grid cell firing predictions
that can be tested in future studies.
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FIGURE 9 | Firing profiles of three simulated grid cells from the three modules with different scales (the ratio between successive grid scales is 0.72). Each plot

represents a simulation on the track length shown above the plot, with the same cells shown in the same rows in each plot. Smooth compression of grid cells’ fields is

seen on the 140 cm track. The same effect is seen on the 120 cm track, but also with considerable changes in peak firing rate. The two shortest tracks, on which the

place cell representation shows discontinuous realignment (see Figure 4), show clear discontinuities in grid cell firing around the location of place cell

realignment—indicating a clear effect on the grid cells of the place cell realignment.

The Place Cell–Grid Cell System
Plausibility and Potential Advantages
The hypothesisedmodel architecture is supported by comparison
to the simulations of our place cell only model, which is unable
to reproduce Gothard et al. (1996b) and Redish et al. (2000)
realignment dynamics.

Sheynikhovich et al. (2009) also simulated Gothard et al.’s
(1996b) experiment with conflicting sensory and motion inputs,
using their model that, like the place cell only model, does not

contain competing semi-autonomous place cell and grid cell
subsystems. Instead, modules of recurrently connected grid cells

perform path integration as well as receive sensory (visual) inputs

directly (like place cells in the place cell only model), and place

cells are simply used for read-out. The model shows some of the

observed realignment effects (e.g., abrupt activity jumping), but
does not fully replicate the Gothard et al. (1996b) and Redish et al.
(2000) realignment dynamics. For example, in Sheynikhovich
et al.’s model continuous realignments occur before the midpoint
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even on the longest of shortened tracks. We think that single-
layer attractor models cannot show the correct dynamics, as in
our place cell only model.

Byrne et al. (2007) also simulated the effects of environment
manipulation on place cell firing with their model, which also
did not fully reproduce the Gothard et al. (1996b) and Redish
et al. (2000) realignment dynamics. As in the place cell only
and Sheynikhovich et al. (2009) models, there is one common
attractor base, formed by recurrently connected place cells, which
receive inputs from BVCs as well as provide location information
to a path integration circuit for spatial updating. Thus, the path
integration circuit does not have its own independent influence
on dynamics that would capture the dynamics observed after
environmental manipulations.

In contrast to the single-attractor models, the coupled
place cell–grid cell system captures the dynamics caused by
mis-matching path integration and sensory inputs due to a
competitive interaction between two subsystems with semi-
independent dynamics. Recent findings suggest that path
integration and sensory information influence the behaviour
of CA3 place cells with comparable strengths (Posani et al.,
2018), which provides a further support for the type of neural
architecture that allows an equal competition between the two
types of information.

It is also physiologically plausible for environmental sensory
inputs (e.g., provided through boundary related firing: Solstad
et al., 2008; Lever et al., 2009) to preferentially control place
cell firing, while grid cell firing patterns predominantly reflect
self-motion. Recordings in mice running in virtual environments
while changing the gain between physical motion and visual
motion reveals strong sensory influence on place cell firing
patterns compared to much greater influence of self-motion on
grid cell firing patterns (Chen et al., 2019). This, together with
the evidence for place and grid cells interconnectivity (Brun
et al., 2008) and the evidence for excitatory drive from the
hippocampus to grid cells (Bonnevie et al., 2013), support the
outlined architecture of our model. For grid cells to receive
sensory inputs via place cells (rather than directly) also has
an advantage of keeping activity patterns in different grid cell
modules aligned when visual inputs are not available, otherwise
they may quickly lose coherence due to errors accumulating in
different modules, leading to place cell activity degradation.

Hardcastle et al. (2015) suggested, based on the results of their
experiment, that path integrating grid cells get reset near borders
by direct inputs from border cells. The suggested mechanism
was recently implemented in the model of Keinath et al. (2018).
However, it seems unable to replicate the Gothard et al. (1996b)
data as realignment occurs only near the end on all track lengths
in their model. In contrast, in our model, grid cells can be reset
in any place where adequate boundary-related information is
available, via inputs from place cells driven by BVCs, rather than
border cells that fire only near borders.

In the recent experiment by Campbell et al. (2018), a
mismatch in gain between physical and visual motion was
created in mice navigating a virtual linear track (see also Chen
et al., 2019). The grid cell behavior was found to depend
on the amount of mismatch between self-motion and visual

motion. Thus, weaker disagreements caused grid cell firing
patterns to shift relative to baseline, as if grid cells constantly
tried to align with visual inputs. Larger disagreements, in
contrast, led to grid cells breaking free from the influence
of landmarks, changing scale relative to them. These findings
show a certain similarity to our simulations, where grid cell
behavior was also found to depend on the amount of mismatch
between self-motion and sensory information, with smaller
mismatches resulting in continuous corrective shifting of grid cell
activity pattern, while largermismatches produced discontinuous
changes in the activity pattern. In the latter case, our grid
cells also for a brief time become free from an influence
of environmental sensory inputs, in similarity to Campbell
et al. (2018), since the PC activity bump jumps first and
therefore the link between the PC and GC activities gets
temporarily broken.

The model consisting of two coupled specialist subsystems
has certain advantages over models where sensory inputs go
directly to a single continuous attractor network that also does
path integration, such as place cell-based (e.g., Samsonovich
and McNaughton, 1997) or grid cell-based (e.g., Sheynikhovich
et al., 2009; Ocko et al., 2018) models. In our model different
subsystems serve different purposes and complement each other.
The mediation of path integration by recurrent connections
between grid cells leaves the recurrent connections between
place cells in area CA3 free for other purposes, such as
the formation of different continuous attractors for different
environments. Thus, the place cells can remap between different
environments, and perform pattern completion within these
remapped representations to accommodate minor sensory
changes or cue removal (Nakazawa et al., 2002; Wills et al., 2005)
on the basis of the CA3 recurrent connections, independent
of the recurrent connections between grid cells. Given that
the grid cell representation does not remap, which facilitates
development of appropriate recurrent connections for path
integration, it is useful to have a separate place cell representation
to associate to salient locations. Place cells tend to code for
single locations, enabling unambiguous representation of a
single goal location, and the place cell representations remap,
which allows different goal locations to be represented in
different environments.

Mechanism and Time-Course Predictors of
Hippocampal Map Realignment
According to Redish et al. (2000), a temporal delay preceding
the realignment of place cell population activity in their
variable track length experiment could at least partially
be explained by a stochastic switch between two semi-
stable states. It assumes that place cell population firing
patterns form a dynamic system that can only transit into
a new state after accumulating enough energy to surpass an
energy barrier.

According to our model, the switch effect can be explained by
grid cell projections to place cells, which must be overpowered
by contradicting sensory inputs in order for the realignment
to occur. The sensory stimulus required for inducing the
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switch is provided by boundaries ahead of the rat via
BVC inputs to place cells, which take time to build up
sufficiently for the place cells to overcome the path integration
influence from grid cells. This causes an initial temporal delay
before the population activity transition starts. The complete
switch process includes grid cell resetting by place cells
(through place cell–grid cell projections), either via grid cell
activity packets shifting (concurrently with place cell activity
shifting), or via grid cell activity jumping (following place cell
activity jumping).

The realignment dynamics are determined by the length of
the shortened track on a particular journey. The shortened
track length defines the rat’s starting distance to the boundaries
ahead (and thus forward-tuned BVC inputs’ strength) and the
mismatch magnitude (equal to the amount of track shortening),
which determine the initial delay (increasing with the track
length) and the time-course of the population activity transition.
The larger the mismatch magnitude, as the track length is
progressively shortened, the more rapid the continuous activity
shifts, which turn into jump transitions when the mismatch
magnitude increases above a certain value. Jumps typically
occur much earlier on the track than shift realignments,
because, according to our model, in jump realignments place
cells initially realign alone, with grid cell activities following
slightly later. In shift realignments, on the contrary, place cell
activity continuously pulls along grid cell activity, which slows
the realignment.

Modelling Implications and Predictions for
Future Research
The results of our simulations show that an architecture of
interconnected recurrent networks of place cells (driven by
environmental BVC inputs) and grid cells (implementing path
integration) can explain the spatial firing patterns and temporal
dynamics seen in place cell firing rate data from experiments
where the familiar correspondence between environmental and
self-motion inputs is manipulated (Gothard et al., 1996b; Redish
et al., 2000). In contrast, the alternative architecture of a
single recurrent network of place cells (implementing path
integration as well as receiving BVC inputs) cannot reproduce
these dynamics. Both results support the hypothesis that grid
cells and place cells are organised in such a way as to allow
two different representations (self-motion and sensory based) to

interact with each other. The simulations provide insights into
the specific neural mechanisms enabling integration of these two
types of information to estimate location.

The simulated place cell–grid cell model makes neuron firing
predictions that could be tested in future animal studies. For
example, it would be interesting to conduct experiments in
rats, similar to those of Gothard et al. and Redish et al., but
recording from grid cells as well as place cells. It should be
possible to verify that the realignment is driven by a conflict
in which sensory input from ahead of the rat eventually resets
the path integrative mechanism implemented by grid cells. If
so, the model predicts that initially the realignment should start
amongst place cells, with the activity realignment dynamics
predicted by the track length and amount of shortening (as
described above). And the grid cell activity should either realign
concurrently with the place cell activity shifting or soon after
the abrupt place cell activity jump, depending on the amount of
track shortening. The realignment should occur simultaneously
across all the grid cell modules with different spatial scales (due
to the inputs from the same group of place cells), as well as
coherently among the grid cells within each module (due to their
recurrent connectivity).
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APPENDIX

Implementation of the Place Cell—Grid
Cell Model
Place Cell Network Dynamics
The dynamics of recurrently connected place cells with global
feedback inhibition, resulting in a continuous attractor network,
can be described by the following equation:

τ
dri

dt
= −ri + F





(

∑

j

Wi−jrj + hi

)/

Jγ
∑

j

rj



 (A.1)

Here ri is the firing rate of the place cell i, τ is the place cell time
constant,Wi−j is the weight of the recurrent connection from the
place cell j to the place cell i, hi is an external input and F is the
response function of the place cells. γ represents the strength of
the synapse from any place cell onto the global inhibitory neuron
and J is the synaptic strength of the negative feedback from it (the
inhibitory neuron time constant is assumed to be much smaller
than that of place cells and is approximated by zero).

We assume the inhibition to be shunting, consistent with the
action of shunting GABA synapses (Wilson, 1999). Doiron et al.
(2000) have shown that the shunting inhibition has a divisive,
rather than subtractive, effect on firing rates of pyramidal cells
when they operate at frequencies below 40Hz. Since place cells
fire at lower frequencies, we implement a divisive inhibition in
our model. The inhibition is performed through the action of
a single, global inhibitory neuron that receives equally strong
synapses from all the place cells in the network and provides
equal negative feedbacks to all as well, broadly consistent with
the very large dendritic and axonal spread of basket cells.

Stringer et al. (2002) developed a model of Hebbian
associative learning of recurrent connections in CA3 during
novel environment exploration, which generated a recurrent
connections profile with a shape very close to a Gaussian
function of the distance between favorite locations of presynaptic
and postsynaptic place cells. Therefore, we adopt the following
function to represent the profile in our model:

W
(

xi − xj, yi − yj
)

= Aw exp[−(si−j)
2/2σw

2 ] (A.2)

where si−j =

√

(xi − xj)
2
+ (yi − yj)

2 is the distance between

the preferred locations of the cells i (xi, yi) and j (xj, yj), σw
2

represents the broadness of the profile and Aw is the maximum
weight strength.

We also use the same function to represent recurrent
connections between grid cells in the three grid cell modules in
our model (A.11), which are also continuous attractor–based.
In addition, the function is used to determine the connections
between place cells and grid cells in Equation (A.11) (with their
profile broadness defined by the average of the variances of the
place and grid cell firing fields), since these are assumed to be
learnt in a similar Hebbian way.

Since place cell tuning to location often has a shape close to a
Gaussian (Hartley et al., 2000), we use the following formula for

the place cell tuning curve:

f (x− xi, y− yi) = Ap exp[−(si)
2/2σp

2 ] (A.3)

where si =

√

(x− xi)
2
+ (y− yi)

2 is the distance between the

current location of the agent (x, y) and the preferred location
of cell i (xi, yi), at which it fires maximally. σp

2 is the variance
of the place field and Ap is the peak firing rate of the place cell
(both assumed to be the same for all place cells in the model
for simplicity).

The activation pattern over the population of place cells,
virtually arranged so that each one’s location on the Cartesian grid
corresponds to its preferred location, is basically equivalent to the
place cell tuning curve (Zhang, 1996). We refer to the implicit 2D
space represented by the set of activities of so arranged neurons
as the “state space” of the system.

If we have a sufficient density of coverage of the represented
space by the place cells, in case of a stable activity pattern we
can approximate the sum

∑

j
Wi−jrj in Equation (A.1) by the 2D-

convolution:

f
(

x, y
)

∗W(x, y) =

∫

∞

−∞

∫

∞

−∞

w
(

x− X, y− Y
)

f (X,Y) dXdY (A.4)

where f (x, y) is the stable firing rate of the place cells given by
Equation (A.3).

Since both W and f are Gaussian, the result of their
convolution is another 2D-Gaussian, with the variance σ 2

=

σw
2
+ σp

2. In order for Equation (A.1) to be true, our response
function F has to be a power function of the form:

F (x) = (x)n, where n =
σp

2
+ σw

2

σp2
(A.5)

In the case when σp
2
= σw

2, F is simply a square function (n
= 2). We can think of this function as a non-saturating region
of the Naka-Rushton function, which is considered to provide a
reasonably good description of neuronal responses. Thus, with
σp

2
= σw

2, Equation (A.1) becomes:

τ
dri

dt
= −ri +





(

∑

j

Wi−jrj + hi

)/

Jγ
∑

j

rj





2

(A.6)

This equation is used as a basis for the description of
place cell network dynamics, as well as grid cell network
dynamics, since both cell types are assumed to form continuous
attractor networks.

Boundary Vector Cell (BVC) Inputs to Place Cells
In our model every place cell is assumed to receive inputs from
four orthogonally tuned BVCs, each of which has directional
tuning perpendicular to one of the four surrounding boundaries.
The position of the bump-shaped population activity pattern in
the state space, representing the environment, is thus controlled
by four sets of BVC inputs, each associated with a boundary in a
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specific direction. Each set of these inputs, or an “input profile,”
is composed of the individual inputs from all the BVCs tuned to
that boundary.

In our modelling we assume these input profiles to have a
Gaussian crossection in the plane orthogonal to their associated
boundary, with the mean of the Gaussian occurring at the
current distance of the rat from that boundary. We use a
Gaussian shape for the input profiles in line with the Gaussian
shape of the place cell activity bump, and the point where the
peaks of all four profiles overlap corresponds to the activity
bump centre. We assume that the amplitude and variance of
these Gaussian profiles vary linearly with the distance from
their associated boundaries, with the amplitude decreasing and
variance increasing, corresponding to the decreasing influence of
more distant boundaries.

We then translate a set, consisting of all the input profiles
associated with a particular boundary and distributed through
160 cm [the original track length in Gothard et al. (1996b)]
starting from the boundary, into a set of tuning curves for
individual BVCs distributed through that distance. Equation
(A.7) has been found to provide the description for the firing
response bi of each individual BVC i with its preferred distance
di as a function of distance to the boundary x:

bi (x) = A
(

di
)

exp

(

−
(

x− di
)2

2
(

σ
(

di
)

+ α
(

x− di
))2

)

(A.7)

Both A and σ here vary linearly with variation of the preferred
distance across BVCs, i.e., σ (di) = σ0+γ di andA(di) = A0−βdi,
where γ and β are constants determining, respectively, rates of σ
increase and A decrease with the preferred distance increase. α

gives the rate with which σ of a particular BVC varies linearly
with the difference between its preferred and current distance
from the boundary.

On the contrary, if we assumed a Gaussian shape for the
tuning curves of individual BVCs, rather than for the overall
input profile from a boundary, the resulting overall input profiles
would not be Gaussian but skewed, and consequently their
combined input (i.e., their sum) to the place cell activity bump
would not be well-focused. Although in the case of single place
cells a Gaussian BVC curve may give a reasonable fit, as in
O’Keefe and Burgess (1996), it does not work so well for a whole
group of place cells.

The total external input hi to the place cell i we model as
proportional to the thresholded linear sum of all BVC inputs bj
(see Equation A.7) it receives:

hi = A8





n
∑

j=1

bj − T



 (A.8)

where the weighting parameter A is constant, T is a threshold,
and 8 is the Heaviside function (i.e., 8(x) = x if x > 0, 8(x) =
0 otherwise).

Conjunctive Grid by Head-Direction Cell Responses
In order for each grid cell to have asymmetric connections to
the six grid cells with firing patterns offset in six directions,

mediated by conjunctive cells with the corresponding directional
preferences, there need to be six distinct groups of grid by
head-direction cells, each composed of cells tuned to one of
the six directions. The number of cells in each group is equal
to the total number of grid cells, so that each grid cell has a
corresponding (i.e., with the same grid node locations) grid by
head-direction cell in each of the six groups. We define the
firing response gjD of the grid by head-direction cell jD from the
group D, consisting of cells with the preferred head direction θD,
as follows:

gjD = gj8(|θ − θD|) (A.9)

where gj is the firing response of the corresponding grid cell j
(which may potentially be providing a feed-forward input to the
grid by head-direction cell jD). The function 8 (of rat’s head
direction θ) describes the directional modulation of the grid by
head-direction cell responses in the following way:

8
(∣

∣θ − θD
∣

∣

)

=











2 cos(|θ−θD|+30◦)
√
3

,
∣

∣θ − θD
∣

∣ ≤ 60◦

0 otherwise

(A.10)

Equation (A.10) provides the form of modulation of conjunctive
cell inputs to a grid cell that is necessary for correct path
integration, i.e., so that the sum of different translation
vectors (produced by different conjunctive cell inputs to a
grid cell) was always equal to the actual rat’s translation [In
the case of 6 directions, conjunctive cell firing modulation by
Equation (A.10) has the same overall effect as the modulation
by a cosine function has in a Cartesian coordinate system
(four directions)].

The Place Cell—Grid Cell Model
The proposed place cell—grid cell system is represented by the
following set of equations (based on Equation A.6):

τ
dg1i
dt

= −g1i +





(

∑

j

Wi−jg
1
j + Va1g11 + Va1g12 + Va1g13

+Va1g14 + Va1g15 + Va1g16 +

∑

j

P1i−jpj

)/

Jγ
∑

j

g1j





2

;

τ
dg2i
dt

= −g2i +





(

∑

j

Wi−jg
2
j + Va2g21 + Va2g22 + Va2g23

+Va2g24 + Va2g25 + Va2g26 +

∑

j

P2i−jpj

)/

Jγ
∑

j

g2j





2

;

τ
dg3i
dt

= −g3i +





(

∑

j

Wi−jg
3
j + Va3g31 + Va3g32 + Va3g33

+Va3g34 + Va3g35 + Va3g36 +

∑

j

P3i−jpj

)/

Jγ
∑

j

g3j





2

;
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τ
dpi

dt
= −pi +





(

∑

j

Wi−jpj+
∑

j

g1i−jg
1
j

+

∑

j

g2i−jg
2
j +

∑

j

g3i−jg
3
j +hi

)/

Jγ
∑

j

pj





2

. (A.11)

Here g1i , g
2
i , and g3i are the firing rates of the grid cells i from the

first, second and third module of cells correspondingly, whereas
pi is the firing rate of the place cell i. Wi−j is the weight of the
recurrent connection from the grid/place cell j to the grid/place
cell i, given by Equation (A.2). Pi−j is the connection weight from
the place cell j to the grid cell i and Gi−j is the connection weight
from the grid cell j to the place cell i, both determined according
to Equation (A.2). g1D, g

2
D, and g3D are the firing rates of the grid

by head-direction cells from the first, second and third module
correspondingly, given by Equation (A.9) with D= 1, 2, 3, 4, 5, 6
and θD = 0◦, 60◦, 120◦, 180◦, 240◦, 300◦, which corresponding
grid cells are located (in the state space) next to and in the
direction θD+180◦ from the grid cells i (in the three modules).
a1, a2, a3 are the weights of the input to the grid cell i from each
of the six grid by head-direction cells in the first, second and third
module correspondingly. γ represents the strength of a synapse
from any grid/place cell onto the global inhibitory neuron for its
module of grid/place cells, and J is the synaptic strength of the
negative feedback from it. V is the speed of rat’s movement. hi
is the external input to the place cell i, given by Equation (A.8).
The synaptic strengths γ and J are, respectively, set to 0.04 and
0.123 for each grid cell module and place cells, and the model
time constant τ is set to 0.05.

An assumption is made regarding synaptic transmission from
the place to grid cell layers: that only firing rates exceeding a
threshold r (due to the layer 5b synaptic connections) propagate
from the place to grid cells, with r = rmax – 4, where rmax is the
highest place cell firing rate at a particular time. A lower threshold
is also set for synaptic transmission from the grid to place cell
layers: only firing rates exceeding r = rmax – 6 propagate through
the grid cell—place cell connections. This is done to ensure the
input to the place cell layer is spatially specific, i.e., only firing

from the middle of the grid cell activity bumps influences the
place cell representation. There is some physiological evidence
that only spikes fired during periods of high-firing rate (“bursts”
of spikes) are reliably transmitted by synapses in the hippocampal
region (see Lisman, 1997, for a review).

Implementation of the Place Cell Only
Model
The following Equation (A.12) describes the place cell onlymodel
for spatial navigation. The model does not have grid cells, instead
path integration is performed by recurrently connected place
cells with place by direction neurons:

τ
dri

dt
= −ri +





(

∑

j

Wi−jrj + Var1 + Var2 + Var3

+Var4 + Var5 + Var6 + hi

)/

Jγ
∑

j

rj





2

(A.12)

Here ri is the firing rate of the place cell i. rD = r8(|θ - θD|),
with D = 1, 2, 3, 4, 5, 6 and θD = 0◦, 60◦, 120◦, 180◦, 240◦,
300◦ correspondingly, is the firing rate of the place by direction
neuron from the group D (with 8 given by Equation A.10),
which corresponding place cell (with firing rate r) is located (in
the state space) next to and in the direction θD+180o from the
place cell i. Wi−j is the weight of the recurrent connection from
the place cell j to the place cell i given by Equation (A.2) and
a is the weight of the input to the place cell i from each of the
six place by direction neurons. γ represents the strength of a
synapse from any place cell onto the global inhibitory neuron
for place cells, and J is the synaptic strength of the negative
feedback from it. V is the speed and θ is the direction of rat’s
movement. hi is the external input to the place cell i given by
Equations (A.8) and (A.7) as for the place cell—grid cell model.
The synaptic strengths γ and J are, respectively, set to 0.04 and
0.123, and the model time constant τ is set to 0.05, all as in the
other model.

Frontiers in Neural Circuits | www.frontiersin.org 20 September 2019 | Volume 13 | Article 59116

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


fncir-13-00066 October 16, 2019 Time: 17:36 # 1

REVIEW
published: 18 October 2019

doi: 10.3389/fncir.2019.00066

Edited by:
Mathieu Beraneck,

Université Paris Descartes, France

Reviewed by:
Jerome Carriot,

McGill University, Canada
Philip A. Blankenship,

Lewis University, United States

*Correspondence:
Paul F. Smith

paul.smith@otago.ac.nz;
paul.smith@stonebow.otago.ac.nz

Received: 09 August 2019
Accepted: 30 September 2019

Published: 18 October 2019

Citation:
Smith PF (2019) The Growing

Evidence for the Importance of the
Otoliths in Spatial Memory.

Front. Neural Circuits 13:66.
doi: 10.3389/fncir.2019.00066

The Growing Evidence for the
Importance of the Otoliths in Spatial
Memory
Paul F. Smith1,2,3*

1 Department of Pharmacology and Toxicology, Brain Health Research Centre, School of Biomedical Sciences, University
of Otago Medical School, Dunedin, New Zealand, 2 Brain Research New Zealand, Auckland, New Zealand, 3 Eisdell Moore
Centre for Hearing and Balance Research, University of Auckland, Auckland, New Zealand

Many studies have demonstrated that vestibular sensory input is important for spatial
learning and memory. However, it has been unclear what contributions the different
parts of the vestibular system – the semi-circular canals and otoliths – make to these
processes. The advent of mutant otolith-deficient mice has made it possible to isolate
the relative contributions of the otoliths, the utricle and saccule. A number of studies
have now indicated that the loss of otolithic function impairs normal spatial memory and
also impairs the normal function of head direction cells in the thalamus and place cells
in the hippocampus. Epidemiological studies have also provided evidence that spatial
memory impairment with aging, may be linked to saccular function. The otoliths may be
important in spatial cognition because of their evolutionary age as a sensory detector
of orientation and the fact that velocity storage is important to the way that the brain
encodes its place in space.

Keywords: otoliths, vestibular, spatial learning and memory, hippocampus, head direction cells, place cells

INTRODUCTION

The otolith organs in the vestibular inner ear, which comprise the utricle and saccule, represent the
most ancient part of the vestibular system in evolutionary terms. Estimated to have evolved more
than 500 million years ago, a primitive otolithic system (“statoliths”) even exists in invertebrates
such as jellyfish (see Fritzsch, 1998; Spoor et al., 2002; Jeffery and Spoor, 2004; Schulz-Mirbach et al.,
2019, for reviews). In mammals, the vestibular system develops early in embryogenesis and provides
the fetus with the ability to detect gravitational vertical and self-motion before birth (Baker, 1998;
Ronca, 2003; Jeffery and Spoor, 2004; Ronca et al., 2008; Lim and Brichta, 2016). Unlike the visual
system, the vestibular system is almost fully functional at birth (see Lim and Brichta, 2016 for
a review) and provides the brain and body with an immediate sense of direction in the spatial
environment (Jamon, 2014). While the three semi-circular canals detect angular acceleration of the
head in different planes, the otoliths, the utricle and saccule, sense linear acceleration, including
linear acceleration by gravity. The maculae of the utricle and saccule are oriented at right angles
to one another, and in the usual supine position of the head for humans, the saccule responds to
changes in acceleration by gravity as the head is tilted relative to gravitational vertical (see Figure 1).
In both the utricle and saccule, the hair cells, which are oriented in different directions, are activated
by the inertial force exerted upon them by otoconia (calcium carbonate crystals) which sit above,
on an epithelial layer (see Lim and Brichta, 2016 for a review; Figure 1). The specific role of the
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FIGURE 1 | Orientation of the sacculus and utriculus in the labyrinth. From
Kingma and Van De Berg (2016) with permission.

otoliths is to provide a gravitational frame of reference with which
to interpret other sensory signals, including those generated by
the semi-circular canals, and to contribute to the perception of
linear motion within that framework (Andreescu et al., 2005;
Cullen, 2012; Jamon, 2014; Curthoys et al., 2017). This, in turn,
is critical for the vestibular contribution to cognitive processes
such as spatial memory (see Besnard et al., 2016; Smith, 2017
for reviews), the body representation of the self (see Mast et al.,
2014; Lopez et al., 2015 for reviews), and even social cognition
(see Deroualle and Lopez, 2014 for a review). Any role that the
otoliths have in these processes is especially important since:
aging is associated with reduced otolith function (e.g., Agrawal
et al., 2012; Zu Eulenburg et al., 2017); impaired vestibular
function and specifically otolithic function, has been recently
associated with an increased risk of cognitive impairment and
dementia (Aranda-Moreno and Jáuregui-Renaud, 2016; Harun
et al., 2016; Wei et al., 2017, 2019; Xie et al., 2017; Kamil et al.,
2018, in press; see Agrawal et al., 2019, in press, for a review); and
otolithic lesions can occur in humans independently of lesions of
the semi-circular canals (e.g., Manzari et al., 2014). In addition
to other forms of dysfunction that can occur in the vestibular
system (e.g., benign paroxysmal positional vertigo, vestibular
migraine, Meniere’s disease, vestibular vertigo, vestibular neuritis,
vestibular schwannomas, etc.), there is evidence that high
intensity noise exposure can damage the otoliths as well as the
cochlea (e.g., Stewart et al., 2016; Xu et al., 2016).

While evidence has continued to accumulate for a significant
role of the vestibular system as a whole, in the development
of spatial learning and memory, the importance of the otoliths
themselves has remained relatively obscure, due to the difficulty
in accessing them surgically in order to lesion or electrically
stimulate them selectively and independently of the semi-circular
canals, in experimental studies (e.g., Hitier et al., 2016). Hence,
while there is a wealth of evidence that global lesions of the
peripheral vestibular system impair spatial memory in animals
and humans in a variety of tasks (e.g., Zheng et al., 2006,
2009; Baek et al., 2010; see Besnard et al., 2016; Smith, 2017,

for reviews), there are relatively few data relating specifically
to the otoliths. Studies in extraterrestrial microgravity and
in parabolic flight are possible avenues to investigate their
significance; however, in each case there are confounding factors
(e.g., Zheng et al., 2017). In microgravity the otoliths are
no longer stimulated by gravity, but they respond to other
forms of linear acceleration (Ronca, 2003). In parabolic flight,
subjects experience microgravity but they are also subjected to
hypergravity, which may cancel out the effects of the microgravity
(Zheng et al., 2017). One development that has provided a new
path to investigate the specific contributions of the otoliths, is
the production of mutant mouse strains which are devoid of
otoconia and therefore, of otolithic function. The aim of this
review is to summarize and critically evaluate what is currently
known of the importance of the otoliths for spatial memory and
its neural substrates.

EVIDENCE FOR OTOLITHIC
INVOLVEMENT IN SPATIAL MEMORY IN
MICE

There are relatively few studies to date, but one model of otolith
loss is the B6Ei.GL-Nox3het/J mouse (“tilted Het” mouse), which
presents a mutation on chromosome 17 which inhibits the
expression of the NADPH oxidase 3 gene (Paffenholz, 2004).
Het–/– mice exhibit a complete and specific loss of utricular
and saccular otoconia (Bergstrom et al., 1998). Another model
is the –/–; B6.Cg-Otop1tlt/j tilted mouse (Jackson Laboratories,
Bar Harbor, ME; Jones et al., 2008; Kim et al., 2010), which
exhibits a similar deletion of the otoliths (de Caprona et al., 2004;
Blankenship et al., 2017; Khan et al., 2019a,b).

The importance of the otoliths for spatial memory has been
demonstrated in a number of studies published between 2012 and
2019, which have tested otolith-deficient mice in behavioral tests
that assess cognitive performance. Most of these have involved
testing spatial memory (e.g., the Y maze test, place recognition
test, radial arm maze test, Barnes test, T maze alternation
test, homing test, home retrieval test) but others have assessed
other aspects of memory such as memory for objects (object
recognition memory test).

In order to investigate the effects of selective otolith loss
on cognitive and emotional function, Machado et al. (2012)
investigated the performance of B6Ei.GL-Nox3het/J mice (“tilted
Het” mice) in a series of behavioral tests: the Y maze, place
recognition, elevated plus maze tests, as well as the rotarod test
as a measure of motor control. The mice were 6–8 months of
age. In the object recognition test, only the wild-type controls
exhibited an exploration time that was significantly greater than
chance; however, the discrimination index was not significantly
different between the two groups. In the spontaneous alternation
test in the Y maze, again, only the wild-type controls but not the
Het mice showed performance significantly greater than chance
(Figure 2). In the place recognition test, wild-type mice spent
significantly more time in the new arm compared to Het mice
(Figure 2). However, the Het mice could execute neither the
rotarod test nor the elevated plus maze test. The authors noted
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FIGURE 2 | Spontaneous alternation was significantly different from chance level (50%) in the WT group (‡, p < 0.05) (A) while the number of entries remained
similar in both het/het and WT groups (B). The place recognition test showed a significant group effect between WT and het/het mice without any specific arm effect
or group × arm interaction, but the time spent in the new arm was significantly different in WT and het/het groups (C). Additionally, the discrimination index was
different between groups (∗ and ‡, p < 0.05), and not different from zero in the het/het group (D). Reproduced from Machado et al. (2012) with permission.

that the Het mice were impaired in spatial memory performance
(the spontaneous alternation and place recognition tests) but not
non-spatial memory performance (object recognition test).

In order to explore the effects of otolith loss on spatial
cognition specifically, Yoder and Kirby (2014) investigated spatial
memory in mice lacking otolithic function using the B6.Cg-
Otop1tlt/J model, evaluating their performance in both a radial
arm maze and a Barnes task in light, compared to heterozygous
controls. In this case the status of the mice as –/– or ± was

determined using a swim test, since –/– mice are unable to swim
at 12 weeks of age. Tilted mice were able to learn to navigate to
a visible goal in the radial arm maze; however, they exhibited
a significantly lower percentage of correct choices and their
improvement in performance over trials was significantly worse
than the controls (Figure 3). The authors analyzed the specific
types of memory errors that were being made. Tilted mice made
more reference memory (RM) errors (the mouse did not enter an
arm that was a correct choice) than controls, and also a slower
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rate of decrease in these errors over trials (Figure 3). Tilted mice
also made more working memory (WM) errors than controls
(i.e., either they re-entered an arm that was previously baited
(WM-C) or an arm that had never been baited (WM-I)). The
number of WM-C errors was higher for the tilted mice; however,
this did not change across trials. For WM-I errors, tilted mice
exhibited a greater number of them and this was maintained
across trial blocks (Figure 3). The tilted mice showed a longer

latency to complete the radial arm maze task, although the
latency decreased across trials and was not significantly different
compared to the control group.

In the case of the Barnes maze, the control and tilted mice
were similar in terms of RM, with both groups employing a
serial strategy during the first 2 days of the experiment. By
the final day, the control mice were using either a spatial or
serial strategy, whereas the tilted mice were still using a serial

FIGURE 3 | Tilted mice were impaired at place learning on the radial arm maze. (A) Percentage of correct arm choices increased more rapidly across trial blocks for
control mice than for tilted mice. (B–D) RM, WM-C, and WM-I errors decreased across trial blocks for control mice but not for tilted mice. (E) Latency to complete
the task decreased across trial blocks for both groups. (F) Time per arm did not differ between control and tilted mice. Mean ± SEM. Reproduced from Yoder and
Kirby (2014) with permission.
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strategy. There were no significant differences in latency, error
rates or distance traveled. The fact that the tilted mice were
impaired in the radial arm maze but not the Barnes maze is
very interesting. Impairment in the radial arm maze has been
observed previously with complete bilateral vestibular lesions
(e.g., Ossenkopp and Hargreaves, 1993; Russell et al., 2003a;
Besnard et al., 2012); therefore, these results suggest that similar
impairment in this task can be caused by otolith dysfunction
alone. Yoder and Kirby (2014) suggested that the impaired
performance of the tilted mice was a result of them not being
able to discriminate between the arms of the radial arm maze,
rather than any general memory deficit. The authors point out
that rats with complete bilateral vestibular lesions have been
reported to be unimpaired in an open field homing task when
distal cues were available (Wallace et al., 2002; see also Stackman
and Herbert, 2002), indicating that vestibular information is
not necessary for the development of spatial memory. They
suggest that in tasks such as these as well as the Barnes maze,
animals are only required to navigate to a single goal which
is defined by its position in relation to landmarks, whereas
in the radial arm maze they are required to learn to navigate
between multiple goals.

In a further study of the effects of otolith loss on spatial
cognitive function, Yoder et al. (2015) studied the homing
ability in the B6.Cg-Otop1tlt/J model, in both darkness and light,
compared to heterozygous controls. The mice were classified as –
/– or ± based on the same swim test, used by Yoder and Kirby
(2014) and were 3–8 months of age at the beginning of testing.
They found that in darkness, in the absence of visual information,
the tilted mice made more short duration stops while they were
on the outward journey to find food, and, once they had found
it, their route home was more circuitous than for heterozygous
control mice (see Figure 4). When this was quantified, the
tilted mice exhibited greater heading error and journey duration
than the controls. When they were tested in light, while the
tilted mice still exhibited a more circuitous journey than the
controls, their heading error and journey duration were similar.
Blankenship et al. (2017) have also reported that B6.Cg-Otop1tlt/J

mice, at 12 weeks of age, exhibit significantly greater circuitous
exploratory movements in darkness, with greater changes in
heading direction, compared to controls. The tilted mice also
exhibited greater heading changes in light, and the authors
concluded that they were using visual cues to compensate for the
lack of otolithic information about self-motion.

As part of a larger study of the effects of otolith loss on
sensorimotor development, Le Gall et al. (2019) evaluated tilted
Het mice in a home retrieval test on post-natal day 9, in order
to test their spatial memory. Their phenotype was confirmed
by PCR and they were compared to heterozygous controls. The
home retrieval test is based on the natural tendency of blind pups
to find their way back to the safety of their nest, using olfactory
information. Le Gall et al. (2019) found that the Het mice
exhibited a significantly longer latency to reach the nest area, they
spent significantly less time in that area and were significantly
less successful in reaching it, compared to the controls (Figure 5).
Although this task involved an element of spatial memory in the
form of spatial olfactory guidance, the Het mice were found to

exhibit significant delays in sensorimotor reflex development and
ultrasonic communication; maternal care was, however, normal.

In the most recent study of the effects of otolith loss
on cognitive and emotional function, Manes et al. (2019)
used the mergulhador (mlh) otoconia-deficient mouse model,
to investigate the effects of otolith deficiency on open field
activity, performance in the novel object recognition test, the
T maze alternation test, the elevated plus maze test as well
as neurochemical activity in various brain regions. The mlh
mutation was confirmed by genetic analysis and the mice were
8 weeks of age at the beginning of testing. Compared to BALB/c
mice, the mutant mice exhibited reduced locomotor behavior
and rearing, with increased grooming in the open field maze.
Motor coordination on the wooden beam test was reduced,
and immobility time increased in the tail suspension test. In
addition, the mutant mice displayed reduced auricular reflexes
and responsiveness to touch. Although the T maze performance
was significantly reduced for the mutant mice, there were no
significant differences for the novel object recognition test or the
elevated plus maze test.

In order to explore the neurochemical basis of the effects of
otolith loss, the authors conducted a neurochemical investigation
of the cerebellum, anterior part of the cortex, striatum and
hippocampus, following decapitation, and analyzed the levels
of dopamine (DA), noradrenaline (NA) and their metabolites
[4,4-dihydrophenylacetic acid (DOPAC) and homovanillic acid
(HVA)], in addition to serotonin and its metabolite, 5-
hydroindole, 3-acetic acid (5HIAA). The results were complex
(see Table 2 in Manes et al., 2019), but suggested an increase in
DA turnover in the hippocampus with a concomitant decreased
turnover of DA and reduced NA activity in the frontal cortex.
The authors suggested that these neurochemical alterations could
be responsible for the impaired response of the mlh mice in
the T maze task.

Taken together, although there is still a small number of
studies, most of this evidence suggests that the loss of otolith
function results in an impairment of spatial memory.

EVIDENCE FOR OTOLITHIC
INVOLVEMENT IN SPATIAL MEMORY IN
HUMANS

The studies described in the previous section provide evidence
that the absence of otolith function from birth in mice, appears to
cause spatial memory deficits. Is there also a relationship between
otolithic dysfunction and spatial memory in humans and can this
develop later in life? Over the last several years, a number of
epidemiological studies have been published on the relationship
between vestibular function, aging and spatial memory (see
Agrawal et al., 2019 for a review). Many of these studies have
related spatial memory specifically to cervical vestibular-evoked
myogenic potentials (cVEMPs), a vestibulo-spinal reflex that
originates in the saccular part of the otoliths (see Curthoys et al.,
2017 for a review; see Figure 1). Some studies have also assessed
ocular VEMPs (oVEMPs), which are generated by the utricle
(see Figure 1).
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FIGURE 4 | Kinematic (left) and topographic (right) characteristics are plotted for a representative control (top) and tilted mouse (bottom) on the homing task in
darkness. The outward path (gray dashed line) is circuitous for both mice; the homeward segment (black line) is relatively direct for the control mouse, but is more
circuitous for the tilted mouse. Reproduced from Yoder et al. (2015) with permission.

Harun et al. (2016) studied older subjects with mild cognitive
impairment (MCI, n = 15) or Alzheimer’s Disease (AD, n = 32)
and measured their cVEMPs and oVEMPs, comparing them with
age-, sex-, and education-matched controls (n = 94) from the
Baltimore Longitudinal Study of Aging (BLSA). Surprisingly, the
authors found that bilaterally absent cVEMPs were associated
with a more than 3-fold increased odds of AD (OR 3.42, 95%
CI 1.33–8.91). However, there were no significant differences
in vestibulo-ocular reflex (VOR) gain between the groups. The
same group have reported that patients with MCI (n = 22)
or AD (n = 28) and saccular dysfunction, measured using

cVEMPs, made significantly more errors on the Money Road
Map Test (MRMT) of spatial cognition compared to patients
without vestibular impairment. AD patients who were spatially
impaired exhibited a significantly greater prevalence of vestibular
loss (Wei et al., 2018). Wei et al. (2017) examined driving
ability in 21 patients with MCI and 39 with AD and related
these data to saccular function. Using multiple regression, they
found that patients with MCI or AD, who also had bilateral
saccular impairment, had a significant increase in the odds of
experiencing driving difficulty (OR 12.1; 95% CI 1.2, 117.7),
compared to MCI or AD patients with normal saccular function.
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FIGURE 5 | The Home Retrieval test performed at PND9. No differences were detected between males and females; therefore, data were collapsed across sex
(p-value > 0.05, n = 25 Het–/– versus 36 Het–/+). Two aberrant values were excluded in this test. (A) The Het–/– group needed significantly more time to reach the
nest area compared to the Het–/+ control group (“Latency to reach the nest,” Mann–Whitney test, p ≤ 0.01, ∗∗, data ± sem). (B) The time spent in the nest area
was significantly lower in the Het–/– group compared to the Het–/+ control group (Mann–Whitney test, p ≤ 0.01, ∗∗, data ± sem). (C) The otolith-deficient Het–/–
pups showed a lower percentage of success reaching the nest area compared to Het–/+ mice (Chi2-tests for equality of proportions, p ≤ 0.01, ∗∗, data ± sem).
(D) Conversely, the latency before the first movement reaction of pups (Mann–Whitney test, p > 0.05, ns, data ± sem) was similar in both groups (Het–/–, Het–/+).
Reproduced from Le Gall et al. (2019) with permission.

The patients’ performance on the MRMT suggested that the
driving difficulty might be attributable to spatial memory deficits
[see also Anson et al. (2019) and Pineault et al. (2019) for the most
recent evidence].

Xie et al. (2017) studied the performance of young (<55 years)
and older (≥55 years) subjects in the Triangle Completion Task
(TCT), which tests spatial navigation ability, and related it to
vestibular function. They found that loss of otolith function, as
measured using the cVEMP, as well as loss of function of the
semi-circular canals, was related to poor performance in the
TCT in older subjects. Kamil et al. (2018) studied 103 subjects
from the BLSA, measuring cVEMP function and relating it to
MRI analysis of the hippocampus. They found that decreased
saccular function, defined as a lower cVEMP amplitude, was
significantly related to a lower average hippocampal volume.

This result suggests the possibility that age-related impairment
of spatial memory, as well as impairment of saccular function,
may be related to a decrease in hippocampal volume. In their
most recent study, Wei et al. (2019), studied 26 patients with
MCI, 51 with AD and 295 matched control subjects and evaluated
their cVEMPs, oVEMPs and VOR gain. They found that with
increased cognitive impairment, there was a significant decrease
in cVEMP and oVEMP responses. The VOR gain was lowest in
MCI patients, followed by AD patients and then control subjects.
Using logistic regression, they found that abnormal cVEMPs
were associated with a 3-fold increased odds of MCI and a 5-
fold increased odds of AD, and that abnormal oVEMPs were
associated with an almost 4-fold increased odds of MCI and
an over 4-fold increased odds of AD. However, VOR gain was
not significantly related to the probability of having AD. See
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Addendum for further references published while this paper was
in press.

Vestibular loss has often been associated with
depersonalization/derealization (DD) symptoms in humans
(see Besnard et al., 2016 for a review). These symptoms include
feelings of déjà vu, of time passing slowly, being “spaced out,”
difficulty concentrating, thoughts seeming blurred, one’s body
feeling strange and not feeling in control of one’s self. In an
experimental study, Aranda-Moreno and Jáuregui-Renaud
(2016) used unilateral centrifugation in order to stimulate
the utricle of 100 healthy subjects, who then completed a
depersonalization/derealization (DD) questionnaire. The
subjects reported symptoms such as “Body feels strange or
different in some way” (56%) and “Time seems to pass very
slowly” (55%). The authors concluded that utricular stimulation
induces DD symptoms in healthy subjects.

EFFECTS OF OTOLITH LOSS ON
NEURAL ACTIVITY

Given the evidence that loss of the otoliths in mice or otolith
dysfunction in humans is associated with spatial memory deficits,
it was logical to consider what effect the loss of otolithic
information might have on the neural pathways subserving
spatial memory. An obvious place to look was head direction
cells in the thalamus and elsewhere, and place cells in the
hippocampus, since they are known to be critical for spatial
memory. Although it is clear that vestibular information is
transmitted to the thalamus and hippocampus via polysynaptic
pathways (see Hitier et al., 2014 for a review), the pathways
through which specifically otolithic information might be
communicated, are unclear.

Few studies have electrically stimulated the otoliths selectively
in rodents, in order to determine where otolithic information
might be represented in structures such as the hippocampus.
Cuthbert et al. (2000) reported inducing field potentials in CA1
by selective electrical stimulation of the utricle in guinea pig,
and furthermore they found that they could still induce field
potentials when the stimulus amplitude was too low to evoke
the VOR. Hitier et al. (2019) have also reported that they could
induce local field potentials in many areas of the hippocampus
by selective electrical stimulation of the utricle and saccule in
anesthetized rats.

Thalamic Studies
Apart from selective otolithic stimulation, another way of
studying the effect of the otoliths on brain regions which are
spatially responsive, is to employ the same otolith-deficient
mouse models that were described in the behavioral studies. The
effects of otolith deficiency on the neural substrates of spatial
navigation and memory were first studied by Taube (2011) and
Yoder and Taube (2014) (for reviews). Stackman and Taube
(1997) had demonstrated that the normal firing properties of
head direction (HD) cells in the anterior thalamus of the rat,
required vestibular input in general. Yoder and Taube (2009) used
Otop1tlt mice to investigate the effects of otolith deficiency on

FIGURE 6 | Directional tuning curves of HD cells in C57BL/6J and tilted mice.
(A) Robust directional tuning of three classic HD cells recorded simultaneously
on different electrodes from the same C57BL/6J mouse. Peak firing rate
(PFR), preferred direction (PFD), directional firing range (DFR), and background
firing rate (BFR) are unique to each HD cell. (B) Tuning curve of representative
HD cell recorded from a tilted mouse. Note the variable background firing rate
(outside of the directional firing range) for the tilted HD cell, which contrasts
with the relatively uniform background firing rates of C57BL/6J HD cells.
Rayleigh’s r is noted for each cell. Reproduced from Yoder and Taube (2009)
with permission.

HD neurons in the anterodorsal thalamus. The firing properties
of cells in the tilted mice were not as robust as those in wild-
type C57BL/6J mice (see Figure 6) and exhibited significant
degradation across trials. In similar experiments, Calton and
Taube (2005) demonstrated that when rats performed inverted
locomotion, 47% of HD cells in the anterodorsal thalamus
showed no directional firing selectivity, even though they had
demonstrated this on the walls before they were inverted. During
the process of inverted locomotion, the action of gravity on the
saccule should have been the opposite of what it is normally.

Some studies of HD cells have been conducted in microgravity,
where the normal stimulation of the otoliths by gravitational
acceleration is absent. Taube et al. (2004) studied anterodorsal
thalamic HD cells during the zero gravity phase of parabolic
flight. They found that HD cells maintained their directional
tuning during both the zero gravity and hypergravity phases of
the flight when the rat was positioned on the floor, but that when
the rat climbed the wall or moved upside down on the ceiling
in zero gravity, they lost their directional firing and exhibited
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FIGURE 7 | Overview of experimental design, place-cell examples, and basic firing characteristics. (A) Depiction of recording procedure across five recording
sessions: Session 1, cue card was positioned in the standard north position; Session 2, cue card was rotated 90◦ clockwise or counterclockwise from the standard
location; Session 3, cue card was returned to the standard location; Session 4, cue card was removed, and overhead lights were extinguished; and Session 5, white
cue card was replaced at the standard location, and lights were turned on. (B) Representative place cells from control (cells 1–7) and tilted (cells 8–14) mice over five
sessions. Numbers at the top left of each rate map represent peak firing rate (Hz). (C) Plot showing the peak firing rate (spikes/second) for each place cell recorded
in tilted and control mice with values from all sessions included. (D) Plot showing the field width (cm) for each place cell recorded in tilted and control mice with
values from all sessions included. (E) Plot showing coherence measures for each place cell recorded in tilted and control mice with values from all sessions included.
(C–E) Shaded error bars represent SEM. Reproduced from Harvey et al. (2018) with permission.

an increase in spontaneous firing rate. There was no significant
difference for the peak firing rate and baseline firing rate for 1-G
and 0-G on the floor, but significant decreases for the signal-
to-noise ratio and information content of the HD firing. The
cells exhibited a significantly reduced directionality score in 0-
G, on average, by 25.8%, although they still exhibited directional
tuning. While on the wall in 0-G, the HD cells that were recorded
exhibited little directional preference. Compared to 0-G on the
floor, all 7 HD cells that were recorded were found to lose
their directional tuning when on the ceiling in 0-G: there were

significant decreases in the signal-to-noise ratio, information
content and the directionality score, with a significant increase
in baseline firing rate. The authors speculated that during 0-
G, the rats may have been experiencing visual reorientation
illusions (VRIs).

The fact that both HD cell function and spatial memory are
degraded by the loss of otolithic information, does not prove
that there is a causal connection between the two. The data
presented by Taube et al. (2004) would suggest that rats might
have difficulty learning and remembering a spatial memory task
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FIGURE 8 | Intra-session stability. (A) Rate maps depict the stability (r) between the first and second half of the first session using six example cells from Figure 1.
Note that tilted cells appear to be less stable than control cells. (B) Stability between groups over all sessions. Note that tilted mice have much lower stability
compared to control mice for all sessions. Red, tilted; black: control; shaded lines represent SEM. Reproduced from Harvey et al. (2018) with permission.

while upside down. Valerio et al. (2010) investigated whether
rats that were inverted on a circular platform suspended from
the ceiling, could learn to navigate to an escape hole from a
start point. They found that none of the animals trained from 4
start points were able to reach the criterion, even following 29
training sessions; by contrast, all of the rats trained from one
start point reached the criterion after a mean of 5.9 training
sessions. Further experiments suggested that rats used distal
visual landmarks when navigating from 1 or 2 start points,
but that their performance was degraded when they needed to
navigate to the escape hole from a novel start point. The authors
suggested that in the upside down situation, the rats do not learn
to reach a certain place, but rather learn a series of separate
trajectories to reach the target.

One of the optimal ways of studying the effects of the loss of
the otolithic response to gravitational acceleration, without using
lesions or a mutant mouse model, is to investigate the behavior of
mice in space. Ronca et al. (2019) have recently reported a study
of mice aboard the International Space Station (ISS). Following

a 4 day transit from Earth to the ISS, they analyzed the behavior
of 16- and 32-week old female mice. They found that the young
flight mice engaged in more physical activity than controls on
Earth, but that 7–10 days following the launch, the younger,
but not older mice, exhibited a form of “race-tracking behavior”
which was expressed as circling. The significance of this result
is unclear. Interestingly, however, circling and hyperactivity are
common symptoms of bilateral vestibular loss in rats and mice
(see Stiles and Smith, 2015, for a review).

Hippocampal Studies
In addition to thalamic HD cells, it is also of interest to determine
the effects of the lack of graviception by the otoliths, on place cells
in the hippocampus. Place cells in the hippocampus have been
demonstrated to rely on input from the vestibular system (e.g.,
Stackman et al., 2002; Russell et al., 2003b); however, once again,
the extent to which the otoliths are specifically implicated has
been unclear. Knierim et al. (2000) had recorded hippocampal
place cells on the Neurolab Spacelab Mission and reported, in
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a brief letter, that normal place fields could be obtained by day
9 of the space flight. However, the more comprehensive NASA
report did indicate that abnormal place fields were observed
earlier in the flight, for example, day 4 (Knierim et al., 2003).
The only study to address this question using otolith-deficient
mice is by Harvey et al. (2018), who recorded hippocampal place
cells in B6.Cg-Otop1tlt/j tilted mice (Jackson Laboratories, Bar
Harbor, ME). They investigated place cells across five sessions
(standard, cue rotation, standard, dark, standard) and found that
those in tilted mice exhibited higher peak firing rates, with lower
spatial coherence and smaller fields, compared to controls (see
Figure 7); on the other hand, the average firing rates and spatial
information content, were similar between the groups. The place
fields from tilted mice were also less smooth than for controls and
were concentrated near boundaries. Although hippocampal place
cells are modulated by theta rhythm and theta has been reported
to be degraded following complete bilateral vestibular loss (e.g.,
Russell et al., 2006), place cell activity was still modulated by
theta in tilted mice. The place fields from tilted mice exhibited
lower intra-trial stability than controls (Figure 8). It had been
suggested in previous studies that otolithic information might be
especially important for accurate spatial navigation performance
in darkness in homing tasks and radial arm mazes (Yoder and
Kirby, 2014; Yoder et al., 2015).

One of the most recent studies linking hippocampal and
otolithic function in mice is by Kompotis et al. (2019). They
observed that rocking mice at 1 Hz increased the amount of time
spent in non-rapid eye movement sleep by accelerating the onset
of sleep and shortening waking episodes, and that during active
wakefulness, the theta EEG (6–10 Hz) moved toward slower
frequencies. They used Otop1tlt/tlt tilted mice to test whether the
otoliths were involved in this phenomenon and found that they
were insensitive to rocking at 1 Hz and did not exhibit the same
changes in theta EEG.

Although some would consider that galvanic vestibular
stimulation (GVS) might be useful to probe the effects of otolith
stimulation on the brain (e.g., Cohen et al., 2012), the evidence
that it affects “mainly” the otoliths, is divided, and there is
evidence that it also affects the semi-circular canals (see Curthoys
and MacDougall, 2012, for a review). Therefore, GVS studies will
not be discussed here.

CONCLUSION

These studies suggest that the otolithic part of the peripheral
vestibular system, the utricle and saccule, make some
contribution to spatial learning and memory in tests such
as the radial arm maze, Y maze and homing tasks, but not the
Barnes task or non-spatial memory tests such as the object
recognition test or elevated plus maze task. The link between
otolithic function and spatial memory is reinforced by human
epidemiological studies in which it has been shown that saccular
function, as measured using cVEMPs, is a predictor of the odds
of having poor spatial memory, AD, and a smaller hippocampal
volume. A link between hippocampal volume and vestibular
function was first reported by Brandt et al. (2005), in a study in

FIGURE 9 | During acceleration on Earth, gravity (G) minus linear acceleration
(A) yields specific gravito-inertial force (GIF, F). Different combinations of gravity
and linear acceleration can yield the same measured GIF. (A) GIF equals
gravity minus linear acceleration (F = G – A or F + A = G). (B) GIF equals
gravity alone. Since the measurement of GIF relative to the head is identical for
these two situations, additional information is required for the nervous system
to determine how much of the measured GIF is due to gravity and how much
is due to linear acceleration.

which patients with bilateral vestibular loss were found to have
a bilateral atrophy of the hippocampus of approximately 17%.
However, it was not clear from this study whether the otoliths
were important in this relationship. The neurophysiological
studies in otolith-deficient mice indicate that otolithic function
is important for the normal function of both thalamic HD
cells and hippocampal place cells, although HD cells can
maintain directional tuning as long as they are on the floor in
microgravity (Taube et al., 2004) and place cells can still develop
place fields in microgravity (Knierim et al., 2000, 2003). Taube
et al. (2004) suggested that the loss of directional firing of HD
cells when they are on the walls or ceiling in 0-G may be a
correlate of Type II/III spatial disorientation in humans, in
which the subject is consciously aware of their disorientation
and tries to correct it (Type II) or is so disoriented that they are
incapacitated (Type III), respectively. Clearly, the loss of HD
cell tuning is due to more than the loss of a gravitational signal
(Taube et al., 2004).

In the case of the otolith-deficient mice, which is the easiest
form of otolith manipulation to interpret, an interesting question
is whether the sensation of linear acceleration by gravity is more
important for spatial memory than the sensation of other kinds
of linear acceleration, such as translation in the anterio-caudal
or medio-lateral planes? In fact, the “tilt-translation illusion”
demonstrates that the otoliths cannot distinguish between tilting
of the head with respect to gravitational vertical and any
other kind of linear acceleration that would induce the same
stimulation of the otoliths (“Einstein’s Equivalence Principle,”
Merfeld et al., 1999; Figure 9). Therefore, the brain must use
information from the semi-circular canals and other sensory
information to disambiguate tilt from translation (Merfeld et al.,
1999; Straka et al., 2016). Since every form of sensory stimulation
on Earth must be interpreted in terms of the framework of
gravitational acceleration, it may be that otolithic stimulation
is essential for normal spatial learning and memory. This is
consistent with the evolutionary age of the otoliths. Although
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a number of studies have attempted to neutralize the influence
of the vestibular system by fixing the heads of rats or mice and
recording from HD, place or grid cells (e.g., Harvey et al., 2009;
Ravassard et al., 2013; Aghajan et al., 2015; Acharya et al., 2016),
it is debatable whether these studies have done any more than
“minimize” vestibular stimulation, because the head will still be
subject to linear acceleration by gravity.

Yoder and Taube (2009) speculated that part of the
explanation for the broader tuning curves of HD cells in
tilted mice in light, might be degraded visual perception of
visual cues due to an impaired VOR (“oscillopsia”). This
certainly seems possible in light, however, the greater reductions
in HD cell directional preference in darkness indicates that
oscillopsia is not necessary for their impaired function. The
authors suggested that loss of otolithic function may impair
velocity storage, which provides a prolonged representation of
the angular velocity signal in the brain and may be necessary
for accurate spatial navigation. Although the otoliths do not
encode angular acceleration themselves, they are known to
be important in velocity storage (e.g., Angelaki et al., 1992;
Koizuka et al., 1996; Mittelstaedt and Mittelstaedt, 1996; Wearne
et al., 1999). Recent studies using Otop1 mice show that
although the otoliths do not appear to contribute to the baseline
angular velocity of the VOR in mice, they are necessary for its

adaptation to changes in gravitational stimulation (Khan et al.,
2019a,b). As Shinder and Taube (2014) noted, the fact that the
otoliths are known to be important for HD cell firing, suggests
that linear acceleration information from the otoliths and
rotational acceleration information from the semi-circular canals,
must converge by the time they reach the thalamus. Indeed,
Curthoys and Markham (1971) demonstrated the convergence
of otolith and semi-canal signals at the level of the medial
vestibular nucleus.

Taken together, the evidence to date suggests that the otolithic
organs of the vestibular system are important for normal spatial
learning and memory. Although the mechanisms by which they
contribute to these processes are yet to be fully elucidated, the
saccule and utricle appear to contribute to the development and
maintenance of normal HD and place cell signals. This may
be due to the evolutionary age of this part of the vestibular
system and the fact that velocity storage has become an important
part of the way that the brain encodes its place in space
(Yoder and Taube, 2009).
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Spatial navigation involves multiple cognitive processes including multisensory
integration, visuospatial coding, memory, and decision-making. These functions are
mediated by the interplay of cerebral structures that can be broadly separated into a
posterior network (subserving visual and spatial processing) and an anterior network
(dedicated to memory and navigation planning). Within these networks, areas such
as the hippocampus (HC) are known to be affected by aging and to be associated
with cognitive decline and navigation impairments. However, age-related changes in
brain connectivity within the spatial navigation network remain to be investigated. For
this purpose, we performed a neuroimaging study combining functional and structural
connectivity analyses between cerebral regions involved in spatial navigation. Nineteen
young (µ = 27 years, σ = 4.3; 10 F) and 22 older (µ = 73 years, σ = 4.1; 10 F) participants
were examined in this study. Our analyses focused on the parahippocampal place area
(PPA), the retrosplenial cortex (RSC), the occipital place area (OPA), and the projections
into the visual cortex of central and peripheral visual fields, delineated from independent
functional localizers. In addition, we segmented the HC and the medial prefrontal
cortex (mPFC) from anatomical images. Our results show an age-related decrease in
functional connectivity between low-visual areas and the HC, associated with an increase
in functional connectivity between OPA and PPA in older participants compared to
young subjects. Concerning the structural connectivity, we found age-related differences
in white matter integrity within the navigation brain network, with the exception of
the OPA. The OPA is known to be involved in egocentric navigation, as opposed to
allocentric strategies which are more related to the hippocampal region. The increase
in functional connectivity between the OPA and PPA may thus reflect a compensatory
mechanism for the age-related alterations around the HC, favoring the use of the
preserved structural network mediating egocentric navigation. Overall, these findings on
age-related differences of functional and structural connectivity may help to elucidate the
cerebral bases of spatial navigation deficits in healthy and pathological aging.
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INTRODUCTION

Spatial navigation represents one of the most fundamental
activities of daily life and it requires the integration of multiple
processes. These processes include the perception of spatial
information from a variety of sensory cues, the creation and
maintenance of spatial representations in memory, and the
manipulation of these representations to guide navigational
behavior (Wolbers and Hegarty, 2010; Julian et al., 2018).
These spatial navigation abilities are mediated by numerous
cerebral regions across the brain (Burgess, 2008; Spiers and
Barry, 2015). These cerebral regions encompass interconnected
structures of the medial temporal lobe such as the hippocampus
(HC) and parahippocampal cortices, along with distal areas
including the retrosplenial, posterior-parietal and prefrontal
cortices. These brain structures relevant to spatial navigation are
involved in diverse ways depending on the spatial representation
strategy used. The medial temporal lobes, including the HC and
entorhinal cortex, are predominantly activated for allocentric
(world-centered) representations, whereas the posterior parietal
regions tend to support egocentric (self-centered) strategies
(Burgess et al., 2002; Herweg and Kahana, 2018). The medial
prefrontal cortex (mPFC) plays a key role in maintaining useful
information in working memory and in selecting the most
appropriate navigational strategy for the complexity of the task
at hand (Wolbers et al., 2007; Spiers and Gilbert, 2015; Chrastil
et al., 2017; Ito, 2018).

Given the advanced nature of the human visual system,
successful human spatial navigation requires the careful
integration of complex high-resolution visual information
(Ekstrom, 2015). A growing body of work has shed light on the
importance of three high-level visual regions for the integration
of relevant visual information for navigation—namely, the
parahippocampal place area (PPA), the retrosplenial cortex
(RSC), and the occipital place area (OPA; Vann et al.,
2009; Julian et al., 2018). The PPA, located close to the
parahippocampal and the lingual gyri, plays a role in landmark
processing (Janzen and van Turennout, 2004; Epstein, 2008),
such as 3D geometric structures (Henderson et al., 2008) and
spatial boundaries (Park et al., 2011). The PPA appears to be
involved in contextual association (Marchette et al., 2015) and
place recognition (Epstein and Vass, 2014) during navigation
tasks. Lesions to the RSC, located posteriorly to the corpus
callosum, produce topographical disorientation but they may
also transiently impair visual memory (Maguire, 2001). The
RSC is thought to play a role in general scene processing,
stability of landmarks (Auger et al., 2012; Auger and Maguire,
2018) and viewpoint integration—particularly with regards to
translation of information between egocentric and allocentric
representations (Vann et al., 2009; Mitchell et al., 2018).
Finally, the function of the OPA, located near the intraparietal
sulcus, remains unclear but its hypothesized roles include the
representation of environmental boundaries (Julian et al., 2016)
and the integration of discrete views in a 360◦ environment
(Robertson et al., 2016). Furthermore, two recent studies have
demonstrated the capacity of the OPA to encode potential future
pathways during spatial navigation (Bonner and Epstein, 2017;

Patai and Spiers, 2017). Although the PPA, RSC and OPA
appear to be crucial for high-level visual processing related to
spatial navigation, these scene-selective regions are also sensitive
to low-visual features in scenes including dominant cardinal
orientations (Nasr and Tootell, 2012), spatial frequencies, and
contrast (Kauffmann et al., 2015).

All these cerebral areas, which process visual information
and encode spatial representations, form the spatial navigation
network. Healthy aging has a deleterious impact on this neural
network, which manifests itself as navigational impairments,
reducing the autonomy of older adults (Moffat, 2009; Lithfous
et al., 2013; Lester et al., 2017). Several studies have reported
a specific decline in the use of allocentric strategies in
navigation tasks (for a review, see Klencklen et al., 2012).
This is linked to the age-related atrophy and dysfunction of
hippocampal regions, as well as to age-dependent changes
occurring in the parahippocampal gyrus, the RSC, and the
frontal regions (Moffat et al., 2006; Zhong and Moffat,
2018). On the other hand, egocentric strategies, which are
supported by parietal and striatal regions, appear to be
relatively well preserved in older adults (Harris and Wolbers,
2012; Harris et al., 2012). In addition, recent neuroimaging
studies have highlighted age-related changes within low-visual
regions dedicated to central visual field processing (Brewer
and Barton, 2012; Ramanoël et al., 2015). A decline in
low-level visual processing is expected to negatively influence
spatial navigation.

To date, the majority of work investigating the age-related
neurocognitive decline in navigation abilities has focused on
brain regions engaged during spatial navigation separately.
Less consideration has been given to the navigation network
as a whole. Magnetic resonance imaging (MRI) is a useful
tool for non-invasively studying the age-related differences in
functional and structural connectivity between regions within the
navigation network. Functional connectivity can be probed using
resting-state functional MRI, which measures the correlation
between low-frequency spontaneous fluctuations in the blood
oxygen level dependent (BOLD) signal across brain regions in the
absence of an explicit stimulus (Damoiseaux, 2017). The absence
of a specific task in resting-state paradigms is advantageous in the
study of healthy aging as it reduces confounding variables related
to skill level, experience and fatigue. Structural connectivity can
be evaluated using diffusion-weighted MRI. This technique is
sensitive to the Brownian motion of water molecules within a
given voxel of the brain, and, in particular, within the constraints
of white matter tracts, hence allowing tract alterations to be
studied. More precisely, this technique measures the general
diffusion of water molecules related to barriers and obstacles
imposed by the arrangement of fibers and cell membranes in
brain tissue (for a detailed description of diffusion-weighted
imaging methods, see Jones et al., 2013; Wandell, 2016; Jeurissen
et al., 2017). Different parameters of interest can be extracted
from which the white matter fiber organization can be inferred
(Soares et al., 2013). The fractional anisotropy quantifies the
diffusion direction preference, and it is particularly sensitive to
microstructure changes like axonal density (Mori and Zhang,
2006; Lerner et al., 2014). The axial and radial diffusivity enable
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the characterization of diffusivity in the principal diffusion
axis and in both secondary axes, respectively. Both axial
and radial diffusivities are sensitive to changes in myelin
and axonal integrity in healthy subjects (Kumar et al., 2013;
Winklewski et al., 2018).

Aging induces a reorganization of the functional and
structural connectivity of the brain. A decrease in connectivity
within several cerebral networks, including the default-mode
network and the executive network, is a common finding
of whole brain functional studies and it is associated with
age-related cognitive decline (for a review, see Ferreira and
Busatto, 2013). With respect to structural connectivity, recent
studies using diffusion imaging have reported a decrease in
fractional anisotropy associated with an increase in mean and
radial diffusivities in normal aging (Bennett and Madden, 2014).
While there is evidence for functional and structural connectivity
changes in normal aging, such effects in the spatial navigation
brain network remain poorly studied. To our knowledge, only
Korthauer et al. (2016) have investigated age-related structural
connectivity changes within the spatial navigation network. In
this study, participants performed a computerized version of
the hidden-platform Morris water-maze task. Results from this
study showed a fractional anisotropy decrease in the uncinate
fasciculus (a white matter tract connecting the HC with the
mPFC) amongst older adults, which was associated with an
increased time delay when solving the task. However, only whole
brain analysis was performed as opposed to network analysis of
structural connectivity between those brain structures that are
specifically dedicated to spatial navigation. Furthermore, with
the exception of the RSC, brain structures involved in high-level
visual information processing during human spatial navigation
were not considered.

The present study evaluated the effect of normal aging on
the spatial navigation brain network. To accomplish this aim,
we focused on how functional and structural connectivity differ
between young and older groups within key structures involved
in navigation: the mPFC, the HC, and the scene-selective regions
(PPA, RSC, and OPA). In addition, considering the crucial role
of vision for human spatial navigation, we additionally included
the projection into the visual cortex of central and peripheral
visual fields in our navigation network analysis. We anticipated
age-related differences in the spatial navigation network in
functional and structural connectivity. We hypothesized that
there would be heterogeneous connectivity changes between key
regions of interest within our spatial navigation network, and
that such changes would be associated with spatial cognition, in
particular regarding navigational strategies.

MATERIALS AND METHODS

Participants
Among the 41 healthy participants initially enrolled in
the study, two older participants were excluded due to
anatomical abnormalities, which resulted in failure of the
normalization procedure. The participants were part of the
French cohort population SilverSight (∼350 subjects) established
and followed-up ever since 2015 at the Vision Institute—Quinze-

Vingts National Ophthalmology Hospital, Paris. All participants
were native French speakers, and they gave their written
informed consent to participate in the study. All screening and
experimental procedures were in accordance with the tenets of
theDeclaration of Helsinki and they were approved by the Ethical
Committee ‘‘CPP Ile de France V’’ (ID_RCB 2015-A01094-
45, CPP N◦: 16122). All participants had normal or corrected-
to-normal vision, and they had no history of neurological
or psychiatric disorders, or sensorimotor dysfunctions. Older
participants had a score of 26 or higher on the Mini
Mental State Examination (MMSE; Folstein et al., 1975).
The ensemble of clinical and functional examinations used
to enroll the participants included: an ophthalmological and
functional visual screening, a neuropsychological evaluation, an
oculomotor screening, an audio-vestibular assessment as well as
a static/dynamic balance examination. The neuropsychological
assessment included a computerized version of the 3D mental
rotation test (3D-Rotation, Vandenberg and Kuse, 1978), the
perspective-taking test (PTT, Kozhevnikov and Hegarty, 2001),
the Corsi block-tapping task (Corsi, 1972), and the figural
memory test (FGT, short and long) implemented in the Vienna
test system software (Schuhfried, 2012).

MRI Acquisition
Images were acquired using a 3T Siemens Magnetom Skyra
whole-body MRI system (Siemens Medical Solutions, Erlangen,
Germany) with a 64-channel head coil at the Quinze-Vingts
National Ophthalmology Hospital in Paris, France. Resting-state
functional magnetic resonance imaging (fMRI), diffusion-
weighted imaging and an anatomical image were acquired for
all participants, followed by two additional functional localizer
runs. The anatomical volume consisted of a T1-weighted,
high-resolution, three-dimensional MPRAGE sequence
(TR/TE/IT/flip angle = 2,300 ms/2.9 ms/900 ms/9◦; matrix
size = 256 × 240 × 176; voxel size = 1 × 1 × 1.2 mm).
For the resting-state functional scan, 304 volumes of
60 slices were acquired using a T2∗-weighted simultaneous
multi-slice echo planar sequence (SMS-EPI; TR/TE/flip
angle = 1,000 ms/30 ms/90◦; matrix size = 96 × 96; SMS = 2;
GRAPPA = 2; voxel size = 2.5 mm isotropic). Diffusion-weighted
images were acquired along 128 gradient directions (TR/TE/flip
angle = 1,600 ms/84 ms/90◦; 14 volumes b = 0 and 128 volumes
b = 1,500 s/mm2, SMS = 2; GRAPPA = 4; voxel size = 2.5 mm
isotropic). For the functional localizer scans of scene-selective
regions and low-visual areas, 364 and 304 volumes respectively of
64 slices were acquired using a T2∗-weighted SMS-EPI sequence
(TR/TE/flip angle = 1,000ms/30ms/90◦; matrix size = 100× 100;
SMS = 2; GRAPPA = 2; voxel size = 2.5 × 2.5 × 2.4 mm).

Stimuli and Procedure
Two independent functional localizers were used to map
individually scene-selective regions (PPA, RSC, OPA) and the
projection into visual cortex of central and peripheral visual
fields (CVF, PVF). A block fMRI paradigm, adapted from
Ramanoël et al. (2015) was then employed to locate scene-
selective areas. Participants were presented with blocks of gray
scale photographs (256 gray scales), all sized 900 × 900 pixels
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(or 18 × 18 degrees of visual angle) for scenes, faces, everyday
objects, scrambled scenes and scrambled objects. The functional
run lasted 6 min and it was composed of 14, 20 s task
blocks (four blocks of scenes, four blocks of scrambled scenes,
two blocks of faces, two blocks of objects and two blocks of
scrambled objects), including 20 different images of the same
category, and interspersed with four block of 20 s each, with a
fixation dot in the center of the screen displayed against a gray
background. Each stimulus was presented for 400 ms followed by
a 600 ms inter-stimulus interval with a fixation dot in the center
of the screen. Participants performed a ‘‘one-back’’ repetition
detection task.

To define ROIs for CVF and PVF regions, we used a blocked
eccentricity mapping experiment adapted from Chang et al.
(2015). Two rings composed of a black and white checkboard
flickering at 4 Hz were sequentially presented at the center (2◦

eccentricity) for 15 s and at the periphery (8◦ eccentricity) for
15 s of the visual field. All participants completed one 5 min
functional run. To ensure that participants remained focused on
the central point, they were asked to respond with a button press
when they saw a red or a green cross on the fixation dot. During
the resting-state fMRI acquisition, participants were asked to
close their eyes, to not think about anything in particular and to
remain awake.

MRI Data Pre-processing and Statistical
Analyses
Definition of the Navigation Network (ROIs)
Processing of localizer data was performed using SPM12 release
7,487 (Wellcome Department of Imaging Neuroscience, London,
UK1) implemented in MATLAB 2018a (Mathworks Inc., Natick,
MA, USA). For each participant, the first four functional
localizer volumes were discarded to allow for equilibration
effects and the remaining images were realigned to correct
for head movements and co-registered to the T1-weighted
anatomical image. The images were analyzed using a single
participant general linear model. Slice-timing correction was
not applied in line with the recommendations of the Human
Connectome Project functional pre-processing pipeline for
multi-slice sequences (Glasser et al., 2013). Similarly to Ramanoël
et al. (2018), a study-specific template in MNI space was created
using Diffeomorphic Anatomical Registration Exponentiated Lie
algebra (DARTEL) to improve inter-subject alignment during
normalization (Ashburner and Friston, 2005; Ashburner, 2007).
Finally, functional scans were smoothed with a 6 mm full-width
half maximum (FWHM) Gaussian kernel.

Statistical analysis was performed using general linear
model (Friston et al., 1995) at single participant level. For each
participant, eight conditions of interest (scenes, faces, objects,
scrambled scenes, scrambled objects, fixation, center ring and
peripheral ring) were modeled as eight regressors, constructed as
box-car functions and convolved with a canonical hemodynamic
response function. Movement parameters obtained from
realignment corrections were also considered in the model as an
additional factor of no interest. Time-series for each voxel were

1www.fil.ion.ucl.ac.uk/spm/

high-pass-filtered (1/128 Hz cut-off) to remove low-frequency
noise and signal drift.

PPA, RSC and OPA regions were located independently
for each participant as ROIs using the fMRI contrast
[Scenes > (Faces + Objects)]. CVF and PVF areas were
mapped using the contrasts (Center > Periphery) and
(Periphery > Center), respectively. Significant voxel clusters
on individual t-maps were identified using false discovery rate
correction (FDR) for multiple comparisons (alpha = 0.05) to
control for the overall false-positive rate. Sphere ROIs (5 mm
radius) were created at individual peaks of activation in each
scene-selective and low-visual region and in each cerebral
hemisphere (individual peak coordinates for PPA, RSC, OPA,
CVF and PVF are available in the Supplementary Table S1).

For the hippocampal region, participant-specific ROI masks
for the left and right HC were created using the VolBrain
online brain volumetry software (Manjón and Coupé, 20152).
Furthermore, ROI masks for the mPFC in the right and
left hemispheres were obtained from the automated anatomic
labeling atlas (AAL; Tzourio-Mazoyer et al., 2002).

Pre-processing and Statistical Analysis of Functional
Connectivity Data
Resting-state pre-processing steps were similar to those for
localizer paradigms described above. In addition, the Artifact
Detection Toolbox, included within the CONN functional
connectivity toolbox3 (Whitfield-Gabrieli and Nieto-Castanon,
2012), was used to detect scans with excessive movement.
The resulting scrubbing parameters were added as a first-level
covariate, along with realignment parameters (six parameters
obtained by rigid body correction of head motion). Physiological
and other spurious sources of noise were estimated using
CompCor (Behzadi et al., 2007), and they were regressed
out together with white matter, cerebrospinal fluid, motion
parameters, age and gender covariates. Linear detrending and
band-pass filtering (0.008–0.09 Hz) were carried out during
regression. Correlation analyses were performed by extracting
the mean BOLD signal time series from ROIs and computing
Pearson’s correlation coefficients between subject-specific ROIs
including the PPA, RSC, OPA, CVF, PVF, HC, and the mPFC
for each hemisphere and each group. We applied Fisher’s
r-to-z transformation to improve the normality of the bivariate
correlation matrix for each participant (14 × 14). To investigate
the age-related difference in functional connectivity, two-sided
two-sample t-tests were then performed to compare ROI-to-
ROI connectivity between the young and the older group. The
results were considered significant at p < 0.05 FDR corrected
for multiple comparisons and effect sizes were evaluated with
Hedges’ g score.

Pre-processing and Statistical Analysis of Diffusion
Data
All diffusion processing steps were performed using functions
implemented in FSL (FMRIB Software Library4). Diffusion MRI

2http://volbrain.upv.es/
3https://web.conn-toolbox.org/
4http://www.fmrib.ox.ac.uk
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data were first pre-processed to remove eddy-current-induced
distortions and motion artifacts. Brain tissues, were extracted
using the Brain Extraction Tool. Diffusion images were visually
inspected after each processing step to control for obvious
artifacts. Maps of diffusion parameters (including fractional
anisotropy, FA, mean diffusivity, MD, axial diffusivity, AD, and
radial diffusivity, RD) were calculated using DTIfit. A tract-
based ROI-to-ROI approach was taken for diffusion analyses.
The diffusion tensors were fitted using the Bayesian Estimation
of Diffusion Parameters Obtained using Sampling Techniques
(BEDPOSTX), which models fibers crossing in each voxel.

The resulting parameters were used to reconstruct the
distribution probability of tract locations using probabilistic
tractography (PROBTRACKX). This approach considers
crossing-fiber pathways and it provides maps of the probability
of the presence of a fiber in a voxel (Jbabdi and Johansen-Berg,
2011; Soares et al., 2013). This probabilistic technique includes
a parameter which accounts for the number of tracts between
the seed ROI (i.e., the starting point) and the target ROI (i.e., the
destination) divided by the total number of tracts from the seed
ROI. The connection between the seed and the target depends
on other tracts than those included in the seed-target pathway.
The probability of connection from the seed to the target can
differ from the probability of connection from the target to the
seed (Wandell, 2016). Therefore, each navigational ROI, after
being registered to the diffusion space, was used consecutively
as a seed and as a target. This enabled the creation of a map for
each combination of anatomical connectivity between two ROIs.
Five thousand samples per voxel were generated, a curvative
threshold of 0.2 was used and a correction for the distance across
seed and target regions was applied. Each tracking image was
normalized to MNI space using linear and nonlinear registration
tools (FLIRT and FNIRT) and divided by the total number of
samples generated creating a proportion image. Those maps
were also divided by the total number of tracts in order to
account for cross-subject ‘‘tractability’’ differences. Participants’
proportion maps were merged to create a mean group image
with a threshold fixed at p < 5.10E-6 to generate a mean mask
of tracts that were not rejected by the selection criteria. Group
masks were then restricted to voxels for which FA value was
superior to 0.2. Mean masks of each tract were used as restriction
masks on individual proportion maps to extract mean diffusion
parameters (FA, MD, AD, RD) for each pair of ROIs and each
hemisphere (14 × 14).

Despite the correction, the probability of connectivity
between two ROIs decreases as a function of distance (Morris
et al., 2008). In cases where the mPFC was used as a seed,
the signal was lost after thresholds were applied. Hence, the
anatomical connectivity of this region was not considered here.

Differences in mean diffusion parameters between young
and older groups in the new matrix (12 × 12) were assessed
using a two-sided two-sample t-test and they were considered
significant for p < 0.05 corrected for multiple comparisons
[p = 0.05/(12 × 12 × 4 × 2)]. Similarly to the functional
connectivity analysis, gender was included as a covariate and
effect sizes were evaluated with Hedges’ g score. Mean diffusion
parameters were not averaged across tracts however using two

regions as seed and target (Wandell, 2016). This allowed more
accurate results to be obtained and it provided confirmation that
tracts in these two sides showed the same diffusion parameter
direction differences between groups.

RESULTS

MRI data were analyzed from 39 participants divided into
two age groups: a young group (N = 19; 10 females; mean
age ± SD: 27 ± 4.3 years; age range: 21–37 years) and an older
group (N = 20; 10 females; mean age ± SD: 73 ± 4.1 years;
age range: 66–80 years). All subjects had visual, oculomotor,
and audio-vestibular faculties in between or above normative
age-dependent limits. In Table 1, we present the behavioral
performances obtained in the cognitive tests for the older group
only. Cognitive data for the young participants were not included
here for the partial dataset of neuropsychological assessment for
young participants (12 of 19 young participants completed the
entire neuropsychological evaluation).

Age-Related Differences in Functional
Connectivity in the Spatial Navigation
Network
We performed a ROI-to-ROI functional connectivity analysis
on the resting-state fMRI data by computing the strength
of correlation between all possible pairs of ROIs within the
navigation network. We sought age-related differences by
directly comparing ROI-to-ROI correlation values between
young and older groups (Figure 1). We found a significant
age-related decrease in the functional connectivity between
visual cortical fields and the HC (p < 0.05, FDR correction
for multiple comparisons; see Supplementary Table S2 for full
details on statistical correlations). More precisely, older adults
exhibited a decrease in the functional connectivity between the
left peripheral visual field region and the right and left HC
as compared to the young group (Figures 1A,B). Associated
with these changes between visual and hippocampal regions,
we found a significant increase in the functional connectivity
between OPA and PPA regions in the left hemisphere of older
adults (Figures 1A,C; see Supplementary Table S2 for detailed
statistics). Finally, we did not find any significant age-related
differences in functional connectivity for the RSC and the
mPFC regions.

TABLE 1 | Mean and standard deviation (SD) of scores obtained on cognitive
tests in the old group; 3D mental rotation test (3D-Rotation), perspective-taking
test (PPT), short and long-term figural memory test (FGT-short and FGT-long),
short and long Corsi block-tapping task (Corsi-short and Corsi-long).

Old group

Gender (M/F) 10/10

Mean SD

3D-Rotation 11.2 2.9
PTT 45.5 26.4
FGT-short 5.8 1.8
FGT-long 6.2 1.9
Corsi-short 4.4 0.8
Corsi-long 4.4 0.8
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FIGURE 1 | Cerebral regions (ROI-to-ROI analysis) showing a significant difference between groups (Young Group vs. Older Group) in functional connectivity.
(A) Connectome ring with navigational brain regions showing a decrease (in red) and an increase of functional connectivity for older adults compared to young ones.
(B) Sagittal view of the brain with regions showing a significant decrease of functional connectivity in older adults. (C) Sagittal view of the brain with regions showing
a significant increase in functional connectivity in older subjects. The statistical significance threshold was set at p < 0.05 FDR-corrected for two-sided analysis.
L, left; R, right; CVF, central visual field; PVF, peripheral visual field; OPA, occipital place area; PPA, parahippocampal place area; HC, hippocampus.

Hedges’g scores for the effect size of significant differences
between young and older participants ranged from 0.8 to 1.1. As
proposed by Cohen (1988), the magnitude of the effects reported
here was considered large (effect size > 0.8).

Age-Related Differences in Structural
Connectivity in the Spatial Navigation
Network
We conducted a probabilistic tract-based ROI-to-ROI analysis
on diffusion data to assess the structural connectivity within
the navigation network. We evaluated age-related differences
by comparing ROI-to-ROI diffusion values for each diffusion
parameter (fractional anisotropy, mean diffusivity, axial
diffusivity, and radial diffusivity) between groups (Figure 2).
We found age group differences with a significant decrease
in fractional anisotropy and an increase in mean and radial
diffusivity for older adults as compared to young participants
across all ROIs (see Supplementary Table S3 for full statistical
details and Supplementary Figure S1). More precisely,
we reported significant age-related structural connectivity
differences between all ROIs for at least one diffusion parameter.
Interestingly, we also found that the anatomical connectivity
around the OPA region was more preserved in older adults

with respect to other navigational ROIs (with the exception
of the connectivity between the OPA and RSC). The ROI-
to-ROI tracts showing age-related differences in our spatial
navigation network matched with three main tracts from the
JHU-white matter tractography atlas: the posterior part of
the inferior longitudinal fasciculus (ILF), the posterior part
of the inferior fronto-occipital fasciculus (IFOF) and the
forceps major.

We then examined the co-variation of fractional anisotropy,
the mean and radial diffusivities between age groups. Results
revealed differences in structural connectivity only between both
hemispheres in the navigation network (Figure 3A). We found
age-related differences between the left low-visual areas and the
right HC (red lines), as well as between the right low-visual
areas and the left HC (blue lines). We also found structural
age-related connectivity differences between the right and the left
HC and between HC and PPA for both hemispheres (green line).
Interestingly, the ROI-to-ROI tracts from our analysis showing a
covariation of fractional anisotropy, mean and radial diffusivities
for young adults compared to older subjects (Figure 3B), which
appeared to be very similar to the forceps major tract from
the JHU white-matter tractography atlas (Figure 3C; Hua et al.,
2008). As expected, the connectivity matrices were asymmetric
(see Supplementary Figure S1). We found similar age-related
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FIGURE 2 | Correlation matrices representing differences between groups (Young Group vs. Old Group) for diffusion parameters. The statistical significance
threshold was set at p < 0.05 corrected for multiple comparisons for two-sided analysis. FA, fractional anisotropy; MD, mean diffusivity; AD, axial diffusivity;
RD, radial diffusivity.

diffusion parameter differences when ROIs were considered
as seed and target, with the exception of the HC. Indeed,
differences were only seen for the HC as a target ROI, but
not as a seed. This result could be explained by the correction
applied during the normalization of maps related to the size
of the seed ROI.

The magnitude of the effects for structural results reported
here was between 1.1 and 2.2 (> 0.8 considered large).

Association Between Neuropsychological
Assessment and Connectivity Measures
We conducted correlational analyses between cognitive scores
obtained from the neuropsychological evaluation (3D-Rotation,
PPT, FGT short and long, Corsi short and long) and connectivity
measures (functional and structural) for the older group only.We
found no significant association between functional connectivity
and cognitive scores. By contrast, for structural connectivity, we
showed a significant correlation between fractional anisotropy
values and two pairs of ROIs within our navigational network.
More precisely, we found a negative correlation (r = −0.87) for
the 3D-Rotation test between the R-CVF and the R-OPA; and
a positive correlation (r = 0.80) for the FGT (long) between the

R-OPA and the R-RSC [p-values were Bonferroni-corrected for
multiple comparisons: p = 0.05/(12 × 12 × 6)].

Finally, we conducted a correlation analysis between
functional and structural brain connectivity measures for all
participants. Results showed no significant correlations.

DISCUSSION

The present neuroimaging study assessed age-related brain
connectivity differences within the spatial navigation network.
Our results indicate that both functional and structural
connectivity of brain areas involved in spatial coding and
navigation are altered in healthy aging. Our functional results
show decreased connectivity between low-visual areas and the
HC, associated with an increase in connectivity between OPA
and PPA in older participants compared to young subjects.
Concerning anatomical connectivity, we observed a general
decline in whitematter integrity of the spatial navigation network
in older adults. We found altered anatomical connectivity
in several ROIs including low-visual areas, scene-selective
regions and the HC, characterized by a modification of
fractional anisotropy, as well as mean and radial diffusivities.
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FIGURE 3 | (A) Cerebral regions showing covariation of diffusion parameters between hemispheres. (B) Tractography from our analysis showing a covariation of FA,
MD and RD parameters for young compared to older adults. (C) Forceps major tract from the JHU white-matter tractography atlas (Hua et al., 2008). Red line:
connection from LH to RH, blue line: connection from RH to LH, green line: both hemispheres, LH, left hemisphere; RH, right hemisphere; CVF, central visual field;
PVF, peripheral visual field; OPA, occipital place area; PPA, parahippocampal place area; RSC, retrosplenial cortex; HC, hippocampus. FA, fractional anisotropy; MD,
mean diffusivity; RD, radial diffusivity; YG, young group; OG, old group.

In addition, the relative lack of differences in OPA connectivity
suggests that the structural connectivity of this region is
less disrupted than that of other regions within the spatial
navigation network.

Functional Connectivity
From a functional perspective, we found age-related differences
in the connectivity between low-level visual areas and high-level
spatial areas. First, we showed a decrease in functional
connectivity within the posterior part of our network,
encompassing CVF and PVF between both hemispheres
and dedicated to processing low-visual information in older
adults. Age-related functional connectivity changes between
low-visual regions could be interpreted in light of subtle visual
deficits (e.g., decreases in visual acuity and contrast sensitivity)
typically seen in normal aging (Owsley, 2011, 2016) and related
brain changes. Healthy older adults, for example, show a reduced
surface area and increased population receptive field sizes in
the foveal representations of V1, V2 and hV4 compared to
young adults (Brewer and Barton, 2012, 2014). In addition,
previous studies highlighted specific visual deficits in normal
aging related to low-visual activation within early visual areas
and scene-selective regions (Ramanoël et al., 2015). Second,
our results showed an age-related decrease in functional
connectivity between low-visual areas and the HC, a key
structure within the navigation network. Several studies on
healthy subjects (Chadwick et al., 2013; Zeidman et al., 2015)
and on patients with hippocampal lesions (Lee et al., 2005)

have demonstrated the role of the HC in visual perception. For
example, Chadwick et al. (2013) reported a top-down influence
of the HC on early visual areas. Our results, showing a decreased
functional connectivity associated with aging, do not allow us to
determine the direction of effect between top-down modulation
(i.e., reactivation of sensory representations) and bottom-up
modulation (i.e., visuospatial input leading to representations of
visual environment).

Conversely, the functional connectivity was higher for older
compared to young participants in the anterior part of the spatial
navigation network, between the left OPA and left PPA. The
role of PPA in spatial navigation has previously been described
in relation to the representation of landmark-based navigation
(Epstein and Vass, 2014). The HC, on the other hand, is
considered to provide the neural basis for the encoding of spatial
information and long-term memory (see Maguire and Mullally,
2013 for a review). The PPA is able to sufficiently support the
recognition of scenes and landmarks, however, without the need
for engagement of the HC (Köhler et al., 2002; Epstein, 2008).
Furthermore, the parahippocampal regions are less affected by
normal aging than the HC itself (Zhong and Moffat, 2018).
The increased functional connectivity between the OPA and
the PPA in normal aging may, therefore, represent a putative
compensatory mechanism in spatial navigation as these regions
assume greater navigational roles in order to counter the reduced
connectivity of theHC. Previous work has suggested that the PPA
may be functionally divided into two distinct scene-processing
networks (Baldassano et al., 2016). Of note is the posterior PPA
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association with the OPA as a visual network. The increased
connectivity between the OPA and PPA in the present study may
hence represent visual components in aging. Alternatively, the
anterior-posterior distinction of the PPAmay disappear with age,
as the anterior PPA assumes a role similar to the HC.

Contrary to previous research, we did not observe an
age-related difference in functional connectivity of the
RSC. Moffat et al. (2006), for example, demonstrated that
older participants exhibited reduced fMRI activation in the
posterior HC, posterior parahippocampal gyrus and RSC
compared to younger participants when encoding a virtual
environment. Again, our focus on functional connectivity
at rest rather than task-related activity may be the source of
such discrepancies.

Structural Connectivity
Concerning anatomical connectivity, our results showed a
general decline in white matter integrity of the spatial navigation
network in older adults, in line with previous studies using a
whole-brain MRI diffusion approach (Fjell et al., 2009; Bennett
and Madden, 2014; Coupé et al., 2017). These results, in
conjunction with the absence of change for the axial diffusivity
parameter, suggest an age-related loss of white matter integrity
within the spatial navigation network, which is likely to reflect
demyelination rather than axonal loss (Madden et al., 2009;
Bennett et al., 2010). Interestingly, we found a relative lack of
differences in OPA connectivity suggesting that the structural
connectivity of this region is less disrupted than that of other
regions within the spatial navigation network.

The consideration of the covariation of diffusion parameters
in our structural connectivity analyses permits further
interpretation of our results. The covariation of multiple
diffusion metrics within a given tract, compared to single-
factor variation, aids the biological interpretation of white matter
structural changes (Soares et al., 2013). As such, when solely ROIs
presenting fractional anisotropy, mean and radial diffusivities
co-varying connectivity differences between older and young
groups are considered, the apparent inter-hemispheric nature
of these differences is noteworthy. Moreover, these connectivity
differences between hemispheres involve a unique white matter
tract, namely the forceps major located on the splenium of
the corpus callosum. The forceps major connects the occipital
lobes and it plays an important role in processing visual cues
(Goldstein and Mesfin, 2017). Since axial diffusivity remains
unmodified, white matter modifications of this tract during
aging appear to be related to demyelination. This result is
consistent with previous studies showing a decrease in the
structural integrity of the forceps major during aging (Bennett
and Madden, 2014). Furthermore, this tract seems to be
largely involved in spatial navigation. For example, Tamura
et al. (2007) reported the case of a patient who developed
similar symptoms to pure topographical disorientation after
experiencing a lesion within the right forceps major. More
specifically, this patient presented with visuospatial deficits and
difficulty using information derived from landmarks. Diffusion
modifications observed in the forceps major during aging in our
study are consistent with the interhemispheric disconnection

model proposed by O’Sullivan et al. (2001), thus suggesting that
disconnection plays a role in cognitive deficits with aging.

Behavioral Relevance of Age-Related
Connectivity Differences
Altogether, our structural and functional findings suggest an
age-related decline in the connectivity of the pathway from
low-visual areas to the HC, combined with a maintained
connectivity around the OPA. These results may be interpreted
as a compensatory mechanism for age-related alterations around
the HC, favoring the use of the preserved structural network
in the region of the OPA mediating egocentric navigation.
This pattern agrees with the current literature regarding spatial
navigational strategies in aging. The HC, and in particular the
hippocampal body, is known to be vulnerable to normal aging
(Malykhin et al., 2017). Volume reductions of the HC have been
associated with allocentric spatial navigation deficits (Guderian
et al., 2015; Colombo et al., 2017), and there is a tendency for
greater reliance on egocentric as opposed to allocentric spatial
navigation strategies with increasing age (Harris et al., 2012;
Rodgers et al., 2012; Gazova et al., 2013). The OPA, on the other
hand, plays a key role in egocentric spatial navigation strategy,
related to visual information (Bonner and Epstein, 2017). For
example, this high-level visual region appears to be sensitive
to egocentric distance and to first-person perspective motion
(Kamps et al., 2016; Persichetti and Dilks, 2016).

Moreover, the age-related differences reported here are also
involved in the visual cortex. Visual information is crucial
for successful navigation (Ekstrom, 2015). Several studies have
emphasized a key interaction between the HC and areas
involved in visual perception during the internal representation
of spatially coherent scenes (Zeidman et al., 2015; Zeidman
and Maguire, 2016). In the past, age-related changes in spatial
cognition have generally been attributed to poor strategic choice
and memory loss due to frontal and hippocampal atrophy.
The impact of a decline in visuo-perceptual ability with age
has tended to be neglected and future studies should consider
the impact of such a decline. This is particularly relevant in
light of the distinct visual scene-processing network, composed
of the OPA and PPA, described by Baldassano et al. (2016).
The age-related changes in the posterior regions of the spatial
navigation network in the present study adhere to the classic
posterior-to-anterior shift theory of healthy aging (Davis et al.,
2008). However, Cabeza et al. (2018) recently proposed greater
clarification of the terminology surrounding compensation
mechanisms in healthy aging. In particular, Cabeza et al.
(2018) differentiated between compensation by selection, by
upregulation and by reorganization. As the current study focused
on functional connectivity at rest and structural connectivity
only, it is not possible to know precisely which compensation
mechanism is engaged. Contrary to our expectations, one of
our findings showed a negative correlation between fractional
anisotropy values between the CVF and OPA and 3D-Mental
Rotation scores for older participants. In other words, greater
fractional anisotropy in normal aging was associated with a
decrease in mental visual rotation abilities. Future work could
clarify this last result and the nature of the compensation
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mechanism, perhaps by using task-based functional MRI to
measure BOLD response within the spatial navigation network
during a task aimed at testing allocentric and egocentric
navigation strategies.

Concerning the involvement of the RSC in the spatial
navigation network, our results show an age-related loss of
structural white matter integrity around the RSC, but no
changes in functional connectivity of this high-level visual
brain region. Several studies have highlighted the key function
of the RSC in spatial navigation (for a review, see Mitchell
et al., 2018) such as its role in translating from egocentric
into allocentric reference frames. Neuroimaging studies have
reported that the RSC activity was related to recollection
processing of permanent visual landmark during a navigation
task using a first-person perspective (Auger et al., 2012; Auger
and Maguire, 2018). This point was partially assessed by our
results showing that older participants with fractional anisotropy
values close to young participants between the OPA and
RSC exhibited better performance on the figural memory test.
Concerning RSC-PPA connectivity, a recent study showed that
functional and anatomical changes in a patient suffering from
developmental topographic disorientation were associated with
spatial navigation impairments (Kim et al., 2015). However, in
the present study of healthy aging, we did not observe functional
connectivity differences within the RSC-PPA pathway. The
preservation of functional connectivity here in healthy older
adults may account for their relatively spared navigational
abilities compared to patients with topographic disorientation.
Indeed, several studies have suggested that a loss of white matter
integrity leads to functional connectivity changes (Ferreira and
Busatto, 2013).

Surprisingly, regarding the anterior component of the spatial
navigation network, there were no specific age-related changes
in functional and structural connectivity between the mPFC and
other ROIs in the spatial navigation network. Previous work has
nonetheless shown white matter damage to be more pronounced
in anterior compared to posterior regions (Gunning-Dixon et al.,
2009; Madden et al., 2009), as well as between the HC and
the mPFC (Korthauer et al., 2016). The divergence of our
results from current literature could be partially explained by
methodological differences. In the majority of MRI studies,
diffusion data is acquired in each phase-encoding direction
in order to correct image distortions, which mainly appear
in frontal regions. In our work, with the aim of minimizing
the MRI examination duration for older participants, diffusion
data were acquired in solely one direction. Moreover, in our
probabilistic tractography analysis, a conservative threshold was
applied. These two factors are associated with a bias related to
the longer distance between mPFC and all other ROIs, which
could explain the absence of results from the mPFC in the spatial
navigation brain network. As such, caution is advised regarding
the results from the frontal regions of the spatial navigation
brain network.

Limitations
The findings of the present study should be considered in light
of several limitations. Here, we focused solely on certain key

visual structures within the spatial navigation network. Previous
studies have, however, considered additional cerebral areas such
as prefrontal, motor and cerebellar regions or the entorhinal
cortex (Doeller et al., 2008; Rodriguez, 2010;Iglói et al., 2014; Hao
et al., 2016; Stangl et al., 2018). Further research using task-based
fMRI involving different navigation strategies, combined with
a complete neuropsychological assessment of navigation skills,
would permit the validation of the inclusion and/or exclusion of
key structures within the spatial navigation network as well as the
investigation of brain connectivity related to visual information
processing for navigation. Notably, a recent computational
modeling study (Bicanski and Burgess, 2019) highlighted the
importance of considering entorhinal cortex connectivity with
frontal and parietal regions to investigate age-related changes in
visuospatial abilities. Furthermore, this would address difficulties
regarding the interpretation of functional connectivity changes.
For example, increases in functional connectivity could represent
a disruption rather than an improvement related to behavior.
An additional limitation of the present study is the lack
of information regarding the dynamic nature of connectivity
changes in normal aging. Longitudinal studies of normal aging
would provide a means to evaluate this issue. Finally, future
studies should consider investigating the hippocampal subfields
as proposed by Hrybouski et al. (2019, see also Dalton et al.,
2019) to further elucidate age-related changes in the spatial
navigation network.

CONCLUSION

To conclude, the present study sheds light on specific age-related
differences in connectivity between key cerebral structures
involved in spatial navigation. The older adults enrolled in this
study exhibited a decrease in functional connectivity between
low-visual areas and the HC, associated with greater functional
connectivity between OPA and PPA regions. Interestingly,
structural connectivity results showed differences in white
matter integrity within the navigation brain network, although
less pronounced around the OPA. This pattern of brain
connectivity differences can be interpreted as a compensatory
mechanism for the age-related alterations concerning the HC,
thus favoring the use of the preserved structural network
mediating egocentric navigation. These findings emphasize the
importance of considering the link between the decline of visual
and navigation abilities in future studies on the effects of normal
or pathological aging in spatial cognition.
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A challenge in motor control research is to understand the mechanisms underlying
the transformation of sensory information into arm motor commands. Here, we
investigated these transformation mechanisms for movements whose targets were
defined by information issued from body rotations in the dark (i.e., idiothetic information).
Immediately after being rotated, participants reproduced the amplitude of their perceived
rotation using their arm (Experiment 1). The cortical activation during movement
planning was analyzed using electroencephalography and source analyses. Task-related
activities were found in regions of interest (ROIs) located in the prefrontal cortex (PFC),
dorsal premotor cortex, dorsal region of the anterior cingulate cortex (ACC) and the
sensorimotor cortex. Importantly, critical regions for the cognitive encoding of space did
not show significant task-related activities. These results suggest that arm movements
were planned using a sensorimotor-type of spatial representation. However, when a 8 s
delay was introduced between body rotation and the arm movement (Experiment 2),
we found that areas involved in the cognitive encoding of space [e.g., ventral premotor
cortex (vPM), rostral ACC, inferior and superior posterior parietal cortex (PPC)] showed
task-related activities. Overall, our results suggest that the use of a cognitive-type of
representation for planning arm movement after body motion is necessary when relevant
spatial information must be stored before triggering the movement.

Keywords: idiothetic, vestibular, movement planning, frontal lobe, posterior lobe, space updating, body motion,
human

INTRODUCTION

After exposure to passive rotation with the eyes closed, we have a fair idea of our new position
relative to the surrounding objects. It would then be possible to move the arm to point towards
these objects even without visual feedback. These perceptual and motor outcomes are thought
to reflect the brain’s capacity to process idiothetic information generated during self-motion
(e.g., from vestibular receptors) to update the spatial representation of the environment and to plan
the arm motor commands.

Much progress has been made on the neural processes underlying spatial updating
through idiothetic information since the seminal discovery of hippocampal place cells
by O’Keefe and Dostrovsky (1971; for recent advances, see Cullen and Taube, 2017;

Frontiers in Neural Circuits | www.frontiersin.org 1 October 2019 | Volume 13 | Article 70144

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org/journals/neural-circuits#editorial-board
https://www.frontiersin.org/journals/neural-circuits#editorial-board
https://doi.org/10.3389/fncir.2019.00070
http://crossmark.crossref.org/dialog/?doi=10.3389/fncir.2019.00070&domain=pdf&date_stamp=2019-10-30
https://creativecommons.org/licenses/by/4.0/
mailto:jean.blouin@univ-amu.fr
https://doi.org/10.3389/fncir.2019.00070
https://www.frontiersin.org/articles/10.3389/fncir.2019.00070/full
https://www.frontiersin.org/articles/10.3389/fncir.2019.00070/full
https://www.frontiersin.org/articles/10.3389/fncir.2019.00070/full
https://loop.frontiersin.org/people/81907/overview
https://loop.frontiersin.org/people/214391/overview
https://loop.frontiersin.org/people/782446/overview
https://loop.frontiersin.org/people/102737/overview
https://loop.frontiersin.org/people/206960/overview
https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Blouin et al. Vestibular-Based Planning of Arm Movement

Moser et al., 2017; Laurens and Angelaki, 2018). In contrast,
the neural mechanisms underlying the control of movements
through idiothetic information remain largely unknown. To
help elucidate these mechanisms, we recorded human cortical
activities associated with the planning of armmovements defined
through self-motion sensory cues. We adapted an established
protocol for investigating space updating processes in human
and non-human primates by asking seated participants to move
their arm with the same amplitude, but in the opposite direction,
of the passive body rotation they just experienced (Bloomberg
et al., 1988; Israël et al., 1993; Ivanenko et al., 1997; Blouin
et al., 1998; Medendorp et al., 2002; Baker et al., 2003; Bresciani
et al., 2005; Wei et al., 2006; Ventre-Dominey and Vallee, 2007;
Simoneau et al., 2009). Relevant body rotation information for
planning such movements are deemed to be largely mediated by
vestibular inputs, as perception of passive motion in the dark is
largely impaired in patients suffering total bilateral vestibular loss
(Valko et al., 2012).

According to research on space perception, the parameters
of the arm movement produced after body motion would
be defined using a cognitive representation of the body-in-
space position which is updated while being rotated (Loomis
et al., 1996; Klier and Angelaki, 2008; Medendorp, 2011).
As an important hub structure for processing visuospatial
information (Andersen et al., 1997; Medendorp et al., 2003;
Gutteling and Medendorp, 2016), the occipito-parietal cortex
could then provide relevant information for planning the
arm movement. This hypothesis is consistent with the
observation made by Ventre-Dominey and Vallee (2007)
that patients with an occipito-parietal lesion show large
errors when pointing towards memorized targets after passive
body motion.

The cingulate and prefrontal cortices, which both respond
to vestibular inputs (Dieterich et al., 2003; Stephan et al.,
2005; Smith et al., 2012), could also contribute to movement
planning processes. The cingulate cortex indeed contains hand
motor areas that connect to spinal motor neurons (Amiez
and Petrides, 2014) and to the arm area of the motor
cortex (Dum and Strick, 1991). The contribution of the
prefrontal cortex (PFC) to vestibular-based motor processes is
supported by the large errors observed in individuals with PFC
lesions when producing vestibular memory-contingent ocular
movements (Israël et al., 1992; Pierrot-Deseilligny et al., 1993;
Pierrot-Deseilligny et al., 1995).

In the present study, we used the electroencephalographic
(EEG) source localization to determine if the pattern of activation
in the fronto-parietal areas would be consistent with the
hypothesis that arm motor commands are built according to a
cognitive representation of visual space that is updated during
body rotations.

MATERIALS AND METHODS

Participants
Nine healthy adults participated in this study (three
women, mean age: 26.6 ± 2.7 years). All participants were

right-handed with normal or corrected-to-normal vision.
The experiment was conducted in accordance with the
Declaration of Helsinki. A written informed consent was
obtained from the participants before the study and the
experiment was approved by the Laval University Biomedical
Ethics Committee.

Experimental Set-Up
We used the same experimental set-up that has been employed
in other investigations of the vestibular functions (Simoneau
et al., 2009; Mackrous and Simoneau, 2011, 2014, 2015).
The participants sat on a chair in a completely dark room.
They were secured to the chair using a four-point belt
and the use of a chin rest limited movements of the head
relative to the trunk during the chair rotations. The chair
could be manually rotated around the vertical axis by an
experimenter using a handle attached behind the chair. Rotating
the chair manually minimized the risk of contaminating
EEG recordings by electric noise that could be generated by
motorized revolving chairs (for a discussion on this issue,
see Nolan et al., 2009). An array of four LEDs placed on
the floor behind the chair indicated to the experimenter the
initial chair position and the angular targets of the rotations
(i.e., 20◦, 30◦ and 40◦ in the counter-clockwise direction).
A laser fixed on the handle behind the chair and directed
toward the array of LEDs helped the experimenter to produce
the required chair displacements. The experimenter produced
discrete chair motion without making corrections when the
LEDs of the chair and of the angular target did not match.
Note that the variability in the manually-produced rotations
observed for each angular target, which was expected to be
small according to previous studies from different laboratories
using similar set-ups (e.g., Hanson and Goebel, 1998; Blouin
et al., 2010; Mackrous et al., 2019), was not detrimental
in the present experimental context. In fact, it introduced,
together with the use of three different rotation amplitudes,
uncertainty into movement planning and minimized the risk
of participants implementing stereotyped arm motor responses.
Chair angular position was recorded with an optical encoder

FIGURE 1 | Schematic representation of the procedures used in the
Movement condition.

Frontiers in Neural Circuits | www.frontiersin.org 2 October 2019 | Volume 13 | Article 70145

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Blouin et al. Vestibular-Based Planning of Arm Movement

(1 kHz, US digital, model H5S, Vancouver, WA, USA) fixed
at the center of rotation of the chair (see below for chair
kinematics analyses).

Design of the Experiment
Diagrams depicting the experimental task are provided in
Figure 1. Throughout the trials, participants had to gaze
at a chair-fixed LED located 1 m straight-ahead at eye
level. This prevented participants from determining body
displacements through sensorimotor signals linked to eye
position and motion. Before each trial, the verbal instruction
‘‘ready’’ was given to the participants while their right hand
was resting on their right thigh. Then, 2–3 s later, one
of the three angular targets behind the chair turned on,
indicating to the experimenter the rotation amplitude that
had to be produced in the counter-clockwise direction. One-
hundred milliseconds after rotation offset (i.e., after the chair
angular velocity dropped below 2.5◦ s−1), a buzzer emitted
a 50 ms tone. For the participants, this auditory cue served
as an imperative (go) signal to reproduce the amplitude of
perceived body rotations with a rapid horizontal movement
of the right arm in the clockwise direction (i.e., opposite to
the rotation direction). The movement consisted of external
and upper rotations of the shoulder. Note that because
the buzzer was fixed 1.5 m above the participants’ head, the
tone could not be used as a spatial reference to determine
body orientation after rotation. After the arm movement, the
participants were rotated back to the starting position and got

ready for the next trial which started only after a minimum
delay of 15 s.

The EEG recordings after body rotations (i.e., during
the planning of the arm movement) could contain noise
and task-irrelevant activities induced for instance by the
imperative auditory stimulus, residual rotation-induced ocular
movements or artifacts arising from motion of the electrode
cables. To identify the cortical activities related to arm
movement planning, we compared the EEG recordings with
those obtained in a control condition (referred to as no-
movement condition) wherein no instruction other than keeping
quiet during the rotation and after the tone (i.e., after
rotation offset) were given to the participants. Our reasoning
was that any differential activities after the tone between
conditions with and without arm movement would reflect
cognitive or sensorimotor processes relevant to movement
planning. Participants performed 75 trials in both the movement
and no-movement conditions (25 trials for each pseudo-
randomly selected angular target) for a total of 150 trials.
Five participants started the experimental session with the
movement condition.

Figure 2 shows the mean amplitudes (left column) and
velocities (right column) of the chair angular displacement
(with and without arm movements). The figure illustrates that,
in both conditions, the body rotations had amplitudes close
to the angular targets of the rotation (i.e., 20◦, 30◦, 40◦)
and had similar bell-shaped velocity profiles. Chair kinematics
similarity between conditions was confirmed by the results of

FIGURE 2 | Mean amplitudes (left column) and velocities (right column) of the chair rotations for the 20◦, 30◦ and 40◦ chair rotation conditions. Shaded areas
represent the between-participant standard deviation of the means. (A) Movement condition. (B) No-movement condition.
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the ANOVAs 2 (Condition) × 3 (Angular rotation) which
did not show significant effect (p > 0.05) of Condition on
rotation amplitudes (F(1,16) = 0.23, p = 0.64) or on peaks angular
velocity (F(1,16) = 0.85, p = 0.37) and neither an interaction
of Condition × Angular rotation (F(2,32) = 0.75, p = 0.48 and
F(2,32) = 1.96, p = 0.16, respectively). Overall, these results suggest
that participants experienced similar idiothetic information
when they produced or did not produce arm movements after
the rotations.

EEG Activity
EEG activity was recorded continuously at 1,000 Hz with a
Geodesic 64-channel EEG sensor net (Electrical Geodesics
Inc., Eugene, OR, USA). Data pre-processing was performed
with BrainVision Analyzer 2 (Brain Products, Germany). The
raw recordings were referenced to the averaged activity of
the 64 electrodes before being synchronized with respect to
the time of the auditory cue (i.e., the imperative signal in the
movement conditions). Then, ocular artifacts (e.g., blinks,
saccades) were subtracted from the EEG recordings by
removing the corresponding component as revealed by
the independent component analyses (ICA). In both
conditions, we averaged the data for each participant and
electrode. The EEG activities associated with the planning
of the arm movement were therefore analyzed without
considering the amplitude of the rotations that preceded
the arm movements.

We estimated the neural sources of the late SEPs using the
dynamical Statistical Parametric Mapping (dSPM, Dale et al.,
2000) implemented in the Brainstorm software (Tadel et al., 2011,
freely available at: http://neuroimage.usc.edu/brainstorm). We
used the data from all processed sensors and averaged for each
participant, condition, and electrode. The forward model was
computed using a three-shell sphere boundary element model
(BEM) on the anatomical MRI brain MNI Colin27 template
(15,000 vertices), a predominant volume conductor model
(Mosher et al., 1999; Huang et al., 2016). The baseline used to
compute the co-variance matrices was set between −1.5 s and
−1 s prior to the auditory cue, i.e., before the rotations as the
longest recorded rotation duration was 1,490 ms.

Based on classical topographical maps of the cortex, we
manually defined several region of interests (ROIs) in the frontal,
parietal and occipital lobes. The location of these ROIs allowed us
to assess the activation of regions that are deemed to be important
for spatial representation and motor processes (see Figure 3).
The number of vertices was similar for corresponding ROIs of
the right and left hemispheres. In the movement condition, the
mean absolute current amplitude (which reflects brain activation
Tadel et al., 2011, 2019) was computed for each ROI between the
auditory tone and the arm electromyography (EMG) onset (see
below for EMG recordings). We operationally defined this time
window as corresponding to themovement planning phase. Note
however that processes related to motor planning might have
occurred before the tone, for instance during body rotation, and
that the activity recorded close to the movement onset could also
be related to the commands triggering the arm movements.

FIGURE 3 | Location of the regions of interest (ROIs) on the anatomical MRI
Colin 27 brain template that was used to compute cortical activations. The
names of the ROIs were selected on the basis of the areas identified in
classical cortical topographical maps that better represent the location of the
ROIs used in the present study. Note that similar ROIs were defined for the
left and right hemispheres, but only ROIs in the left hemisphere are illustrated
when using side views. ACC, anterior cingulate cortex; Inf. PPC, inferior
posterior parietal cortex; Sup. PPC, superior posterior parietal cortex.

The dynamics of the ongoing EEG activities was investigated
by computing the mean absolute current amplitude during the
planning phase for each ROI, for each quintile (see below
‘‘Muscle activity’’ section for quintile computation). The analysis
of the ongoing cortical activity was made possible by the EEG’s
excellent temporal resolution (Nunez and Srinivasan, 2006).
It enabled us to determine if the activities computed in the
different ROIs were more related to the generation of the motor
commands (e.g., in case of a late increase of current amplitude) or
rather to non-motoric processes (e.g., spatial or workingmemory
processes, in case of an early or more sustained current flow).

Behavioral Recordings
Hand movements were recorded at 100 Hz using a small
(2.0 mm× 9.9 mm) 6-degree-of-freedom electromagnetic sensor
(trackSTAR model 180, Ascension Technology Corporation,
Shelburne, VT, USA) attached to the right fingertip. The norm
of the vector between the initial and final hand position
was respectively 32.55 ± 6.85 cm, 39.83 ± 6.92 cm and
48.19 ± 8.32 cm for the 20◦, 30◦ and 40◦ body rotations. These
observations indicate that participants scaled the amplitude of
their movements according to the magnitude of their passive
rotations as specified in the instructions.

Muscle Activity
We recorded the EMG activity of the right posterior deltoid and
of the triceps brachial muscles, which were the prime mover
muscles for the required arm movements. After cleaning the
skin with alcohol, we affixed self-adhesive bipolar Ag-AgCl
electrodes (2 cm center-to-center inter-electrodes spacing) near
the middle third of these muscles, along a line parallel to their
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FIGURE 4 | Duration of the movement planning phase and of the quintiles
for each participant.

fiber orientation (Brindle et al., 2006; Cram and Kasman, 2011).
The EMG signals were pre-amplified (1,000×) at the skin site
and then digitally sampled at 1 kHz using a Bortec AMT-8
system (Bortec Biomedical, Calgary, AB, Canada). The time
elapsed between the imperative signal and the EMG onset was
operationally defined as the planning phase. EMG onset was
determined visually after summing the rectified EMG signals
from both agonist muscles and squaring the results.

The movement planning phase was divided in quintiles, for
each participant (i.e., the EMG reaction times were divided in five
bins of equal duration). The duration of the quintiles depended
on each participant’s average EMG reaction time (average EMG
reaction times = 391± 127ms, average quintile duration = 78ms,
see Figure 4). Quintiles of the same durations served to analyze
the dynamics of the cortical activation for the Movement and
No-movement conditions.

Statistical Analyses
ANOVAs were used to contrast the mean current computed
for each ROI between conditions with and without arm
movements. All analyses employed a 2 (Condition: movement,
no-movement) × 5 (Quintile: 1–5) design with repeated
measures on both factors. As noted above, in all conditions, the
EEG recording after the auditory signal (i.e., imperative signal in
the movement condition) could contain noise or task-irrelevant
activities that could decline with post-rotation duration. We thus
reasoned that any differential activity between the movement
and no-movement conditions would be specifically associated
with task-relevant cognitive or sensorimotor processes. In this
light, we will only consider here the significant main effects of
Condition and the significant Condition × Quintile interactions
as they were deemed to strictly reflect task-related processes.
Significant Condition × Quintile interactions were further
analyzed using Newman–Keul’s tests. Note that when main
effects could be solely explained by a higher-order interaction,
only the break-down of the interaction will be reported. Alpha
level was set to 0.05 for all analyses. Table 1 reports all statistical
results of the ANOVAs. Figure 5 depicts the results of the post
hoc tests and the differences in activity between the Movement
and No-movement conditions for all participants for ROIs
showing significant effects.

RESULTS AND DISCUSSION

The ROIs showing significant movement-related activations
were mainly circumscribed in the frontal lobe (Figure 5).
The PFC contralateral to the reaching arm showed greater
activation in the movement condition in all quintiles. The PFC
is an important cortical region for stocking egocentric spatial
information in working memory (Ma et al., 2012). The fact

TABLE 1 | Results of the statistical analyses of Experiment 1 (No delay) and of Experiment 2 (Delay).

ROIs No delay (Experiment 1) Delay (Experiment 2)

Condition Condition × Quintile Task Task × Quintile

Left PFC F(1,8) = 6.29; p = 0.03∗ F(4,32) = 0.67; p = 0.61 F(1,8) = 12.56; p = 0.008∗∗ F(4,32) = 2.25; p = 0.08
Right PFC F(1,8) = 4.30; p = 0.07 F(4,32) = 1.42; p = 0.25 F(1,8) = 9.45; p = 0.01∗ F(4,32) = 0.87; p = 0.48

Left SMC F(1,8) = 2.65; p = 0.14 F(4,32) = 3.95; 0.01∗ F(1,8) = 7.34; p = 0.02∗ F(4,32) = 3.23; p = 0.02∗

Right SMC F(1,8) = 0.002; p = 0.96 F(4,32) = 1.88; p = 0.14 F(1,8) = 3.68; p = 0.09 F(4,32) = 3.26; p = 0.02∗

Left vPM F(1,8) = 0.09; p = 0.67 F4,32 = 0.59; p = 0.67 F(1,8) = 5.36; p = 0.04∗ F(4,32) = 2.68; p = 0.04∗

Right vPM F(1,8) = 0.01; p = 0.92 F(4,32) = 0.24; p = 0.91 F(1,8) = 0.21; p = 0.61 F(4,32) = 0.30; p = 0.87

Left dPM F(1,8) = 0.001; p = 0.97 F(4,32) = 4.77; p = 0.004∗∗ F(1,8) = 13.06; p = 0.007∗∗ F(4,32) = 6.44; p = 0.001∗∗

Right dPM F(1,8) = 0.10; p = 0.755 F(4,32) = 0.31; 0.87 F(1,8) = 8.22; p = 0.02∗ F(4,32) = 2.63; p = 0.05

Left rACC F(1,8) = 3.44; p = 0.10 F(4,32) = 1.62; p = 0.93 F(1,8) = 18.26; p = 0.003∗∗ F(4,32) = 2.84; p = 0.04∗

Right rACC F(1,8) = 1.90; p = 0.21 F(4,32) = 1.28; p = 0.30 F(1,8) = 17.13; p = 0.003∗∗ F(4,32) = 2.20; p = 0.09

Left dACC F(1,8) = 3.55; p = 0.09 F(4,32) = 5.16; p = 0.003∗∗ F(1,8) = 11.58; p = 0.009∗∗ F(4,32) = 3.62; p = 0.01∗

Right dACC F(1,8) = 2.11; p = 0.18 F(4,32) = 4.04; p = 0.009∗∗ F(1,8) = 9.99; p = 0.01∗ F(4,32) = 2.76; p = 0.04∗

Left iPPC F(1,8) = 1.47; p = 0.26 F(4,32) = 1.98; p = 0.12 F(1,8) = 13.7; p = 0.004∗∗ F(4,32) = 2.39; p = 0.07
Right iPPC F(1,8) = 0.15; p = 0.71 F(4,32) = 1.02; p = 0.41 F(1,8) = 0.23; p = 0.64 F(4,32) = 7.77; p = 0.0001∗∗∗

Left sPPC F(1,8) = 2.28; p = 0.16 F(4,32) = 0.49; p = 0.74 F(1,8) = 5.44; p = 0.04∗ F(4,32) = 3.96; p = 0.01∗

Right sPPC F(1,8) = 0.51; p = 0.49 F(4,32) = 2.06; p = 0.11 F(1,8) = 3.90; p = 0.08 F(4,32) = 4.69; p = 0.004∗∗

Left Occip. F(1,8) = 0.0003; p = 0.98 F(4,32) = 1.77; p = 0.16 F(1,8) = 3.46; p = 0.10 F(4,32) = 3.49; p = 0.01∗

Right Occip. F(1,8) = 2.08; p = 0.19 F(4,32) = 2.04; p = 0.11 F(1,8) = 1.38; p = 0.27 F(4,32) = 0.75; p = 0.56

∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.
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FIGURE 5 | Mean activities recorded in the ROIs of the left and right hemispheres (left and middle columns, respectively) showing significant main effects of
movement and significant interactions between Movement × Quintile in Experiment 1 [i.e., prefrontal cortex, (A); dorsal premotor cortex, (B); dorsal anterior
cingulate cortex, (C) and sensorimotor cortex, (D)]. Error bars represent standard error of the mean. Dotted lines link consecutive quintiles showing significantly
different activities (∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001). Graphs of the right column depict the differences in activity between the Movement and No-movement
conditions for all participants. Dots of the same color represent data from the same participant. Values greater than 0 (i.e., above the X-axis) indicate that the activity
in the Movement condition was greater than the activity in the No-movement conditions. LH and RH indicate left and right hemispheres, respectively.

that the activity of the PFC was greater in movement condition
from quintile 1 might suggest that information storage started
during body rotations. The sustained activation found in the
left PFC thus provides an electrophysiological support for the
hypothesis issued from lesion studies that the PFC is involved
in the storage of task-relevant vestibular signals (Berthoz et al.,
1987; Pierrot-Deseilligny et al., 1993, 1995). On the other hand,
the left dorsal premotor (dPMC) and sensorimotor (SMC)
cortices, and the dorsal anterior cingulate cortices (dACC) of

both hemispheres showed significantly greater activation in the
movement condition only in the last quintile. The dPMC is
known to contribute to the selection of motor responses that
are based on spatial cues irrespective of the sensory modality
of the cues (Weinrich and Wise, 1982; Wise, 1985). Thus, the
increased activation of the dPMC during movement planning
could be linked to the sensorimotor processes associated with the
processing of vestibular spatial cues. Furthermore, the increased
activation of both the dACC and SMC were expected near
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the end of movement planning, as these regions are important
sources of descending motor commands. The bilateral increased
activation of the dACC is also consistent with the existence of
direct bilateral connections of this motor area of the medial wall
with the spinal cord and the primary motor cortex (He et al.,
1995; Dum et al., 2016). The motor commands issued from
the dACC may have benefited from relevant spatial information
stored in the PFC which has dense interconnections with the
dACC (Yeterian et al., 2012). Note that the activations of
the SMC and dACC could also be linked to the anticipatory
postural adjustments observed before rapid arm movements
(e.g., Massion, 1994; Kurtzer et al., 2005).

Remarkably, critical regions for the cognitive encoding of
space, such as the ventral premotor cortex (vPM) or the posterior
parietal cortex (PPC), did not show significantly different
activities between conditions with and without arm movements.
This result is not consistent with the scheme that movement
planning was based on a cognitive representation of space
updated during body rotations. Rather, the observation that
task-related activities were exclusively found in PFC, dPM, dACC
and SMC points to a dominant role of sensorimotor-type of
spatial representations for converting self-motion sensory cues
into arm motor commands. The short time elapsed between the
end of the rotation and the onset of the arm muscular activity
(i.e., 391 ms, see ‘‘Materials and Methods’’ section) is in line with
the use of such sensorimotor representations wherein encoded
information is short-lived.

Indeed, the motor representations of space rapidly decay
when sensory stimuli relevant for triggering motor action
becomes unavailable (Bridgeman, 1991; Goodale et al., 1994;
Rossetti, 1998; Burgess, 2008; Ball et al., 2010). Therefore,
the contribution of cortical regions involved in the cognitive
encoding of space, including those tightly linked to spatio-motor
integration, could increase for planning movements when there
is a delay between body motion and the goal-directed arm
movement. We tested this hypothesis in Experiment 2.

EXPERIMENT 2

Nine new participants participated in Experiment 2 (three
women, mean age: 25.5 ± 3.4). A written informed consent
was obtained from the participants before the study and the
experiment was approved by the Laval University Biomedical
Ethics Committee.

Design of the Experiment
This experiment reproduced the movement condition of
Experiment 1 with the only exception being that the imperative
signal prompting the participants to produce the arm movement
occurred 8 s after the end of the chair rotation. This delay
was chosen based on previous studies showing that most motor
actions rely on a cognitive representation after a 8 s delay
(Bridgeman, 1991; Gentilucci et al., 1996). As in Experiment
1, participants performed 25 trials for each of the three
pseudo-randomly presented angular rotations (i.e., 20◦, 30◦

and 40◦, total of 75 trials). The kinematics of the chair
rotations were like those of Experiment 1. On average, the

rotation amplitudes were 20.16 ± 0.46◦, 29.96 ± 0.34◦ and
40.43 ± 0.35◦ and their respective peak angular velocities were
58.10 ± 6.34◦/s, 75.31 ± 7.49◦/s and 92.59 ± 5.98◦/s. Similarities
of the chair rotation kinematics between both experiments were
confirmed by the results of the mixed-design ANOVAs [3
(Condition: movement Experiment 1, no-movement Experiment
2) × 3 (Amplitude: 20◦, 30◦, 40◦)] that did not reveal
significant effect of Condition on the amplitude of the rotations
(F(2,24) = 1.79, p = 0.19) or on the chair peak angular velocities
(F(2,24) = 0.48, p = 0.62).

The norms of the vectors between the initial and final
hand positions were also scaled in Experiment 2 to the
amplitude of the chair rotations (i.e., 31.26 ± 6.56 cm,
37.42 ± 6.83 cm and 45.23 ± 5.88 cm, for the 20◦, 30◦ and
40◦ body rotations, respectively). Moreover, the results of a 2
(Experiment) × 3 (Angular amplitude) mixed-design ANOVA
showed that the norms of the movement vectors were not
significantly different between both experiments (no significant
main effect of Experiment (F(1,14) = 0.43, p = 0.52).

The fact that participants remained motionless while waiting
for the imperative signal which occurred 8 s after rotation
offsets, minimized the possibility of contamination of the EEG
recordings from residual eye movements or cable motion as in
Experiment 1. However, the response to the auditory stimulation
and the non-motoric activity related to anticipation (Simons
et al., 1979) and expectancy (Ruchkin et al., 1986) of this
stimulation could affect the post imperative signal cortical
activity. To control for this possibility, we contrasted the
recorded EEG activity with the EEG activity recorded after the
second of two tones interspaced by 3 s that were presented in
a control condition without body rotation and arm movement.
Note that the first tone in this control condition and the end of
the rotation in the delayed movement condition both served as a
preparatory pre-cue signal as they were both followed by a tone
that occurred after a fixed interval. In this control condition, each
participant also performed 75 trials. Five participants started the
experimental session with the delayed movement condition.

EEG processing was performed as in Experiment 1. The
baseline used to compute the co-variance matrices in the delayed
arm movement condition was set between −9.5 s to −10 s with

FIGURE 6 | Duration of the movement planning phase and of the quintiles
for each participant in Experiment 2.
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respect to the auditory cue (i.e., before body rotation for all trials
of all participants). In the control condition, the baseline was set
−1.5 s to −2 s prior to the first of the two tones. Albeit spatial
and sensorimotor processes most likely took place before the
imperative signal, for each ROI, we compared the mean current
amplitude computed in each quintile of movement reaction time
with the mean current amplitude computed during similar five

time-windows in the control condition. EMG reaction time and
quintile durations are provided for all participants in Figure 6.
On average, the EMG reaction times and quintile duration
were 294 ± 59 ms and 59 ms, respectively. Statistical results of
the 2 (Condition: delayed movement, control) × 5 (Quintile:
1–5) repeated measures ANOVAs and of the post hoc tests are
presented in Figures 7–9 and Table 1, respectively.

FIGURE 7 | Mean activities recorded in the ROIs of the left and right frontal lobes (left and middle columns, respectively) showing a significant main effect of
movement and a significant interaction between movement × quintile in Experiment 2 (delayed movements): i.e., prefrontal cortex, (A); dorsal premotor cortex, (B);
Dorsal anterior cingulate cortex, (C); sensorimotor cortex, (D). The figure depicts only the results of the cortical regions that also showed significant effects in
Experiment 1 (no delay) in either hemisphere (identified by red boxes). Error bars represent standard error of the mean. Dotted lines link consecutive quintiles showing
significantly different activities (∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001). Graphs of the right column depict the differences in activity between the Movement and
No-movement conditions for all participants. Dots of the same color represent data from the same participant. Values greater than 0 (i.e., above X-axis) indicate that
the participants showed greater activity in the Movement condition than in the No-movement conditions.
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RESULTS AND DISCUSSION

Extended Task-Related Activities in the
Frontal Lobe With Delayed Arm
Movements
All frontal ROIs that showed greater activation duringmovement
planning in Experiment 1 also showed additional activation
during movement planning in the delayed movement condition
(i.e., PFC, dPMC, SMC, dACC; see Figure 7). However, in
contrast to Experiment 1, the increased activations of the PFC,
dPMC and SMC in the arm movement condition were bilateral
rather than being restricted to the hemisphere contralateral to the
moving arm (i.e., left hemisphere). In the light of the temporal
constraints imposed in the delayed movement condition, the
sustained task-related activation of the right PFC might have
been associated with both the maintenance of body rotation and
spatial information in working memory (Courtney et al., 1998;
Romo et al., 1999; Katsuki et al., 2014), and the shift from cue
monitoring (i.e., self-motion cues) to cued arm response (Howe
et al., 2013). The greater activation of the right dPMC observed
throughout movement planning could have also contributed to
the storage of spatial information during the imposed delay

(Smith and Jonides, 1999). Supplementary activation was also
found in the right SMC in the last quintile of the movement
condition. This ipsilateral activity could reflect motor processes
related to postural adjustments associated to the execution of the
rapid upper limbmovement (Massion, 1994; Kurtzer et al., 2005).

Other ROIs from the frontal lobe showed significant
task-related activations during the delayed arm movement that
were not observed in Experiment 1 (i.e., without an imposed
delay; see Figure 8). This was the case of the rostral ACC
(rACC) where current amplitude was found to be bilaterally
greater throughout movement planning. This observation could
be linked to visuo-spatial attention and exploratory processes
that have been identified in the rACC (Corbetta et al., 1993; Kim
et al., 1999; Amiez et al., 2012). Besides, the current amplitude
of the rACC contralateral to the reaching hand progressively
increased during movement planning, reaching its maximum
value in the last quintile. This increased activation is consistent
with studies demonstrating that the rACC plays an important
role in the control of arm movements (Picard and Strick,
1996; Paus, 2001), notably those relying on working memory
(Paus et al., 1998).

Task-related activations were also found in the left
ventral premotor cortex (vPMC) when arm movements

FIGURE 8 | ROIs of the frontal lobe showing significant effects only when a 8 s delay was imposed between body motion and the arm movement: i.e., rostral
anterior cingulate cortex, (A); ventral premotor cortex, (B). More specifically, the graphs show the mean activities recorded in the ROIs of the left and right
hemispheres (left and middle columns, respectively) showing a significant main effect of movement and a significant interaction between movement × quintile in
Experiment 2 (delayed movements). Error bars represent standard error of the mean. Dotted lines link consecutive quintiles showing significantly different activities
(∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001). Graphs of the right column depict the differences in activity between the Movement and No-movement conditions for all
participants. Dots of the same color represent data from the same participant. Values greater than 0 (i.e., above the X-axis) indicate that the participants showed
greater activity in the Movement condition than in the No-movement conditions. LH and RH indicate left and right hemispheres, respectively.
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were delayed. More specifically, the vPMC showed greater
activation in the movement condition than in the no-
movement condition in the last two quintiles. The vPMC
is an important area for space perception and activity
in this area has been associated with the encoding of
hand movements in extrinsic coordinates (Kakei et al.,
2001; Rizzolatti et al., 2002). Thus, the increased vPMC
activation observed towards the end of movement planning
could reflect processes related to the transformation of the
extrinsically encoded spatial goal of the movement into arm
motor commands.

Large Task-Related Activations in the
Posterior Cortex During Delayed Arm
Movements
Several ROIs from the posterior cortex showed larger activation
during movement planning when arm movements were delayed

after body rotations (see Figure 9). This was the case of the
left occipital cortex which showed greater activation in the
movement condition in the last three quintiles (i.e., last 60%
of the movement planning). This observation is important
when considering the frame of reference used for motor
planning. Indeed, it suggests that despite the absence of
visual information, a visual-type of spatial representation
might have been used to plan the arm movement. This
finding is consistent with studies showing that even in the
absence of visual feedback, the occipital cortex can provide
relevant information to the motor system (Singhal et al., 2013;
Manson et al., 2019).

Both superior PPC showed greater current amplitudes
in the last two quintiles of movement planning. Previous
studies have found that in this area of the parietal lobe,
movement planning is based on visual space representations
(e.g., Andersen et al., 1997). Specifically, it has been shown that

FIGURE 9 | Mean activities recorded in the ROIs of the left and right hemispheres (left and middle columns, respectively) of the posterior cortex showing a
significant main effect of movement and a significant interaction between movement × quintile in Experiment 2 (delayed movements): i.e., occipital cortex, (A);
superior posterior parietal cortex, (B); inferior posterior parietal cortex, (C). Error bars represent standard error of the mean. Dotted lines link consecutive quintiles
showing significantly different activities (∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001). Graphs of the right column depict the differences in activity between the Movement
and No-movement conditions for all participants. Dots of the same color represent data from the same participant. Values greater than 0 (i.e., above the X-axis)
indicate that the participants showed greater activity in the Movement condition than in the No-movement conditions. LH and RH indicate left and right
hemispheres, respectively.
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activity in superior PPC is associated with the computation
of motor errors in extrinsic coordinates, even for movements
produced in darkness (Darling et al., 2007; Medendorp
et al., 2008; Filimon et al., 2009). Note that because the
activation of the superior PPC did not significantly differ
between the movement and no-movement conditions in the
first three quintiles, the results obtained with the present
protocol cannot provide support for the hypothesis that this
region contributes to hold motor plans during delayed actions
(e.g., Gnadt and Andersen, 1988).

The left and right inferior PPC showed greater activation
throughout movement planning and in the last two quintiles,
respectively. These activities could be associated to space
encoding which is known to be performed relative to the arm
and hand in the inferior PPC (Rozzi et al., 2008). The additional
activation found in this area during movement planning could,
therefore, be relevant for computing the motor vector in the
superior PPC.

GENERAL DISCUSSION AND
CONCLUSION

The pattern of cortical activations found in the present
study when the arm movements were triggered 8 s after the
passive body rotations (Experiment 2) is consistent with the
scheme that goal-directed arm movements produced after body
motion was derived from a visually-based updated internal
representation of the environment. These results are therefore
coherent with the most widely adopted view that cognitive
maps intervene in the organization of spatially-oriented behavior
based on body motion information (Loomis et al., 1996;
Klier and Angelaki, 2008; Mackrous and Simoneau, 2011,
2014; Medendorp, 2011). These cognitive representations would
be particularly suited for storing relevant spatial information
when the motor response is postponed after body motion
(Bridgeman, 1991; Burgess, 2008). To our knowledge, these
observations provide the first human electrophysiological
evidence for the contribution of such cognitive processes for
planning motor actions based on idiothetic information. These
results, therefore, build on recent studies describing cortical
activities evoked by body rotations (e.g., Gale et al., 2016)
or activities strictly linked to spatial, non-motor updating
processes (Gutteling andMedendorp, 2016; Gutteling et al., 2017;
de Winkel et al., 2017).

Importantly, however, the spatio-temporal patterns of
cortical activation revealed in the present study confer greater
contribution of higher-order cognitive processes in movement
planning when a delay is introduced between body motion
and the arm motor response. Indeed, the results of Experiment
1 suggest that a more sensorimotor type of representation is

responsible for organizing arm movements that are promptly
triggered after body motion. Observations made in Experiment
1 are therefore consistent with studies suggesting that, despite
being context-dependent (Keyser et al., 2017; Smith and
Reynolds, 2017), the control of arm movements based on
vestibular input can be largely independent of cognitive
processes (Bresciani et al., 2005; Blouin et al., 2010; Guillaud
et al., 2011; for review, see Blouin et al., 2015). Nonetheless,
our observation that task-related activities were found in
similar frontal areas in conditions with and without delay
(e.g., dACC and dPM) suggests that the cognitive processes
occurring in occipito-parietal regions did not supersede the
frontal sensorimotor processes. Rather, our findings provide
evidence that cognitive and sensorimotor processes contribute
together for triggering delayed arm motor actions based on
idiothetic information.
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Spatial orientation relies on a representation of the position and orientation of the

body relative to the surrounding environment. When navigating in the environment, this

representation must be constantly updated taking into account the direction, speed, and

amplitude of body motion. Visual information plays an important role in this updating

process, notably via optical flow. Here, we systematically investigated how the size

and the simulated portion of the field of view (FoV) affect perceived visual speed of

human observers. We propose a computational model to account for the patterns of

human data. This model is composed of hierarchical cells’ layers that model the neural

processing stages of the dorsal visual pathway. Specifically, we consider that the activity

of the MT area is processed by populations of modeled MST cells that are sensitive

to the differential components of the optical flow, thus producing selectivity for specific

patterns of optical flow. Our results indicate that the proposed computational model is

able to describe the experimental evidence and it could be used to predict expected

biases of speed perception for conditions in which only some portions of the visual field

are visible.

Keywords: vision, optical flow, motion perception, field of view, computational model, MST area

1. INTRODUCTION

Spatial orientation is a cognitive function based on the ability to understand, manipulate, visually
interpret, and reorganize spatial relationships (Tartre, 1990). It relies on a representation of
the position and orientation of the body relative to the surrounding environment and requires
a mental readjustment of one’s perspective to become consistent with the representation of a
visually presented object (McGee, 1979; Tartre, 1990). When navigating in the environment, this
representation must be constantly updated taking into account different aspects of body motion,
such as its direction, speed and amplitude. Spatial navigation is a complex process that requires
the integration of sensory information provided by different sensory channels such as vision,
proprioception and the vestibular system. Visual information plays a particularly important role
in this updating process, notably via the integration of optical flow information. Optical flow may
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be defined as the array of optical velocities that surround the
moving subject (Kirschen et al., 2000), and it refers to the visual
apparent motion between the body and the environment. Its
characteristics are related not only to the speed and direction
of motion, but also to the properties of the environment,
such as for instance texture gradients. Optical flow information
is particularly important for human locomotion, where it is
integrated by the central nervous system, along with visual,
vestibular, motor, kinesthetic and auditory signals, to give rise
to motion perception (Mergner and Rosemeier, 1998). The
alteration or manipulation of one of these signals may lead
to an altered perception. In fact, studies that investigated how
visual and non-visual/kinesthetic signals are integrated for speed
perception with walking (Thurrell et al., 1998; Banton et al., 2005;
Durgin et al., 2005; Kassler et al., 2010; Powell et al., 2011) and
running participants (Caramenti et al., 2018, 2019) consistently
reported an altered perception of visual speed.

One factor that has repeatedly been shown to affect
perceived visual speed is the size of the field of view (FoV).
Specifically, several studies demonstrated that peripheral vision is
fundamental for motion perception. Indeed, the size of the FoV
affects navigation abilities (Alfano and Michel, 1990; Cornelissen
and van den Dobbelsteen, 1999; Turano et al., 2005), postural
control (Dickinson and Leonard, 1967; Amblard and Carblanc,
1980; Stoffregen, 1986; Wade and Jones, 1997), speed perception
(Osaka, 1988; Pretto et al., 2009) as well as vection, i.e., the self-
motion perception induced by moving visual stimuli (Brandt
et al., 1973; Berthoz et al., 1975; Held et al., 1975). Regarding
speed perception in particular, smaller FoVs have been shown
to induce a larger underestimation of visual speed, and this with
walking (Thurrell et al., 1998; Thurrell and Pelah, 2002; Banton
et al., 2005; Nilsson et al., 2014), cycling (Van Veen et al., 1998)
and sitting still individuals (Pretto et al., 2009). Such reduction
of the FoV can occur not only with simulated optical flows,
due to the restrictions of the visualization device (e.g., screen,
head-mounted displays), but also in medical conditions such as
scotoma, in which there is a localized defect (i.e., blind spot) in
the visual field that is surrounded by an area of normal vision.

Here we present a study in which we systematically
investigated how the size and the simulated portion of the
FoV affect perceived visual speed with human observers. In
contrast to previous studies that only focused on the effect
of the size of the FoV on visual speed perception, we
also investigated the perceptual differences associated to the
visible portion of the FoV. We propose a biologically-inspired
computational model to account for the observed perceptual
patterns. Different computational models have been suggested
to qualitatively explain human visual speed perception. These
models commonly assume that the perception of visual motion
is optimal either within a deterministic framework with a
regularization constraint that causes the solution to bias toward
zero motion (Yuille and Grzywacz, 1988; Stocker, 2001), or
within a probabilistic framework of Bayesian estimation with
a prior that favors slow velocities (Simoncelli, 1993; Weiss
et al., 2002). Stocker and Simoncelli (2005) presented a refined
probabilistic model that can account for trial-to-trial variabilities
that are typically observed in psychophysical speed perception

problems. It is worth noting that these models take into account
neural mechanisms that can be related to V1 and MT neural
areas. However, to model the speed perception of motion
patterns that are common in self-motion, we have to consider
also the dorsal MST area, which encodes visual cues to self-
motion (e.g., expansion and contraction) (Duffy and Wurtz,
1991; Pitzalis et al., 2013; Cottereau et al., 2017). Thus, we
propose a computational model that takes into account the dorsal
neural pathway (Goodale and Westwood, 2004), specifically V1,
MT and MST areas, and the spatial non-linearity of log-polar
mapping (Schwartz, 1977) in order to mimic the patterns of the
perceived visual speed of human observers.

2. MATERIALS AND METHODS

2.1. Perceived Visual Speed of Human
Observers
2.1.1. Participants
Eight participants aged 19–31 (mean=24.5 ± 3.82) participated
in the experiment. All participants had normal or corrected-
to-normal vision, and they were naive as to the purpose of
the research. Written informed consent was obtained from all
participants before their inclusion in the study. The experiment
was performed in accordance with the ethical standards laid
down in the 1964 Declaration of Helsinki, and approved by
the ethical committee of the University of Tuebingen. The
participants were paid, and they had the option to withdraw from
the study at any time without penalty and without having to give
a reason.

2.1.2. Experimental Setup
The participants seated at the center of a panoramic screen
(quarter of sphere) surrounding them in order to cover almost
their entire visual field (see Figure 1). Specifically, the screen
was cylindrical with a curved extension onto the floor, which
provided a projection surface of 230◦ horizontally and 125◦

vertically. The screen surface was entirely covered by four LCD
projectors with a resolution of 1,400 × 1,050 pixels each, and
OpenWARP technology (Eyevis, Reutlingen, Germany) was used
to blend overlapping regions. The height of the seat was adjusted
so that eye height was 1.7 m for each participant. The geometry
of the visual scene was adjusted for this eye height and a
distance of 3 m of the vertical portion of the screen, i.e., the
portion that is perpendicular to the floor and to the line of sight
when looking straight ahead. These adjustments were made to
avoid geometrical distortions induced by the curved display. The
visual scene was generated using the Virtools software (Dassault
Systemes SE) version 4.1.

2.1.3. Visual Stimuli
The visual stimuli consisted of random patterns of either:

1. White dots generated as point sprites, which subtended a
visual angle of a fifth of a degree, i.e., 12 arcminutes. The visual
angle subtended by the dots (i.e., retinal size) did not change
with distance from the viewer (Dots condition).
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FIGURE 1 | Panoramic screen, 230 × 125◦ of field of view, including floor.

2. White 3D spheres, the “physical” size of which was 10 cm.
The visual angle subtended by the spheres depended on the
distance from the viewer (3D spheres condition).

Dots and 3D spheres were randomly located within a large
virtual cube. The movement of a virtual camera through the dots
induced a radial visual flow corresponding to a self-translation
along the antero-posterior axis of the subject. Note that the
eccentricity of the dots/spheres with respect to the fixation point
varied from 0 to 115◦, i.e., the half of the horizontal visual field
of the panoramic screen used for the experiment. Accordingly,
the speed profile of each dot/sphere varied from 0 m per second
at a 0◦ eccentricity to the speed of the generated flow at a 180◦

eccentricity. The near clipping plane of the camera was set at 0.5
m, and the far clipping plane at 500 m. In the Dots condition,
because the retinal size of the dots was distance-independent, the
optical flow did not provide visual expansion cues. On the other
hand, the 3D spheres provided visual expansion cues because the
retinal size of the spheres increased as they moved closer to the
viewer. A central fixation cross subtending 1.5◦ of visual angle
and located in front of the participant at eye level was visible for
the whole duration of the trials. The fixation cross corresponded
to the focus of expansion of the optical flow.

2.1.4. FoV Conditions
Soft-edge disc-shaped transparent masks were implemented in
the visual scene in order to manipulate the extent of the visible
area on the screen. In the Full field of view (FoV) condition,
the optical flow, whether consisting of Dots or 3D spheres, was
visible on the whole screen (see Figures 2A1,B1). In the other
FoV conditions, the masks were combined in order to generate
four different types of optical flow. In the 10, 40, and 70C FoV
conditions, only the central 10, 40, and 70◦ of the visual scene,
respectively, displayed the optical flow (see Figures 2A2,B2).
The 10, 40, and 70P FoV conditions corresponded to the exact
opposite, and the central 10, 40, and 70◦ of the visual scene,
respectively, were masked, so that the optical flow was visible
only in the periphery of the mask (see Figures 2A3,B3). In the

10P40C, 10P70C, and 40P70C FoV conditions, the central and
peripheral part of the visual scene were masked, and the optical
flow was visible only in a ring-shaped of 10–to–40◦, 10–to–70◦,
and 40–to–70◦, respectively (see Figures 2A4,B4). Finally, in the
10C40P, 10C70P, and 40C70P FoV conditions, both the central
and the peripheral part of the visual scene were visible, while
a ring-shaped area of 10–to–40◦, 10–to–70◦, and 40–to–70◦,
respectively, was masked, so that no optical flow was displayed
in the masked area (see Figures 2A5,B5). In all FoV conditions,
the disc-shaped masks and rings were centered on the fixation
cross, i.e., on the focus of expansion of the optical flow.

2.1.5. Procedure
The stimuli were presented using a two-interval forced-choice
(2-IFC) method. For each trial, two stimuli, namely a standard
and a comparison stimulus, were successively presented to the
participant. Both stimuli were moving at constant speed. At the
end of the trial, the participant had to indicate in which interval
(i.e., first or second) the stimulus was moving faster. For all FoV
conditions, the standard stimulus was with Full FoV and it always
moved at 5 m/s, i.e., 18 km/h. On the other hand, the speed of
the comparison stimulus varied from trial to trial. Specifically, the
speed of the comparison stimulus was determined for each trial
by a Bayesian adaptive staircase (Kontsevich and Tyler, 1999),
which took into account the speed of the previous visual stimuli
as well as the corresponding responses of the participants. This
method is based on an algorithm that optimizes the information
gained with the previous trials. The Fov of the comparison
stimulus was defined by the FoV condition (see FoV conditions).

At the beginning of each interval, the fixation cross appeared
on a dark background. Participants were instructed to gaze at the
cross and maintain the fixation until the end of the trial. 500
ms later, the first moving stimulus was presented for 700 ms,
which included a 100 ms fade-in phase at the beginning and a
100 ms fade-out phase at the end. The second moving stimulus
was presented 500 ms after the end of the first stimulus and had
the same temporal structure as the first one. The fixation cross
disappeared at the end of the second stimulus. The participant
could then give its response by pressing on one of the two buttons
of a joystick (i.e., first stimulus vs. second stimulus was faster).
The time course of trials is presented in Figure 2C.

For each combination of visual stimulus (i.e., Dots vs. 3D
spheres) and FoV condition (13 in total, see above), the adaptive
staircase of the 2IFC method consisted of 80 trials. In total, the
experiment consisted of 26 staircases of 80 trials each. The 26
staircases were split over two sessions that were run on two
different days. The 13 staircases with Dots were all run on 1 day
(Dots session), and the 13 staircases with 3D spheres (3D spheres
session) were run on another day. Half of the subjects started with
the Dots session, and the other half started with the 3D spheres
session. For each type of visual stimulus/session, the 1040 trials
(i.e., 13 staircases × 80 trials) were randomly interleaved, and
presented in 8 blocks of 130 trials each. Each block lasted about 10
min with a 5 to 10 min break in between two consecutive blocks,
so that in total, a session lasted about 2 h. During the breaks, the
lights of the experimental room were switched on and subjects
could walk and relax.
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FIGURE 2 | Illustration of the FoV condition with 3D spheres (A) and dots (B), and time course of trials (C).

2.1.6. Statistical Analyses
For each condition, the perceived speed was measured as the
Point of Subjective Equality (PSE), i.e., the speed at which
the comparison stimulus was perceived to move as fast as the
standard stimulus. Note that when the PSE is higher than the
actual speed of the standard stimulus, it indicates that the
comparison stimulus was perceived as moving slower than the
standard stimulus. Conversely, when the PSE is lower than
the actual speed of the standard stimulus, it indicates that the
comparison stimulus was perceived as moving faster than the
standard stimulus. Both for the Dots condition (i.e., optical flow
only) and for the 3D spheres condition (i.e., optical flow +
expansion cues), mean PSEs were compared using either a one-
way repeated measures analysis of variance (ANOVA) when data
was parametric, or a Friedman rank sum test when data was not
parametric. Post-hoc paired-comparisons were then performed
using either Bonferroni correction for multiple comparisons
(parametric data) or Friedman multiple comparisons test (non-
parametric data). Additionally, a linear mixed model was used to
directly compare the dots condition with the spheres condition.
For all tests (except for the linear mixed model), in order to
determine whether to use parametric (i.e., ANOVA) or non-
parametric (i.e., Friedman test) methods of mean comparison,
the normality of the residuals was assessed using the Shapiro-
Wilk test, and p-values were Huynh-Feldt-corrected when
the sphericity assumption was violated (as assessed with the

Mauchly’s test). All statistical tests were performed using the R
statistical software.

2.2. Computational Model of Motion
Processing
The proposed model, based on bio-inspired paradigms, describes
a neural architecture that mimics the psychophysical outcomes
of the previously described experiment that assess the influence
of the size of the field of view on motion perception.

The neural architecture is composed of hierarchical cell layers
that model the processing stages of the dorsal visual pathway
(Goodale and Westwood, 2004; Orban, 2008). The activity of the
MT area can be modeled by a V1-MT feed forward architecture.
In particular, we can model V1 cells by using the motion
energymodel, based on spatio-temporal filtering, andMTpattern
cells by pooling V1 cell responses (Adelson and Bergen, 1985;
Simoncelli and Heeger, 1998; Solari et al., 2015; Chessa et al.,
2016b). Then, the neural activity of the MT area is processed
by populations of MST cells that have selectivity for specific
patterns of optical flow: in particular, they can be sensitive
to the differential components of the optical flow (Grossberg
et al., 1999; Beardsley and Vaina, 2001; Chessa et al., 2013). The
selectivity of the MST cells can be related to the relative motion
between an observer and the scene, in particular to the speed of
forward translation during self-motion through the environment
(Chessa et al., 2013, 2016a).

Frontiers in Neural Circuits | www.frontiersin.org 4 October 2019 | Volume 13 | Article 68161

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Solari et al. Predicting Perceived Visual Speed

FIGURE 3 | A sketch of the proposed model. (Left) The circular RFs of the model are superimposed on the visual stimulus (optical flow, expansion). The RFs tile all

the visual field: the solid line circles denote the MST RFs, and the dotted circles denote the area, where the MST activity is processed. (Right) The neural architecture

to estimate the speed of forward translation during self-motion (see text for details). The activity of MT visual area is processed by the MST RFs that perform an

adaptive template matching (in the middle inset a template is shown) to detect variation of velocity. A multi-scale approach is adopted. The population of each MST

scale is processed through a WTA, and such outputs are used in a weighted sum to estimate the forward translation motion, i.e., the perceived visual speed.

Here, we propose a novel neural model that processes the
output of the aforementioned layers (see Solari et al., 2015;
Chessa et al., 2016a,b for details) for the estimation of the
perceived visual speed. The proposed computational neural
model can be summarized as follows (see Figure 3 for a sketch
of the proposed model):

- The population of MST cells at different scales performs an
adaptive template matching (e.g., see the example of a MST RF
in Figure 3) on the MTmotion patterns that take into account
a non-linearity to describe the space-variant resolution of
retinas (Solari et al., 2012, 2014).

- An approach is adopted, in order to take into account both the
evidence thatMST RFs have different sizes and the fact that the
visual signal contains information at different spatial scales.

- The activity of the MST cells is locally processed by a Winner-
Take-All (WTA) approach: specifically, the WTA is locally
applied on the sub-populations of each scale. Moreover, a
compressive non-linearity is applied on the WTA outputs.

- In order to estimate the perception of speed of forward
translation during self-motion, the most active scale is selected
and its spatial neural activity is pooled through a weighted
sum: in particular, we consider both positive and negative
weights (i.e., there is an inhibition due to the activity in the
periphery of the visual field).

2.2.1. Modeled MST Area
The dorsal MST area is associated with the specialized function
of encoding visual cues to self-motion: in particular, there are
neurons that are selectively sensitive to specific components (i.e.,
elementary components of optical flow patterns, as expansion,
contraction, rotation, and translation) of the optical flow that
occurs during self-motion (Tanaka et al., 1989; Duffy and Wurtz,

1991; Pitzalis et al., 2013; Cottereau et al., 2017), but (Wall
and Smith, 2008) identified also two other areas sensitive to
egomotion in humans. Several biologically plausible models of
the MST functionality have been proposed (Perrone and Stone,
1994; Grossberg et al., 1999; Yu et al., 2010; Mineault et al., 2012).
Specifically, we consider the approach presented in Chessa et al.
(2013) and extend it to model the experimental data we present
in our current work.

Cortical representation We consider the representation of
optical flow as provided by a bio-inspired model (Chessa
et al., 2016b) and we model the space-variant resolution of
retinas by using the blind spot approach, i.e., log-polar mapping
(Solari et al., 2012).

The log polar mapping modifies the Cartesian polar
coordinates by applying a non-linearity on the radius ρ, as
ξ = loga(ρ/ρ0), and a normalization on the angle coordinate
θ (Schwartz, 1977; Traver and Pla, 2008; Solari et al., 2012, 2014).
The transformation of a vector field from the Cartesian domain
to the cortical domain can be expressed in terms of a general
coordinates transformation (Chan Man Fong et al., 1997; Solari
et al., 2014):

[

vx
vy

]

=
1

ρ0aξ ln(a)

[

cos θ sin θ

− sin θ cos θ

] [

vxCart
vyCart

]

, (1)

where a parameterizes the non-linearity of the mapping, and ρ0
is the radius of the central blind spot. vxCart and vyCart denote
the components along x and y axes of the Cartesian optic flow,
and the vx and vy components describe the transformed cortical
optic flow. The scalar coefficient of Equation (1) represents the
scale factor of the log-polar vector, and the matrix describes the
rotation due to the mapping. It is worth noting that Cartesian
annular regions of expansion optical flow that are centered
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FIGURE 4 | (A) Optical flows representing expansion in the Cartesian domain and the corresponding cortical optical flow. The log-polar mapping transforms Cartesian

annular regions (cyan ring-shaped area) into cortical vertical stripes. (B) Example of elementary flow components representing cardinal deformations of the optical flow.

around the fixation point, i.e., the fovea, are mapped into
vertical stripes of horizontal optical flow in the uniform cortical
representation (see Figure 4A). InAppendix some relevant optic
flow patterns and their log-polar mappings are reported.

Elementary flow components TheMST neurons are sensitive
to elementary flow components (EFCs), such as expansion, shear,
and rotation, or their combination with translation components
(Koenderink, 1986; Orban et al., 1992). Since such EFCs can be
described in terms of affine descriptions (Chessa et al., 2013), we
describe the optical flow v(x, y) as linear deformations by a first-
order Taylor decomposition, around each point: v = v̄ + Tx,
where T is the tensor composed of the partial derivatives of the
optical flow.

By describing the tensor through its dyadic components, the
optical flow can be locally described through two-dimensional
maps (m :R2

7→ R2) representing elementary flow components:

v = α
xv̄x + α

yv̄y + d
x
x

∂vx

∂x

∣

∣

∣

∣

x0

+ d
x
y

∂vx

∂y

∣

∣

∣

∣

x0

+d
y
x

∂vy

∂x

∣

∣

∣

∣

x0

+ d
y
y

∂vy

∂y

∣

∣

∣

∣

x0

, (2)

where, the first two terms are pure translations and the other
ones are cardinal deformations, basis of a linear deformation
space: for instance, α

x
:(x, y) 7→ (1, 0) and d

x
x :(x, y) 7→ (x, 0)

(see Figure 4B).
We can model the sensitivity to such deformations through

a population of MST cells whose response is obtained by an
adaptive template matching on the cortical optical flow. From the
responses of such a population we compute the first-order (affine)
description of the cortical optical flow (Koenderink, 1986; Orban
et al., 1992).

Affine flow model and motion interpretation The affine
description of optical flow is related to the interpretation of visual
motion (Chessa et al., 2013): specifically, the affine coefficients

can be combined in order to compute quantities related to the
relative motion between an observer and the scene, such as the
estimation of the 3-D orientation of the surfaces, of the time to
collision, of the focus of expansion, and of the translational speed
that is of interest for the current work.

To clarify the relationships, we can consider the following
affine description of the optical flow:

[

vx
vy

]

=

[

c1
c4

]

+

[

c2 c3
c5 c6

]

·

[

x
y

]

. (3)

The relative motion between an observer and the scene can be
described as a rigid-body motion: a 3D point X = (X,Y ,Z)T has
a motion given by Ẋ = −(T+�∧X), where T = (TX ,TY ,TZ)

T

denotes the translational velocity and � = (�X ,�Y ,�Z)
T

the angular velocity (Longuet-Higgins and Prazdny, 1980). By
considering a pinhole camera model with focal length f , we
obtain the perspective projection of the motion:

[

vx
vy

]

= f

[

−TX/Z − �Y

−TY/Z + �X

]

+

[

TZ/Z �Z

−�Z TZ/Z

]

·

[

x
y

]

+
1

f

[

xy�X − x2�Y

y2�X − xy�Y

]

. (4)

By considering a smooth surface structure, specifically we locally
approximate the surface through a planar surface, we can
describe the affine coefficients in terms of the motion quantities
of Equation (4) (Chessa et al., 2013). In particular, the affine
coefficient c2 (in the condition of the experiment considered in
this work) is proportional to TZ , i.e., the forward translation
speed in an ego-motion scenario.

The coefficient c2 can be estimated through a template
matching by using the map d

x
x that describes the MST RFs of a

population of cells. Thus, the output of such a template matching
can be considered as the MST neural activity E(p), where p =

(x, y) denotes the domain, i.e., the coordinate reference system.
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2.2.2. Modeled Perceived Visual Speed
To take into account the experimental data about the range of
the RF size (Raiguel et al., 1997), we consider four scales (s) in
the range 10 − 50◦, thus the MST neural activity is described as
E(p, s). Moreover, we implemented a multi-scale approach also
to consider the fact that the visual signal contains information at
different spatial scales.

With the aim of obtaining an estimate of perceived forward
translation speed, the distributed neural MST activity E(p, s) is
processed through a Winner-Take-All approach. Specifically, we
locally apply a WTA on the neural sub-population of each scale:
the WTA processes the MST activity on an area W of 70◦ with
75% overlap. Moreover, a compressive non-linearity β is applied
on the WTA output:

EWTA(p, s) =

(

max
p∈W

∗ E(p, s)

)β

, (5)

where ∗ denotes that the WTA is applied by using a moving
windowW.

To exploit the information gathered by the multi-scale
approach, we model a WTA layer that selects the most active
neural sub-population among the ones of the considered scales:

EWTA(p) = max
s

E(p, s). (6)

We propose a spatial pooling of the MST activity to obtain a
scalar value Pz as an estimate of the perceived forward translation
speed. In particular, the activity in the visual periphery (areaWp)
has an inhibitory role with respect to the central area Wc (see
section 2.2.3 also), if there is an activity in a small areaWf around
the fovea:

Pz =
∑

p∈Wc

EWTA(p)+ g(EWTA(p)
p∈Wf

)
∑

p∈Wp

EWTA(p), (7)

where g(·) denotes a gating function that has a negative
value when there is an activity in the area Wf around the
fovea (otherwise it assumes a positive value). In the current
implementation, we have Wf = 5◦, Wc = 85◦ (i.e., a central
85◦ area) andWp = 25◦ (i.e., peripheral 25◦).

Comparison with human data The model estimate Pz of
the perceived forward translation speed (see Equation 7) can be
directly compared with the human estimates of the described
experiment: Figure 9 shows the model estimates Pz for the 13
visual stimulus conditions with respect to the corresponding
human data. To provide a measure of the difference between
human and model data (i.e., the simulation error), we compute
the Pz for the N = 13 visual conditions and we evaluate the
relative error emh as follows:

emh = (1/N)

N
∑

i=1

|HDi − Pzi|/HDi, (8)

where | · | denotes the absolute value, HDi denotes the average
human perception of speed for the i-th condition and Pzi the
model estimate for the same condition. All simulations were
performed using the Matlab software.

TABLE 1 | Average relative errors (Equation 8) of the proposed model with their

standard deviations as a function of the processing stages.

Removal of the processing stage emh ± its std

Full model 0.036 ± 0.034

Log-polar mapping 0.186 ± 0.135

A single scale with the smallest RF size 0.068 ± 0.059

A single scale with the largest RF size 0.107 ± 0.065

Both WTA, Equations (5) and (6) (by using an averaging) 0.229 ± 0.066

WTA, Equation (5) (by using an averaging) 0.179 ± 0.043

WTA, Equation (6) (by using an averaging) 0.090 ± 0.052

Gating function, Equation (7) 0.148 ± 0.251

2.2.3. Systematic Analysis of the Influence of

Processing Stages on the Model Performance
In order to understand how the different processing stages
affect the model performance in modeling human estimates,
we selectively remove specific processing stages of the proposed
neural model and analyze the resulting outputs with respect to
human data.

Table 1 shows the average relative error emh (see Equation 8)
of the model in replicating the human data by removing specific
processing stages. In Figure 5 the distribution of the relative
errors on the 13 stimulus conditions is shown, for the samemodel
changes as in Table 1.

The removal of the log-polar mapping affects the
performances of the model in mimicking the human data:
indeed, the average relative error is emh = 0.186 with respect
the full model that has emh = 0.036 (see Table 1). By looking
at Figure 5A we can see that the conditions 10P and 40P (also
10P70C and 40P70C) are hugely affected, indeed they are the
areas between fovea and periphery, where the log-polar mapping
mainly acts.

Conversely, to use a single scale instead of four scales
has a smaller impact on the model performances and
the effect on the different visual conditions is uniform,
Figures 5B,C. By using a single scale with the smallest
RF size (i.e., 10◦) produces an average relative error
emh = 0.068. The error is emh = 0.107 with the largest
RF (i.e., 50◦).

To change theWTA approach with an averaging affects hugely
the model performances by causing an average relative error
emh = 0.229, however the effect on the visual conditions
is uniform (see Figures 5D–F). By removing the WTA that
acts within each scale (Equation 5) has the most effect
(emh = 0.179) with respect the WTA that acts among scales
(Equation 6, emh = 0.090).

The removal of the gating function (see Equation 7) has a
medium impact on the model performances, i.e., emh = 0.148.
Nevertheless, it affects in an asymmetric way the relative errors
on the visual conditions (see Figure 5G): the visual conditions
10C40P, 10C70P, and 40C70P are the most affected. For such
conditions both the central and the peripheral part of the
visual scene are visible: this suggests that might be present an
(inhibitory) interaction between the foveal and peripheral areas.
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FIGURE 5 | Relative errors (Equation 8) of the proposed model with respect to human data as a function of the 13 visual stimulus conditions by varying the

processing stages, as in Table 1. In particular, the average relative errors by removing specific processing stages are as follows: about 4% (i.e., 0.036 by using

Equation 8) for the full model; 19% without log-polar mapping (A); 7 and 11% with a single scale, the smallest (B) and largest (C) RF size, respectively; 23% by

changing both WTA with an averaging (D); 18 and 9% by changing only one WTA (E,F); 15% without gating function (G).

3. RESULTS

3.1. Influence on the FoV on Perceived
Visual Speed With Dots (Optical Flow Only)
When the optical flow consisted of dots, the Shapiro-Wilks
test performed on the residuals indicated that data was not

normally distributed. The Friedman rank sum test indicated a
main effect of the FoV condition (i.e., the type of field of view) on
perceived visual speed [χ2

(12) = 56.60, p < 0.001]. Post-hoc tests
performed with the Friedman multiple comparisons function
indicated that in the 10C condition, the PSE was significantly
higher than in the 10P, 40P, 10P70C, and 40P70C conditions.

Frontiers in Neural Circuits | www.frontiersin.org 8 October 2019 | Volume 13 | Article 68165

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Solari et al. Predicting Perceived Visual Speed

FIGURE 6 | PSE mean values as a function of the FoV when the optical flow consisted of dots (i.e., optical flow only). The error bars represent the standard error of

the mean.

In other words, the optical flow was perceived as significantly
slower in the 10C condition than in the 10P, 40P, 10P70C, and
40P70C conditions. In addition, the optical flow was perceived
as significantly slower (i.e., higher PSE) in the 10C40P than in the
40P and 10P70C condition. Finally, the optical flowwas perceived
as significantly slower in the 10C70P condition than in the 40P,
10P70C, and 40P70C conditions. Figure 6 shows the PSEs for all
13 FoV conditions.

3.2. Influence on the FoV on Perceived
Visual Speed With 3D Spheres (Optical
Flow + Expansion Cues)
When the optical flow consisted of 3D spheres and included
optical expansion cues, the Shapiro-Wilk analysis indicated that
the residuals were normally distributed. The one-way ANOVA
indicated a main effect of the FoV condition on perceived visual
speed [F(12,84)=47.37, p < 0.001]. Bonferroni-corrected paired-
comparisons indicated that in the 10C condition, the optical flow
was perceived as significantly slower (i.e., higher PSE) than in
all other FoV conditions. Also, the optical flow was perceived as
significantly faster in the 40P and 70P FoV conditions than in
the 40C, 70C, 10C40P, 10C70P, 40C70P, and 10P40C conditions.
Figure 7 shows the PSEs for all 13 FoV conditions.

3.3. Direct Comparison of Perceived Visual
Speed With Dots and 3D Spheres
We then compared “directly” the Dots condition with the 3D
spheres condition. Because data was non-parametric and we had
a repeated measures design, we used a linear mixed model. The
analysis revealed that the type of visual stimulus used for the
optical flow (i.e., dots vs. 3D spheres) did not have any effect

on perceived speed (χ2
(1)=0.0004, p = 0.98). On the other hand,

there was a main effect of the type of FoV (χ2
(12)=226.06, p

< 0.0001) as well as a significant interaction between the two
main factors (χ2

(12)=58.12, p < 0.0001). Therefore, for each FoV
condition, we directly compared the PSEmeasured with dots and
the PSE measured with 3D spheres. These tests were performed
using paired t-tests or Wilcoxon signed-rank test (when data
was non-parametric). These tests were Bonferroni-corrected for
multiple comparisons. None of the 13 tests indicated a significant
difference between the PSE measured with dots and the PSE
measured with 3D spheres. The only FoV condition for which
the test was close to reaching significance (p = 0.063) was the 10C
condition. Note that using a two-way repeatedmeasures ANOVA
instead of the linear mixed model gave the exact same pattern of
result, namely no effect whatsoever of the type of stimulus (i.e.,
dots vs. 3D spheres) on perceived speed (p = 0.99), a main effect
of the type of FoV (p< 0.001) and an interaction between the two
main factors (p < 0.001). Figure 8 shows perceived speed for all
FoV conditions and with the two types of visual stimuli.

3.4. A Computational Model of Motion
Processing Accounts for the Patterns of
Human Data
Figure 9 shows the estimates of perceived visual speeds of the
proposed model (i.e., Pz, see section 2.2 for details), assessed by
using the same stimuli and procedure as the human observers.
The underestimation and overestimation of speed exhibited by
the model are very similar to the ones of human observers: in
particular, the model is able to replicate the human behavior
for 10C, 10C70P, 10P40C, 40C, and 40C70P, but 10C40P shows
a larger error, though acceptable. In general, the proposed
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FIGURE 7 | PSE mean values as a function of the FoV when the optical flow consisted of 3D sphere (i.e., optical flow + expansion cues). The error bars represent the

standard error of the mean.

FIGURE 8 | Direct comparison of PSE mean values measured with dots (red) and 3D spheres (green). The error bars represent the standard error of the mean.

computational model shows a high level of agreement with the
human data: the average relative error emh is about 4% (i.e., 0.04
by using Equation 8).

4. DISCUSSION

Participants were presented with an optical flow constituted
of limited-life-time random dots or 3D spheres moving in

their direction along the antero-posterior axis. The size and
portion of the moving FoV was systematically manipulated.
For all FoV conditions, we did not observe any significant

difference between the two types of visual stimuli, namely

dots and 3D spheres. In other words, irrespective of the size

and portion of the displayed FoV, visual speed perception was
similar whether only optical flow information was available
(i.e., Dots condition), or additional expansion/looming cues
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FIGURE 9 | Direct comparison of the visual gains measured with the participants (Human) with the visual gains given by the model (Model), both when the visual

stimulus consisted of Dots (A) and of 3D spheres (B). The pink bars correspond to the human data, and the blue bars correspond to the model estimates. The gain

values are directly derived from the PSE values, so that gain values smaller than 1 indicate an overestimation of visual speed (relative to Full FoV), and gain values larger

than 1 indicate an underestimation of visual speed. The visual stimulus conditions are reported in the text. The average relative error is about 4% by using Equation 8.

were present (i.e., 3D spheres conditions). On the other hand,
both the size and portion of the moving visual field affected
visual speed perception. In particular, patterns in which only
the central part of the visual field was moving resulted in a
larger underestimation of flow speed. Importantly, a bio-inspired
computational model of the neural processing stages of the dorsal
pathway allowed us to predict perceived speed based on the
visible portion of the moving optical flow, and this with a 96
percent reliability.

Our results show that the size and the portion of visible
FoV significantly affect perceived visual speed. In particular,
as already described by Pretto and colleagues (Pretto et al.,
2009), the wider peripheral-only conditions (namely 40P and
70P) resulted in an overestimation of the speed of the optical
flow. However, and contrary to what was described by Pretto
et al., this overestimation was significant only when the visual
stimulus consisted of 3D spheres (i.e., when expansion cues
were provided), and not when the visual stimulus consisted of
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dots. When only the central 10◦ of FoV were displayed (i.e.,
FoV condition 10C), we also found an effect on perceived visual
speed, that was significantly underestimated as compared to most
other FoV conditions, depending on the type of visual stimulus.
With 3D spheres, the underestimation (in the 10C condition)
was significant as compared to all other FoV conditions. With
dots however, the underestimation was significant as compared
to the FoV conditions in which a small portion of the central
FoV was covered (i.e., 10P, 40P, 10P70C, 40P40C), but not as
compared to the Full FoV condition. This result is at odds
with the 2009 study by Pretto and colleagues who using dots,
found that all FoVs smaller than 60◦ gave rise to a significant
underestimation of visual speed as compared to the Full FoV
condition. Overall, our results indicate that visual speed tend
to be underestimated when only a small central portion of the
FoV is visible. Several studies have highlighted the importance of
peripheral vision for motion perception, with a direct influence
on speed perception (Pretto et al., 2009, 2012), but also on
navigation abilities (Czerwinski et al., 2002; Turano et al., 2005)
and on vection, i.e., the sensation of self-motion that derives
from a moving stimulus (Brandt et al., 1973; Berthoz et al.,
1975; Mohler et al., 2005). In line with this, the underestimation
of visual speed that we observed when the peripheral part
of the FoV was occluded likely results from the fact that in
this situation, only the low angular velocities of the visible
central portion can be used for speed estimation, thereby
“biasing” perception.

Importantly, using a biologically-inspiredmodel, we were able
to predict the influence of the size and portion of the moving
visual field on speed perception. Specifically, by providing
the appropriate parameters of the neural processing stages,
our model allowed us to predict with 96% of reliability the
perceived speed based on the visible portion of the moving
optical flow. In the past, different computational models have
been proposed to “explain/describe” the processes underlying
human perception of visual speed, mainly by focusing on local
computation of motion. Commonly, these models assumed
that the perception of visual motion is optimal in one of
two conditions: (i) in a deterministic framework with a
regularization constraint induces the solution to bias toward
zero motion (Yuille and Grzywacz, 1988; Stocker, 2001); (ii)
in a probabilistic framework of Bayesian estimations, which
a prior that favors slow velocities (Simoncelli, 1993; Weiss
et al., 2002). Other studies have shown that it is possible
to capture basic qualitative features of translational motion
perception with an ideal Bayesian observer model based on
Gaussian forms for likelihood and prior (Weiss et al., 2002).
Because the previous model deviates from human perceptual
data regarding trial-to-trial variability and the form of interaction
between perceived speed and contrast, Stocker and Simoncelli
(2005) proposed a refined probabilistic model that could account
for trial-to-trial variabilities. These authors derived the prior
distribution and the likelihood function of speed perception from
a set of psychophysical measurements of speed discrimination
and matching.

Nevertheless, in order to perceive motion patterns that are
related to visual navigation, one should consider a hierarchical

processing and a spatial integration of the local motion, as
described by previous models. Indeed, several models take into
account the MST functionality and its larger receptive fields
(Perrone and Stone, 1994; Grossberg et al., 1999; Yu et al.,
2010; Mineault et al., 2012). In their seminal work, Perrone and
Stone (1994) introduced a template-based model of self-motion
that showed similar responses properties to MST neurons. In
Grossberg et al. (1999), the model considers also log-polar
mapping, though by using a formulation that does not allow a
signal processing description as in our model. In Yu et al. (2010)
and Mineault et al. (2012), the authors analyzed different types
of neural combinations of local motion processing in order to
account for the observed stimulus selectivity of MST neurons. It
is worth noting that our model allows the prediction of perceived
visual speed considering also the size and portion of the visual
field. To obtain such a result, we have introduced several neural
mechanisms by combining them in a novel computational model.
In particular, we model a population of MST cells that perform
an adaptive template matching by considering the spatial non-
linearity produced by the log-polar mapping and multi-scale
layers. Such a template matching allows a decomposition of
motion patterns into an affine description that can be directly
related to forward speed of the observer: the results show
that the model estimates are similar to the perceived visual
speed of human observers (i.e., the average relative error is
about 4%).

Though there were some slight differences, the two types
of visual stimuli, namely dots and 3D spheres, resulted in
similar patterns of perceived visual speed. Specifically, providing
expansion cues (3D spheres condition) in addition to the optical
flow information did not alter perceived visual speed, and no
significant difference could be observed between the Dots and
the 3D spheres conditions. The only FoV condition for which
a difference coming close to significance could be observed was
the 10C condition, i.e., the FoV condition in which only the
central 10◦ of FoV were visible. Note that this “tendency” could
simply be due to the fact that in the 3D spheres condition,
optical flow information might have been reduced because
of the rapid expansion of the sprites which tended to cover
the “small” visible area. This absence of significant difference
between the Dots and the 3D spheres suggests that to estimate
visual speed, at least in the conditions of the experiment, i.e.,
with simple visual stimuli, the optical flow provides sufficient
motion information, and expansion cues do not provide much
additional “benefit.”
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APPENDIX

Figure A1 shows how the Cartesian optic flow patterns are
transformed into the cortical domain. In particular, Figure A1A
shows that constant optic flows in the Cartesian domain map
to non-linear flows in cortical domain. Whereas, expansion (see
Figure 4) and rotation (Figure A1B) flow patterns are mapped
to constant flows along the horizontal and the vertical cortical
axes, respectively. In general, a Cartesian optic flow is warped in
the cortical domain, e.g., in Figure A1C the transformation of a
Cartesian shear pattern is shown.

FIGURE A1 | Optic flow patterns in the Cartesian and cortical domains:

(A) constant, (B) rotation, and (C) shear optic flow pattern.
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Head direction (HD) cells, which fire action potentials whenever an animal points its
head in a particular direction, are thought to subserve the animal’s sense of spatial
orientation. HD cells are found prominently in several thalamo-cortical regions including
anterior thalamic nuclei, postsubiculum, medial entorhinal cortex, parasubiculum, and
the parietal cortex. While a number of methods in neural decoding have been developed
to assess the dynamics of spatial signals within thalamo-cortical regions, studies
conducting a quantitative comparison of machine learning and statistical model-based
decoding methods on HD cell activity are currently lacking. Here, we compare statistical
model-based and machine learning approaches by assessing decoding accuracy and
evaluate variables that contribute to population coding across thalamo-cortical HD cells.

Keywords: spatial behavior, navigation, memory, anterior thalamus, parahippocampal, parietal

INTRODUCTION

Animals can navigate by monitoring an online record of their spatial orientation in an environment
and using this information to produce direct trajectories to hidden goals (Cullen and Taube,
2017; Epstein et al., 2017; Moser et al., 2017). Head direction (HD) cells, which fire action
potentials whenever an animal points its head in a particular direction, are thought to subserve
the animal’s sense of spatial orientation (Taube et al., 1990a,b; Taube, 1995, 2007). The direction
of maximum response, or the preferred firing direction, varies between cells, such that a
small population of HD cells can encode the full range of possible HDs. HD cells are found
prominently in anterior thalamic nuclei (ATN), including the anterodorsal, anteroventral, and
anteromedial thalamic nuclei (Taube, 1995; Tsanov et al., 2011; Jankowski et al., 2015; for
review see Clark and Harvey, 2016); in parahippocampal regions such as the postsubiculum
(PoS) (Taube et al., 1990a), medial entorhinal cortex (MEC), and parasubiculum (PaS)
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(Sargolini et al., 2006; Boccara et al., 2010); and in dorsal cortical
regions such as the parietal cortex (PC) (Chen et al., 1994a,b;
Wilber et al., 2014; reviewed in Clark et al., 2018).

Several studies have reported that simultaneously recorded
populations of HD cells tend to maintain coherence across
their preferred firing directions (Taube et al., 1990b; Taube,
1995; Johnson et al., 2005; Peyrache et al., 2015; Bassett et al.,
2018). For example, Taube et al. (1990b) recorded pairs of HD
cells in the PoS simultaneously and found that cells responded
similarly, with the same angular relationship with one another,
across a broad range of environmental manipulations and
testing procedures. Coherence between HD cells has also been
reported across the ATN and PoS (Peyrache et al., 2015) and
between HD cells in the ATN and place signals within the
hippocampal formation (Knierim et al., 1998; Hargreaves et al.,
2007). However, a recent study suggests that the coherence
of HD cell populations recorded from the mouse MEC and
PaS may become uncoupled during some environmental cue
manipulations (Kornienko et al., 2018). Another previous
study subjectively noted that decoding accuracy by ATN HD
cell populations is superior to PoS HD cell ensembles (see
Supplementary Figure S1 in Viejo et al., 2018). We are unaware
of other studies that have quantified the accuracy of HD cell
population coding across thalamo-cortical circuitry.

Although a number of methods have been developed to assess
the dynamics of thalamo-cortical HD signals (e.g., Rybakken
et al., 2018; Viejo et al., 2018; Fresno et al., 2019), few studies
have conducted a quantitative comparison of neural decoding.
Statistical model-based approaches have generally been favored
with respect to studying population activity of the HD cell system,
however recent advances have stimulated new interest in using
machine learning approaches for neural decoding. Model-based
methods directly characterize a probabilistic relationship between
neural firing and HD, while machine-learning approaches assume
a “black-box” neural network to describe the relationship.
Although machine learning methods can in general deal with
complex relationships in datasets, they depend on a multi-layered
structure and come with a significant time cost.

A central aim of the present study was to provide a comparison
of the various methods used to assess the neural dynamics of
spatial behavior. Specifically, we compare linear methods such as
Kalman Filter, Vector Reconstruction, Optimal Linear Estimator,
and Wiener Filter and non-linear methods such as Generalized
Linear Models and Wiener Cascade. We compare these statistical
model-based methods with several machine learning methods.
In addition, we present a quantitative assessment of population
coding by HD cells within the ATN, PoS, PaS, MEC, and PC and
explore contributing variables to decoding accuracy such as the
number of classified HD cells per dataset as well as the firing rate
and tuning strength of HD cell populations.

MATERIALS AND METHODS

Datasets
Neuronal recordings analyzed in the present report were
presented in previous work (Wilber et al., 2014, 2017;

Winter et al., 2015a,b; Butler and Taube, 2017). Briefly, for
data collected in ATN, PoS, PaS and MEC, 4 female Long-Evans
rats (3–6 months of age) were used (5 recording sessions or
datasets/region; 1–2 rats/region). Rats were either surgically
implanted with moveable microdrives containing four tetrodes
targeting the PoS, PaS, or MEC (Winter et al., 2015a,b), or
eight individually moveable stereotrodes targeting the ATN
(Butler and Taube, 2017). Neural activity in PoS, PaS, or MEC
was recorded while animals foraged for scattered food in a
large square enclosure (120 × 120 cm; 50 cm in height; session
duration: 10–20 min) and in the ATN while rats foraged in a small
cylindrical environment (71× 50 cm; session duration: 8 min).

For data collected in PC, 4 male Fisher-Brown Norway hybrid
rats were used. Rats were 5–10 months of age at initial surgery
and were implanted with an 18-tetrode electrode array targeting
the PC (for details see Wilber et al., 2014). Recordings were
conducted while rats performed a “random lights” task in which
the animal visited one of 32 light/reward zone located along the
perimeter of a large circular open field (4 ft in dia). Each zone was
rewarded with medial forebrain stimulation. Animals made up to
900 light/reward zones visits in a single recording session (session
duration:∼45 min). Each visit to the light/reward zone consisted
of the animal making a trajectory from one end of the open field
to the other. Because the light/reward zones were presented in
a random order, the animal’s cumulative path for each session
resulted in wide spatial and HD coverage in the environment.
These experiments were carried out in accordance with protocols
approved by the University of Lethbridge Animal Welfare
Committee or Dartmouth College’s Institutional Animal Care
and Use Committee and conformed to the National Institutes of
Health Guide for the Care and Use of Laboratory Animals.

For all datasets, electrical signals were pre-amplified on a
headstage (HS18 or HS27) and were recorded using a Digital
Lynx Data Acquisition System (Neuralynx, Bozeman, MT), and
thresholded (adjusted prior to each session) spike waveforms
(filtered 0.6–6 kHz, digitized at 32 kHz) and timestamps were
collected for each session. Rat position and HD were tracked
by either using red and green LEDs attached to the animal’s
headstage (secured ∼8 cm apart) or by using colored domes of
reflective tape which were created by covering 1/2 Styrofoam
balls in reflective tape. A video tracking system provided x-y
coordinates of each LED or Styrofoam ball position at a sampling
rate of 30–60 Hz as interleaved video. However, for one animal
included in the PC datasets, data was collected at 30 Hz (rat 4)
and co-registered with spikes and stimuli.

For PoS, PaS, MEC, and ATN datasets, spike sorting was
conducted using SpikeSort3D (Neuralynx, Bozeman, MT). First,
waveform characteristics from each tetrode/stereotrode were
plotted as scatterplots from one of the four tetrode wires and
signal waveform characteristics (amplitude, peak and valley)
were used for cell isolation. Individual units formed clusters of
points in these plots and the boundaries were identified and
manually “cut.” For PC datasets, spike data were automatically
overclustered using KlustaKwik1 then manually adjusted using a
modified version of MClust (A.D. Redish).

1http://klustakwik.sourceforge.net
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HD Cell Categorization
ATN, PoS, PaS, and MEC Recordings
The HD of the animal was determined by the relative position
of the red and green LEDs. The amount of time and number of
spikes in each HD was sorted into sixty 6◦ bins. The firing rate
for each 6◦ bin was determined by dividing the number of spikes
by the amount of time. A firing rate by HD plot was constructed
for each cell in the dataset and the directionality of each cell was
quantified using a number of measures. First, we computed the
mean vector length (Rayleigh r) for each cell. The mean vector
length ranges between 0 and 1, with higher values indicating
that spike occurrence is clustered around a particular direction.
Second, we computed a stability score for each cell. Stability was
calculated by dividing the recording session into four equal time
bins and cross-correlating the 60 directional firing bins across
each time bin and averaging these values (Directional Stability =
(Q1:Q2 + Q1:Q3 + Q1:Q4 + Q2:Q3 + Q2:Q4 + Q3:Q4)/6).
Because the mean vector length is susceptible to reporting
high values when cells display low firing rates, we used a dual
criterion for classifying neural activity as an HD cell. Cells were
classified as an HD cell if the resulting mean vector length and
directional stability scores exceeded the 95th percentile chance
level generated by shuffling the neural data (see Boccara et al.,
2010; Winter et al., 2015a). Briefly, each cell had its sequence
of spikes time-shifted relative to the animal’s tracked location
and HD (400 iterations for each cell) and the mean vector
length and stability was calculated for each iteration. The 95th
percentile value for each region was taken as the cut-off criteria
for cell inclusion. In addition, cells with criteria values below the
mean cutoff across brains regions, without clear directionality
and repeat recordings were removed from further analysis.
A sample of 5 recording sessions or datasets per brain region
was selected. Each dataset contained at least 5 simultaneously
recorded HD cells that met the criteria outlined above (n = 20
datasets from 4 rats).

PC
Cells not sufficiently active during maze sessions (< 250
spikes/session; session = ∼50 min) were excluded from all
analyses (39 cells excluded so 339 putative pyramidal cells
remained). Data from video frames in which HD tracking was
lost or segments in which the rat was still for relatively long
(60 s) periods (calculated from smoothed positioning data)
were excluded. Occupancy data were binned per 6◦ of HD
and converted to firing rate (spikes/s). Rayleigh statistics were
calculated using a combination of custom Matlab scripts and the
circular statistics toolbox (Berens, 2009). Because directionally
modulated PC cells typically expressed low firing rates across
behavioral testing, we adjusted the HD cell classification
criteria to assess stability across a longer recording duration.
Thus, neurons were classified as HD cells if (1) they had a
significant Rayleigh test for unimodal deviation from a uniform
distribution corrected for binned data on the collapsed-across-
behavioral-sessions firing rate data (p ≤ 0.05) and (2) they
were stable (change in peak vector direction of < 7 bins)
across behavioral sessions (or split 1/2 sessions when data
were not available for two consecutively recorded sessions).
All datasets for which at least 3 HD cells met these criteria

were included in the present paper (n = 7 sessions from
3 rats; 2 session from rat #1; 2 sessions from rat #3; 3
sessions from rat #4).

Neural Decoding Methods
Twelve decoding methods were applied. Six are statistical
model-based methods: Kalman Filter, Generalized Linear Model,
Vector Reconstruction, Optimal Linear Estimator, Wiener Filter
and Wiener Cascade. The remaining six are machine learning
methods: Support Vector Regression, XGBoost, Feedforward
Neural Network, Recurrent Neural Network, Gated Recurrent
Unit, and Long Short-Term Memory. The python code for
Wiener Filter, Wiener Cascade and the machine learning
methods is from the freely available Neural Decoding package
from Glaser et al. (2017)2. Head direction data were transformed
using directional cosines, then fed into the decoding algorithm,
then transformed back to polar coordinates (Gumiaux et al., 2003;
Wilber et al., 2014, 2017). For better explanatory power, a four-
fold cross-validation is applied in this paper. Since the data have a
time series structure and so do the models, it was not appropriate
to use a middle portion as testing where the training data is
not continuous. Thus, we only included two cases: upper 3/4 of
the dataset to be training (UT) and lower 3/4 of the dataset to
be training (LT).

Statistical Model-Based Methods
Kalman Filter
The Kalman Filter model (Kalman, 1960) is a hidden Markov
chain model that uses HD (trigonometric) as the states and spike
counts as the observations.

The relationship between these variables is shown in Figure 1.
The model assumes that the HD follows a first-order auto-

regression structure with additive Gaussian noise. The model is
given as: {

EXt+1 = AEXt + Ewt
EYt = H EXt + Eqt

where EXt is the centralized trigonometric HD vector (centralized
[cos, sin] vector) at time t; EYt is the centralized spike counts
vector for all observed brain cells at time t; Ewt , Eqt are the random
noises where Ewt ∼ N (0, W), Eqt ∼ N (0, Q), and Ewt, Eqt are

2https://github.com/KordingLab/Neural_Decoding

FIGURE 1 | Graphic representation of the Kalman Filter and Generalized
Linear Model: The main model is a hidden Markov chain structure. HDs follow
a Markov chain and spike counts at the current time bin are independent from
the counts from previous time bins.
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independent. The Kalman Filter method assumes a mean of zero
for the noise model, so, the mean spike count must be subtracted
from the neural data, i.e., we “centralized the spike counts.”
Note that since EXt and EYt are centralized, no intercept term is
included in the model.

For parameter fitting, the classical approach, maximum
likelihood method (MLE) is used to obtain the values of
A, W, H, Q (see Supplementary Material S1). For decoding,
the Kalman Filter algorithm (Wu et al., 2006) is applied to predict
EXt given EYt after the estimation of model parameter (see the
algorithm in Supplementary Material S2).

Generalized linear model
Similar to the Kalman Filter model, the generalized linear model
is also a hidden Markov Chain model with HD (trigonometric)
as the states and spike counts as the observations (Figure 1).
The model assumptions are: (1) the HD itself is a first-order
autoregression model with additive Gaussian noise; (2) the HD
and spike counts at the same time point follow a Poisson log-
linear model; and (3) the spike counts from each observed brain
cell are conditional independent given the HD at the same time
point. The model is:{

EXt+1 = AEXt + Ewt
Yt,c| EXt ∼ Poisson(λt,c)

Where EXt is the centralized trigonometric HD vector at time t;
Yt,c is the spike counts for brain cell c at time t and

{
Yt,c

}C
c=1 is

independent given EXt ; Ewt is random noise with Ewt ∼ N (0, W),
λt,c = eµc+EaT

c EXt . Similarly, there is no intercept term in the
autoregression model because EXt has been centralized.

To fit the model parameters A, W, µc, Eac, we again use
the maximum likelihood method (Lawhern et al., 2010; see
Supplementary Material S3). For decoding, the Point Process
Filter method (Eden et al., 2004) is applied to predict the HD
given the spike counts (see the algorithm in Supplementary
Material S4). Based on the model, the mean of Yt,c given EXt can

be numerically approximated by λ̂t,c = eµ̂c+̂Ea
T
c EXt after parameter

estimation, so the mean curve of spike counts among different
HDs can be obtained.

Vector reconstruction
Since the training dataset contains the HD and spike counts
at each observed time bin, we can make an estimation of the
preferred direction for each cell (Georgopoulos et al., 1983). The
estimation is done by fitting a cosine curve to the plot of firing
rate and HD from the training data. The angle at the peak of the
curve, which is the phase of the cosine function, is treated as the
angle of the fitted preferred direction for the cell. In other words,
ÊLc =

[
cosθ̂, sinθ̂

]T
will be the fitted unit direction vector for cell

c. The prediction of the HD given firing rates can then be obtained
by computing the average of the direction vectors, weighted by
the corresponding cell’s firing rate, as in Johnson et al. (2005).

φest (t) = angle

[ C∑
c=1

fc (t) ∗ ÊLc

]

Where fc (t) is the given firing rate of cell c at time t; ÊLc is the
fitted preferred direction vector for cell c; φest (t) is the predicted
HD at time t; angle (•) returns the angle of the input vector (see
the computation in Supplementary Material S5).

To achieve an accurate reconstruction with this method, there
are several critical criteria for the training dataset. First, the data
should have a sufficiently strong unimodal peak for a specific
HD and firing rate, or else the estimation of preferred directions
will be poor. Second, the preferred direction vectors must cover
the full range of directions from 0◦ to 360◦. Without input data
covering some HDs, some predicted HDs may never be achieved
(see Figure 2).

Optimal linear estimator
The Optimal Linear Estimator (OLE) method (Salinas and
Abbott, 1994) is similar to the vector reconstruction method that
estimates a direction vector for each cell and uses the weighted
average over those vectors with firing rates as the weights to make
a prediction of the HD. Since Vector Reconstruction and Optimal
Linear Estimator both depend on the preferred direction vector
(unlike other decoding methods), these methods are especially
susceptible to inhomogeneity of preferred directions as illustrated
in Figure 2. The vector, ÊDc for cell c, unlike the preferred direction
vector, is obtained by finding the optimal solution that minimizes
the squared error between the estimated and true HD vector,
averaged over firing rates and true direction vectors, i.e.

D̂ = argmin
D

∫ (
EV − EVest

)2
∗ P

(
Er | EV

)
dErd EV

Where EV is the true HD vector; EVest =
C∑

c=1
rc∗ EDc is the estimated

HD vector; Er = [r1, r2, . . . rC]T is the firing rate for each
brain cell; D =

[
ED1, ED2, . . . EDC

]
is the matrix of all the

vectors to find.

FIGURE 2 | Illustration of the coverage of the full range of HDs: If all the
preferred direction vectors cover only half of the possible HDs, then the
vectors in the other half circle cannot be achieved by a non-negative weighted
linear combination of these vectors, so the predicted angles will not cover all
values between 0◦ and 360◦.
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The solution for D̂ can be computed by taking the derivative
of the formula above, which results in:

ÊDc =

C∑
i=1

(
Q̂−1

)
ci
∗ ÊLc

Where ÊLc is the numerical approximation of the center of mass
vector for the tuning curve function of cell c; Q̂ is the numerical
approximation of the correlation matrix of firing rates for all cells
(see details in Supplementary Material S6).

With fitted D̂, the prediction of the HD at time t, as stated
above, is

φest (t) = angle

[ C∑
c=1

rc (t) ∗ ÊDc

]

The OLE method also has the prerequisite on the training dataset
like the vector reconstruction method that the non-negative
linear combination of ÊDc should cover all directions from 0◦
to 360◦, or else the prediction can never achieve some angles
(see Figure 2).

Wiener Filter
The Wiener Filter model (Wiener, 1949) is a classical regression
method that builds a multiple linear regression relation between
the HD and the firing rate from every observed cell at the
corresponding time bins. This model is the basis of all the
statistical filtering methods. Computational details are given in
Supplementary Material S7.

Wiener cascade
The Wiener Cascade model (Hunter and Korenberg, 1986) is a
direct extension of the Wiener Filter model that first applies a
multiple linear regression model on the HD vs. the firing rate
from each cell, and then builds a non-linear model on the fitted
values from the linear model vs. the true firing rate values. In
the present paper, the order of the polynomial in the non-linear
component was searched by Bayesian Optimization (see section
Machine Learning Methods below). Computational details are
also given in Supplementary Material S7.

Machine Learning Methods
To conduct HD decoding, we also used the following 6 machine
learning methods. The selection on input-output is consistent for
each method. In these methods, together with Wiener Cascade,
there exists some free parameters that are not tuned during
training. Instead they are set before the optimization process.
These values are called “hyper-parameters.” In this paper, hyper-
parameter selection was based on Bayesian Optimization (Snoek
et al., 2012, freely available python package3). It searched over a
range of values for the hyper-parameters and chose the optimal
one. Further detail is provided in Supplementary Material S8.

Support vector regression
The support vector regression (Drucker et al., 1996) is a machine
learning tool that uses a non-linear kernel to project the input

3https://github.com/fmfn/BayesianOptimization

to another space and then builds a linear model on the projected
input and the output. In this manuscript, a radial basis function
kernel was applied. The penalty parameter of the error term
and the maximum number of iterations were searched by
Bayesian Optimization.

XGBoost
XGBoost (Chen and Guestrin, 2016) is a machine learning
algorithm that implements the idea of gradient boosted trees.
It builds a sequence of regression trees. The first tree is for
predicting the HDs using the firing rates, while each subsequent

FIGURE 3 | The structure of feedforward neural network and Recurrent
Neural Network (RNN): Top: The typical structure of a feedforward neural
network. Each unit will calculate a weighted sum of the units in the previous
layer that connect to it by an arrow. Then by adding an intercept term and
transforming the value by an activation function, the unit obtains the value it
sends out. Bottom: the structure of a Recurrent Neural Network component.
The input vectors are connected by a chain hidden layer. Each hidden unit is
the transformed value of the linear combination of the corresponding input
unit and previous hidden unit. The last hidden unit value (vector) will be
transformed by another non-linear function and sent to the dense layer to
compute the output.
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tree is built on the firing rate vs. the residual of the previous
fit. In this manuscript, the total number of trees, maximum
depth of each tree and the learning rate were all searched by
Bayesian Optimization.

Feedforward neural network
The feedforward neural network (Haykin, 1994), also called dense
neural network or multi-layer perceptron, is the basic structure
in deep learning. In this method, each two consecutive layers are
fully connected, which means that every unit in the subsequent
layer will be computed by a linear function on the values from all
the units in the previous layer, followed by an activation function
(Figure 3 Top). In the present paper, 3 hidden layers were used.
The activation functions were rectified linear unit, abbreviated as
ReLU (Glorot et al., 2011), for all the hidden layers and linear
for the output layer. To avoid overfitting, we applied the dropout
method (Srivastava et al., 2014). The optimization algorithm was
Adam (Kingma and Ba, 2014). The number of units in the layers,
the dropout rate and the number of epochs were all searched by
Bayesian Optimization.

Recurrent Neural Network
The Recurrent Neural Network is the basic neural network
structure designed for time series data (Haykin, 1994).
A Recurrent Neural Network component includes one
hidden layer, where each unit is a linear combination of
the values from the corresponding input unit and the previous
hidden unit. The last hidden unit value is then transformed
by a non-linear function and finally fully connected to the
output layer (Figure 3 Bottom). In this paper, a series of
Recurrent Neural Network components were applied so that
each component predicts the HD in one time bin, given the
firing rates. The non-linear function was set to ReLU. Similar
to feedforward neural network, the dropout method was
applied. The optimization algorithm was chosen to be RMSprop
(Tieleman and Hinton, 2012). The dimension of the hidden unit,
the dropout proportion and the number of epochs were searched
by Bayesian Optimization.

Gated recurrent unit
The gated recurrent unit (Cho et al., 2014) is a complex recurrent
neural network unit. Its structure (shown in Figure 4 Left) is
similar to the Recurrent Neural Networks but includes gated
units which can better memorize the long-term history.

In this paper, the use of Gated Recurrent Unit (GRU) was
the same as the hidden units in the Recurrent Neural Network
(RNN) component. The GRU component was a chain structure
of several gated units and it was applied to predict HD in one
time bin. The model also applied the dropout method to avoid
overfitting and used RMSprop to be the optimization algorithm.
Same as the RNN methods, the dimension of gated units, the
dropout proportion and the number of epochs were searched by
Bayesian Optimization. An implementation difference was that
the activation function between the output from the recurrent
part and input to the feedforward layer was hyperbolic tangent
(tanh) instead of ReLU since the former is the standard choice for
Gated Recurrent Unit.

Long short-term memory
The Gated Recurrent Unit and Long Short-Term Memory
(Hochreiter and Schmidhuber, 1997) were developed from
Recurrent Neural Network and can better handle the long-term
dependencies (the structure is shown in Figure 4 Right).

Compared to the Gated Recurrent Unit, the Long Short-Term
Memory unit has a more complex structure which includes more
parameters. In the present paper, the use of Long Short-Term
Memory was just a replacement of the Gated Recurrent Unit with
the same settings: optimization algorithm = RMSprop; activation
non-linear function = tanh; dimension of LSTM components,
dropout proportion and number of epochs were searched by
Bayesian Optimization.

Statistical Analyses
Data were analyzed using two-way repeated measures ANOVAs
(e.g., Decoding Method or Brain Region). In order to avoid large
numbers of pairwise post-tests, we determined which factors
were contributing to significant ANOVA results by removing
factors one at a time. We started with the factor that was
furthest from the mean, removed it, and reran the ANOVA. We
repeated this process until the ANOVA was no longer significant.
We also explored factors that may contribute to variability in
decoding accuracy including the number of classified HD cells
per dataset, cell firing rate, HD tuning strength, and angular
head velocity (described in section Factors Influencing Variability
Across Decoding Method, Brain Region, and Datasets). Linear
regression was used to compare decoding accuracy to each of
these factors. For all statistical analyses, p < 0.05 was considered
significant and Matlab statistics toolbox was used for statistical
analyses (Mathworks). Rayleigh statistics were calculated using
a combination of custom Labview and Matlab scripts using the
circular statistics toolbox (Berens, 2009).

RESULTS

As described in section Neural Decoding Methods, cross-
validation has been applied. There are two cross validation
approaches: UT and LT. After running the code for all datasets,
the results of the two cases is consistent. For brevity, only the
results for UT are displayed. The output for LT can be seen in
Supplementary Material S13.1–S13.12.

Neural Decoding
Modeling Tuning Properties
Some decoding approaches use a likelihood model (i.e., firing
rate given HD) in a Bayesian framework to represent individual
single units. Two of the twelve methods we used, the Kalman filter
and Generalized Linear Model, use likelihood representations.
An examination of the likelihood representations is useful for
understanding successful (and unsuccessful) decoding of HD.
Thus, to compare the approaches, we first produced tuning
curve plots (i.e., polar plots) showing the relationship between
the cells firing rate and the animal’s HD (Figure 5; black
curves). The modeling result is overlaid on the firing rate
polar plots (blue curves: Generalized Linear Model estimation,
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FIGURE 4 | The structure of Gated Recurrent Unit and Long Short-Term Memory units: Left: this is the structure of the Gated Recurrent Unit (GRU). The “update
gate” zt is used to determine if the update h̃t will be applied to ht. rt is the “reset gate” and is used to determine if the previous hidden value (also the output value)
ht-1 will be kept in the memory. The effects of the two gates are achieved by sigmoid activation functions which can be learned during training. Right: The structure
of the Long Short-Term Memory (LSTM) unit. LSTM is complex and includes one more hidden value Ct and more gates compared to GRU. Each gate can be seen in
the plot where the σ sign appears (i.e., sigmoid activation function). The first σ is the “forget gate” which controls whether previous hidden value, Ct-v will be used to
calculate current output and kept in the memory. The second σ is the “input gate” which controls whether the new input will be used to calculate current output. The
third σ is the “output gate” which filters the output, i.e., controls what part of the output values to send out as ht.

red curves: Kalman Filter estimation). One can roughly assess
the model fitness for these two methods by visually comparing
the similarity between the estimated tuning curve and the true
tuning curve. By comparing the black (true), blue (Generalized
Linear Model) and red (Kalman Filter) curves, it is apparent
that Generalized Linear Model estimations are more similar to
the true curves compared to the Kalman Filter estimations. The
poorer performance of the Kalman Filter is likely a consequence
of the model assumption. Specifically, the Generalized Linear
Model proposes a Poisson distribution on the discrete spike
count, which is more appropriate than the Gaussian distribution
assumed by the Kalman Filter model.

Decoding Output
After training the model, we decoded the HD for the validating
data and contrasted the decoding result with the true values. As
a first-step, we visually compared the true and reconstructed HD
as a function of time (Figure 6). This revealed that while some
approaches are more accurate than others, all approaches were
capable of producing at least moderately accurate decoding.

Next, we quantified decoding accuracy by calculating the
median absolute error (MAE) and comparing this measure

across datasets and brain regions. The median absolute error is
computed by taking the circular difference between the predicted
and true angle, rescaling the angle difference to be within [−180◦,
180◦], taking the absolute value of this angle, and then calculating
the median value. For instance, if the true angle is 10◦ and
the predicted angle is 350◦, then the absolute difference after
rescaling is 20◦. The median absolute error, MAE, is:

MAE = median
t=1, 2 ... T

∣∣rescale [φ (t)− φest (t)]
∣∣

where φ (t) is the true valid HD at time t, φest (t) is the predicted
HD at time t, rescale (θ) is the function that changes the angle θ

to be within [−180◦, 180◦].
For comparison, we also computed the average absolute error

(AAE). Compared to the median, the average is much more
sensitive to outliers and extreme values, so the AAE values turn
out to be larger and not as stable as the MAE. As a result, we used
the MAE as the measure of decoding performance for the main
text in this paper. The result associated with AAE can be seen in
Supplementary Material S14.1–S14.16.

Frontiers in Neural Circuits | www.frontiersin.org 7 December 2019 | Volume 13 | Article 75179

https://www.frontiersin.org/journals/neural-circuits/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neural-circuits#articles


fncir-13-00075 December 7, 2019 Time: 11:12 # 8

Xu et al. Thalamo-Cortical HD Cell Population Coding

0

30

60
90

120

150

180

210

240
270

300

330

0

1

2

PoS04 Cell4

0

30

60
90

120

150

180

210

240
270

300

330

0

0.5

1

PaS04 Cell5

0

30

60
90

120

150

180

210

240
270

300

330

0
10
20
30
40

ATN03 Cell5

0

30

60
90

120

150

180

210

240
270

300

330

0
0.5

1
1.5

2

MEC02 Cell4

0

30

60
90

120

150

180

210

240
270

300

330

0

1

2

3

PC02 Cell2

Binned Average
KF Estimate
GLM Estimate

FIGURE 5 | The true-vs.-estimated tuning plots in 6-degree bins for one HD
cell in each brain region: The polar plots show firing rates vs. HD. The black
curves are the true tuning functions, smoothed by a Gaussian kernel function.
The red curves are the estimated functions using the Kalman Filter (KF)
method and the blue curves are the estimated functions using the Generalized
Linear Model (GLM) method.

MAE is negatively related to prediction accuracy such that
a smaller MAE indicates better prediction accuracy. Twenty-
seven datasets from 5 brain regions were decoded using each
of the 12 methods. The MAE was calculated for each dataset
and method. All values and dataset details are shown in the
Supplementary Material S9.1.

Figure 7 shows the MAE for each method, brain region, and
dataset. Notably, the Vector Reconstruction method and Optimal
Linear Estimator methods produced larger MAE compared to
other methods. The LSTM method had the smallest average
MAE value (34◦). Regardless of the decoding method, MAE
varied dramatically across datasets and brain regions. The
average decoding accuracy was greatest in ATN, with datasets
from this region expressing the lowest measures of MAE. For
parahippocampal cortex and PC, MAE was greater relative to
ATN, and progressively increased in a topographical manner
from POS < PaS < MEC < PC. Finally, within each brain
region, MAE values varied substantially for different datasets. For
example, PC datasets PC_02 and PC_03 have much larger MAE
values than the other PC datasets. This suggests that other factors
in addition to regional differences may contribute to variability in
decoding accuracy.

Decoding Accuracy as a Function of
Computational Method and Brain Region
Decoding Accuracy Across Computational Methods
Next, we aimed to quantify the variance observed across decoding
methods. The Optimal Linear Estimator method and Vector
Reconstruction method appear to have large error relative to
the other 10 methods (see Figure 7). Therefore, we compared
MAE values collapsed across datasets and brain regions. As
expected, we found that decoding accuracy varied significantly

across computational methods [F(11, 312) = 7.27, p < 0.001;
Figure 8]. Next, to determine which methods were contributing
to this variance, we removed data from one method at a
time starting with the method furthest from the mean (Vector
Reconstruction) and repeated the ANOVA until a non-significant
result was obtained (see section Materials and methods). It was
necessary to remove both Vector Reconstruction and Optimal
Linear Estimator methods before decoding accuracy no longer
varied significantly across method [F(9, 260) = 1.00, p = 0.44],
suggesting that decoding accuracy is similar for the remaining
10 methods. Potential causes of the poor performance for the
Vector Reconstruction and Optimal Linear Estimator methods
are explored in the section Factors Influencing Variability Across
Decoding Method, Brain Region, and Datasets.

Decoding Accuracy Varied Across Brain Regions
In addition to variability across decoding methods, we
observed variance in MAE across the 5 brain regions (see
Figure 7). It is visually apparent that MAE is topographically
organized such that the measure progressively decreases from
PC > MEC > PaS > PoS > ATN, however, there is considerable
overlap between the decoding accuracy across these brain regions
(Figure 9). We therefore quantified the effect of brain region
for each decoding method and collapsed across datasets. We
found that for most methods (11/12), accuracy significantly
varied across brain region [Figure 9 and Supplementary
Material S10; F(4, 22) > 2.82, p < 0.05], with the exception of
Vector Reconstruction [F(4, 22) = 1.27, p = 0.31]. Further, for
the 11 methods with significant variance across brain region,
ATN accuracy was highest and furthest from the mean. For 9
of the methods, removing ATN resulted in a non-significant
ANOVA [F(3, 18) < 3.16, p > 0.05]. The only exceptions were
Support Vector Regression and Long Short-Term Memory.
For these methods, it was necessary to also remove the brain
region that was the second furthest from the mean, PC
[F(2,12) < 3.89, p > 0.05].

We also investigated whether our findings above could
be influenced by variability in the animal’s movement
characteristics. We first measured whether there were significant
biases in the animal’s trajectory by determining the dwell time
in each HD. Plotting the data in this way demonstrates that
good coverage of the full range of HDs occurred for all datasets
from each brain region (Supplementary Material S11). We
next measured the animals angular head velocity (absolute
angular velocity calculated across 0.2 s time bins). The ANOVA
determined that the absolute angular head velocity varied
significantly across brain region [F(4, 22) > 6.814, p < 0.001].
When PC was removed, the ANOVA was no longer significant
[F(3, 16) < 2.462, p > 0.1; consistent for both UT and LT
datasets]. On average, fewer high velocity head movements
were performed by rats in the PC datasets (mean: 41◦/s). This
observation is not entirely surprising given that animals in the
PC datasets performed a task involving direct trajectories to
a goal location (Wilber et al., 2014), which contrasts with the
varied head movements made during random foraging in the
other datasets (see section Datasets). Finally, a linear regression
found that the relationship between the absolute angular head
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FIGURE 6 | The true-vs.-predicted head angle plotted as a function of time for a representative ATN dataset for each of the 12 decoding methods: The black curves
are the true curves and the red curves are the predicted curves. Test data is shown. Predicted curves are constructed using a model generated from a separate
training segment of the data. The method name and decoding accuracy measured as median absolute error (MAE) are shown on the title of each plot (average
absolute error, AAE, is also shown). KF, Kalman Filter; GLM, Generalized Linear Model; VR, Vector Reconstruction; OLE, Optimal Linear Estimator; WF, Wiener Filte,
and WC, Wiener Cascade. The remaining six are machine learning methods: SVR, Support Vector Regression; XGB, XGBoost; FFNN, Feedforward Neural Network;
RNN, Recurrent Neural Network; GRU, Gated Recurrent Unit; LSTM, Long Short-Term Memory.

velocity and MAE was not significant for Kallman Filter, General
Linear Model, and Optimal Linear Estimator methods (absolute
value of the rs ≤ 0.27, ps ≥ 0.08), but was for all other methods
(absolute value of the rs ≥ 0.34, ps < 0.05).

It should be noted that there are at least three additional
variables that could influence our findings above. First, the
density of HD cells varies considerably across brain regions
(reviewed in Taube and Bassett, 2003; Taube, 2007). So, it is
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FIGURE 7 | The median absolute error is shown for each brain region, each dataset, and each decoding method. Datasets for each brain region are sorted from
lowest to highest median absolute error (i.e., from best to worst decoding accuracy). Note that median absolute error varies considerably within regions and on
average increases from ATN to parahippocampal and PC regions. KF, Kalman Filter; GLM, Generalized Linear Model; VR, Vector Reconstruction; OLE, Optimal
Linear Estimator; WF, Wiener Filter; WC, Wiener Cascade; SVR, Support Vector Regression; XGB, XGBoost; FFNN, Feedforward Neural Network; RNN, Recurrent
Neural Network; GRU, Gated Recurrent Unit; LSTM, Long Short-Term Memory.
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FIGURE 8 | Mean ± 95% Confidence-Interval (CI) Median Absolute Error (MAE) for each decoding method. Data from different brain regions and datasets were
pooled. KF, Kalman Filter; GLM, Generalized Linear Model; VR, Vector Reconstruction; OLE, Optimal Linear Estimator; WF, Wiener Filter; WC, Wiener Cascade; SVR,
Support Vector Regression; XGB, XGBoost; FFNN, Feedforward Neural Network; RNN, Recurrent Neural Network; GRU, Gated Recurrent Unit; LSTM, Long
Short-Term Memory.

possible that some of the variability in decoding accuracy across
brain regions may be an indirect result of HD cell density.
We directly assess the potential influence of the number of

cells on decoding accuracy below (Factors Influencing Variability
Across Decoding Method, Brain Region, and Datasets). Second,
a number of studies have observed that HD cells can vary in
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FIGURE 9 | Decoding accuracy varies across brain regions. The average Median Absolute Error (MAE) for each area and each decoding method. The shading in the
left panel represents the range of the MAE values while the error bars in the right panel represents the 95% Confidence-intervals of the average MAE values for a
representative decoding method. 95% Confidence-interval plots for the remaining 11 methods are shown in Supplementary Material S10. KF, Kalman Filter; GLM,
Generalized Linear Model; VR, Vector Reconstruction; OLE, Optimal Linear Estimator; WF, Wiener Filter; WC, Wiener Cascade; SVR, Support Vector Regression;
XGB, XGBoost; FFNN, Feedforward Neural Network; RNN, Recurrent Neural Network; GRU, Gated Recurrent Unit; LSTM, Long Short-Term Memory; ATN, Anterior
Thalamic Nuclei; PoS, Postsubiculum; PaS, Parasubiculum; MEC, Medial Entorhinal Cortex; PC, Parietal Cortex. ∗∗p < 0.01.

their peak firing rate and other firing characteristics that can
influence the cells signal-to-noise ratio. Again, we evaluate these
variables in the section below (Factors Influencing Variability
Across Decoding Method, Brain Region, and Datasets). Last, it is
important to note that different recording procedures, numbers
of HD cells, behavior testing, and a distinct set of criteria were
used for classification of HD cells for PC datasets. So, the slightly
weaker decoding accuracy in PC could be attributed to one
or all of these variables. Finally, the inclusion criteria for HD
cells do not exclude cell firing which may correlate with HD
but additionally fire relative to other spatial features such as
egocentric bearing (Wilber et al., 2014; Peyrache et al., 2017).

Factors Influencing Variability Across Decoding
Method, Brain Region, and Datasets
Next, we set out to explore factors that could underlie the
variability we observed across brain regions and datasets
(Figure 7). We identified three factors that could influence the
decoding accuracy: the number of observed cells, the HD tuning
strength, and the response rate of the cells.

Number of observed cells
As noted above, the percentage of cells classified as HD cells
varies among the different brain regions (Taube and Bassett,
2003; Taube, 2007). For instance, previous studies report that HD
cells are most abundant in the ATN (∼60%; Taube, 1995) and
slightly more sparse within PoS (∼25%; Taube et al., 1990a; Sharp,
1996) and in other cortical regions such as PC (∼12%; Wilber
et al., 2014). Boccara et al. (2010) found large proportions of
directionally modulated cell types in PoS, PaS, and MEC (53.7,
58.5, and 55.1%, respectively). In the present study, the density

of HD cells varied from 3 to 9, which is within the range of
cell densities reported in other studies using neural decoding
methods (e.g., minimum of 3 cells/session in Johnson et al.,
2005; a minimum of 9 cells/session in Bassett et al., 2018; a
minimum of 6 cells/session in Peyrache et al., 2015). We used
linear regression to assess the relationship between the number
of identified HD cells and the accuracy of decoding (Figure 10).
For 11 of the 12 computational methods, there was a significant
negative correlation with MAE (absolute value of the r > 0.32,
p < 0.05). The correlation between the number of HD cells
and MAE for Vector Reconstruction failed to reach significance
(r = −0.28, p = 0.08). It is possible the lack of significance
for Vector Reconstruction is a consequence of generally poor
decoding by this method. However, for all of the other decoding
methods, the results suggest that as the number of classified
HD cells increases, decoding accuracy improves (i.e., there is
less error). The correlations (r-values) between MAE and head
angular velocity were smaller than the correlations between MAE
and the number of cells [t(22) = 4.77, p < 0.001].

Given that the number of cells influences decoding accuracy,
we next investigated whether the regional differences reported
in the previous section can be explained by the number of cells
per datasets. To address this question, we repeated our decoding
analyses on datasets composed of a random subsample of at least
3 cells. For datasets with 6 or more cells, we split the datasets
in half, each composed of 3 randomly selected cells (without
repeats). Due to the higher computational demands of machine
learning approaches, and the similarity in results between
model-based and machine learning methods (see Figure 7), we
only used model-based methods to investigate this question.
In short, the results of this analysis again indicate superior
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FIGURE 10 | Scatterplots of median absolute error vs. number of cells for all 12 methods. The dashed line is the fitted linear regression. The correlation coefficient (r)
and the corresponding p-value are shown on the top-right corner of each panel. The significance levels are shown with symbols on the top-left corner ∗∗∗p < 0.001;
∗∗p < 0.01; ∗p < 0.05. KF, Kalman Filter; GLM, Generalized Linear Model; VR, Vector Reconstruction; OLE, Optimal Linear Estimator; WF, Wiener Filter; WC, Wiener
Cascade; SVR, Support Vector Regression; XGB, XGBoost; FFNN, Feedforward Neural Network; RNN, Recurrent Neural Network; GRU, Gated Recurrent Unit;
LSTM, Long Short-Term Memory.

decoding by ATN units relative to other regions, and similar
decoding across parahippocampal and cortical cell populations
(see Supplementary Material S15.1–S15.6). However, for some
methods, MEC produced weaker decoding relative to other
regions. For all methods, accuracy significantly varied across
brain region [Supplementary Material S15.3; F(4,46) > 2.57,
p < 0.05]. For all model-based methods, ATN accuracy was

greatest and furthest from the mean. For 3 of the methods,
removing ATN resulted in a non-significant ANOVA [F(3,

37) < 2.86, p > 0.05]. For Generalized Linear Model, it was
necessary to also remove the brain region that was second furthest
from the mean, PoS [F(2, 28) < 3.34, p > 0.05], indicating
that for this method, both PoS and ATN had significantly
better decoding. Finally, for Vector Reconstruction and Optimal
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Linear Estimator, MEC was second furthest from the mean
and removing MEC resulted in a non-significant ANOVA [F(2,

27) < 3.34, p > 0.05], indicating that for these methods ATN
had significantly better decoding and MEC had significantly
worse decoding. To summarize, subsampling the number of
cells produced a similar outcome: while decoding is on average
most accurate for ATN cell populations, accurate decoding is
also possible for parahippocampal and cortical regions and is
generally similar across PoS, PaS, MEC, and PC.

Tuning strength
We additionally examined the contribution of the directional
specificity of HD cell tuning to decoding accuracy. We first
removed the influence of the cell’s firing rate by normalizing
each cell’s tuning curve relative to the directional bin with the
peak firing rate. We then calculated the standard deviation
of the standardized firing rate by HD tuning function as
a proxy for tuning strength (Figure 11 Top). Thus, a low
standard deviation would reflect a flat tuning curve, and a high
standard deviation would reflect a large peak in the preferred
direction of the HD cell. Because this measure is independent
of firing rate it is comparable to a measure of signal-to-noise.
Finally, we performed linear regressions for each decoding
method and a set of randomly selected cells from each dataset
(Figure 11 Bottom 4 rows). This analysis indicated that each
decoding method was significantly negatively correlated with
MAE (absolute value of the rs > 0.4451, ps < 0.01). Thus,
poorer tuning, independent of firing rate, is associated with
lower decoding accuracy. Finally, the correlations (r-values)
significantly varied across head angular velocity, tuning strength,
and the number of cells [F(2, 33) = 36.83, p < 0.001]. Next
head angular velocity was removed (furthest from the mean,
see Statistical Methods) and tuning strength r-values were
lower than the number of cells r-values [F(1, 22) = 10.74,
p < 0.01]. Thus, the contribution of the number of HD
cells had a larger impact than the tuning of individual cells
which had a larger impact than the head angular velocity on
decoding accuracy.

Firing rate
HD cell firing rates can vary between different HD cells
(Taube, 2007) and on average the peak firing rate can differ
between recording locations within cortical-limbic regions,
approximately ranging from 2 spikes/s to 120 spikes/s (Blair
and Sharp, 1995; Taube and Muller, 1998; Peyrache et al.,
2015; Lozano et al., 2017). Notably, ATN HD cells on
average express higher firing rates compared to those recorded
in PoS (Blair and Sharp, 1995; Taube and Muller, 1998;
Peyrache et al., 2015) and some preliminary work indicates
that the firing rates of PaS and MEC HD cells are on
average lower than ATN cells (Winter et al., 2015b). In
addition, parahippocampal and cortical HD cells are often multi-
dimensional or conjunctive for other spatial variables which
can influence cell firing rates (Sargolini et al., 2006; Boccara
et al., 2010; Wilber et al., 2014). Thus, because PoS HD cell
populations are more sparsely active in a given recording session
compared to ATN, it would be expected that decoding accuracy

would be relatively low due to the limited spike information
predicting the animals HD.

Thus, to evaluate the relationship between decoding accuracy
and firing rate, we created a measure that we refer to as the
cell’s response rate, which is the proportion of video frames
in which there was HD cell activity (i.e., cell spikes). As
noted above, the number of cells per dataset can influence
measures of MAE. We therefore subsampled one cell from
each dataset, because some datasets had as few as 3 HD
cells. We limited our analysis to the HD cell that expressed
the greatest spike counts for each dataset. This allowed us to
examine the response rate independent of the contribution of
the number of cells. We next generated a histogram of the
spike counts for the selected HD cell in each dataset and
calculated the proportion of video frames in which spikes
occurred (Figure 12). Thus, we hypothesized that a lower
response rate, which is equivalent to a larger proportion of
video frames with no spikes, should predict poorer decoding.
The histograms suggest that, apart from ATN, parahippocampal
and PC regions have very low response rates (less than
half the ATN response rate). Importantly, as expected, MAE
was negatively correlated with the response rate of the cells
and was significant for every decoding method (absolute
value of the rs > 0.3233, ps < 0.05; Figure 12 Bottom
Right and Supplementary Material S12). Interestingly, the
response rate seems to be the weakest contributor to decoding
accuracy compared to number of cells and tuning. However,
response rate was stronger than the absolute angular velocity
[Omnibus ANOVA: F(3, 44) = 30.93, p < 0.001; Even after
removing head angular velocity and tuning the F-test remained
significant: F(1, 22) = 7.73, p ≤ 0.01]. Thus the strongest
predictor of decoding accuracy was tuning strength which was
significantly more predictive than the number of cells which
was significantly more predictive than the response rate, which
was significantly more predictive than the head angular velocity
(i.e., Tuning > Number of Cells > Response Rate > Head
Angular Velocity).

Time Cost for Each Decoding Method
Time cost is an important indicator of the decoding method’s
performance. Table 1 shows the mean elapsed time for training
and testing for each decoding method.

The full table can be seen in Supplementary Material S9.2.
The testing time varies within a few seconds and is largely similar
across the decoding methods. As for training, the time cost of
using machine learning methods (mean: 3473.33 s or 57.88 min)
was considerably greater than statistical model-based methods
[mean: 34.87 s or 0.58 min; t(5) = 3.13, p = 0.013].

DISCUSSION

The general aim of the present study was to compare statistical
model-based and machine learning approaches for decoding
an animal’s directional orientation from populations of HD
cells. Overall, 12 computational models were evaluated using
HD cell recordings from 27 datasets and from across 5
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FIGURE 11 | Tuning influences decoding accuracy. Top Row. Examples illustrating the relationship between scaled standard deviation (scaled STD) and tuning for
single cells from ATN (left), PoS (middle), and MEC (right). The plots of tuning curves were smoothed by a Gaussian kernel function. The scaled STD is computed
by taking standard deviation of the scaled (divided by maximum) firing rate. Bottom 4 Rows. Linear regression data is shown for each decoding method as a function
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Frontiers in Neural Circuits | www.frontiersin.org 14 December 2019 | Volume 13 | Article 75186

https://www.frontiersin.org/journals/neural-circuits/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neural-circuits#articles


fncir-13-00075 December 7, 2019 Time: 11:12 # 15

Xu et al. Thalamo-Cortical HD Cell Population Coding

FIGURE 12 | Example histograms of spike counts (top three, bottom left and bottom middle), and an example Median Absolute Error (MAE) vs. response rate
scatterplot (bottom right): The dataset’s label and response rate are listed in the title. The example scatterplot illustrates the modest relationship between response
rate and decoding accuracy. Scatterplots for all the 12 methods are shown in Supplementary Material S12. The dashed line in the scatterplot is the fitted linear
regression. Optimal Linear Estimator (OLE).

brain regions (PC, MEC, PaS, PoS, and ATN). Performance
was similar for most methods (10 of the 12), but with
significantly poorer performance by Vector Reconstruction
and Optimal Linear Estimator methods. The generality of
this result is supported by the fact that the findings were
consistent across datasets from different laboratories (i.e.,
PC vs. other datasets), across different HD cell criteria
(i.e., PC vs. other datasets), and across different behavioral
testing procedures and recording environments (i.e., PC vs.

TABLE 1 | The average training time and testing time is shown for each decoding
method grouped by category, model-based methods (above) and machine
learning methods (below).

Method Average training Average testing
time (seconds) time (seconds)

Statistical VR 0.00 2.65

model-based OLE 0.00 2.70

methods KF 0.12 2.65

WF 0.29 0.00

GLM 2.88 2.63

WC 31.58 0.00

Machine SVR 126.88 0.46

learning XGB 339.90 0.02

methods FFNN 3213.17 1.94

RNN 5274.18 2.23

GRU 5548.07 4.15

LSTM 6337.79 4.50

ATN vs. all other datasets). For the Wiener Filter, Wiener
Cascade and the machine learning methods, the prediction
performance was highly accurate. One interesting result is that
the Recurrent Neural Network model has a much simpler
structure than the Gated Recurrent Unit model and Long
Short-Term Memory model. In other words, the Recurrent
Neural Network model has fewer parameters. The decoding
result, however, indicates that these three methods do not
have much performance difference. This result suggests that
the more complex models may be overfitting the data, while
the simpler, Recurrent Neural Network model may capture the
critical parameters.

Both Kalman Filter and Generalized Linear Models are
based on the hidden Markov chain framework. They make
use of a Bayesian framework, assuming that firing rate is
distributed according to HD. These two approaches model
the activity of single cells as a function of HD. As a result,
we can obtain the function curve generated by the model
for spike count with HD as the input, which can be used
as an estimation of the count-angle curve and the tuning
curve. As shown in Figure 5, the Generalized Linear Model
provides a more accurate model of the single cell tuning
curves. Surprisingly, as shown in Figure 7, the more biologically
accurate model of firing rate as a function of HD does not
make the Generalized Linear Model more accurate than the
Kalman Filter model. Instead, the latter has slightly lower
error on average than the former. The decoding method
in Generalized Linear Model, the point process filter, may
account for this behavior. It uses Gaussian distribution for
approximation, which greatly reduces the computation cost on
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the non-linear model prediction, but on the other hand may
introduce more errors.

We found significantly poorer performance by Vector
Reconstruction and Optimal Linear Estimator methods. There
are several possible reasons for this inferior performance. For
these methods, there are two critical criteria for the training
dataset. First, the data should have a sufficiently strong unimodal
peak for a specific HD between HD and firing rate, or else the
estimation of preferred directions will be poor. This limitation
may further explain poor decoding performance, particularly
for cortical datasets, as classification of HD cells could include
cells that are stable yet have low mean vector length. Second,
the preferred direction vectors must cover the full range of
directions from 0◦ to 360◦. Without input data covering some
HDs, some predicted HDs may never be achieved (see Figure 2).
Both Vector Reconstruction and Optimal Linear Estimator
methods are more sensitive than other approaches to violations
of these criteria.

In general, the machine-learning methods displayed similar
decoding accuracy to 4 of the model-based methods (Kalman
Filter, Generalized Linear Models, Wiener Filter, Wiener
Cascade). This indicates that the relationship between neural
firing and HD is well captured by the 4 methods and
do not differ from more complicated networks, which may
have the problem of over-fitting the data. While it is
possible that machine-learning methods would provide a
benefit when dealing with larger scale recordings and high
dimensional inputs, a large advantage of the model-based
methods is their efficiency and robustness. All parameters
can be efficiently estimated, and the linear methods can
even have closed-form estimation. Related to these points,
we also compared decoding accuracy with the elapsed time
of training and testing decoding methods (time cost). All
methods, with the exception of Vector Reconstruction and
Optimal Linear Estimator, did not significantly differ with
respect to MAE. However, the time cost was much greater
for machine learning methods. This finding is not entirely
surprising given the fact that machine learning methods
include several parameters to be optimized and require
Bayesian Optimization to tune the hyper-parameters. Thus,
these features likely multiply the time cost of machine
learning approaches. In sum, when considering the trade-
off between accuracy and time, Kalman Filter, Generalized
Linear Models, Wiener Filter and Wiener Cascade would be
preferred methods for neural decoding of HD. Thus, for the
datasets in the present study, machine-learning methods do
not result in a better decoding and cost more with greater
computation time.

We also contrasted the accuracy of HD cell decoding
between 5 brain regions, including ATN, PoS, PaS, MEC,
and PC. From these comparisons, we found that decoding
performance varied considerably across datasets and brain
regions (see Figure 9 and Supplementary Material S15.3).
Specifically, decoding accuracy was greater for ATN when
compared to parahippocampal cortex (PoS, MEC, PaS). Our
initial analyses indicated that decoding accuracy was weakest
for PC units. However, after controlling for the numbers

of cells, our analyses indicated that decoding accuracy was
similar across parahippocampal regions and PC, and for some
decoding methods, was weaker for MEC populations. Our
observations are consistent with a previous report suggesting
greater decoding accuracy by ATN HD cell populations
compared to PoS HD ensembles (see Supplementary Figure S1
in Viejo et al., 2018).

Greater decoding accuracy by ATN populations support
the hypothesis that the ATN has a pivotal role in processing
the HD cell signal (Cullen and Taube, 2017). Notably,
damage to the ATN is known to disrupt HD signals in the
parahippocampal cortex (Goodridge and Taube, 1997; Winter
et al., 2015a); thus, a high precision readout of ATN HD
signals may be critical for “downstream” networks (Wilber
et al., 2014, 2015; Peyrache et al., 2015). HD cells in the ATN
express some unique firing characteristics that may provide
an advantage for neural decoding. For instance, previous
studies have reported that HD cells in the ATN have higher
peak firing rates compared to the PoS (Blair and Sharp,
1995; Taube and Muller, 1998; Peyrache et al., 2015) which,
as described in the present study, has a significant impact
on decoding accuracy. In addition, HD cells in the ATN
can exhibit anticipatory firing characteristics, which can also
influence the accuracy of HD decoding. Specifically, during a
given head movement, ATN HD cells tend to fire maximally
∼25 ms before the animal’s head reaches the cell’s preferred
firing direction (Blair and Sharp, 1995; Taube and Muller,
1998). A recent study by Zirkelbach et al. (2019) determined
that anticipatory firing can improve decoding of the animals
current HD by compensating for sensory or motion-induced
decoding errors. In contrast to the ATN, experimental work
has found that anticipatory firing is limited in the PoS
(Taube and Muller, 1998). In PC, anticipatory firing has been
reported by HD cells for action anticipation but not HD
anticipation and the timescale of this anticipatory firing varies
(Wilber et al., 2014). Anticipatory firing by HD cells in other
regions of the parahippocampal cortex has not been well
characterized (Winter et al., 2015b). Thus, it is possible that
anticipatory firing by HD cells may have a critical influence
over decoding accuracy across the entire HD cell circuit. Future
studies should provide a quantitative comparison of these
features of HD cell firing across thalamo-parahippocampal and
cortical regions.

We considered several variables that may have contributed
to the observed regional differences in decoding accuracy.
These included the population firing rate (response rate),
tuning strength, and cell density. Our analyses found that
measures of tuning strength and cell density were significantly
related to MAE. Notably, differences in the tuning strength
of individual cells was the strongest predictor. The number
of HD cells was the next strongest predictor and the overall
response rate was comparatively the weakest predictor
of decoding accuracy. However, all three methods were
still significantly predictive of decoding accuracy. Thus,
variance in MAE may be a consequence of differences
in recording location, spike counts, tuning strength and
HD cell density.
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In summary, the present study suggests three general
conclusions regarding the use of statistical model-based and
machine learning approaches for neural decoding of HD: first,
our comparison of different computational models suggests
limitations in decoding accuracy by Vector Reconstruction and
Optimal Linear Estimator methods. Second, we found that
decoding accuracy is variable across the HD cell system, with
superior decoding in ATN compared to parahippocampal and
cortical regions. Last, we found that decoding accuracy can be
influenced by variables such as tuning strength, the response
rate, and the recording density of HD cells. Thus, the present
study provides a framework for the use of these computational
approaches for future investigation of the neural basis of
spatial orientation.
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Successful navigation relies on the flexible and appropriate use of metric representations
of space or topological knowledge of the environment. Spatial dimensions (2D vs.
3D), spatial scales (vista-scale vs. large-scale environments) and the abundance of
visual landmarks critically affect navigation performance and behavior in healthy human
subjects. Virtual reality (VR)-based navigation paradigms in stationary position have
given insight into the major navigational strategies, namely egocentric (body-centered)
and allocentric (world-centered), and the cerebral control of navigation. However, VR
approaches are biased towards optic flow and visual landmark processing. This major
limitation can be overcome to some extent by increasingly immersive and realistic VR
set-ups (including large-screen projections, eye tracking and use of head-mounted
camera systems). However, the highly immersive VR settings are difficult to apply
particularly to older subjects and patients with neurological disorders because of
cybersickness and difficulties with learning and conducting the tasks. Therefore, a
need for the development of novel spatial tasks in real space exists, which allows
a synchronous analysis of navigational behavior, strategy, visual explorations and
navigation-induced brain activation patterns. This review summarizes recent findings
from real space navigation studies in healthy subjects and patients with different cognitive
and sensory neurological disorders. Advantages and limitations of real space navigation
testing and different VR-based navigation paradigms are discussed in view of potential
future applications in clinical neurology.

Keywords: visual exploration, landmarks, navigation, egocentric and allocentric navigation, brain imaging, spatial
disorientation, hippocampus

INTRODUCTION

In the last decades, we have gained fundamental insight into human navigation control from
case studies in patients with circumscribed cerebral lesions and functional MRI (fMRI) studies
using navigation tasks in well-controlled and distinct virtual reality (VR) settings (Maguire
et al., 1998, 2000, 2003, 2006; Astur et al., 2002; Boccia et al., 2014; McCormick et al., 2017, 2018).
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However, performing navigation tasks in VR has obvious
methodological limitations. The need for a stationary body
position (e.g., in the MRI scanner) may result in a bias
towards optic flow and visual landmark processing. In contrast,
real space navigation relies on simultaneous processing of
visual, vestibular, proprioceptive and motor-efference signals,
as well as on their integration and weighting for online spatial
updating of one’s position in space (Loomis et al., 1993;
Waller et al., 2003; Ruddle and Lessels, 2006; Waller and
Lippa, 2007; Ruddle et al., 2011; Chrastil and Warren, 2012,
2013; Bates and Wolbers, 2014; Ekstrom and Isham, 2017;
Diersch and Wolbers, 2019). Input from the otoliths contributes
only to 2-dimensional (2D) egocentric navigation in stationary
subjects, while input from otoliths and semicircular canals
is used to guide 3-dimensional (3D) allocentric navigation
in mobile subjects (Brandt and Dieterich, 2016). Recent
technological developments have improved the capability to
include multisensory input in VR. Examples are the highly
immersive VR settings displayed in head-mounted goggles and
hybrid approaches using treadmill locomotion in immersive
VR (Diersch and Wolbers, 2019; Huffman and Ekstrom, 2019;
Starrett et al., 2019) or post hoc imagination and simulation
of real space environments (Hirshhorn et al., 2012; Howard
et al., 2014; Brunec et al., 2018; Patai et al., 2019). Under
these conditions, however, simultaneous measurements of brain
activation (by fMRI) are a particular challenge. Furthermore,
the application of such highly immersive and hybrid VR
approaches may be limited by cybersickness and deficits in
handling due to decreased embodiment, particularly in elderly
subjects and patients with neurological disorders (Costello and
Bloesch, 2017; Diersch and Wolbers, 2019). Consequently, novel
navigation paradigms in real space have been developed, which
allow for synchronous analysis of navigation performance,
visual explorations and brain activation in different natural
environments. The aim of this review article is: (1) to
summarize recent experiences with the application of real
space navigation tasks in healthy subjects and patients with
cognitive and sensory deficits; and (2) to discuss the advantages,
limitations and potential future clinical applications of real
space navigation tests compared to currently available VR
based set-ups.

NAVIGATION TESTING IN HEALTHY
SUBJECTS

2D Navigation: Behavior, Cerebral
Networks and Current Concepts
Human navigational behavior critically depends on the
surrounding environment, specifically the spatial dimension,
scale and the abundance of visual cues suitable as landmarks.
Most of the human real-life navigation takes place in 2D
environments within four major vectors of movement
(i.e., forward/backward, right/left). Spatial scale can vary
greatly from vista-space (e.g., navigation within a room)
to large-scale environments (e.g., navigation in a city
or landscape).

In the late 1990s, first studies combined fMRI techniques
with stationary desktop VR settings to study human 2D spatial
navigation control. These studies revealed a distributed cerebral
navigation network in humans consisting of frontal lobe regions,
mesiotemporal regions (hippocampus and parahippocampal
cortex), parietal lobe regions [posterior parietal cortex (PPC)
and retrosplenial cortex (RSC)], as well as subcortical regions
(basal ganglia and thalamus; Ghaem et al., 1997; Epstein and
Kanwisher, 1998; Maguire et al., 1998; Epstein et al., 1999, 2017;
Grön et al., 2000; Burgess et al., 2002; Hartley et al., 2003;
Spiers and Maguire, 2006; Ekstrom et al., 2014; Epstein and
Vass, 2014; Ekstrom, 2015; Ekstrom and Isham, 2017). fMRI
approaches in more complex VR environments pointed towards
a particular and navigation-specific role of the hippocampal
formation, the RSC and PPC (Berthoz, 1997; Hartley et al.,
2003; Ohnishi et al., 2006; Spiers and Maguire, 2006; Wolbers
et al., 2007, 2008; Brown and Stern, 2014; Howard et al.,
2014; Marchette et al., 2014, 2017; Spiers and Gilbert, 2015;
Ekstrom and Isham, 2017; Epstein et al., 2017; Vass and Epstein,
2017; Huffman and Ekstrom, 2019; Patai et al., 2019). VR
set-ups presenting cityscapes and landscapes, as well as visual
scenarios, induced strong activation in the parahippocampus,
RSC and PPC thus confirming their particular role in visual
cue and scene processing (Epstein and Kanwisher, 1998; Spiers
and Maguire, 2006). More advanced task designs in VR and
progress of fMRI techniques allowed further differentiation of
visual scene and cue processing within the human brain. The
parahippocampal place area (PPA) located directly posterior to
the parahippocampus is important for the recognition of visual
scenes and particularly the identification and selection of visual
landmarks within a visual scenario (Epstein et al., 2005). The
occipital place area (OPA) located in the dorsal occipital lobe
next to the transverse occipital sulcus is mandatory for the
recognition of the spatial geometry and particularly boundaries
of a presented visual scene, as well as the local elements (Dilks
et al., 2013; Kamps et al., 2016). The RSC located dorsally
to the splenium of the corpus callosum within the medial
parietal cortex uses the selected landmarks to determine the
current location in space, as well as heading/facing direction
in space (Epstein and Vass, 2014; Vass and Epstein, 2017).
Thus, VR-based scene processing and navigation tasks are well
suited to study the brain networks and principles of human
visual cue and scene processing when combined with advanced
fMRI techniques.

Complementary to VR experiments, real space
navigation paradigms have been developed, which combine
synchronous measurements of navigation behavior, visual
exploration and navigation-induced brain activation (using
[18F]fluorodeoxyglucose ([18F]FDG)-PET; Zwergal et al., 2016;
Irving et al., 2018b; Figure 1). Real space navigation paradigms
are prone to study natural visual exploration behavior (visual
fixations, saccadic eye movements) by eye-tracking (Irving et al.,
2018b). Furthermore, navigation-induced brain activations
can be captured by [18F]FDG-PET, because more than 90% of
[18F]FDG accumulates in neurons activated by real navigation
within 10 min. Recent studies have shown that 2D real space
navigation activated a cerebral network consisting of the
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FIGURE 1 | Horizontal real space navigation paradigm. (A) real space
navigation is tested in a complex and unfamiliar spatial environment, where
items are placed as target points. These items are shown to the subjects first
on an investigator-guided walk (exploration). Afterward, subjects have to find
the items in a pseudo-randomized order over the next 10 min (navigation). In
the first part of the navigation paradigm, routes, which are identical to the
previous exploration route (so-called egocentric routes, red lines), are tested;
in the second part, the order of target items is changed in a way that requires
the planning of new routes (so-called allocentric routes, green lines).
(B) Subjects wear a gaze-monitoring head camera throughout the experiment
to allow post hoc analysis of their visual exploration. (C) [18F]FDG is injected
at the start of the 10-min navigation phase. After the end of navigation testing
subjects rest in a supine position for 20 min and image acquisition starts
30 min after tracer administration. This paradigm can be used to depict
navigation-induced brain activations because the cerebral glucose utilization
is weighted to the 10 min following [18F]FDG injection and is integrative due to
intracellular trapping of the tracer (adapted from Irving et al., 2018b;
permission from the journal obtained).

hippocampus, posterior temporal, RSC, parieto-occipital and
frontal cortex, as well as the pontine brainstem centers for
horizontal eye movement control (Zwergal et al., 2016). Cerebral
control of real space navigation shows considerable overlap with
regions reported in VR experiments. However, there are also
differences in navigation strategies and brain activations in VR
and real space:

(1) Brain regions important for processing of novel visual scenes
such as the PPA and OPA are not active during real space
navigation experiments. The most likely explanation is that
transient brain activations during a confrontation with a
novel spatial environment are not reflected by PET due to
low temporal resolution (Zwergal et al., 2016). Furthermore,
most real space navigation experiments are preceded by an

exploration of the environment. Consequently, the space
during navigation is not novel anymore.

(2) Visual cue-based and location-based strategies are used to a
different extent in VR and real space environments (Bohbot
et al., 2012; Chersi and Burgess, 2015; Ekstrom et al.,
2017; Starrett and Ekstrom, 2018). Continuous integration
of vestibular and proprioceptive afferent inputs during
self-motion enables online updating of our current position
in space—a way to navigate successfully even in the absence of
landmark processing. The technical term for this navigational
strategy is path integration and the underlying computations
mainly take place in the PPC and to some extent also in
the basal ganglia (Packard and McGaugh, 1992; Packard
and Knowlton, 2002; Iaria et al., 2003; Yin and Knowlton,
2006; Hwang and Andersen, 2009; Pennartz et al., 2011;
Hwang et al., 2014). The PPC seems to be a hub region
for the estimation of distances and heading/body directions
(Guariglia et al., 2005; Weniger et al., 2009, 2011; Ciaramelli
et al., 2010), while the basal ganglia are indispensable
for stimulus-response learning, i.e., connecting a distinct
sensory cue to a specific action (Packard and Knowlton,
2002; Iaria et al., 2003). Location-based strategies tend to
be underrepresented in VR based tasks due to the lack
of idiothetic, i.e., vestibular and proprioceptive input. We
know from research in rodents, that passive movement in
VR induces other vestibular signals than active movement
in real environments, which in consequence has also effects
on upstream cell systems important for spatial navigation
(i.e., head direction cells, grid cells and place cells; Stackman
and Taube, 1997; Stackman et al., 2002; Russell et al., 2003a,b;
Taube et al., 2013; Yoder and Taube, 2014). Accordingly,
in humans head movements in the horizontal plane are
mandatory for regular processing of the head direction
system and upstream cell systems for spatial navigation
(Frissen et al., 2011). In fact, numerous behavioral studies
suggest that body-based cues enhance spatial representations
in humans by aiding encoding and retrieval of spatial
information (Waller et al., 2003; Ruddle and Lessels, 2006;
Ruddle et al., 2011; Chrastil and Warren, 2013). Novel VR
technologies such as head-mounted VR systems try to allow
for linear and rotational movements by high immersion to
the virtual environment. However, this approach excludes
the simultaneous capturing of brain activations by fMRI
(Diersch and Wolbers, 2019). Furthermore, despite ongoing
improvements of VR technology, vestibular and visual
inputs are often still not matching perfectly in these
VR designs thus leading to manifest cybersickness or at
least vestibular discomfort and dizziness particularly in the
older participants (Diersch and Wolbers, 2019). Real space
navigation paradigms are still the gold standard for the
exact assessment of the role of vestibular and proprioceptive
processing in humans, at least when using a multimodal
approach with eye tracking for post hoc analysis of eye and
head movements and simultaneous measurement of brain
activations by [18F]FDG-PET (Zwergal et al., 2016; Irving
et al., 2018b). Indeed, during real space navigation, there is
significantly higher recruitment of vestibular brain regions

Frontiers in Neural Circuits | www.frontiersin.org 3 March 2020 | Volume 14 | Article 6193

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Schöberl et al. Real-Space Navigation

in the brainstem and cerebellum, as well as cortical regions
important for vestibular and multisensory processing such
as the cingulate and insular cortex (Zwergal et al., 2016;
Irving et al., 2018b). During the last years, the novel ‘‘hybrid-
approaches’’ has come up, which have the potential to further
overcome existing limitations of dedicated VR technologies.
One strategy combines the simultaneous application of
immersive head-mounted VR systems, which allows for free
head movements, with continuous walking on a treadmill to
simulate locomotion within the VR (Huffman and Ekstrom,
2019; Starrett et al., 2019). Despite the multisensory nature
of these approaches, they still differ significantly from the
navigational situations in everyday life, because there is no
one by one translation of step size to the VR. The training
sessions before the trial sessions are very extensive, which is
definitely not the case in most real space navigation situations.
Application in older people and particularly patient groups
with cognitive decline or sensory deficits is still difficult due
to technical challenges and the high risk of cybersickness.
Previous studies have found no differences in spatial
learning of novel environments with addicting treadmill
walking to immersive head-mounted VR, which suggests a
modality-independent network for retrieval of spatial layout
information in humans and questions the relevance of hybrid-
approaches (Wolbers et al., 2011). As imaging of brain
activation is concerned, fMRI can be applied only post hoc by
memorizing or simulating navigational situations within the
VR. An alternative approach for studying spatial orientation
in fMRI is the post hoc imagination of navigation through
recently learned real space layouts (e.g., London Soho’s streets;
Howard et al., 2014; Javadi et al., 2017; Brunec et al., 2018;
Patai et al., 2019). The imagination of real tasks in fMRI
has been successfully established for the investigation of
body movements, standing and locomotion under various
conditions (Jahn and Zwergal, 2010; Zwergal et al., 2012).
A direct PET/fMRI comparison of real space and imagined
locomotion has shown similarity in activated brain networks
(e.g., cerebellar activations), but also differences as a function
of the task (e.g., primary motor cortex activation in real
locomotion vs. prefrontal-basal ganglia activation in imagined
locomotion; la Fougère et al., 2010). In navigation research,
fMRI imagination paradigms gave valuable insights into the
differential contributions of the anterior hippocampus and
entorhinal cortex (i.e., gist-like, scheme-like global spatial
representations and Euclidean distance), the posterior parts
of the hippocampus (i.e., detail-rich spatial representations)
and the medial prefrontal cortex (PFC; i.e., decision
making, detours). These paradigms helped to support
the Multiple Trace Theory (MTT) respectively the Trace
Transformation Theory (TTT) as a concept of memory
generation and consolidation because they allowed comparing
brain activations in familiar environments (e.g., RSC) to those
in novel environments (e.g., posterior hippocampus; Nadel
and Moscovitch, 1997; Nadel et al., 2000; Patai et al., 2019).
The task-inherent need for decision-making at way crossings
and the reliably high success rates in correct wayfinding
underline that imagination protocols are in principle valid

and reliable. However, these approaches are not real space
navigation in a narrower sense, as the trial sessions are
done while lying supine in an fMRI-scanner and mentalizing
the before learned real space environments. An additional
problem may be the ability for imagination, which varies
greatly between subjects and can be bearly controlled.

(3) The flexible interplay of landmark-based and location-
based navigation is fundamental for the creation of metric
map-like representations of space. Such a cognitive map
seems to be the scaffolding for navigating most efficiently
and accurately by using short cuts and being able to react
flexibly to unforeseen obstacles and changes in routinely
used routes (Epstein et al., 2017). It has been shown that
a larger hippocampal volume is associated with superior
performance in learning allocentric spatial relationships
between buildings on a college campus and allocentric
topography of an artificial landscape (Hartley and Harlow,
2012; Schinazi et al., 2013). fMRI techniques such as
fMRI adaptation in the last years brought evidence that a
spatial map like code exists in the human hippocampus
(Hassabis et al., 2009; Doeller et al., 2010; Morgan et al.,
2011; Nielson et al., 2015). However, in many VR based
fMRI studies, hippocampal activations were not found.
It is still a matter of debate, whether the hippocampus
or rather the RSC is the main hub for human spatial
navigation due to controversial findings from previous fMRI
studies (Epstein and Vass, 2014; Ekstrom and Isham, 2017).
PET-based measurement of cerebral glucose metabolism
while absolving a real space navigation task confirmed
the prominent role of simultaneous hippocampal as well
as RSC activations for human navigation, thus indicating
that these two brain regions are the critical hubs for
human navigation in naturalistic and novel environments
(Zwergal et al., 2016; Irving et al., 2018b). Furthermore, the
results from real space navigation studies favor the view
that there indeed is no hierarchical order between these
two hubs.

(4) In real space navigation experiments the frontal lobe
is regularly activated, which is not the case in many
VR tasks. Only a few fMRI studies in VR have shown
frontal lobe activations, mostly in the PFC. These studies
used tasks that explicitly examined decision making at
way crossings with multiple-choice or during detour
planning (Kaplan et al., 2017). Real space navigation in
novel environments always requires planning processes
for routes and decision making at way crossings,
which leads to continuous frontal lobe activations.
Therefore, it has to be seen as bias and weakness
of several VR settings that frontal lobe activations
are underrepresented.

3D Navigation: Behavior, Cerebral
Networks and Current Concepts
Everyday life navigation mostly takes place in the horizontal
plane. However, in some situations, such as finding the correct
way in multi-floor buildings, humans also need to deal with
an additional third dimension of space (3D) and to orient
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themselves correctly in the vertical plane (Thibault et al., 2013;
Brandt et al., 2017). Previous studies in different animal species
over the last decades revealed an anisotropy of performance and
cellular activations in favor of the prevailing plane in ground-
based species, such as dogs and rats, as well as flying species,
such as bats and hummingbirds (Burt de Perera and Holbrook,
2012; Burt de Perera et al., 2013; Jeffery et al., 2013; Brandt and
Dieterich, 2013; Flores-Abreu et al., 2014).

Recently, a study in humans for the first time investigated
performance, visual exploration, and brain activation during
real space navigation in either the earth-horizontal or earth-
vertical plane (Zwergal et al., 2016; Figure 2). Similar to other
ground-based species, an anisotropy of performance in favor
of navigation in the horizontal plane was observed in humans
(Jeffery et al., 2013; Zwergal et al., 2016). Detailed analysis
of behavioral parameters revealed a more prominent role of
visual cue processing during horizontal navigation, whereas
vertical navigation seemed to rely more on non-visual sensory
input such as the vestibular sense (Zwergal et al., 2016). The
annotation of visual fixation targets to the spatial environment
indicated a weighted distribution to strategic waypoints in the
horizontal navigation task compared to a more even distribution
in the vertical navigation task (Figure 2). In terms of brain
activation, the hippocampus and RSC were activated in both
conditions (Figure 2). During horizontal navigation, there was
a clear right-sided dominance of the hippocampal activations,
whereas during vertical navigation hippocampal activations were
bilateral and of similar extent (Zwergal et al., 2016). The higher
reliance on visual cues during horizontal navigation was reflected
by increased activations of secondary visual cortical areas.
During vertical navigation vestibular cortical processing within
the insular cortex and anterior cingulate cortex was detected
(Zwergal et al., 2016).

In contrast to the results of 3D real space navigation, a
recent fMRI study in a virtual 3D lattice structure revealed
no difference in performance for the horizontal and vertical
plane. Activations of the right hippocampus and RSC were
similar for movements along the horizontal and vertical
axis (Kim M. et al., 2017; Kim and Maguire, 2019a,b).
Differences in results between real space and VR 3D navigation
testing are explained mostly by the applied task design.
Participants moved in the virtual 3D lattice structure by a
keyboard using mainly visual cue processing, while sitting.
Given the lack of vestibular and proprioceptive input, missing
activations of vestibular and somatosensory brain regions
seem plausible. The poorer performance in vertical real
space navigation could be due to differences in scale and
texture of the environment. The 2D horizontal environment
was rich in visual cues and on the border from vista- to
large-scale, whereas the 3D vertical environment had less
potential landmarks and was definitely large-scale (Zwergal
et al., 2016). Another important factor might be that during
naturalistic vertical navigation in a staircase, subjects always
have conflicting reference frames for visual input (earth-
horizontal) and vestibular input (earth-vertical). In contrast,
during horizontal 2D navigation, the visual and vestibular
reference frames match in the earth-horizontal plane. Given

FIGURE 2 | Earth-horizontal vs. earth-vertical real space navigation in
healthy subjects. The individual error rate in finding the right items was
significantly higher in the vertical than in the horizontal navigation paradigm
(bottom left). In the horizontal navigation paradigm selection and recall of
landmarks were orientated to strategic waypoints along the path like
crossings and prominent items (bottom right). This strategy reflects the
importance of landmark-guided navigation in the horizontal plane. In contrast,
during vertical navigation landmark fixations were distributed more evenly
along the path (top left). This strategy may indicate that vertical navigation is
less reliant on visual landmarks. The most frequent fixation targets are
indicated as red circles with the diameter being proportional to the mean
number of fixations. During horizontal navigation, regional cerebral glucose
metabolism was relatively increased in the right anterior hippocampus,
bilateral retrosplenial cortex (RSC), and the pontine brainstem tegmentum.
The glucose uptake in the eye muscles was higher in horizontal navigation,
indicating increased exploration. During vertical navigation regional cerebral
glucose metabolism was relatively increased in the anterior hippocampus,
insula, and cerebellum bilaterally. Significance level p < 0.005, L, left; R, right
side, level of the section are marked by MNI-z-coordinates (adapted from
Zwergal et al., 2016; permission from the journal obtained).

the importance of vestibular inputs for path integration in
the vertical plane, a largely visually guided VR-task (like
a 3D lattice structure) may not be optimal to depict the
subtle difference in 3D navigation performance and cerebral
navigation control.

NAVIGATION DISORDERS IN HUMANS

Given the complex control of human navigation, it seems
self-evident that sensory deficits and dysfunctions of critical
hubs of the cerebral navigation network (e.g., the hippocampus,
RSC, PPC) lead to spatial navigation deficits in humans.
However, no established tests are available in clinical routine
to detect spatial orientation deficits in an easy and reliable
way. Consequently, there is a pressing need to transfer
knowledge from the laboratory setting to the bedside of affected
patients. Neurological navigation disorders can be classified
based on the underlying pathology in patients with: (1) sensory
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deficits; (2) acute strategic cerebral lesions; and (3) chronic
dysfunction of cerebral navigation networks (mostly due
to neurodegeneration).

Sensory Deficits: Bilateral Vestibular
Failure
Research in rodents disclosed how vestibular inputs reach
the hippocampal formation via different brainstem and
thalamic pathways (Smith, 1997; Shinder and Taube, 2010).
Accordingly, complete bilateral vestibular deafferentation
results in hippocampal cell loss as well as pronounced and
permanent deficits in spatial learning tasks in rodents (Smith
et al., 2005, 2015; Zheng et al., 2009; Baek et al., 2010). The
neurophysiological correlate of this behavioral finding is a
pronounced impairment of the head direction cell system as
a direct consequence of a missing vestibular input (Yoder
and Taube, 2014). Additionally, there is also a dysfunction
of the place cells and grid cells in rodents with vestibular
deficits (Stackman et al., 2002). Brandt and colleagues
were the first to show that complete bilateral vestibular
deafferentation in humans resulted in hippocampal volume
loss and concomitant deficits of spatial learning in a virtual
version of the Morris water maze task, while other cognitive
functions, such as memory, executive or visuoconstructive
functions, remained unaffected (Brandt et al., 2005). Desktop
VR based spatial learning tasks in vista space revealed mild
deficits of allocentric place learning and an atrophy of the
middle and posterior parts of the hippocampal formation
in patients with bilateral vestibular failure (BVF; Schautzer
et al., 2003; Kremmyda et al., 2016). A fMRI study in a
large-scale virtual environment showed that impaired place
learning in patients with incomplete BVF may be compensated
by cerebellar-driven sequence-based spatial navigation
(Jandl et al., 2015).

All previous VR based studies in vestibular pathologies have
the major limitation that they cannot fully account for the
role of different sensory inputs for spatial updating as patients
sit or lie during the task (Taube et al., 2013). Consequently,
spatial navigation testing in patients with sensory deficits should
be preferably applied in real space settings, where vestibular
signals from the otoliths (linear motion) and semicircular canals
(rotatory motion), as well as proprioceptive signals, contribute
to the head direction and grid cell function (Taube et al., 2013;
Yoder and Taube, 2014; Cullen and Taube, 2017). In a real space
navigation paradigm, mild deficits in allocentric route learning
were found in patients with BVF compared to healthy and
age-matched controls. The allocentric navigational performance
was better in patients with residual vestibular function. In
contrast, egocentric navigation was well preserved in the BVF
patients. When analyzing the navigational behavior, patients
with BVF showed characteristic repetitive stops along the way,
which allowed for updating of the position in space by landmark
fixations. Patients with BVF had less right-sided hippocampal
activations and more activation in the bilateral PPAs during
navigation (Zwergal et al., 2011). This pattern likely reflects
a more landmark-based strategy to compensate for deficient
allocentric map-like coding.

Acute Strategic Cerebral Lesions: Stroke
and Transient Global Amnesia
It has been well documented by single case reports and small
case series that acute or subacute lesions in critical brain regions
can affect spatial navigation abilities dramatically, leading to
severe topographical disorientation (Aguirre et al., 1996; Aguirre
and D’Esposito, 1999; Nyffeler et al., 2005; Ritchie et al.,
2018). However, a valid and structured classification system and
generally accepted taxonomy of spatial navigation deficits are
still missing. Recently, Claessen and van der Ham (2017) tried
to classify the different clinical forms of topographagnosia based
on a retrospective analysis of published lesion cases. Deficits
in visual landmark encoding, location, and path processing
were rated for this purpose (Claessen and van der Ham, 2017).
The major limitation of this retrospective approach was the
great heterogeneity in lesion size and localization, as well as
time points and methods of spatial navigation testing. For the
future, it seems reasonable to tests patients with strategic lesions
of the hippocampal formation, RSC and parietal cortex for
deficits of ego- and allocentric navigation in a standardized
way. Furthermore, it is important to characterize the functional
outcomes of patients with distinct lesions affecting the cerebral
navigation network. Several case reports showed the great
potential for functional compensation in the human spatial
navigation network, when only a circumscribed part is affected
(Figure 3; Irving et al., 2018a). Although not known exactly, it
might be possible that intact subfields of the affected hub or other
critical hubs within the cerebral navigation contribute to the
compensation of the spatial navigation performance and strategy.

Besides well-selected lesion patients due to stroke or brain
trauma, TGA seems to be a selective hippocampal lesion model
in humans. TGA is a disorder of as far unknown etiology
manifesting with sudden onset of anterograde and retrograde
amnesia lasting for 1–24 h (Bartsch and Deuschl, 2010; Bartsch
and Butler, 2013). MRI regularly depicts focal lesions in the
lateral CA1 regions of the hippocampus on one or both sides
during the acute stage of disease (Bartsch et al., 2006). As
a model of intermittent hippocampal dysfunction, it is of
particular interest, whether and to what extent spatial learning
and navigation are affected in these patients. Bartsch and
colleagues have shown that hippocampus-based place learning
is critically impaired in patients with TGA in the very acute
stage when they still suffer from anterograde amnesia (Bartsch
et al., 2010). A recent study in real space confirmed an
allocentric navigation deficit in TGA patients in the post-acute
stage (3 days after symptom onset), when verbal and figural
memory functions had already normalized (Schöberl et al.,
2019). Navigation deficits were accompanied by altered visual
explorations reflecting a higher reliance on visual landmarks
(Schöberl et al., 2019; Figure 4A). PET measurements in the
post-acute stage showed increased brain activations of the
right hippocampus and bilateral RSC, posterior parietal and
mesiofrontal cortex (Schöberl et al., 2019; Figure 4B). These
findings can be interpreted as a compensatory upregulation of
the human cerebral navigation network including the regions
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FIGURE 3 | Horizontal navigation in a patient after acute hemorrhage of the right posterior hippocampus. (A) Schematic drawing of the exact lesion localization in
the right posterior hippocampus and adjacent parahippocampal cortex. (B) In the acute stage the patient exhibited severe topographical disorientation with a
completely missing cognitive map of the environment. In a follow-up investigation after 4 months, the patient’s navigation performance was completely normalized
with an intact cognitive map of the environment. Search paths during navigation are color-coded on a ground map (x, y) as the cumulative time at the location (z).
The most frequent fixation targets are indicated as green circles on the ground map with diameter proportional to the cumulative time of fixation (adapted from Irving
et al., 2018a; permission from the journal obtained). L, left; R, right.

for allocentric spatial representations (i.e., hippocampus and
RSC), egocentric spatial representations (i.e., PPC) and for
the planning of the applied spatial strategy (i.e., mesiofrontal
cortex). Contrary to previous reports, allocentric navigation
deficits in real space persisted up to 4 months after symptom
onset. Egocentric wayfinding was not affected in the patients at
any time point. These real space findings show that strategic
bilateral lesions in hippocampal subfields in TGA can induce
severe spatial disorientation, even in the presence of a functional
extrahippocampal navigation network. Compensation may be
less effective than in unilateral hippocampal lesions.

Neurodegenerative Disorders: Mild
Cognitive Impairment and Alzheimer’s
Disease
In the clinical setting, spatial disorientation often is the leading
symptom in patients with Alzheimer’s disease (AD; Tu and
Pai, 2006). This clinical observation could be confirmed by
several studies, which tested spatial learning abilities either
by VR or in real space in patients with early AD (Pai and
Jacobs, 2004; Cushman et al., 2008; Allison et al., 2016). From
a neuropathological viewpoint, it is not surprising that spatial
navigation is affected early in the course of AD and progresses
dramatically over time. Neuropathological changes, such as
tau-deposits, synaptic dysfunction, and neuronal loss, manifest
very early in critical hubs of the human spatial navigation
network such as the mesiotemporal lobe (i.e., hippocampus
and entorhinal cortex) and RSC (Braak et al., 1993; Braak and
Braak, 1995, 1998; Vl ček and Laczó, 2014). Research in the
last decades revealed that navigation deficits can be already

found in patients with amnestic mild cognitive impairment
(aMCI), which is thought to be a pre-stage of impeding
dementia (Hort et al., 2007; Laczó et al., 2009, 2010; Lithfous
et al., 2013; Vl ček and Laczó, 2014; Rusconi et al., 2015; Kim
J. W. et al., 2017). Spatial navigation testing, therefore, has great
potential for the early diagnosis of aMCI/AD in pre-symptomatic
stages (Coughlan et al., 2018). Multiple-domain aMCI patients,
i.e., patients with deficits in more than one cognitive subdomain,
exhibit deficits in virtual allocentric and egocentric spatial
navigation tasks, whereas single-domain aMCI patients still
seem to have intact egocentric spatial navigation abilities (Hort
et al., 2007). In previous aMCI/AD navigation research, different
VR-based or small-scale real space tasks were applied, which
at least might bias the transfer to everyday life navigational
situations. Only a few studies investigated visual exploration
patterns during spatial navigation. Only advanced analysis of
eye movements allows for differentiation of deficits in higher-
order visual functions, such as the selection of appropriate
visual cues, from deficits in visual scene processing or deficits
in estimating directions and distances. More advanced VR
technologies with a higher immersion of real space navigation
testing are mandatory to solve open questions around visual
processing in aMCI/AD.

A recent study demonstrated that path integration
performance in an immersive VR can differentiate amyloid
positive from amyloid negative aMCI with high sensitivity and
specificity (Howett et al., 2019). The cumulative distance error
during path integration was significantly higher in amyloid
positive as compared to amyloid negative aMCI patients and
age-matched healthy controls. Furthermore, this behavioral
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FIGURE 4 | Horizontal real space navigation in patients with transient global amnesia (TGA). (A) TGA-patients, as compared to healthy controls, had a different
navigation strategy in the post-acute stage (day 3 after symptom onset) with less usage of short cuts (red arrows), a longer duration at strategic way crossings (blue
arrows) and more visual fixations along the path, particularly at strategic way crossings. This pattern persisted until follow-up after 3–4 months. Search paths during
navigation are color-coded on a ground map (x, y) as the cumulative time at the location (z). The most frequent fixation targets are indicated as green circles on the
ground map with diameter proportional to the cumulative time of fixation. (B) During navigation in the post-acute stage the regional cerebral glucose metabolism in
TGA-patients was increased in the right hippocampus, bilateral posterior parietal, retrosplenial, mesiofrontal cortex, and the cerebellar dentate nucleus, indicating
compensatory recruitment of the hippocampal and extrahippocampal navigation network. Significance level p < 0.005; the level of sections is given in
MNI-coordinates (adapted from Schöberl et al., 2019; permission from the journal obtained).

effect showed a statistical correlation with entorhinal cortex
volume. The entorhinal cortex is essential for path integration
due to self-motion tracking by grid cell signaling (Moser
et al., 2008) and known to be one of the first brain regions
to be affected by tau deposition in Alzheimer’s pathology
(Coughlan et al., 2018). In the aforementioned study, direct
measurement of entorhinal activations during the immersive
VR path integration task could not be performed due to
technical limitations.

A recent real space navigation study in aMCI patients
could also differentiate amyloid positive from amyloid negative
aMCI patients with high diagnostic accuracy (Schöberl et al.,
2020). The main difference between these two groups was
an inferior performance for allocentric and egocentric route
learning in amyloid positive aMCI patients as compared to
amyloid negative patients, who had impaired navigation abilities
only on allocentric routes (Schöberl et al., 2020). aMCI patients
had decreased activations in the hippocampus, RSC, PPC,
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TABLE 1 | Comparison of different virtual reality (VR) and real space-based navigation paradigms.

Advantages Limitations Future applications

2D desktop High level of control and
standardization, combination with fMRI
experiments possible

Overly dependency on visual
processing, no vestibular or
proprioceptive feedback or
motor-efference signals, low degree of
immersion to VR

Investigation of specific aspects of
navigation control (in fMRI),
quantification of spatial orientation
deficits in patients with cognitive
disorders or mobility restrictions

Large-screen Analysis of eye movements and visual
exploration patterns in more naturalistic
and ecologically valid environments

High visual dependency, no
multisensory feedback or
motor-efference signals, the potential
for cybersickness, hardly adaptable to
online fMRI

Analysis of visual exploration strategies
in environments of different scales,
textures, and abundance of landmarks

Hybrid Allows some degree of multisensory
feedback and motor-efference control

Increasing risk of cybersickness by
sensory mismatch, moderate
immersion to VR, restricted degree of
interaction, combined with online fMRI
not possible

Training of spatial navigation abilities for
patients with cognitive disorders or
acute/subacute cerebral lesions (e.g.,
during in-patient rehabilitation)

Head-mounted Highly interactive allows for
multisensory inputs and
motor-efference signals, multiple
options to track behavior, possibility to
go beyond reality

Higher risk of cybersickness, problems
with embodiment (in older subjects), the
dependence of performance on
previous VR experience, combined with
online fMRI restricted

Investigation of behavioral responses to
controlled environmental changes, the
potential for combination with
advanced fMRI techniques or
PET-based approaches

Real space navigation Investigation of multisensory
contribution to navigation control,
analysis of visual exploration patterns in
natural environments, navigation in 3D
environments, combination with PET
imaging to depict navigation-induced
brain activations, no cybersickness

Problems with standardization of the
navigation task, limitations in
experimental manipulation of the task,
problems if mobility restrictions exist,
potential ceiling effects for repetitive
testing

Application as an easy screening test
for patients with navigation disorders in
clinical routine, analysis of eye
movements as a potential biomarker for
navigation control, transfer to everyday
life situations (by combination with
mobile tracking technologies like GPS)

and the PFC, as the underlying correlate of a decreased
spatial navigation performance. Differences in performance
between both aMCI subgroups were reflected by reduced
activations in the hippocampus and PPC in amyloid positive
aMCI patients. aMCI patients used more horizontal search
saccades and fixations compared to controls (Schöberl et al.,
2020), which implies either an increased reliance on visual
cues, a disturbed strategy to select relevant visual cues and
incorporate them correctly into a spatial cognitive map, or a
combination of both (Uiga et al., 2015). Detailed analyses of
visual explorations revealed that amyloid positive aMCI patients
used fewer landmarks than amyloid negative aMCI patients did.
Taken together, the results from VR and real space studies
suggest great potential for navigation testing for early and specific
detection of aMCI.

NAVIGATION TESTING IN VR AND REAL
SPACE—A CRITICAL DISCUSSION

Previous spatial navigation literature in humans shows a
predominance of VR based on real space navigation studies
(Table 1). VR set-ups combined with fMRI has given important
insights into cerebral networks underlying navigation control
(Maguire et al., 1998; Grön et al., 2000). The current concepts
on navigation strategies like stimulus-response, egocentric
or location-based, landmark-based, allocentric or spatial
map based resulted mostly from studies using VR settings
(Ekstrom et al., 2014; Epstein and Vass, 2014; Ekstrom and
Isham, 2017; Epstein et al., 2017; Lester et al., 2017). At the
beginning of VR development, VR environments were applied

in a reductionistic way to study specific aspects of human
navigation (i.e., processing of optic flow, perception of visual
scenes, identification, selection and use of landmarks). The
traditional VR set-ups (like the human variant of the Morris
water maze task) were displayed on 2D screens combined
with joystick navigation in a sitting position (Figures 5A,B).
Novel VR technologies allow for more realistic presentations
like large-scale projection with eye-tracking, and combination
with physical movement on treadmill or by direct immersion
of walking, eye and head movements using head-mounted VR
systems (Diersch and Wolbers, 2019; Figures 5C,D). However,
the currently available VR set-ups do have considerable
limitations, especially if it comes to application in older subjects
and patients with sensory or cognitive disorders: (1) desktop
VR has a strong bias towards optic flow and visual processing
and therefore does not resemble the multisensory inputs
during naturalistic real space navigation; (2) treadmill walking
in large-scale VR and highly immersive head-mounted VR
systems allow for some degree of optic flow, vestibular and
proprioceptive input. However, the dominance of optic flow
and visual processing persists. Both approaches may induce
subtle sensory temporal mismatch and thus lead to cybersickness
(Taube et al., 2013; Diersch and Wolbers, 2019); (3) previous
studies have shown that gaming experience and the degree
of immersion have an impact on performance in VR tasks
(Richardson and Collaer, 2011; Ruddle et al., 2011). Application
of immersive VR set-ups may be especially challenging in
older subjects, because of missing gaming experience and
problems in immersion due to susceptibility to cybersickness.
More training sessions, simpler set-ups, reduced optic flow
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FIGURE 5 | Navigation testing in virtual reality (VR) and real space. Examples of VR set-ups to study spatial navigation using (A) a 2D tablet touch screen paradigm
(4 Mountains Test, which assesses allocentric spatial memory by altering the viewpoint, colors, and textures of the topographical layout of four mountains within a
computer-generated landscape). (B) A 2D desktop screen paradigm with joystick navigation. (C) A VR paradigm displayed with a head-mounted device and motion
recording. The degree of immersion increased from (A–C). Functional MRI (fMRI) based studies are mostly possible in 2D paradigms and hard to achieve in
immersive VR set-ups. Examples of real space spatial orientation and navigation testing by (D) pointing experiments to a known position in vista space (Flanagin
et al., 2019) and (E) navigation in large-scale environments. Navigation strategy and visual exploration patterns are recorded by a head-mounted eye-tracking
system and are analyzed post hoc in navigograms. Brain activations during real space navigation can be captured by an [18F]FDG-PET based approach.

and movement speed can improve comfort of subjects in VR
(Diersch and Wolbers, 2019); and (4) immersive head-mounted
VR systems cannot easily be combined with synchronous
fMRI to depict navigation-induced brain activations
(Diersch and Wolbers, 2019; Howett et al., 2019). Alternative
approaches like post hoc imagination and memorization in fMRI
or fMRI adaptation may be used to overcome this problem
partially (Hassabis et al., 2009; Doeller et al., 2010; Morgan et al.,
2011; Schinazi et al., 2013; Epstein et al., 2017). Imagination
techniques in fMRI may also be used after learning spatial
layouts of real environments (Howard et al., 2014; Javadi et al.,
2017; Brunec et al., 2018; Patai et al., 2019). Indeed, these
approaches increased our understanding of the different roles
of the hippocampus, entorhinal, retrosplenial and PFC for
human spatial navigation. Nevertheless, certain limitations exist,
especially the lack of vestibular and somatosensory inputs during
the fMRI-trial sessions. The very extensive and strict training
program, which is necessary for a successful post hoc trial period,
is somehow artificial, as the spatial layout of our surrounding
environments is not learned as systematically in everyday life.
While the task design can be applied successfully to young and
healthy students, older subjects and patients with neurological
disorders (i.e., cognitive decline, acute brain lesions) might have
more problems in learning these paradigms, which might cause
high dropout rates.

Despite considerable advances in the development of VR
technologies and novel ‘‘hybrid-approaches’’ (i.e., immersive

VR plus treadmill-locomotion, post hoc mental navigation
of previously learned real space environments), human real
space navigation still remains the benchmark to study the
processing and integration of multiple sensory inputs during
navigation in an everyday life scenario. This does not only
include optic flow, vestibular and proprioceptive inputs but
potentially also auditory and olfactory stimuli. All these
sensory modalities have to be continuously weighted in a
natural environment to extract the ones important for spatial
navigation. Thus, not only the integration but also intentional
suppression of rather disturbing or conflicting sensory inputs
might be of high relevance during real space navigation.
Real space orientation can be implemented in paradigms like
pointing to known landmarks or navigating in large-scale
environments (Figure 5E). Older subjects or patients with
neurological disorders tend to accept and tolerate real space
navigation better because they are used to it. A disadvantage
of real space paradigms is the more difficult standardization
and experimental manipulation. Repetitive testing in the
known spatial environment may lead to a ceiling effect of
navigation performance.

CONCLUSIONS

VR and real space navigation paradigms have contributed to
the understanding of human spatial navigation control and thus
seem to be complementary. VR settings may have advantages
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for the investigation of specific aspects of navigation control,
because they can be ecologically applied, excellently controlled
and manipulated. Immersive VR tasks, for example, have helped
to disentangle the role of the hippocampus for coding spatial
and temporal metrics in a concrete manner (Hassabis et al.,
2009; Morgan et al., 2011; Schinazi et al., 2013). However,
VR based approaches may be limited by the over-reliance
on visual input while neglecting vestibular, somatosensory
and motor-efference signal processing. More recent ‘‘hybrid-
approaches’’ such as combining head-mounted VR techniques
with treadmill-locomotion or fMRI with mentalization of
recently learned real environments significantly increased our
understanding of the exact contribution of core components of
the human spatial navigation network and the cue-dependence
of spatial memory retrieval (Howard et al., 2014; Javadi
et al., 2017; Huffman and Ekstrom, 2019; Patai et al., 2019).
Nevertheless, real space navigation experiments with a dedicated
analysis of eye movement data and navigation strategies
may help to study the sensory contribution to navigation
in more detail. Recent studies have clearly shown that this
approach is feasible to investigate the physiological control
of navigation in healthy subjects, as well as the pathology of
spatial navigation disorders in patients with sensory disorders,
acute cerebral lesions and chronic brain dysfunction due to
neurodegeneration. It thereby can help to identify patients at
risk for impending dementia. Real space navigation paradigms
are potentially easier to apply to neurological patients because

problems like cybersickness due to sensory mismatch can
be avoided. Future strategies of navigation testing should
aim to bridge the gap between laboratory and bedside
conditions. Navigation testing in clinical routine needs to be
time-economical and reliable in the detection of deficits of
cerebral navigation control.
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As we move through an environment the positions of surrounding objects relative
to our body constantly change. Maintaining orientation requires spatial updating, the
continuous monitoring of self-motion cues to update external locations. This ability
critically depends on the integration of visual, proprioceptive, kinesthetic, and vestibular
information. During weightlessness gravity no longer acts as an essential reference,
creating a discrepancy between vestibular, visual and sensorimotor signals. Here, we
explore the effects of repeated bouts of microgravity and hypergravity on spatial updating
performance during parabolic flight. Ten healthy participants (four women, six men)
took part in a parabolic flight campaign that comprised a total of 31 parabolas. Each
parabola created about 20–25 s of 0 g, preceded and followed by about 20 s of
hypergravity (1.8 g). Participants performed a visual-spatial updating task in seated
position during 15 parabolas. The task included two updating conditions simulating
virtual forward movements of different lengths (short and long), and a static condition
with no movement that served as a control condition. Two trials were performed during
each phase of the parabola, i.e., at 1 g before the start of the parabola, at 1.8 g
during the acceleration phase of the parabola, and during 0 g. Our data demonstrate
that 0 g and 1.8 g impaired pointing performance for long updating trials as indicated
by increased variability of pointing errors compared to 1 g. In contrast, we found no
support for any changes for short updating and static conditions, suggesting that a
certain degree of task complexity is required to affect pointing errors. These findings
are important for operational requirements during spaceflight because spatial updating
is pivotal for navigation when vision is poor or unreliable and objects go out of sight,
for example during extravehicular activities in space or the exploration of unfamiliar
environments. Future studies should compare the effects on spatial updating during
seated and free-floating conditions, and determine at which g-threshold decrements in
spatial updating performance emerge.

Keywords: spatial navigation, spatial updating, precuneus, weightlessness, vestibular system,
parabolic flight, spaceflight
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INTRODUCTION

Gravity is critical for various physiological functions and
goal-directed behavior. The lack of gravity, i.e., weightlessness,
leads to cardiovascular deconditioning, negative energy balance,
bone and muscle loss, and sensorimotor impairments. The
time course of these processes varies considerably between
immediate effects upon entry to weightlessness and long-term
effects occurring after several weeks to months of space travel
(Nicogossian et al., 2016).

One system that is immediately affected by gravity is the
vestibular system. The vestibular system senses linear and
angular acceleration through signals from the otoliths and
semicircular canals, and it drives various reflexes such as
keeping gaze and posture when linear accelerations are changing.
However, the vestibular system goes beyond maintaining gaze
and balance. Interactions between the otoliths and semicircular
canals critically contribute to spatial perception including self-
motion, orientation, and navigation (Cullen and Taube, 2017).
During weightlessness gravity no longer acts as a fundamental
reference, and the discrepancy between vestibular (including
conflicts between otolith and semicircular canal information),
visual, and sensorimotor signals can affect spatial abilities
(Clément et al., 1989; McIntyre et al., 2001). So far, microgravity
research has concentrated on posture, gaze, functional mobility,
and spatial orientation, reporting misperceptions of visual
orientation, depth and distance, and difficulties in shape
recognition (Reschke and Clément, 2018). Whether the lack of
gravity also impairs spatial navigation performance and strategies
is not well understood.

Spatial navigation is an essential cognitive process that
allows us to perceive our position in the environment and
use this information to efficiently move in physical space.
A fundamental component of spatial navigation requires
to continuously form and update transient sensorimotor
representations about self-to-object relations during locomotion.
This ability has been termed spatial updating and is closely
linked to working memory (Wolbers et al., 2008; Theeuwes
et al., 2009; Anderson et al., 2010). It requires special effort
when objects are no longer visible (Boon et al., 2018) and is a
prerequisite for route learning and wayfinding in large-scale
space. Spatial updating is also vital for navigation in small-
scale spaces when vision is poor or unreliable and objects
go out of sight, for example, during extravehicular activities
during spaceflight operations and exploration of unfamiliar
planets. Given that the perception of self-motion critically
depends on integrating visual information with gravitational
cues processed by the vestibular system (Pfeiffer et al., 2014),
spatial updating performance could be expected to be impaired
when gravity levels change. This prediction is also in line
with emerging evidence highlighting the cortical projections
of the vestibular system. This includes several brain regions
important for spatial navigation, including the hippocampal and
parahippocampal formation, cingulate gyrus and retrosplenial
cortex, parietal and medial temporal cortices, and the
parietoinsular vestibular cortex and temporoparietal junction
(Hitier et al., 2014).

Here, we tested the effects of different gravity levels on
spatial updating performance using a parabolic flight maneuver.
A parabolic flight maneuver starts with a hypergravity phase
(1.8 g) of about 20 s, after which the aircraft enters a free-fall
state for about 20–25 s that is comparable to 0 g because of
the lack of ground reaction forces. The period of weightlessness
is followed by another hypergravity phase before reaching 1 g
again (Figure 1). This maneuver was performed a total of
31 times, with the first parabola being a test parabola, where
no data were collected. Subsequently, six blocks of parabolas
were performed, separated by 5-min to 8-min breaks. Each
parabola within blocks was separated by 2-min to 3-min breaks,
yielding a total of about 12 min of weightlessness. Spatial
updating performance was assessed at normal Earth gravity
(1 g), hypergravity (1.8 g) and zero-g (0 g). The paradigm was
specifically designed to meet the requirements of the parabolic
flight maneuver and to allow differentiating between changes
in spatial working memory performance (static condition) and
spatial updating performance (updating condition). During
the updating condition participants had to first encode two
egocentric object locations, then update these positions during
a virtual translational forward movement when the objects
were no longer visible and finally point back to the location
of one of the original objects after completion of the forward
movement. In the static condition, the task was identical
except that the participants did not experience the virtual
translation, eliciting working memory processes without the
need to update egocentric object locations. We hypothesized that
compared to 1 g, both 0 g and 1.8 g would selectively impair
spatial updating.

MATERIALS AND METHODS

Participants
A total of 10 healthy adults (four women, six men, aged
33–50 years, mean ± SD: 39 ± 4 years) with no previous
parabolic flight experience participated in the experiment. All
participants had normal or corrected-to-normal vision and
underwent a medical aptitude screening to participate in a
parabolic flight. Subjects gave informed written consent to
participate in the study. The study was approved by the local
Ethics Committee of Charité—Universitätsmedizin Berlin, by
the European Space Agency (ESA) medical board, and by the
French Ethics Committee—Comité de Protection des Personnes
(CPP Nord-Ouest III) and authorized by the French Competent
Authority (ANSM). All procedures were conducted following the
principles of the Declaration of Helsinki.

Procedure
Parabolic Flight
The experiment was conducted as part of the European Space
Agency (ESA) 66th parabolic flight campaign in May 2017.
The flights were performed by Novespace1 using a modified
Airbus A 310 aircraft, i.e., the Airbus A 310 Zero-G, based
at Bordeaux-Merignac International Airport in France. The

1www.novespace.fr
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FIGURE 1 | The characteristic profile of a parabolic flight maneuver. At standard cruising altitude (about 12,000 ft) the aircraft is pulled up at a 47◦ angle, inducing a
gravito-inertial acceleration (GIA) of 1.5–1.8 g, after which the engine’s thrust is limited to compensate air-drag, entering a phase of free-fall comparable to 0 g, and
hence, weightlessness. This phase is completed by another phase of hypergravity before returning to 1 g again. After an initial test parabola, the maneuver is
repeated a total of 30 times with 3–5 min breaks between parabolas and a longer (about 8 min) break after the 16th parabola.

campaign consisted of three consecutive flight days. Three
participants were flown on the first and second flight day, and
four on the third flight day. Each flight consisted of 31 parabolic
maneuvers. During each maneuver the aircraft started from a
regular horizontal flight at typical flight altitude and pulls up to
an angle of 47◦, producing a gravito-inertial acceleration (GIA),
defined as the sum of gravity’s linear acceleration and inertial
forces, of 1.5–1.8 g. After about 20 s the engine’s thrust was
reduced just to compensate air-drag, and the aircraft enters a
freefall trajectory for 20–25 s. During this period the aircraft
and all materials and passengers in the plane fell at 9.81 m/s2,
achieving a net 0 g-level. We acknowledge that the terms
weightlessness is technically not correct to describe this phase.
Gravity is still 1 g throughout the entire flight. This is similar
to the condition on the International Space Station (ISS), where
gravity is still >90% of Earth’s gravity, but astronauts experience
a constant free fall due to the station’s orbit around the Earth.
Despite this discrepancy, we follow the typical convention in
Space Life Sciences and consider the condition of a net level of
0 g during the free fall as weightlessness. This phase was ended
by gradually pulling the aircraft out of the freefall, inducing
another hypergravity phase of 1.5–1.8 g before returning to a
horizontal flight position again. The aircraft pitch rotation (about
3◦/s) is barely detectable by the vestibular system (Karmali and
Shelhamer, 2008). Each flight including take-off and landing took
about 3.5 h.

Data Acquisition
All participants completed two training sessions on the ground.
Both training sessions were performed onsite at Novespace. The
first session was performed at the facilities of Novespace, and the
second training session was performed in the aircraft using the
identical setup that was used during the flight. About 75–90 min
before take-off all but one participant received scopolamine
subcutaneously to minimize motion-sickness (about 0.125 mg
for women and 0.175mg formen). Inflight testing was performed

either between the 2nd and 16th parabola or between the 17th
and 31st parabola. Participants were randomly allocated to the
order in a balanced fashion. During the remaining parabolas,
participants were allowed to free float in a designated area at
the end of the aircraft. Before the first, after the 16th and 31st
parabola subjects were asked to indicate their current level of
motion sickness on a 5-point Likert scale with the two anchors
‘‘not at all’’ (1) and ‘‘very sick’’ (5). During testing, subjects were
seated and buckled up in standard aircraft chairs with their feet
fixed to the ground floor with foot straps (see Figure 2). The
laptops were mounted to a plexiglass plate that was strapped
to the participants’ upper legs that allowed them to maintain
the same position throughout testing. During each 1 g phase,
hypergravity phase, 0 g phase, and following the completion of
the parabolic maneuver participants performed a block of two
trials, respectively. Accordingly, a total of 30 trials (15 parabolas
x 2 trials) were performed per gravity level. The 30 trials in each
phase comprised 6 static trials, 12 spatial updating trials involving
a short forward motion, and 12 spatial updating trials involving a
long forward motion (see details below). To ensure exact timing
during all phases, each block was started by an experimenter
who also verbally instructed the participants when each block
was started.

Experimental Stimuli and Paradigm
Spatial updating performance was assessed with a paradigm
that specifically targets the precuneus (Wolbers et al., 2008).
The paradigm was modified to meet the demands of parabolic
flight characteristics, programmed in Vizard 5 (WorldViz,
Santa Barbara, CA, USA), and presented on a 15-inch laptop
(ZBook 15 G5 Mobile Workstation, Hew). Participants saw a
virtual three-dimensional (3D) environment from a first-person
perspective (eye height: 180 cm). The ground surface consisted
of white limited life-time dots randomly fading and appearing
(maximal duration: 5 s). Each trial comprised an encoding, a
delay, and a retrieval phase. In the encoding phase, participants

Frontiers in Neural Circuits | www.frontiersin.org 3 June 2020 | Volume 14 | Article 20207

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Stahn et al. Spatial Updating Depends on Gravity

FIGURE 2 | Experimental setup in the Airbus A 310 Zero-G. Participants
were buckled up in standard aircraft chairs with feet fixed to their ground floor
with foot straps. The laptops were mounted to a plexiglass plate that was
strapped to the participants’ upper legs that allowed them to maintain the
same position throughout testing. Testing was performed during
15 parabolas, providing a total of 90 trials (30 trials during 1 g, 1.8 g, and 0 g,
respectively). Photo credit: Novespace/ESA.

were presented with two different objects positioned at distances
between 15 and 55 m in front of them, one object to the
left and one to the right of the participant. The target object
locations were the same in all g-levels, but they were presented
in randomized order (different randomization for all g-levels).
The objects were of similar size typically encountered in everyday
life such as a lamppost, a road sign, a phone booth or a statue
(Figure 3). Participants were instructed to memorize the object
locations as precisely as possible. After 1 s of the presentation, the
objects sank into the ground. After another second, participants
were passively moved forward at a uniform velocity of 8.3 m/s
and 15m/s for short and long updating trials, respectively, or they
remained at their original position (static trials). The updating
trials consisted of a short or long updating period (forward
motion of either 25 or 45 m). For all trials, the duration was kept
constant at 3 s to eliminate potential influences of time-keeping
mechanisms (Riemer et al., 2014). The delay phase in static trials
was also set to 3 s. In the final retrieval phase, an image of one
of the two objects shown in the encoding phase was presented
at the center of the screen, and participants were asked to turn a
3D-arrow to indicate the direction of the target object’s location.
The arrow was controlled with the left and right arrow keys

FIGURE 3 | Experimental paradigm. Trials comprise an encoding phase
(A), a delay phase (B), and a retrieval phase (C). Each trial started with a
static presentation of the virtual environment and two objects located at two
different positions during which participants had to memorize the location and
identity of the objects. Next, all objects gradually sank into the ground until
they completely disappeared. In the delay phase, participants either
experienced a forward movement of 25 m or 45 m (updating trials) or
remained at their position (static trials). In the subsequent retrieval phase, one
of the two objects was presented in the center of the screen, and participants
had to turn a 3D-arrow towards the object’s original position in the
encoding phase.

of the keyboard and responses were logged with the space bar.
The initial orientation of the arrow was always pointing forward
for all trials to reduce error variance. No feedback was given,
and trials were separated by a black screen with an intertrial
interval of 1 s.

Behavioral and Statistical Analysis
We recorded reaction time (RT) and response pointing angle for
each trial. Pointing error was defined as our primary outcome
and calculated as the difference between the correct angle and
response pointing angle. To assess outliers, we first computed
the number of signed pointing errors exceeding 1.5 times
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the interquartile range (IQR). The number of these potential
outliers were then used to perform Rosner’s generalized extreme
studentized deviate test to confirm outliers that were removed
from further analysis. Pointing performance is characterized
by perceptual error and noise (Wolbers et al., 2008). The
former is associated with the encoding of the object locations
in a rather non-immersive virtual environment projected on
a 2D screen. However, given that the positions of the target
objects were identical across all conditions, any increase in
pointing error would reflect increases in noise. To quantify
this noise, we computed variable pointing error as the standard
deviation of the signed pointing errors across trials for each
participant, phase, and condition using circular statistics (Fisher,
1993). High performance is therefore demonstrated by small
differences in pointing errors between trials. In contrast,
large differences in pointing errors between trials suggest a
high uncertainty of pointing performance (Wolbers et al.,
2008). Hence, increases in variable pointing errors during 0 g
and 1.8 g were expected to reflect impairments in working
memory processes associated with the updating of self-to-
object relations. We also determined accuracy, i.e., the mean
direction of pointing errors calculated as the circular mean of
signed pointing errors. Differences between task conditions
and g phases were assessed using mixed linear models with
g-level and task condition as fixed factors, and subjects as a
random factor with random intercepts and random slopes
for condition (random slopes were not fitted if the model did
not converge). Pre-planned contrasts were used to compare
the levels within each factor using Bonferroni-corrected
family-wise comparisons (considering each main factor as
one family). We first assessed the effect of task condition
on pointing performance by comparing static to short and
long updating trials and short to long updating trials at each
g-level (correction for a total of three comparisons). We then
compared 1 g to 0 g, 1 g to 1.8 g, and 0 g to 1.8 g for each
task condition (correction for a total of three comparisons).
We also assessed the effects of g-levels on RT. No comparisons
of RT were performed between task conditions because they
were confounded by movement times of the pointing indicator
due to the nature of the paradigm. Recall that the pointing
indicator displayed in the retrieval phase was always parallel to
the direction of the forward translation (see also ‘‘Experimental
Stimuli and Paradigm’’ section). Consequently, RTs were
necessarily affected by task conditions because the arrow had
to be moved a shorter angular distance for static and short
updating trials compared to long updating trials. For these
reasons, we performed mixed models for RT separately for
each task condition using g-level as a fixed factor and subjects
as a random factor. Pre-planned contrasts were performed to
assess the differences between 1 g and 0 g, 1 g and 1.8 g, and
0 g and 1.8 using Bonferroni-corrected family-wise comparisons
(correction for a total of three comparisons). Effect sizes for
contrasts were expressed as Cohen’s d with Bonferroni-adjusted
95% confidence intervals using bootstrapping (Kirby and
Gerlanc, 2013). To assess systematic variations in pointing
performance throughout the flight we identified the association
between absolute pointing error and trial number for each

g-level and condition using repeated measures correlations
(rrm; Roy, 2006). All statistical analyses and graphical
illustrations were carried out using the software package R
(R Core Team, 2016).

RESULTS

None of the participants experienced discomfort and all
demonstrated excellent compliance during the task. The level of
motion sickness did not change significantly (mean change (95%
CI): before 1st vs. after 16th parabola: 0.4 (−1.09, 0.29), P = 0.22;
before 1st vs. after 31th parabola: 0.45 (−1.32, 0.42), P = 0.27).
On average only two trials (out of 90) were missed (range: 0
to 6 trials). One hundred and two pointing responses (11.6%)
were identified as outliers using boxplot statistics (1.5 × IQR).
A Rosner test with a maximum of 102 potential outliers revealed
12 extreme outliers (1.4%) that were excluded from further
analysis. Neither condition nor phase was missing more than
two responses with a maximum of seven missing responses in
total for any participant. The final data set included 864 pointing
responses (mean: 86; range: 83 to 90 per participant). All
repeated measures correlations between trial number and mean
absolute pointing error were minimal and non-significant for
all g-levels and task conditions (rrm = −0.12, P = 0.24 to
rrm = 0.15, P = 0.32), confirming that there were no learning
or habituation effects in pointing performance throughout
the experiment.

Pointing performance was affected by task condition
(F(2,72) = 10.6, P < 0.001). A trend toward significance was
observed for the prediction of g-level on pointing performance
(F(2,72) = 2.5, P = 0.089) and the interaction between g-level
and task condition (F(2,72) = 2.3, P = 0.07). Across all g-levels
variable pointing error increased from static to short, and from
short to long updating trials (Figure 4). Planned contrasts
revealed significant differences of pointing performance at 0 g
between static and long updating trials [t(72) = 4.06, P < 0.001;
d = 1.53 (0.81, 2.88)] and between short and long updating trials
[t(72) = 3.91, P < 0.001; d = 1.12 (0.07, 2.33)]. Similarly, we
found a significant difference between static and long updating
trials [t(72) = 2.94, P = 0.013, d = 0.73 (−0.33, 1.57)] and a
nearly significant difference between short and long updating
trials [t(72) = 2.4, P = 0.056; d = 0.8 (0.03, 1.58)] in the 1.8 g
condition. We also observed a stepwise increase in pointing
error from static to short updating to long updating trials. These
differences did not reach the level of significance (Table 1)
because of the somewhat smaller differences in variable pointing
error. For instance, we observed a difference between long and
static conditions of 26.4◦ and 19.1◦ for 0 g and 1.8 g compared to
9.5◦ for 1 g. We performed a power analysis using the R package
pwr and found that a sample size of N = 36 would have been
needed to detect a significant difference of 9.5◦ between static
and long updating trials during 1 g. Together, these data suggest
that long updating trials were particularly more challenging
compared to the static or short updating trials, and these effects
were most pronounced during 0 g and 1.8 g. Variable pointing
error for long updating trials was significantly higher during
0 g compared to 1 g [t(72) = 3.37, P < 0.01; d = 0.94 (0.07,
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FIGURE 4 | Mean variable (A) and signed (B) pointing errors, and reaction time (RT; C) during 0 g, 1 g, and 1.8 g and different trial conditions (static, updating
short, updating long). Variable pointing error was computed as the standard deviation of the signed pointing errors for each participant and each g-level and task
condition using circular statistics. Data are estimated means and standard errors. Note that no contrasts were performed between task conditions for RTs because
RTs were a logical consequence of task condition, i.e., the 3D arrow had to be moved a shorter angular distance for static and short updating trials compared to long
updating trials (for details see “Behavioral and Statistical Analysis” in “Materials and Methods” section). ∗P < 0.05. ∗∗P < 0.01. ∗∗∗P < 0.001. ##P < 0.01 for 0 g vs.
1 g. ###P < 0.01 for 0 g vs. 1 g. †P < 0.05 for 0 g vs. 1.8 g. ††P < 0.01 for 0 g vs. 1.8 g. ‡P < 0.05 for 1 g vs. 1.8 g.

TABLE 1 | Contrasts examining the effects between static (Static), short updating (Short), and long updating (Long) task conditions on variable pointing error (Var PE)
and mean direction of signed pointing error (Mean PE) during 0 g, 1 g, and 1.8 g∗.

g-level Contrast Variable Estimate SE DF t P Effect Size (95% CI)

0 g Short vs. Static Var PE 6.2 7.3 72 0.85 >0.5 0.36 (−0.67, 1.05)

Mean PE −0.3 2.6 72 −0.13 >0.5 −0.04 (−1.08, 1.09)

Long vs. Static Var PE 26.4 6.5 72 4.06 <0.001 1.53 (0.81, 2.88)

Mean PE −4.2 2.6 72 −1.58 0.35 −0.54 (−1.9, 0.49)

Long vs. Short Var PE 20.1 5.2 72 3.91 <0.001 1.12 (0.07, 2.33)

Mean PE −3.8 2.6 72 −1.46 0.45 −0.34 (−1.67, 0.6)

1 g Short vs. Static Var PE 3.5 7.3 72 0.48 >0.5 0.15 (−0.87, 0.94)

Mean PE −0.7 2.6 72 −0.26 >0.5 −0.12 (−1.04, 0.84)

Long vs. Static Var PE 9.5 6.5 72 1.46 0.45 0.48 (−0.49, 1.68)

Mean PE −1.8 2.6 72 −0.70 >0.5 −0.25 (−1.03, 0.67)

Long vs. Short Var PE 6.0 5.2 72 1.17 >0.5 0.47 (−0.54, 2.53)

Mean PE −1.2 2.6 72 −0.44 >0.5 −0.13 (−0.87, 1.29)

1.8 g Short vs. Static Var PE 6.7 7.3 72 0.92 >0.5 0.25 (−0.88, 1.08)

Mean PE 2.6 2.6 72 0.98 >0.5 0.31 (−0.67, 1.09)

Long vs. Static Var PE 19.1 6.5 72 2.94 0.013 0.73 (−0.33, 1.57)

Mean PE 4.7 2.6 72 1.79 0.24 0.62 (−0.36, 1.2)

Long vs. Short Var PE 12.4 5.2 72 2.40 0.056 0.8 (0.03, 1.58)

Mean PE 2.1 2.6 72 0.81 >0.5 0.22 (−0.76, 1.23)

∗SE, standard error; DF, degrees of freedom; t, t-statistic; P, p-value. P values were adjusted for multiple comparisons using a Bonferroni correction. Corrections were applied
to each main effect, i.e., for three contrasts. Effect size is Cohen’s d with bootstrap 95% confidence intervals (adjusted for three comparisons using Bonferroni correction). Note
that no contrasts were performed between task conditions for reactions time because reaction times were a logical consequence of task condition, i.e., the pointing error had
to be moved a shorter angular distance for static and short updating trials compared to long updating trials (for details see “Behavioral and Statistical Analysis” in “Materials and
Methods” section).

2.08)], and during 1.8 g compared to 1 g [t(72) = 2.48, P = 0.047;
d = 0.66 (−0.21, 1.87)]. Neither static nor short updating trials
revealed any significant differences of pointing error between
any g-levels (Table 2), indicating that gravity affected spatial
updating pointing performance in complex (i.e., long) trials and

this effect was strongest during 0 g. Mean signed pointing error
was larger in both 0 g and 1 g, but neither the main effects
(g-level: F(2,72) = 2.8, P = 0.07; task condition: F(2,72) = 0.2,
P = 0.82) nor their interaction reached statistical significance
(F(4,72) = 1.6, P = 0.18).
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TABLE 2 | Contrasts examining the effects of g-level on variable pointing error (Var PE), mean direction of signed pointing error (Mean PE) and reaction time (RT)
between 0 g, 1 g and 1.8 g for static (Static), short updating (Short), and long updating (Long) conditions∗.

g-level Contrast Variable Estimate SE DF t P Effect Size (95% CI)

Static 0 g vs. 1 g Var PE −2.5 4.3 72 −0.58 >0.5 −0.18 (−1.08, 0.84)

Mean PE 3.9 2.6 72 1.51 0.41 0.67 (−0.21, 1.44)

RT −0.6 0.1 162 −3.94 <0.001 −0.46 (−0.76,−0.12)

0 g vs. 1.8 g Var PE −3.5 4.3 72 −0.81 >0.5 −0.25 (−1.43, 0.75)

Mean PE 6.7 2.6 72 2.57 0.04 1.06 (0.07, 2.07)

RT −0.2 0.1 162 −1.28 >0.5 −0.23 (−0.55, 0.07)

1.8 g vs. 1 g Var PE 1.0 4.3 72 0.23 >0.5 0.12 (−0.95, 0.94)

Mean PE −2.8 2.6 72 −1.07 0.87 −0.47 (−1.16, 0.53)

RT −0.4 0.1 162 −2.67 0.025 −0.38 (−0.66,−0.02)

Short 0 g vs. 1 g Var PE 0.3 4.3 72 0.07 >0.5 0.03 (−0.88, 0.86)

Mean PE 4.3 2.6 72 1.64 0.31 0.54 (−0.43, 1.78)

RT −0.4 0.1 332 −3.82 <0.001 −0.33 (−0.58,−0.06)

0 g vs. 1.8 g Var PE −3.9 4.3 72 −0.92 >0.5 −0.25 (−1.03, 0.67)

Mean PE 3.9 2.6 72 1.47 0.44 0.45 (−0.57, 1.25)

RT −0.3 0.1 332 −2.71 0.021 −0.19 (−0.43, 0.05)

1.8 g vs. 1 g Var PE 4.2 4.3 72 0.99 >0.5 0.37 (−0.84, 1.17)

Mean PE 0.4 2.6 72 0.17 >0.5 0.12 (−1.88, 0.92)

RT −0.1 0.1 332 −1.11 >0.5 −0.08 (−0.29, 0.14)

Long 0 g vs. 1 g Var PE 14.4 4.3 72 3.37 <0.01 0.94 (0.07, 2.08)

Mean PE 1.6 2.6 72 0.62 >0.5 0.13 (−1.04, 1.01)

RT −0.4 0.1 334 −3.31 <0.01 −0.25 (−0.47,−0.02)

0 g vs. 1.8 g Var PE 3.8 4.3 72 0.89 >0.5 0.24 (−0.79, 1.64)

Mean PE −2.1 2.6 72 −0.80 >0.5 −0.16 (−1.22, 0.9)

RT −0.3 0.1 334 −3.12 <0.01 −0.28 (−0.51,−0.04)

1.8 g vs. 1 g Var PE 10.6 4.3 72 2.48 0.047 0.66 (−0.21, 1.87)

Mean PE 3.7 2.6 72 1.42 0.48 0.66 (−0.17, 1.96)

RT 0.0 0.1 334 −0.18 >0.5 −0.05 (−0.27, 0.17)

∗SE, standard error; DF, degrees of freedom; t, t-statistic; P, p-value. P values were adjusted for multiple comparisons using a Bonferroni correction. Corrections were applied to each
main effect, i.e., for three contrasts. Effect size is Cohen’s d with bootstrap 95% confidence intervals (adjusted for three comparisons using Bonferroni correction).

RT was significantly affected by g-level in each task condition
(static: F(2,162) = 8.1, P < 0.001; short updating: F(2,332) = 7.7,
P < 0.001; long updating: F(2,334) = 6.9, P < 0.01). Contrasts
showed that subjects responded significantly faster during 0 g
compared to 1 g across all task conditions (static: t(162) = −3.9,
P < 0.001; d = −0.46 (−0.76, −0.12); short updating:
t(332) =−3.8, P< 0.001; d =−0.33 (−0.58,−0.06); long updating:
t(334) = −3.3, P < 0.01; d = −0.25 (−0.47, −0.02). RTs were
also significantly shorter during 1.8 g compared to 1 g for static
trials [t(162) = −2.7, P = 0.03; d = −0.38 (−0.66, −0.02)], but
neither for short updating [t(332) = −1.1, P > 0.5; d = −0.08
(−0.29, 0.14)] nor for long updating trials [t(334) = −0.2, P > 0.5;
d =−0.05 (−0.27, 0.17)]. Comparisons and effects of RT between
0 g and 1.8 g are provided in Table 2. Variable pointing
error was negatively correlated with average RT (Pearson’s r)
across all conditions at 1 g (static: r = −0.16; short updating:
r = −0.18; long updating: r = −0.1), in static trials at 1.8 g
(r = −0.09), and in short and long updating trials at 0 g
(r = −0.26 and r = −0.33, respectively). To assess whether
the effects on pointing performance in 0 g were confounded
by RTs, i.e., that lower pointing performance was caused by
shorter response times, we reanalyzed the effect of g-level on
pointing performance by adjusting for RT. We fitted a mixed
model to predict variable pointing error in 0 g that included
g-level and mean RT as fixed factors and subject as a random
factor (random intercept and slopes for g-level). This model
confirmed the evidence of an effect of g-level after controlling
for RT (F(2,17) = 3.92, P = 0.04), which was qualified by a

nearly significant difference between 0 g and 1 g (t(17) = 2.62,
P = 0.054). Note that this analysis is limited to the level of
subjects and does not account for any relationship between
RT and pointing error at the trial level, i.e., within subjects.
This is due to the nature of the definition of variable pointing
error reflecting the precision across trials in each condition. To
verify the robustness of these results we also fitted a model
on absolute pointing error, where we estimated the within-
and between-subject effects of RT on pointing performance. As
suggested by van de Pol and Wright (2009), we first determined
the mean values of RT for each individual, condition and g-
level to express the between-subject variation component. Next,
we used within-subject centering to characterize within-subject
effects by calculating the difference of each observation from the
subject’s respective mean value. We then estimated the variation
in both sources of variance in pointing performance using a
mixed linear model with absolute pointing error as a response
variable, and between- and within-individual components of
RT as fixed effects. These analyses confirmed that pointing
performance and RT covaried within individuals much stronger
than between subjects. Trial-to-trial changes in RT predicted
trial-to-trial changes in absolute pointing error within the same
individual (F(1,332) = 8.89, P < 0.01). In contrast, between-
subject variation in reaction did not significantly predict absolute
pointing error (F(1,332) = 1.59, P = 0.21). The effect of g-level
remained nearly significant (F(2,332) = 2.48, P = 0.085) with a
significant contrast for absolute pointing error between 0 g and
1 g (t(332) = 1.97, P = 0.049).
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DISCUSSION

This study investigated the acute effects of weightlessness
and hypergravity using parabolic flight maneuvers on spatial
updating performance in humans. Spatial updating was assessed
by a virtual 3D task that required participants to encode
the identity and location of objects, memorize and then
update the egocentric object coordinates during a forward
movement simulated by optic flow. Using different lengths of
the translational movement provided a variation in updating
complexity. To disentangle the effects between altered gravity
conditions and changes in general cognitive performance related
to the unique experimental situation, we included a static
condition in the paradigm. In this condition, participants did
not experience any movement, removing the need to process
self-motion cues to update egocentric object positions. Since the
target stimuli were presented at identical positions across all three
conditions, and given that the virtual environment in the delay
and retrieval was identical for all trials, all conditions are directly
comparable. The delay phase, i.e., the time between encoding
and retrieval of the memorized object locations, introduces noise
due to working memory decay and the updating process. Given
that the noise further decreases the ability to correctly memorize
the target locations, we quantified the noise by calculating the
standard deviation of the pointing errors for each condition and
subject. Because the target locations were identical across all
conditions, any pointing error would be indicative of an effect
of gravity conditions.

We found that pointing error variability was increased in
updating compared to static trials across all gravity conditions.
The difference between task conditions was particularly
prominent for long updating trials in 0 g and 1.8, where the
effect reached statistical significance, suggesting an increased
complexity of keeping track of object locations. Spatial updating
requires to memorize egocentric object representations. This
process requires to direct visual attention to the target locations,
which is closely linked to working memory (Wolbers et al., 2008;
Theeuwes et al., 2009; Anderson et al., 2010) and particularly
demanding when objects are no longer visible and body position
changes (Boon et al., 2018). Accordingly, increased errors in the
long updating trials suggest the need for higher working memory
and processing demands to update changing object coordinates.
These findings are well in line with data reported by Wolbers
et al. (2008) and Müller et al. (2018), confirming the validity of
the paradigm to assess spatial updating performance.

The primary objective was to investigate the effects
of weightlessness and hypergravity on spatial updating
performance. We found that 0 g and 1.8 g significantly
impaired performance for long spatial updating trials compared
to 1g as indicated by higher variable pointing errors. This
difference could not be explained by a tradeoff between pointing
error and RT. Neither short updating nor static trials, which
required only little or no spatial updating and therefore served
as control conditions, revealed any impairments. These findings
confirm our hypothesis that general cognitive performance is
not impaired per se during weightlessness, but gravity affects
distinctive cognitive domains.

Grabherr et al. (2007) compared object-based and egocentric
spatial transformation tasks during parabolic flight and observed
poorer performance for egocentric spatial transformation during
0 g, but no changes for object-based transformations. The
authors concluded that spatial rotations of external objects can be
solved by visual cues, whereas spatially updating the egocentric
representation of one’s own body relies on the integration of
visual information to a gravitational reference frame (Grabherr
et al., 2007; Grabherr andMast, 2010). This assumption is related
to the notion that gravity provides distinct cues for sensorimotor
integration and transformations of retinotopic, gravitational,
and proprioceptive reference frames (Tagliabue and McIntyre,
2011, 2013, 2014). Note that the visibility of objects in the
encoding phase was identical across all conditions (all objects
were displayed for 1 s in each condition). The difference
between static and updating conditions, and particularly long
updating conditions, could be related to a change in the point
of view during the encoding phase. In the static condition, the
point of view and egocentric object locations remain constant.
Hence, despite the disappearance of the objects, participants
can still rely on the same egocentric object locations during
the encoding phase. In contrast, in the updating condition the
point of view changes as a result of the forward movement.
This situation is aggravated in long updating trials because
the object locations lie outside the visual scene most of
the time due to the extended forward translation. Encoding
retinotopic representations of egocentric object representations
are particularly demanding when objects are no longer visible
and body position changes (Boon et al., 2018). Objects that are
outside the field of view (FOV) increasingly rely on input from
nonretinotopic (e.g., motion-based and proprioceptive) cues. In
the 0 g condition, this situation may be particularly challenging
because gravity is critical for sensory transformations when visual
information is lacking (Tagliabue and McIntyre, 2011, 2013,
2014).

To verify this hypothesis, we analyzed the interaction between
the g-level and the visibility of the object locations. In other
words, we did not assess the effect of the visibility of the
objects themselves—they disappeared after 1 s in all trials—but
whether their original locations remained in the FOV during the
encoding phase. We ran a mixed model on variable pointing
error and entered g-level and FOV as fixed factors. The factor
FOV was characterized by three levels as follows. The first level
comprised trials, in which both object locations remained within
the FOV. The second level included trials, in which only one
of the object locations remained within FOV. The third level
characterized trials, in which none of the two object locations
remained visible in the FOV. The interaction between g-level
and the FOV on variable pointing error was nearly significant
(F(4,72) = 2.15, P = 0.084). A contrast analysis revealed that
the interaction was driven by trials, in which none of the two
objects remained constantly within the FOV. We observed a
significant difference of variable pointing error between 0 g
and 1 g (0 g vs. 1 g: t(72) = 2.53, P = 0.041) and between
0 g and 1.8 g (t(72) = 2.80, P = 0.02), but not between
1 g and 1.8 g (t(72) = 0.26, P > 0.5). These data suggest
that lack of gravity may have impaired the ability to update
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egocentric object locations when these locations are no longer in
the FOV.

A methodological explanation that may have contributed
to higher variable pointing error during long updating trials
could be related to potential geometrical artifacts associated with
the anterior-posterior distance between the target and subject’s
position. Longer anterior-posterior distances would be expected
to result in smaller angular errors. In static trials the average
displacement was 35 m vs. 10 m for short and −10 m for
long updating trials, predicting that the same positional error
has a smaller effect in static compared to updating trials. Our
findings, however, argue against such a confounding effect. Note
that the absolute distance between short and long updating
trials is identical (10 m). Accordingly, assuming that the subject
responses are driven by geometrical effects the short and long
updating condition should be characterized by similar errors.
Second, if geometrical artifacts had confounded pointing errors,
we would most certainly expect a difference between static
and short updating trials. Neither of these two conditions was
confirmed by our data. We did not observe any difference
between static and short updating trials, and long updating
trials were characterized by substantially larger errors than short
updating trials. We are therefore confident that our findings
are not confounded by geometrical effects associated with
the anterior-posterior distance between targets and the virtual
subject position.

In summary, our data show support for the notion that
the absence of gravity affected the ability to encode egocentric
object representations when their locations are outside the FOV.
However, this may not fully account for the increased variability
of pointing error during 0 g, and particularly 1.8 g. A broader
alternative explanation for the vulnerability of spatial perception
upon entry into microgravity and hypergravity observed in
the present study and other experiments could be related to
a mismatch between semicircular canals vs. otolith signals
(Glasauer and Mittelstaedt, 1998). Our task was designed to
require participants to integrate visual flow and egocentric
object vectors in working memory, which was shown to be
attributed to the precuneus (Wolbers et al., 2008). The precuneus
receives input from various vestibular and multi-sensory cortical
areas, such as the intraparietal sulcus, the inferior parietal lobe,
and the parietal operculum (Leichnetz, 2001). A recent study
showed that a single galvanic vestibular stimulation resulted in
a positive blood-oxygen-level-dependent (BOLD) response in
the precuneus (Della-Justina et al., 2015), suggesting a direct
relationship between the vestibular system and the precuneus.
It is possible that the impaired spatial updating performance
during 0 g was caused by the unloading of the otoliths, lacking
a critical reference cue (Glasauer and Mittelstaedt, 1998) for
integrating visual information to efficiently update egocentric
object locations during the presence of motion. Given the strong
projections of the vestibular system to the precuneus, possibly,
the reduced gravity affected the precuneus and its ability to
perceive self-motion cues to update the stored egocentric object
representations. This is also in line with clinical findings in
patients with vestibular lesions, showing that vestibular signals
are necessary for other sensory cues to be properly integrated

and play a critical role in the representation of extrapersonal
space (Borel et al., 2008). Support for this assumption comes
from previous behavioral and neurophysiological data obtained
during and after the parabolic flight. Klein et al. (2019)
reported that cortical current density in the parietal area was
decreased in 0 g compared to 1 g, and these reductions
were not related to hemodynamic changes (Klein et al., 2019).
Van Ombergen et al. (2017) performed resting-state functional
magnetic resonance imaging (MRI) before and after the parabolic
flight and found a lower intrinsic connectivity in the right
temporoparietal junction after the flight exposure. Clément et al.
(2016) recently investigated the effects of weightlessness during
parabolic flight on egocentric distance perception (Clément et al.,
2016). They found that egocentric distance using self-motion
is overestimated during weightlessness for distances less than
4 m, and underestimated for distances over 4 m. Although
these findings remain inconclusive regarding the direction or
interaction of the relationship between gravity and distance
perception, they suggested that altered gravity levels can
change the perceived representation of distance. Data from
spaceflight have also revealed that depth perception is altered
during microgravity (Clément and Demel, 2012). The current
experimental setup cannot verify whether poorer performance
in spatial updating was mediated via impairments in spatial
perception and orientation or other mechanisms. Long-duration
studies on the ISS and future exploratory space missions
could help to better understand the role of such mechanisms
using specific tasks assessing spatial orientation (e.g., line
orientation test) and more complex and integrative tasks of
spatial cognition such as spatial updating, path integration, and
spatial navigation.

Notably, our data should be interpreted in light of some
confounders associated with the parabolic flight maneuver.
Clément et al. (1989) showed that the gaze position can shift
downwards in 0 g and shift up in 1.8 g, potentially affecting
visual perception. Given that the stimuli were presented at a
distance of about 50 cm at a viewing angle of approximately 15◦

(normal line of sight), we do not expect that the gaze position
affected our data. Moreover, the target stimuli were presented
at identical positions across all three conditions and the virtual
environment in the delay and retrieval was identical for all trials.
Hence, the selective impairment in spatial updating but not
control conditions in microgravity argues against a mere conflict
between head posture and gravitational acceleration, which is
essential for encoding the spatial orientation of the human body
in space (Cullen and Taube, 2017). Degradations in visual acuity
associated with altered optokinetic responses during changing
gravity conditions may also account for changes in neuro-
vestibular performance. Experiments on the Mir station have
shown that vertical pursuit movements are strongly affected.
André-Deshays et al. (1993) showed that upward visual pursuit
was largely suppressed in weightlessness, whereas less dramatic
effects were reported for downward visual pursuit (André-
Deshays et al., 1993). It has been suggested that this degradation
of performance relates to the altered otolith input in weightless
conditions (Lackner and DiZio, 2000). These results are also
supported by parabolic flights, showing a tendency for upward
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slow phase velocity to be attenuated and downward optokinetic
responses to be augmented (Clément et al., 1992a,b). Since
otolith signaling drives not only vertical but also torsional eye
movements, it may not be surprising that parabolic flight has
also been shown to induce torsional misalignments during 0 g
and 1.8 g (Markham et al., 2000; Beaton et al., 2015). To better
understand the effects of changing g-levels on task performance,
future studies should consider tracking eye movements during
neurobehavioral testing. Other research has also shown that
gravity affects visual processing. Cheron et al. (2014) recorded
visual evoked EEG potentials (VEP) during a virtual spatial
navigation task in astronauts on ISS. They showed that VEP
potentials were preserved in weightlessness for the control
condition (2D checkerboard), but not the 3D stimuli. They also
reported changes in EEG spectral power for the 3D stimuli,
indicative of a modulation of primary visual signals. Given the
nature of the virtual 3D paradigm used in the present study, it
is, therefore, possible that the effects on pointing performance
observed in 0 g and 1.8 g are at least somewhat explained by
a suppression of feedback or top-down mechanisms acting on
the primary visual cortex. We acknowledge that scopolamine,
a muscarinic acetylcholine antagonist, can dampen arousal and
impair sensorimotor function, working memory, and spatial
cognition (Blokland et al., 2016; Svoboda et al., 2017). However,
all inflight testing was performed after the administration of
scopolamine. Given that the task conditions were randomized
across parabolas it is very unlikely that pharmacokinetic effects
can account for the present findings. For the same reasons, it is
rather unlikely that affective changes, previously suggested to be
related to changes in electrocortical activity during microgravity
(Schneider et al., 2008; Brümmer et al., 2011), account for the
impaired spatial updating performance observed in 0 g.

It is important to acknowledge some limitations regarding our
experimental design. First, to avoid potential effects associated
with time-keeping mechanisms (Riemer et al., 2014), the
duration of all trials was kept constant at 3 s. As a result,
movement speed was correlated with the length of the traversed
distance in updating trials. Given that the time between encoding
and retrieval was identical across task conditions, longer moving
distances were necessarily combined with a higher speed, which
represents a potential confound. It is therefore also possible that
the g-related variation in velocity-to-position integration could
be the mechanism of the observed increases in variable pointing
error. Second, the pointing indicator shown in the retrieval phase
was always aligned with the direction of the virtual forward
movement to reduce error variance. Consequently, RTs were
correlated with movement times because the pointer had to be
moved larger angular distances for updating trials. To compare
conditions, future studies may consider using a joystick to log
responses by pointing to the target object. With longer exposures
to weightlessness, i.e., suborbital flights of experiments on the
ISS, it is also feasible to use a range of pointer orientations
during the start of the retrieval phase and elucidate the effect of
movement speed on spatial updating performance. Finally, the
task was presented on a 2D screen, creating a limited immersive
virtual experience that can increase errors associated with the
initial encoding phase of the objects and the perception of

locomotion. However, these inaccuracies were constant across
all conditions because the target objects and their locations were
identical across all gravity conditions. We only included straight
forward translations. This was necessary to prevent nausea in the
subjects, which could be caused by passive virtual movements
along curved paths. Furthermore, movements along curved paths
would also introduce a potential source of ambiguity for the
task, as individuals have different preferences for the frame of
reference against which tomake their judgments (Gramann et al.,
2006). Irrespective of the degree of immersion, passive or virtual
information on locomotion can be interpreted differently with
respect to actual movements (Cullen and Taube, 2017). For
instance, the perception of self-motion can be underestimated
when no actual movements are performed (Frissen et al.,
2011). The present experimental paradigm used a visual flow to
simulate a forward movement, potentially lacking proprioceptive
or vestibular information about locomotion. However, these
cues were absent across all conditions and general differences
in spatial updating performance between self-propelled, passive
or no locomotion may not necessarily question our findings.
Nevertheless, the present data should be interpreted cautiously
concerning natural movements that provide both visual and
body-based self-motion cues.

Taken together, our data show that performance for long
spatial updating trials is impaired during weightlessness and
hypergravity. We also demonstrated that general cognitive
performance is not affected per se as indicated by the lack
of any effects in the static control task condition, suggesting
that gravity levels affect those areas of the brain that have
strong projections to the vestibular system. We suggest that
the discrepancy between canal and otolith signaling associated
with altered gravity conditions may have played a critical role
in the impaired pointing performance observed in the present
study because of the various afferents between the precuneus and
other parietal brain areas associated with spatial abilities and the
vestibular system. The adverse effects of g-levels on performance
for long spatial updating trials observed in the present study
could be relevant for spaceflight because spatial updating is a
critical skill for navigation, particularly when visibility is poor or
objects go out of sight such as during extravehicular activities.
Moreover, the effect could be exacerbated because our data were
collected in a seated position. Future studies should compare the
effects of seated vs. free-floating conditions on pointing error and
determine at which g-threshold decrements in spatial updating
performance emerge.
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