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Editorial on the Research Topic
 Unraveling Mechanisms Underlying Annual Plankton Blooms in the North Atlantic and Their Implications for Biogenic Aerosol Properties and Cloud Formation




OVERVIEW

Ocean ecosystems play a central role in the vitality of our biosphere and both influence and are influenced by the overlying atmosphere. Plankton-based compounds released from the ocean through bubble bursting and wave breaking contribute to atmospheric aerosol load and influence the formation and properties of clouds (Meskhidze et al., 2013). In parallel, ocean ecosystems are recipients of atmospheric depositions, often transported from distant sources (van de Meent et al., 2011). Ocean-atmosphere feedbacks are particularly amplified when pristine atmospheres overlay strong annual plankton cycles. The western subarctic Atlantic is one such place. The North Atlantic Aerosol and Marine Ecosystem Study (NAAMES)1 was a National Aeronautics and Space Administration (NASA) Earth Venture Suborbital mission focused on plankton blooms, aerosols, and clouds in this subarctic region (~40–55°N) and conducted between 2015 and 2019. The mission entailed four field campaigns targeting specific events in the annual plankton cycle and included a diversity of ship-based, airborne, and autonomous measurements (Behrenfeld et al.). At the time of writing, nearly 80 publications stem from NAAMES (21 represented within this frontiers research topic) and more are in development. This Editorial provides a brief synopsis of many of the NAAMES scientific findings.



PHYSICAL STRUCTURING

Analysis of mean dynamic topography (MDT) separated the NAAMES study region into four provinces [Della Penna and Gaube(a)] with hydrographic boundaries strongly influencing plankton community composition (Bolaños et al., 2020; Bolaños et al.), phenology (Yang et al.), and physiological state (Fox et al.). In general, amplicon sequence variant (ASV) analysis revealed phytoplankton communities to be more closely related between seasons within an MDT province than between provinces within a given season, although strong mesoscale features occasionally disrupted these ecological boundaries (Bolaños et al., 2020). The NAAMES study region featured an energetic field of mesoscale eddies and meanders (radial scale: 20–50 km) formed by instability in the Gulf Stream and baroclinic instability in the open ocean. These features were largest in the Gulf Stream region (amplitudes exceeding 40 cm), but most formed in the open ocean, trapping large water parcels for days to weeks [Della Penna and Gaube(a)]. The vertical (Schulien et al.) and horizontal (Bolaños et al., 2020; Mojica et al., 2020) structure of microbial communities were strongly influenced by these physical features, but accurate representation of this spatial variability remains a significant challenge in bio-physical simulations (Eveleth et al.).

Anticyclonic (clockwise-rotating) eddies in the western North Atlantic have anomalously warm surface water, low chlorophyll concentrations (CHL) (Gaube et al., 2014), and often enhanced vertical mixing (Gaube et al., 2019b), presumably as a result of deep and sustained convection that homogenizes phytoplankton such that their vertically-integrating biomass can exceed that of stratified cyclonic eddies with higher near-surface CHL concentrations. The eddies sampled during NAAMES revealed that anticyclones contained anomalously high concentrations of mesopelagic organisms, including fish, squid, jellies, and crustaceans, when compared to neighboring cyclones [Della Penna and Gaube(b)]. Coupled with elevated temperatures, enhanced mesopelagic prey biomass may explain the systematic selection of anticyclonic cores by feeding white (Caracaius carcaridon) and blue (Prionace glauca) sharks (Gaube et al., 2018; Braun et al., 2019).

Features with spatial scales ranging from <1 km to > 100 km, referred to as the oceanic (sub)mesoscale, can modulate the stability and vertical extent of the marine atmospheric boundary layer (MABL) and create pressure gradients that elevate wind speeds down-wind of (sub)mesoscale fronts (Gaube et al., 2019a). Elevated wind speed at the air-sea interface can enhance primary aerosol (sea spray) and secondary aerosol (volatile compounds that nucleate into new particles) production (see below).



PHYTOPLANKTON COMMUNITY COMPOSITION

A surprising observation during NAAMES was the general paucity of large phytoplankton during the spring bloom (Bolaños et al., 2020; Menden-Deuer et al., 2020). Instead, ASV, particle count, size-fractionated CHL, flow cytometry (FCM), and image-based [e.g., Imaging FlowCytobot (IFCB), FlowCam] analyses generally all indicated that pico- and nano-sized cells dominated phytoplankton abundance and total bio-volume (Bolaños et al., 2020; Chase et al., 2020; Menden-Deuer et al., 2020), although pigment-based taxonomical classification suggested stronger diatom contributions (Kramer et al.). In cases where elevated diatom abundance was indicated by ASV, image analysis revealed these to be species in the nano- or smaller micro-phytoplankton size classes (Bolaños et al., 2020; Menden-Deuer et al., 2020). These findings have important biogeochemical implications, as the subarctic Atlantic bloom is broadly assumed to be dominated by large diatoms that efficiently export carbon to depth (Lochte et al., 1993; Sieracki et al., 1993; Hashioka et al., 2013; Rynearson et al., 2013). While an explanation for the scarcity of large diatoms during NAAMES has been proposed (Behrenfeld et al., 2021a,b), the observation is a reminder that diagnostic pigment approaches can notably overestimate microplankton contributions to phytoplankton biomass (Chase et al., 2020).



DISTURBANCE PROMOTES BLOOMING

The Disturbance-Recovery Hypothesis (DRH) provides a framework for understanding temporal dynamics in phytoplankton biomass in the context of imbalances in phytoplankton division and loss rates (Behrenfeld and Boss, 2018; Behrenfeld et al.). One element of the DRH is the role of mixed layer dynamics on predator-prey coupling, and a unique opportunity presented itself during NAAMES to empirically test this idea. Specifically, during the 2016 May-June campaign, a cold-air event caused an ~10-fold deepening of the mixed layer (to >200 m) followed by rapid restratification (Graff and Behrenfeld). The deep mixing decoupled phytoplankton division and loss rates by dispersing both predators and prey. Phytoplankton rapidly photoacclimated (Graff and Behrenfeld) and their growth remained largely unchecked during the subsequent restratification period due to a temporal lag in the zooplankton response to accumulating prey biomass (Behrenfeld, 2014; Behrenfeld and Boss, 2018; Morison et al.). Mojica et al. used shipboard incubation experiments to emulate these results, quantitatively demonstrating that the rate of change in phytoplankton biomass varies with the specific rate of change in phytoplankton division rate (Δμ) (Behrenfeld et al., 2017; Behrenfeld and Boss, 2018). Episodic deep mixing events also appear to be an important mechanism “pumping” new biomass into communities deeper in the water column (Penta et al., 2021).



PHYTOPLANKTON ANNUAL CYCLE

Biogeochemical (BGC)-Argo autonomous profiling floats provided a continuous long-term record of bio-optical measurements for monitoring plankton dynamics during NAAMES. These data (along with ship-based measurements) confirmed the DRH prediction of phytoplankton bloom initiation during early winter (Behrenfeld, 2010; Behrenfeld and Boss, 2018) when division rates are still decreasing and mixed layer growth conditions are deteriorating (Yang et al., 2021; Yang et al.). Similar results were found for the Southern Ocean (Arteaga et al., 2020). BCG-Argo data also yielded a new net primary production (NPP) model (Fox et al.) enabling high temporal-resolution comparisons of phytoplankton division (μ), loss (l), and biomass accumulation (r) rates. NAAMES data show that r is not directly proportional to μ (Fox et al.; Yang et al.), but rather governed by Δμ. Ship-based measurements provided additional insights on the physiological underpinnings of the phytoplankton annual cycle. Using biomarkers of programmed cell death, compromised membranes, viral infection, and nutrient limitation, Diaz et al. (2021) showed low levels of cellular stress during the main spring accumulation phase of the annual phytoplankton cycle, a pronounced increase in cell stress in late spring heralding bloom termination, and maximum cell stress and death during the autumn declining phase. Host physiological stress can be a critical factor triggering phytoplankton viruses to abandon a temperate life style and become lytic (Knowles et al., 2020), implying that low measured rates of lytic infection in spring (Morison et al.; Mojica et al.) may in part be attributable to a prominence of temperate viral behavior during this low-stress season. Enhanced cell stress was also evident during winter bloom initiation (Diaz et al., 2021), but is overridden by the greater impacts of mixed layer deepening on predator-prey relationships (Yang et al.; Yang et al., 2021).



MICROBIAL PROCESSES

Highest rates of net bacterial production (BP), bacterial carbon demand (BCD), and bacterial abundance (BA) were observed during NAAMES in the late spring, paralleled by the largest flux of labile dissolved organic matter (DOM) to bacterioplankton (Baetge Behrenfeld et al.). The BCD:NPP ratio was low in late spring, suggesting new organic matter was largely partitioned into particulate organic matter and export (Baetge Behrenfeld et al.). At this time, the net biogenic production of volatile organic compounds (VOCs) was also elevated (Davie-Martin et al.). Flavobacteriales and Oceanospirillales were relatively abundant in late spring, suggesting a response of specific copiotrophic members of these groups to fresh labile DOM (Bolaños et al.). The Flavobacteria taxa also included vitamin B1 auxotrophs that significantly depleted dissolved thiamin levels (Suffridge et al.). Between late spring and early autumn, net community production (NCP) accumulating as seasonal (semi-labile) surplus DOC increased (Baetge Graff et al.), along with the abundance of SAR202 genomes in the euphotic zone (Bolaños et al.). This period corresponded to enhanced physiological stress and viral mediated phytoplankton mortality, the latter enhancing substrate for heterotrophic prokaryote growth and potentially impacting community structuring (Mojica and Brussaard, 2020).



AEROSOLS SOURCED FROM THE OCEAN

Sea spray aerosol (SSA) during winter represented approximately 50% of the total aerosol, with no evidence of aerosol transported from other sources (Quinn et al., 2019). Concentrations of this “SSA mode” were significant but < 20% during other seasons. Notably, these findings demonstrate the long-hypothesized link between phytoplankton and atmospheric aerosols and are a step forward in understanding processes producing aerosols in the marine environment (Brooks and Thornton, 2018). Even so, debate persists regarding quantitative budgets (Bates et al., 2020) and the direct flux of marine aerosol remains unquantified (Sanchez et al., 2018, 2021).

Dissolved organic constituents in seawater include VOCs emitted by phytoplankton (Halsey et al., 2017a,b; Moore et al., 2020; Davie-Martin et al.), but a majority of these compounds may be consumed by heterotrophic bacteria before reaching the air-sea interface. During NAAMES, biogenic VOC production increased with phytoplankton productivity and incident sunlight (Davie-Martin et al.). Dimethyl sulfide (DMS) and methanethiol were highest over phytoplankton blooms, while acetonitrile was high in both late spring and early autumn. The composition of submicron primary marine aerosol varied with season and latitude (Lewis et al.). Organic materials in aerosol were linked to ubiquitous recalcitrant dissolved organic matter and transient polysaccharides emitted under bloom conditions (Lawler et al., 2020).

Total aerosol mass was not correlated with surface layer dissolved organic carbon mass, indicating aerosol production through multiple processes with difference timescales (Sanchez et al., 2021). DMS and primary marine aerosol correlate on short air-mass timescales (i.e., local sources). In contrast, marine non-refractory aerosol correlates with primary production when air masses were weighted on long (5d) timescales. This finding is consistent with processes of biogenic VOC emissions and subsequent photolysis in the atmosphere allowing detection significantly distant from source regions, and also implies an important role of wind speed and trajectory (Saliba et al., 2019, 2020). Future composition and microphysical measurements are still needed to better quantify radiative impacts of the direct and indirect aerosol effects sourced from the ocean (Saliba et al., 2019, 2020; Wilbourn et al., 2020; Sanchez et al., 2021; Bell et al.; Hendrickson et al.).



MARINE AEROSOLS AND CLOUDS

While NAAMES measurements confirmed that marine secondary organic aerosols were of the size and solubility to be cloud forming aerosol (Sanchez et al., 2018), the relative contribution of organic compounds in marine cloud condensation nuclei (CCN) is small (Hendrickson et al.). CCN activation by marine soluble organic compounds is similar to that of salts (Hendrickson et al.) and the strongest link between marine biology and CCN may be non-sea-salt sulfate (Saliba et al., 2020). For cold cloud development, however, microorganisms from the sea surface do have ice-nucleating properties and facilitate the freezing of ice atmospheric droplets despite antifreeze properties of associated salts (Wilbourn et al., 2020).



ADDITIONAL FINDINGS

NAAMES produced substantial evidence of new particle formation in the marine boundary layer, with significant links to ocean biology (Croft et al., 2021; Zheng et al., 2021). Integration of these observations into the GEOS-Chem-TOMAS model indicated that aerosols are significantly undercounted if marine new particle formation is not accounted for (Croft et al., 2021). NAAMES also provided a platform for instrument and technique development, including cloud droplet number (CDN) and collection of liquid cloud water for detailed offline analysis (Crosbie et al., 2018). Sinclair et al. (2019) evaluated CDN concentrations by coupling airborne and ship-based measurements, Alexandrov et al. (2018) linked remote scanning polarimeter (RSP) retrievals of CDN to direct in-cloud measurements, and Stamnes et al. (2018) used high spectral resolution lidar (HSRL) measurements to derive detailed cloud microphysical properties.

With respect to remote sensing, Painemal et al. (2021) used in-situ cloud droplet probe measurements to validate satellite retrieved cloud properties, while Allen et al. used in-water optical measurements to evaluate seasonal and spatial patterns of inherent and apparent optical properties and tied their spectral dependence to colored dissolved organic matter, phytoplankton pigment absorption, and particulate backscatter. The NAAMES mission also contributed significantly to a growing body of literature regarding satellite lidar as an invaluable tool for ocean remote sensing (Hostetler et al., 2018; Jamet et al., 2019), including the characterization of polar plankton cycles (Behrenfeld et al., 2017), testing of heritage satellite ocean color products (Bisson et al., 2021a,b), identification of phytoplankton taxonomic groups within and outside eddies (Schulien et al.), and detection of global ocean diel animal vertical migrations (DVM) (Behrenfeld et al., 2019), noting here that vertical carbon transport by DVM activities is now an explicit element in ocean biogeochemical models (Archibald et al., 2019).

The NAAMES experience also yielded a variety of higher-level syntheses regarding phytoplankton bloom hypotheses (Behrenfeld and Boss, 2018), diatom ecology and evolution (Behrenfeld et al., 2021a), phytoplankton size distributions and succession (Behrenfeld et al., 2021c), and a new interpretation of Hutchinson's (1961) “Paradox of the Plankton” regarding the unexpected diversity of phytoplankton species in water columns with few readily identifiable niches (Behrenfeld et al., 2021b).
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Strong physical disturbances in the surface ocean vertically redistribute plankton and lead to new relationships between organisms and their growth environment. Entrainment of phytoplankton to deeper depths decreases light exposure while stratification exposes cells in the surface mixing layer to higher light. Phytoplankton can rapidly respond to alterations in growth irradiance (Eg) using photoacclimation processes such as nonphotochemical quenching and alterations in pigments and other macromolecules. While it is common to observe photophysiological responses to shifts in growth irradiance in the laboratory it is rare that a study is able to document these processes in the field in a lagrangian framework. We were able to follow a natural phytoplankton community for 4 days and observe rapid photophysiological responses and net accumulation patterns of biomass down to 200 m following a deep mixing and restratification event in the subarctic Atlantic ocean. Applying flow cytometry and fast rate repetition fluorometry (FRRf) we report on the photoacclimation responses of multiple taxonomic groups in relation to the rapidly evolving physical environment. Significant stratification occurred following the deep entrainment event, isolating cells within an actively mixing and shoaling surface layer, the lower euphotic zone, and below the photic zone. Distinct differences in patterns of accumulation and photoacclimation are apparent between these depths of disparate light histories. Photoacclimation patterns are generally consistent between Synechococcus, picoeukaryote, and nanoeukaryote groups yet diel patterns and variability in the range of photoacclimation suggest divergent physiology. Results from continuous FRRf measurements collected on bulk seawater show a decrease in the number of photosystem II reaction centers and a concurrent increase in the functional cross section with implications for maintaining photosynthetic rates throughout the mixed layer. Understanding group specific differences as well as bulk community acclimation strategies will be important for informing models relying on photoacclimation parameters to determine growth and accumulation rates and net primary production. More so, the rates at which cells acclimate within the context of the frequency and spatial dynamics of storm events, such as the one recorded here, directly impact interpretations and applications of remote retrievals of phytoplankton chlorophyll, carbon, and their ratio in the context of unbalanced growth.

Keywords: phytoplankton, photoacclimation, growth irradiance, FRRf, flow cytometry, deep mixing, buoyancy frequency, remote sensing


INTRODUCTION

Seasonal and diel light cycles, variations in cloud cover, wave focusing, and mixing through a vertical light gradient all cause natural phytoplankton communities to experience a highly variable light environment. Phytoplankton physiologically navigate dynamic light exposure through a range of mechanisms that function over diverse time scales. Rapid changes in light (seconds to minutes) are largely handled through changes in nonphotochemical quenching (NPQ). Responses to slightly longer time scale changes in light also involve the upregulation and downregulation of photosystem II (PSII) reaction centers (Prasil et al., 1992; Osmond, 1994; Behrenfeld et al., 1998; Lee et al., 2001). On time scales of days, phytoplankton exhibit major changes in cellular pigmentation (Laws and Bannister, 1980; Geider, 1987; Behrenfeld et al., 2002; MacIntyre et al., 2002; Halsey and Jones, 2015). Photoacclimation is the common term for these phenotypic responses to light and it encompasses changes in enzymatic processes, morphology, and biochemical composition (Falkowski and LaRoche, 1991; MacIntyre et al., 2002).

One of the most thoroughly studied photoacclimation responses in phytoplankton is the increase in chlorophyll:carbon (Chl:C) with decreasing growth irradiance (Eg) or decrease in Chl:C with increasing Eg. Laboratory studies show that this response begins within minutes of a light shift, proceeds at a rate dependent on the extent of the change in light, and may require many days to achieve a new steady-state value [with this time for homeostasis being shorter for a low-to-high light shift (i.e., an energy-rich acclimation) than a high-to-low light shift (i.e., an energy starved acclimation) (e.g., Cullen and Lewis, 1988; Anning et al., 2000; Havelková-Doušová et al., 2004). Compared to results from laboratory studies, natural populations appear to display a muted range in photoacclimation-driven Chl:C changes (Behrenfeld et al., 2005; Westberry et al., 2008; Graff et al., 2016) [noting here that Chl:C also varies with nutrient limited growth rate (Laws and Bannister, 1980; Geider et al., 1997; Halsey and Jones, 2015)]. Admittedly, part of this discrepancy may simply be due to the lack of consensus as to what light level phytoplankton in the surface ocean mixing layer are acclimated (e.g., daily mean or median light or something else).

Field studies often take advantage of spatial gradients in upper ocean growth conditions to evaluate phytoplankton photophysiological [e.g., photochemical efficiencies through fast-rate repetition fluorometry (FRRf) measurements] (Greene et al., 1994; Behrenfeld and Kolber, 1999; Moore et al., 2006) or photoacclimation (e.g., Chl:C) properties (Graff et al., 2016). Far less common are field studies that provide temporally resolved observations of photoacclimation in a community-tracking lagrangian framework. During the second field campaign of the National Aeronautics and Space Administration's (NASA) North Atlantic Aerosol Marine Ecosystem Study (NAAMES), an opportunity was presented to document plankton community responses during water column re-stratification immediately following a major physical disturbance and deep entrainment event. Here, we describe the photophysiological and biomass changes of the phytoplankton in response to this event. Our results are discussed in the broader context of photoacclimation strategies of natural phytoplankton populations and implications this has for applying remote sensing retrievals of C and Chl during unbalanced growth driven by deep mixing and restratification events in open ocean ecosystems such as the subarctic North Atlantic.



MATERIALS AND METHODS

The NASA NAAMES is a field-intensive investigation of the subarctic Atlantic Ocean with primary objectives to improve understanding of the mechanisms governing the annual phytoplankton biomass cycle and the impact of plankton on the overlying atmospheric aerosols and clouds (https://naames.larc.nasa.gov). NAAMES ship-based measurements are conducted on the RV Atlantis and, during the second (11 May to 5 June 2016) of four total NAAMES field campaigns, the ship arrived on a station (47°39.360 N, 39°11.398 W) immediately following a deep water entrainment event. From 24 to 27 May, this water mass was tracked (i.e., a lagrangian station) and upper water column biological, chemical, and physical properties were characterized during the re-stratification process.


Water Mass Tracking and Physical Profiling

A profiling Seabird Navis BGCi float and drifter (University of California – Santa Barbara) were used to track the water mass over time and were deployed just prior to the first CTD-rosette cast. The RV Atlantis was continuously repositioned based on location reports from the drifter (every 1 h) and float (every 7 h). Water column sampling was conducted using a SeaBird CTD profiling package and 20 L Niskin rosette. Casts were made up to 4 times per day to a minimum depth of 500 m. Seawater density and Brunt–Väisälä (or buoyancy) frequency (N2) for each CTD profile were calculated using the SEAWATER Matlab library (http://www.marine.csiro.au/~morgan/seawater). Brunt–Väisälä frequency profiles were smoothed using a 10 m vertical running average and plotted in Matlab with the “surface” command over an hourly meshgrid with 1 m vertical resolution. Multiple criteria were used to estimate the surface mixing layer depth (MLD) following those applied in Holte and Talley (2009) many of which were informed by de Boyer Montégut et al. (2004) and Dong et al. (2008). Specifically (1-3) the density, temperature, and salinity algorithms from Holte and Talley (2009), (4) a temperature threshold (T = T0 ± 0.2°C), (5) a density threshold (sigma-theta (sθ) = sθ0 + 0.03 kg m−3), (6) a temperature gradient approach (ΔT/Δpressure > 0.005°C dbar −1 or max ΔT/Δpressure), and (7) a density gradient approach (Δsθ/Δpressure > 0.0005 kg m −3 dbar −1 or max Δsθ/Δpressure).



Flow Cytometry

Group specific phytoplankton responses to the disturbance and re-stratification event were characterized using flow cytometry. Whole unpreserved seawater samples were analyzed from depths of 5, 10, 25, 50, 75, 100, and 200 m. From each depth, 4 ml of seawater were collected from Niskin bottles into sterile 5 ml polypropylene tubes (3x rinsed) and immediately stored at ~4°C until analysis on a BD Influx Cell Sorter (ICS). All samples from a given profile were analyzed within 30 min or less of collection. Sample tubes were kept shaded, but not completely dark, during analysis using opaque tape to eliminate the potential that laboratory lighting would impact cell fluorescence properties while simultaneously allowing for relaxation of NPQ (Berman, 1972; Milligan et al., 2012). The ICS was equipped with a blue (488 nm) laser and four detectors. The detectors included forward scatter (FSC) with enhanced small particle detection, side scatter (SSC), fluorescence at 692 ± 40 nm (FL692) and fluorescence at 530 ± 40 nm (FL530). A minimum of 7,000 total cells were interrogated per sample. Sample flow rates are required for normalizing cell counts collected over time to volume and were calculated from volumetric changes in a 1 ml water sample over a known time (60 s or greater) using a pipettor to determine the volume of water lost. This was performed immediately following the analysis of samples collected at each time point and the average was used to calculate cell concentrations. Sample flow rates at this station averaged 57.4 μl min−1 with a standard deviation of 3.5 μl min−1 that would result in approximately ± 6% over- or underestimation of cell concentrations. The ICS was calibrated daily with fluorescent beads and following standard protocols (Spherotech, SPHERO™ 3.0 μm Ultra Rainbow Calibration Particles). Photomultiplier tube (PMT) gains were identical for all samples, thus minimizing artifacts due to instrument settings.

Flow cytometry data were organized into three major phytoplankton groups: Synechococcus, picoeukaryotes, and nanoeukaryotes. Prochlorococcus was not present at this station. Thus, an analysis of this important group could not be included here. The mean and total scattering and fluorescence properties were determined for each group post-cruise using FlowJo v. 10.0.6. Results presented here focus on FSC and FL692. The former of these properties correlates with cell size and carbon content through conversions to biovolume and carbon to volume conversion factors while the latter property correlates with cellular chlorophyll concentration (Veldhuis and Kraay, 1990, 2000). We have chosen not to convert either property directly to Chl or Cphyto given the range of values that could be applied to each phytoplankton group (e.g., Zubkov et al., 1998; Heldal et al., 2003; Heywood et al., 2006; Tarran et al., 2006; Grob et al., 2013), instead relying on the flow cytometric properties to inform our analyses. Cellular fluorescence quantum yields could impact flow cytometry measurements of FL692 and can vary with growth and taxonomy and more significantly by NPQ which is relaxed during sample analysis and, thus, does not impact flow cytometry measurements made here. More so, persistent variability in fluorescence quantum yields were not significant due to the low variability in Fv:Fm measurements (see methods and data below). Finally, comparisons of FL692 with in-situ measurements of HPLC Chl a show strong correlation suggesting relatively minor changes in quantum yields. Accordingly, the FL692:FSC ratio provides a proxy for the phytoplankton Chl:C ratio, with the cytometrically determined ratio hereafter denoted as FL:FSC.



Fluorescence, Chlorophyll, and Growth Irradiance

The RV Atlantis seawater flow through system is modified for all NAAMES field campaigns. Specifically, a Teflon lined diaphragm pump is installed prior to a given cruise just aft of the seawater intake at the bow in order to bypass the ship's impeller pump which would otherwise impact the sampled plankton populations (Cetinić et al., 2016). Whole seawater from the diaphragm pump is plumbed through clean tubing to multiple instruments in the laboratory, including a custom Fast Rate Repetition fluorometer (FRRf, excitation wavelength is 490 nm) for measuring initial fluorescence (Fo), maximal fluorescence (Fm), and PSII functional cross sections (σPSII) (Behrenfeld et al., 1998). Values of Fo, Fm, and σPSII reported here represent averages for 16 individual single turnover flash sequences only for nighttime measurements to eliminate variability associated with daytime NPQ. Daytime FRRf measurements (data not shown) indicated inverse changes in initial and maximal fluorescence with changes in incident sunlight that are consistent with expected protective and reversible NPQ processes in the photosynthetic pigment bed and will not be discussed further here.

Chlorophyll a (Chl a) was determined from high performance liquid chromatography (HPLC) on water collected from surface (5 m) Niskin bottle samples. For HPLC samples, 1–3 L of whole seawater were filtered onto a pre-combusted (450°C, 4 h) GF/F filter. Each filter was immediately placed into a cryovial after collection and stored in liquid nitrogen. Samples were analyzed at the NASA Goddard Space Flight Center Ocean Ecology Laboratory following established protocols (Van Heukelem and Thomas, 2001).

Downwelling surface photosynthetically active radiation (PAR; μmol photons m−2 d−1) was measured continuously with a Licor Model LI-189 cosine collector positioned on the top rail of a research van located on the upper forward weather deck to avoid shading from ship structures. PAR measurements were not collected on the Niskin rosette. Photic depths (1% surface PAR) and attenuation were determined using PAR profiles from near noon optical profiles of the water column with a Biospherical C-OPS radiometer. The Biospherical C-OPS also provides spectral information, which could be important in phytoplankton photoacclimation strategies. Here we have chosen to focus on total PAR as it is the most common metric in photoacclimation studies. Integrated PAR values of incident light and percent attenuation from depth profiles at sample depths were used to calculate growth irradiance (Eg) values for each sample depth. For samples within the actively mixing surface layer, Eg was assessed as the median daily integrated PAR within this layer and the depth of active mixing was determined using the density gradient approach which mirrored those estimated by a buoyancy frequency reference point of log10 N2 = −5.8 at noon. For samples below the mixing layer, Eg was calculated as the median daily integrated PAR at the sampled depth.

Correlation analyses and plots for FRRf data were performed in Excel. All other calculations (means, medians, difference, ratios, etc.) were performed using Matlab or FlowJo for flow cytometry datasets as described above.




RESULTS AND DISCUSSION

The focus of this report is the photophysiological responses and net accumulation of phytoplankton within a stratifying water column following a deep mixing event. The results presented below are novel in their approach of applying flow cytometry data, alongside more traditional physiological and pigment measurements, to evaluate near real time responses of phytoplankton to a physical disturbance. These finding have significant implications on understanding the phytoplankton physiology and the impact on loss processes in response to changes in the physical environment. Forthcoming publications from the NAAMES efforts will detail additional findings on rates of production and loss at this station as well as the larger region surveyed by this project.


Buoyancy Frequency

From May 22–24th a low-pressure system with wave heights estimated to be ~9 m moved through the targeted study region and was subsequently replaced by a high-pressure system from the northwest (Figures 1A,B) (NOAA Ocean Prediction Center — http://www.opc.ncep.noaa.gov/Atl_tab.shtml). Deep-water entrainment during the passing storm was evidenced by the nearly homogenous profile of Brunt–Väisälä or buoyancy frequency to 200 m observed during the initial CTD cast made in this water mass (Figure 2A). It is unlikely that the storm provided the energy to mix the water column down to 200 m or greater. A more probable scenario, albeit without data to confirm this, is that a shallow stratified layer was mixed into an existing deeper and actively mixing layer, thereby homogenizing properties to greater than 200 m (Dr. Peter Gaube personal communication). From May 24th through May 27th, buoyancy frequency profiles indicated rapid re-stratification of the water column, with active mixing rarely penetrating below 25 m (Figure 2A). Of the seven algorithms used to estimate the active mixing depth, only the density gradient approach provided a result consistent with Brunt–Väisälä frequency distributions (Figures 2B,C).


[image: image]

FIGURE 1. (A) Location of station in the North Atlantic ocean, (B) track of low (L) and high (H) pressure systems on day 22 and 24 and the 6 m wave height contour on May 22nd prior to our arrival on station on May 24. (C) Surface PAR during occupation of Station 4.
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FIGURE 2. (A) Contour plot of the buoyancy frequency during station occupation, times of CTD casts (white lines) and sample depths (circles). (B,C) Mixed layer depth determinations from multiple approaches plotted against a single contour of buoyancy frequency evident in Figure 1. (A) 1% noon PAR depth.





Phytoplankton Distribution

Phytoplankton concentrations were homogenous throughout the upper 200 m of the surface ocean upon arrival on station (Figures 3A,B, dark blue circles). Changes in total FL692 and FSC indicated that phytoplankton chlorophyll and biomass, respectively, increased within the photic layer (Figure 2B, blue line) during the 4-day station occupation. These increases were greater in the upper 25 m active mixing layer than deeper in the photic layer (Figures 3A,B). Below the photic zone, heterotrophic consumption, viral lysis, and/or sinking caused chlorophyll and carbon concentrations to decrease over time (Figures 3A,B). These temporally-evolving vertical patterns in phytoplankton properties demonstrate the rapid shoaling of the active mixing layer implied by Brunt–Väisälä frequency distributions (Figure 2). Increasing phytoplankton concentrations in the surface caused the photic layer depth to decrease during the time series from ~75 m to <50 m (Figure 2B, blue line).
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FIGURE 3. Depth profiles of (A) total fluorescence, (B) total forward scatter, and (C) fluorescence to forward scatter ratio. Color bar represents time of sampling and dashed lines are mean values for the depths sampled within the first few hours of arrival on station.



A deep entrainment event will not only redistribute phytoplankton over a larger volume of water (i.e., dilution), but will have a similar impact on (micro-) grazer and viral populations. The very low loss rate of phytoplankton observed below the photic zone suggests that, at least initially, phytoplankton growth within the photic layer was essentially “unchecked.” In other words, phytoplankton biomass accumulation rates (r = growth rate (μ) – losses (g)) are expected under such conditions to approximate division rates. What we observed in the upper 25 m mixing layer was a rate of change in total FSC suggestive of a very high average specific accumulation rate of 0.47 d−1 (Figure 4A), with the highest single daily value observed during the first day of occupation at 0.77 d−1. Phytoplankton growth rates in the surface ocean can exceed a division per day (specific growth rate of = 0.69 d−1) with growth rates of Synechococcus as high as 0.82 d−1 (Campbell and Carpenter, 1986) and total communities of 0.65 d−1 in temperate North Atlantic waters (Marañón et al., 2000). Below 25 m, accumulation rates decreased with increasing depth and decreasing light, with average rates for the three deepest depths well out of the photic zone ranging from −0.15 to −0.18 d−1 (Figure 4A). Given the recent entrainment and dilution event, these rates may represent loss rates throughout the water column, at least initially. Assuming the loss rates at the three deepest depths are representative of all depths, the average phytoplankton growth rate (calculated as μ = r + g) in the upper 25 m over the 4-day occupation was 0.64 d−1. This rate is approaching a doubling of biomass per day and suggests that losses were only removing 20–25% of daily net production, calculated as the ratio of g to μ. However, these average statistics do not reveal the temporal dynamics between phytoplankton division and loss rates. Indeed, the time-course for phytoplankton biomass in the near surface samples indicates essentially a linear increase over the station occupation (Figure 4B, black symbols). In addition to reflecting the decrease in PAR over time (Figure 1C), this result implies that an increasing fraction of daily phytoplankton production was being consumed with each subsequent day (i.e., if production and loss rates are constant in time, biomass will increase exponentially rather than linearly). In other words, loss rates were already catching up to division rates within this short 4-day window (i.e., increased predator-prey coupling), which is clearly illustrated by plotting total FSC in the surface ocean on a log scale with a linear fit (Figure 4C). Net primary production determined from 24-h 14C-labeled incubation experiments increased at a higher rate than accumulation, suggesting that recoupling between grazing and phytoplankton dynamics was indeed occurring over time at this station.


[image: image]

FIGURE 4. (A) Average daily accumulation rate of total forward scatter (FSC) during station occupation. Bars represent one standard deviation. (B) Accumulation of total community forward scatter, fluorescence, and HPLC Chl a for 5 m (solid lines) and forward scatter and fluorescence for 200 m samples (dashed lines). Values are normalized to first samples collected within hours of arriving on station. (C) Total community FSC at 5 m normalized to first sample collected (same data as in B but on log scale).





Photoacclimation

For the 4 days following the deep entrainment event, both phytoplankton biomass and chlorophyll concentrations increased in the photic layer (Figures 3A,B, 4B), but not at the same rate. This difference is indicative of unbalanced growth (i.e., the unequal net accumulation of different cellular constituents Shuter, 1979) and it resulted in FL:FSC changes that increased from the bottom of the photic layer to the surface (Figure 3C). This response is precisely as expected from laboratory photoacclimation experiments (Cloern et al., 1995; Geider et al., 1997; Halsey and Jones, 2015). Specifically, in this rapidly re-stratified water column, phytoplankton at each depth adjusted their cellular pigment level to reflect the new light environment into which they had been confined: high-light, low FL:FSC near the surface and low-light, high FL:FSC at depth (Figure 3C).

One of the striking aspects of the observed photoacclimation response was the rate of change. In the upper 5 m, essentially a new steady-state value was reached within the first 24 h, after which biomass and chlorophyll increased in parallel with a relatively fixed ratio (Figure 4B, solid lines; note this figure also shows the strong correlation between FL692 and HPLC based cellular chlorophyll values—green triangles). As suggested above, this rapid “re-equilibration” can occur because it is an energy-rich acclimation (i.e., low-to-high light shift) (Cullen and Lewis, 1988). At the other extreme, phytoplankton trapped below the photic zone after restratification exhibited no change in FL:FSC throughout the 4 day station occupation (Figure 4B, dashed lines). This result is the consequence of signals for photoacclimation being turned off in the dark (Behrenfeld et al., 2016) and a lack of photosynthetic products required for new syntheses.

A more detailed view of the photoacclimation response observed in the water column is provided in Figure 5. Here, the left hand panel shows changes in FL:FSC over time at each sampling depth. An equivalent decrease in FL:FSC is observed at all sampling depths ≤25 m during the first day (red, green, blue symbols in Figure 5A). Then, the 25 m sample begins progressively increasing FL:FSC until the end of the time course (blue symbols in Figure 5A) whereas the 5 and 10 m samples remain relatively constant (red and green symbols in Figure 5A). This result suggests that the active mixing depth shoaled to <25 m by the second day and phytoplankton trapped below this layer had to reacclimate to a daily light exposure that was lower than the mixing layer and becoming progressively dimmer as the accumulating biomass increased light attenuation and daily surface PAR decreased (Figures 1C, 2B). A similar but muted time course of FL:FSC is also observed for samples collected at 50 and 75 m (black and brown symbols in Figure 5A). Here, however, the FL:FSC changes suggest that these phytoplankton populations were never in the actively mixing layer and only experienced a brief period of enhanced light before increasing FL:FSC again in response to increasing light attenuation in the water column and decreasing incident PAR. Again, at depths > 75 m, bulk FL:FSC exhibited little variability over the 4 day study.
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FIGURE 5. Fluorescence per forward scatter ratios for (A) total community, (B) Synechococcus, (C) picophytoplankton, and (D) nanophytoplankton for 7 depths plotted against time. Black and white bars above plots represent night and day, respectively.



Evaluating phytoplankton photophysiology using flow cytometry measurements has the added advantage of allowing measured responses to be separated into different algal groups. During the current study, we found that the general depth- and time-resolved patterns in FL:FSC described above for the bulk phytoplankton population was also found in the Synechococcus, picoeukaryotes, and nanoeukaryotes fractions (Figures 5B–D, respectively). However, the dynamic range in FL:FSC changes was notably largest for Synechococcus and smallest for the nanoeukaryotes. The similarity in temporal developments of FL:FSC between taxa is more clearly shown in Figure 6 where each panel shows results for each group for a specific depth horizon.
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FIGURE 6. Mean cell fluorescence to forward scatter ratio at (A) 5 m, (B) 25 m, (C) 50 m, and (D) 100 m for Synechococcus (red), picophytoplankton (green), and nanophytoplankton (black) plotted against time. Black and white bars above plots represent night and day, respectively.



In addition to the overall temporal trends in FL:FSC discussed above, bulk and group-specific variation also exhibited clear daily oscillations. The driver of these oscillations can be further investigated by viewing time courses of FL and FSC independently (Figure 7). Here we see that for Synechococcos there was an overall downward trend in cell-specific FL and FSC over the time series, but that FSC showed a much stronger diel pattern than FL (Figure 7A). These diel cycles indicate strong cell cycle synchronization in the Synechococcos population, with cell size increasing during the day and decreasing at night, while cellular chlorophyll levels were more constant over time. Indeed, similar cell-cycle patterns have previously been used to quantify division rates for prokaryotic phytoplankton (Marie et al., 1997; Jacquet et al., 2001) and have been linked to diel cycles in optical parameters (Durand and Olson, 1996). A somewhat different pattern was observed during the current study for the picoeukaryote fraction (Figure 7B). In this case, both cell size and chlorophyll content exhibited clear diel cycles, suggesting a stronger diurnal accumulation in cellular chlorophyll. A very different pattern was observed for the nanoeukaryote group (Figure 7C). In this case, an overall temporal trend in cell-specific FL and FSC is not obvious and neither property exhibited clear diel cycles, suggesting perhaps a randomization of cell division in this subpopulation. The photoacclimation response of the nanoeukaryotes can be further interrogated by evaluating cellular fluorescence measured at 530 nm. This additional fluorescence measurement at similar wavelengths can provide information on phycoerythrin and other accessory pigments (Olson et al., 1988; Veldhuis and Kraay, 2000). What we find is that the time course of FL530 (Figure 7D) exhibits no diel structure for any group but does show a strong change for the nanoeukaryotes shortly after the onset of stratification (Figure 7D, dash dot line). This early shift in FL530 (but not FL692; Figure 7C) suggests that an adjustment in accessory pigments was an important component of the photoacclimation response for this group (or that a rapid shift in species composition took place). Unfortunately, sample analyses for detailed identification of the phytoplankton community members and their pigment composition is not yet available to address this intriguing finding.
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FIGURE 7. Mean cell fluorescence at 692 nm and forward scatter for surface samples of (A) Synechococcus, (B) picophytoplankton, (C) nanophytoplankton, and (D) mean cell fluorescence at 530 nm for all groups at the surface.



Fast Rate Repetition fluorometry (FRRf) measurements can provide additional insights on the bulk (i.e., not size fractioned) photophysiological response observed during our study. Specifically, FRRf measurements collected from the custom flow through system provide additional evidence of community photoacclimation in the surface ocean. Nighttime Fo and Fm vary to first order with Chl (Figure 8A) and are similar to increases observed in FL692 and FSC from the flow cytometer. The functional cross sectional area of photosystem II (σPSII), a parameter shown to track physiological status in relation to environmental conditions (Suggett et al., 2009 and refs therein), increased during our time on station (Figure 8B, filled triangles). One well-documented aspect of σPSII variability is that increases in σPSII are paralleled by decreases in Fv:Fm under conditions of nutrient starvation (Suggett et al., 2009). Similar changes are not observed, however, under steady-state nutrient stress (Parkhill et al., 2001; Kruskopf and Flynn, 2006; Suggett et al., 2009; Halsey et al., 2010). Here, the excitation wavelength of 490 nm does not fully capture changes in σPSII due to complimentary pigments that absorb more efficiently at other wavelengths. During our field observations, we found Fv:Fm remained nearly constant (Figure 8B, open squares) suggesting that the observed increases in σPSII were not associated with nutrient starvation. Instead, the changes in σPSII during our study likely reflect one component of photoacclimation during stratification (Suggett et al., 2009). Phytoplankton experiencing an increase in growth irradiance respond by reducing their light harvesting capacity. This can be accomplished by decreasing σPSII, decreasing the number of PSII complexes, or a combination of both responses (Falkowski and Owens, 1980). The observation of decreasing intercellular chlorophyll over time, evaluated here from changes in FL:FSC, paralleled by increasing σPSII indicates that the cells are reducing reaction center numbers to avoid photodamage while increasing the functional cross sectional area of antennae in order tomaintain carbon fixation rates. Following that the ratio F0:σPSII is an index of functional PSII numbers (Oxborough et al., 2012; Silsbe et al., 2015), we can normalize F0:σPSII to our proxy of phytoplankton biomass (FSC) and evaluate the relative change over our study period (Figure 8C, open diamonds). We find that the decrease in PSII:FSC is inversely related to the increase in σPSII (r2 = 0.91) (Figure 8C), lending some support for the above hypothesis regarding balances in σPSII and PSII number in response to increases in growth irradiance. Larger cross sectional areas in the surface ocean are thought to increase the likelihood of photodamage in a high light surface mixed layer (Barber and Andersson, 1992). Behrenfeld et al. (1998) presents evidence for maintenance of photosynthetic rates in high-light conditions and suggests that the “insensitivity of light-saturated photosynthesis (Pmax) to significant decreases in the number of functional PSII reaction centers” provides a buffer for maintaining light harvesting rates in the face of high-light damaging conditions. In contrast, he suggests that increasing cross sectional areas of these reactions centers provides a cost-effective means to maximize light harvesting in subsaturating light conditions. In other words, cells may employ photophysiological strategies that maintain constant photosynthetic rates throughout the range of growth irradiances they are likely to encounter in an actively mixing and dynamic light environment. Interestingly, our observed response is inconsistent with that of Barber and Andersson (1992) and Behrenfeld et al. (1998), in that we found an increase in σPSII with increasing light. One potential explanation for this discrepancy is that, perhaps, the changes in σPSII were also influenced by taxonomic shifts during the station occupation (Suggett et al., 2009). Modest shifts in community composition were observed during station occupation (Synechococcus (−3.2%), picoeukaryotes (+4.4%), nanoeukaryotes (−1.3%), expressed here as percentage of total community), but does point to the potential influence of this parameter on FRR interpretations and is generally consistent with the findings of Suggett et al. (2009). Clearly, additional work is needed to more fully understand the detailed underpinnings of high light acclimation.
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FIGURE 8. Fast Rate Repetition fluorometry (FRRf) nighttime averages of (A) Fo and Fm (left y-axis) and HPLC Chl a (right y-axis), (B) Sigma-PSII (left y-axis) and Fv:Fm (right y-axis) and (C) Sigma-PSII (left y-axis) and T0 normalized RCII:FSC. Error bars represent 1 standard deviation.



Using the flow cytometric measurements of FL692 and FSC as proxies for phytoplankton Chl and carbon, we were able to observe detailed photoacclimation responses in a natural community following a dramatic shift in daily light exposure. Previously, similar measurements have been used to characterize Chl:C changes during on-deck grazing and growth rate experiments (Gutiérrez-Rodríguez et al., 2010; Gutierrez-Rodriguez et al., 2011). During the current study, we observed the anticipated rapid acclimation of FL:FSC for a low-to-high light shift (e.g., 5 and 10 m samples during first day of restratification) and also the slower acclimation time-scale associated with an energy poor high-to-low light acclimation (e.g., 25 m sample after day 1). Indeed, the continued increase in FL:FSC for these cells until the end of our observational period suggests that a new steady-state FL:FSC value was never reached. These findings have significant implications for interpreting not only field observations but global satellite data as well.

Satellite retrievals of phytoplankton biomass and Chl:C (e.g., Behrenfeld et al., 2005; Westberry et al., 2008) provide an unprecedented opportunity for quantifying ocean productivity and carbon cycling. By calculating temporal anomalies in these properties and comparing them to changes in the physical environment (e.g., mixing depths, sea surface temperature), sustained satellite observations also can provide insights into how global ocean ecosystems might change in a warming climate (e.g., Behrenfeld et al., 2006; Siegel et al., 2013). However, accurately interpreting these signals relies on an accurate accounting of light-driven Chl:C variability (e.g., Behrenfeld et al., 2016). In all attempts to date, the description of photoacclimation applied to satellite Chl:C data assumes that the observed phytoplankton communities are under steady state growth conditions (i.e., a single photoacclimation relationship is applied) (e.g., Behrenfeld et al., 2005, 2016; Westberry et al., 2008; Silsbe et al., 2016). During the current study, we observed sustained changes in FL:FSC over the entire observational period, at least at some depths. Comparing these data to associated Eg values suggests applying a single relationship to describe the photoacclimation response may not be sufficient, both for our bulk data and group-specific data where different phytoplankton display greater or lesser variability in Chl:C (Figure 9). To be more specific, unbalanced growth in phytoplankton communities can compromise the interpretation of satellite Chl:C data. The unanswered question here is how common this condition is within the spatially and temporally averaged bins used for remote sensing data. For the current study, a period of unbalanced growth was induced by a storm, suggesting that one important consideration will be the time-scale of photoacclimation relative to storm frequency, recognizing that the former time-scale is dependent on the direction of the associated light shift (i.e., high-to-low or low-to-high). Clearly, additional work is needed to address these issues and, if unbalanced growth is a common feature, to develop approaches for parameterizing the consequences in global satellite Chl:C fields.
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FIGURE 9. Mean fluorescence per forward scatter ratios plotted against growth irradiance (Eg) for (A) total community, (B) Synechococcus, (C) picophytoplankton, and (D) nanophytoplankton. Eg calculated using MLDs from density gradient approach. Data only includes samples from within the euphotic zone, i.e., where Eg > 1% surface irradiance.
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The North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) is an interdisciplinary investigation to improve understanding of Earth's ocean ecosystem-aerosol-cloud system. Specific overarching science objectives for NAAMES are to (1) characterize plankton ecosystem properties during primary phases of the annual cycle and their dependence on environmental forcings, (2) determine how these phases interact to recreate each year the conditions for an annual plankton bloom, and (3) resolve how remote marine aerosols and boundary layer clouds are influenced by plankton ecosystems. Four NAAMES field campaigns were conducted in the western subarctic Atlantic between November 2015 and April 2018, with each campaign targeting specific seasonal events in the annual plankton cycle. A broad diversity of measurements were collected during each campaign, including ship, aircraft, autonomous float and drifter, and satellite observations. Here, we present an overview of NAAMES science motives, experimental design, and measurements. We then briefly describe conditions and accomplishments during each of the four field campaigns and provide information on how to access NAAMES data. The intent of this manuscript is to familiarize the broad scientific community with NAAMES and to provide a common reference overview of the project for upcoming publications.

Keywords: North Atlantic Aerosols and Marine Ecosystems Study, plankton blooms and annual cycle, marine aerosols, clouds, field campaigns


INTRODUCTION

Annual net photosynthetic carbon fixation by marine phytoplankton is roughly equivalent to that of all terrestrial plants (Field et al., 1998; Behrenfeld et al., 2001). This net primary production drives carbon dioxide (CO2) exchange between the atmosphere and ocean and fuels carbon sequestration to the deep sea (Takahashi et al., 2009; Siegel et al., 2014), thereby playing a vital role in Earth's coupled ocean-atmosphere system. Furthermore and in stark contrast to terrestrial vegetation, the entire global ocean phytoplankton stock is consumed and regrown, on average, every week (Behrenfeld and Falkowski, 1997). This rapid turnover underpins ocean food webs, and hence fish stocks and global food supply (Chassot et al., 2010), and highlights pervasive cellular- and ecosystem-driven mortality mechanisms operating in marine systems that impact the coupling of fixed carbon to grazing, sinking, and microbial loop pathways (Bidle and Falkowski, 2004; Bidle, 2015). High latitude systems (roughly >40° latitude) are commonly “hot spots” for primary production. Many zooplankton and fish species have life cycles and migration patterns finely tuned to the historical timing of these regional plankton blooms (Longhurst, 2007). Accordingly, these systems are particularly vulnerable to climate-driven changes in the phenology and strength of the annual plankton cycle (Platt et al., 2003; Edwards and Richardson, 2004; Mackas et al., 2007; Koeller et al., 2009; Kahru et al., 2011). Species composition is also an important factor during blooms in terms of carbon cycling and trophic energy transfer. Some phytoplankton communities are particularly efficient at supporting fish stocks, others have very high carbon recycling efficiencies, and some emit high levels of aerosol-forming compounds such as dimethylsulfide (DMS) that can affect cloud formation and alter Earth's radiative budget (O'dowd et al., 2004; Andreae and Rosenfeld, 2008; Sanchez et al., 2018).

Satellite ocean color observations have provided sustained global observations of surface phytoplankton distributions and the resultant record of temporal change has clearly demonstrated that plankton ecosystems exhibit pronounced responses to climate variability (Behrenfeld et al., 2001, 2006, 2009, 2016; Gregg et al., 2003, 2005; Yoder and Kennelly, 2003; Polovina et al., 2008; Martinez et al., 2009; Vantrepotte and Mélin, 2009; Siegel et al., 2013). However, basic mechanisms underlying relationships between environmental forcing and ecosystem responses remain unresolved. Climate change simulations conducted for the Intergovernmental Panel on Climate Change (IPCC) suggest that surface ocean temperatures will warm by +1.3 to +2.8°C globally over the Twenty-First century (Bopp et al., 2013). This warming directly impacts the surface ocean properties that govern phytoplankton annual cycles, including the intensity and seasonality of water column stratification, surface mixing depths, and mixed layer light levels (Behrenfeld, 2010; Bopp et al., 2013; Behrenfeld and Boss, 2014, 2018; Behrenfeld et al., 2017). A grand challenge in Earth system research is thus to quantitatively understand how changes in the physical environment will impact plankton blooms, species composition, cell fate, aerosol emissions, clouds, and ultimately, ocean CO2 uptake and food supply.

Over three decades ago, a link between temperature-induced phytoplankton DMS emissions, aerosol production, and cloudiness was hypothesized that created a feedback where the increase in DMS-derived secondary marine aerosol and clouds reduced the incoming solar radiation at the surface and thus the light stress on the phytoplankton (Shaw, 1983; Charlson et al., 1987). While the feasibility of this self-regulating thermostat has been called into question (Quinn and Bates, 2011), a relationship between ocean ecosystems and regional aerosol-cloud-climate impacts remains both uncertain and important to understanding Earth's climate system. The need for an improved understanding of this system is underscored by recent modeling work indicating that the most uncertain component of aerosol-cloud climate forcing (i.e., the so-called “aerosol first indirect forcing”) is from pre-industrial natural aerosol emissions, including DMS photochemical production and primary aerosol production from breaking waves (Carslaw et al., 2013). The remote oceans are an excellent area to explore the sensitivity of cloud radiative properties to naturally produced aerosols under relatively non-polluted conditions. These regions provide environmental conditions similar to what we think the pre-industrial atmosphere resembled and where the sensitivity of cloud droplet number and albedo to aerosol perturbations is thought to be greater than under more-polluted continental conditions (Carslaw et al., 2013; Moore et al., 2013b).

The North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) is a 5-year, interdisciplinary Earth Venture Suborbital 2 field investigation funded by the National Aeronautics and Space Administration (NASA) that is focused on an improved understanding of the ocean ecosystem-aerosol-cloud system of the western subarctic Atlantic (https://naames.larc.nasa.gov/). Specific overarching science objectives for NAAMES are to (1) characterize plankton ecosystem properties during primary phases of the annual cycle and their dependence on environmental forcings, (2) determine how these phases interact to recreate each year the conditions for an annual plankton bloom, and (3) resolve how remote marine aerosols and boundary layer clouds are influenced by plankton ecosystems.

The first NAAMES field campaign began in November 2015 and the final NAAMES campaign was completed in April 2018. The intent of this manuscript is to familiarize the broad scientific community with NAAMES and to provide a common reference overview of the project for upcoming publications. We begin with brief summaries of the primary scientific motives for the NAAMES investigation, followed by an overall description of the experimental design and measurements, details on each of the four field campaigns, and information on data access. Two additional data reports (Mojica and Gaube, in review; Della Penna and Gaube, in review) companion the current manuscript and provide greater detail on physical features encountered during the NAAMES campaigns.



PLANKTON ANNUAL CYCLES

The subarctic Atlantic hosts the largest annual phytoplankton bloom in the global ocean. This bloom has captured the attention and imagination of biological oceanographers for well over a century (Mills, 2012). Modern satellite and autonomous sensor technologies now provide sustained observations of the subarctic Atlantic that have yielded new insights into the factors governing the region's roughly repeating annual cycle in phytoplankton biomass. These insights have been encapsulated in the framework of the “Disturbance-Recovery Hypothesis” (DRH) (Behrenfeld and Boss, 2018 and references therein). Some basic elements of the DRH are illustrated in Figure 1, which begins on the left with summer conditions (Figure 1 circle “A”) of a shallow mixed layer (MLD) that is nutrient depleted. During this phase of the annual cycle, phytoplankton biomass is depressed and phytoplankton division rates are modest and at near-equilibrium with loss rates (e.g., grazers, virus infection). In late summer and autumn, mixed layer depths increase and incident sunlight decreases. During this phase (Figure 1 circle “B”), decreasing division rates (i.e., “decelerations”) result in decreasing phytoplankton concentrations because of a temporal lag between changes in division and changes in loss rates (Behrenfeld and Boss, 2018). Simultaneously, physical dilution by mixed layer deepening reduces encounter rates between phytoplankton and grazers. Eventually, this dilution effect has a greater impact on loss rates than the decreasing mixed layer light levels have on phytoplankton division rates, causing the balance between division and loss to flip in favor of phytoplankton growth. At this transition (Figure 1 first red line and red box “1”), phytoplankton division first exceeds losses and biomass begins to accumulate. However, accumulation during this phase (Figure 1 circle “C”) is only expressed as an increase in depth-integrated biomass (C m−2, integrated from the surface to the MLD) and not volumetric concentration (C m−3) because of the continued dilution by mixed layer deepening. The next transition occurs when winter convective mixing ends (Figure 1 second red line and red box “2”). From this point forward to the bloom climax, mixed layer shoaling and increasing sunlight cause division rates to increase. This “acceleration” allows division rates to stay ahead of loss rates (again, due to the predator-prey temporal lag) and thus phytoplankton concentrations (C m−3) increase (Figure 1 circle “D”) (Anderson and Menden-Deuer, 2017; Behrenfeld and Boss, 2018). The final transition in this annual cycle (Figure 1 third red line and red box “3”) corresponds to the bloom climax and it occurs when the phytoplankton division rates reached their annual maximum. Since this maximum corresponds to the point when division rates stop accelerating, loss rates quickly catch up to division, and the summertime near-equilibrium between division and loss is rapidly established.
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FIGURE 1. Stylized annual plankton cycle, beginning on left in midsummer and ending in early summer. Thick black line = mixed-layer depth (MLD). Green phytoplankton cells and green shading represent phytoplankton concentration. Gray ciliates stand for all phytoplankton predators. Circled A = summer condition of near-equilibrium between phytoplankton division and loss rates. Circled B = depletion phase. Circled C = phase where division exceeds loss but MLD is still deepening, phytoplankton concentrations are stable or decreasing, and phytoplankton biomass integrated over MLD is increasing. Circled D = accumulation phase. Boxed 1 = winter transition. Boxed 2 = transition to increasing phytoplankton concentration. Boxed 3 = climax transition.



The above description of Figure 1 is a very simplistic depiction of the DRH and a far more thorough account can be found in Behrenfeld and Boss (2018). The relevant information here is that the DRH identifies key events and phases in bloom-forming phytoplankton annual cycles and these events helped guide the design of NAAMES. Specifically, the field campaigns were conducted in early winter (November-December), early spring (March-April), late spring (May-June), and early autumn (September) to target, respectively, the “winter transition” (Figure 1 first red line and red box “1”), early stages of the “accumulation phase” (Figure 1 circle “D”), the “climax transition” (Figure 1 third red line and red box “3”), and early stages of the “depletion phase” (Figure 1 circle “B”). Thus, NAAMES is a field campaign designed to test the DRH hypothesis and advance understanding of linkages between all stages of the plankton annual cycle, which distinguishes it from many predecessor studies focused solely on the final events of the spring bloom climax.

The NAAMES proposal was based heavily on satellite, autonomous sensor, and model results and our initial expectations were that (1) significant accumulations in phytoplankton biomass would not be observed when division rates were decelerating prior to the “winter transition,” (2) that similar rates of biomass accumulation would be observed following the “winter transition,” during the “accumulation phase,” and until just prior to the “climax transition,” and (3) that the “depletion phase” would be dominated by mixed layer loss rates exceeding phytoplankton division rates. Furthermore, we expected to see a tight coupling between phytoplankton division and loss rates during all four campaigns. With respect to community composition, we anticipated a dominance of small photosynthetic eukaryotes and prokaryotes during the “winter transition” campaign, dominance of diatoms during the “climax transition” campaign, and a potentially significant contribution of dinoflagellates during the “depletion phase” campaign. We also hoped to gain new insights from NAAMES on the role of plankton community compositional changes in governing bulk properties of the phytoplankton annual cycle. One of the exciting outcomes of NAAMES is that many of our original expectations proved to be incorrect, or at the least incomplete.



BIOGENIC AEROSOLS

The global ocean is an important source of aerosols to the remote marine atmosphere. These aerosols can be either directly emitted through sea spray (so-called primary marine aerosols) or generated in the atmosphere through photochemical oxidation and gas-to-particle conversion of ocean-derived trace gases (so-called secondary organic aerosols) (Gantt and Meskhidze, 2013). Primary marine aerosols are formed from wave breaking and bubble bursting processes that eject tiny droplets into the atmosphere. As submerged air bubbles rise through the ocean water column, they collect surface-active material (including particulate organic carbon, biological fragments, and dissolved organic matter) that partitions to the bubble interface (Lewis and Schwartz, 2004). At the ocean surface, an increasingly thinner film is produced as the bubble rises up against the sea surface microlayer, until finally the bubble bursts and sends a myriad of small, organically-enriched “film drops” into the air. Subsequently, the bubble cavity collapses and in this process forms a vertical jet of seawater that fragments into discrete “jet drops” (Lewis and Schwartz, 2004).

Since sea spray particles are driven by meteorology (wind speed) and particles generated from ocean-derived trace gases are driven by biological productivity, their contributions to aerosol particle concentrations have seasonal cycles that are expected to depend on these two factors. The basic features of these two competing seasonal cycles for aerosol production are illustrated in Figure 2. Starting in the summer on the left of Figure 2, elevated ocean productivity means that DMS emissions and hence sulfate particle contributions are high and then become reduced as productivity is reduced going into winter (Lana et al., 2011). Sulfate levels increase again in spring in a manner roughly following the increase in plankton populations shown in the DRH cycle of Figure 1, which peaks in late spring. Since organic components in sea spray and other aerosol particles are also produced by phytoplankton, their contributions to mass (and number) are expected to track sulfate, although the extremes may be dampened by the large reservoir of dissolved organic carbon that is ubiquitous in the ocean (Hansell et al., 2009). In contrast, sea spray is proportional to the square of the surface wind speed (typically measured at 10 m, or U10). This means that sea spray contributions to number concentration are lowest in summer when North Atlantic regional average wind speeds are near 7 m/s and highest in winter when wind speeds are nearly doubled (Young, 1999). Since wind-driven and convective mixing are strongest in winter, it is not surprising that the highest sea spray fluxes in Figure 2 coincide with the deep winter MLDs in Figure 1.
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FIGURE 2. Stylized annual submicron aerosol number concentration cycle, beginning on left in midsummer and ending in early summer, showing contributions to number from sea spray salt (blue line), DMS-derived sulfate (red line), and ocean-derived organic (green line) components. The components are shown proportional to number, but should not be interpreted as externally-mixed particle populations. Blue line with NaCl cubes = ocean sea spray particles, scaled to interpolated monthly seasonal wind speed (U102) estimated from figure 1b of Young (1999). Red line with Prymnesiophyte (from NAAMES data) and Coccolithophore (from Bidle, 2015) images = sulfate-containing particle number concentrations scaled to monthly DMS emissions, estimated from figure 6 of Lana et al. (2011). Green line with organic component images (Hawkins and Russell, 2010) = organic-containing particle number concentrations, tracked to sulfate particle mass assuming similar seasonal productivity but 25% lower mass contribution. Relative contributions of each component to particle number concentrations are calculated from mass concentrations [for ranges reported in Table 1 of Sanchez et al. (2018)] by dividing by the cubes of modal diameters of 0.4 μm for sea spray particles, 0.2 μm for sulfate particles, and 0.3 μm for organic particles [using diameter ranges reported by Quinn et al. (2017) and Sanchez et al. (2018)].



Organic compounds play an important role in the cloud-forming potential of primary marine aerosol. While the typical concentrations of marine organics in seawater are dwarfed by the concentration of inorganic salts (i.e., on the order of a few tens of ppm organics vs. over thirty-thousand ppm salt), organics are a significant component of the primary submicron-sized aerosols that act as cloud condensation nuclei (CCN) due to their preferential partitioning to the bubble surface in the film drop formation mechanism (O'dowd et al., 2004; Facchini et al., 2008; Gantt and Meskhidze, 2013). These organics are consistent with known plankton exudate compounds (e.g., lipopolysaccharides and aliphatic chains with hydroxyl functional groups) that tend to form water-insoluble (and non-volatile) colloidal hydrogels (Verdugo et al., 2004; Facchini et al., 2008; Russell et al., 2010; Quinn et al., 2014). It also stands to reason that phytoplankton stress and mortality mechanisms also facilitate this process, especially during lytic virus infections that can lead to the massive releases of diverse cellular constituents and replicating colloidal virus particles (Bidle and Vardi, 2011). Indeed, viruses infecting coccolithophore populations in the North Atlantic have been detected within aerosols (Sharoni et al., 2015) and infection appears to stimulate the incorporation of free coccoliths into aerosols (Trainic et al., 2018). Each, in turn, may serve as particle nuclei that impact atmospheric compositional properties and dynamics of cloud formation.

Secondary marine aerosols are formed in the atmosphere through photochemical oxidation and subsequent gas-to-particle conversion of volatile sulfur-containing and organic trace gases, such as dimethylsulphide (DMS), isoprene, and other compounds (Saltzman et al., 1983; Shaw, 1983; Charlson et al., 1987; O'Dowd and de Leeuw, 2007; Quinn and Bates, 2011). This gas-to-particle conversion occurs through condensation onto pre-existing aerosols or through new particle formation (i.e., nucleation and subsequent growth) when ambient aerosol concentrations are low. Understanding the controls on marine aerosol and CCN budgets is important because they impact remote marine clouds and, hence, regional climate. Models suggest that marine clouds are particularly sensitive to CCN variability (Moore et al., 2013b) and satellite-based studies have shown periods of increased ocean biological productivity to double cloud droplet number and increase reflected solar radiation by 10 to 15 W/m2 (Meskhidze and Nenes, 2006; McCoy et al., 2015). While an increase in ocean-derived biogenic aerosol is implied by these studies, a clear and direct linkage has yet to be established.

A challenge for NAAMES that was identified during the planning stage was how to distinguish the (expected) small fingerprint of ocean biology on atmospheric aerosols and clouds against a background of transported North American pollution. A surprising result from the field campaigns was that continental pollution only infrequently had a large influence on the marine boundary layer in the open ocean region of the NAAMES study. Aircraft vertical profiles did find pollution aloft in the free troposphere, but it was not clear that these transported emissions meaningfully impacted boundary layer CCN concentrations or cloud properties. Instead, the dominant seasonal driver of aerosol abundance appeared to be associated with local meteorology and effects of precipitation “cleaning” the atmosphere by removing aerosols to the ocean surface.

Scientific advances over past decades have dramatically expanded our conceptual model of the coupled ocean-atmosphere system. Major uncertainties remain, however, in quantifying the contribution of primary and secondary aerosols to the marine boundary layer CCN budget. The relative contribution of sea salt and organic aerosols to CCN have only recently become more fully understood (Sanchez et al., 2018), with the multiple NAAMES deployments uncovering the seasonal variation in each aerosol component (Figure 2). Linkages between observed atmospheric properties and variations in ocean ecosystems are not fully understood, with the atmospheric community realizing that reliance on chlorophyll-a concentration as a proxy for biological activity and emission of biogenic aerosol precursors is an oversimplification (Rinaldi et al., 2013). A key objective for NAAMES is to use a comprehensive set of ship and aircraft observations across seasons to constrain linkages between ocean ecosystem properties and biogenic aerosols, with an ultimate goal to improve predictions of marine aerosol-cloud-climate interactions from pre-industrial conditions (e.g., Carslaw et al., 2017) to those of a warmer future ocean.



NAAMES EXPERIMENTAL DESIGN AND MEASUREMENTS

The western subarctic Atlantic (Figure 3) was chosen as the investigation site for NAAMES primarily because it (1) has been far less studied with respect to open ocean phytoplankton annual cycles than the eastern side of the subarctic basin, (2) experiences significant periods of very low atmospheric aerosol concentrations (thus increasing sensitivity to marine biogenic aerosols), (3) exhibits strong spatial and temporal variability in plankton biomass and composition (thus a large dynamic range for detecting ocean-aerosol-cloud effects), and (4) provided significant logistical advantages for the NAAMES research vessel and aircraft (e.g., shortened ship transit times from ports on the eastern margin of North America to open ocean conditions, multiple options for aircraft staging, minimal international logistics issues, etc.). Strong ocean physical features are also prominent in the western subarctic Atlantic, allowing sampling of cyclonic eddies, anticyclonic eddies, frontal zones, and non-eddy waters that are within relatively short ship transit distances. Furthermore, the NAAMES site connects long-term measurement records at multiple coastal atmospheric monitoring stations around the North Atlantic Ocean, including Mace Head, Ireland (https://www.macehead.org), Sable Island, Canada (http://afrg.peas.dal.ca/sableisland/index.php), the Azores (https://www.arm.gov/capabilities/observatories/ena), Cape Verde (https://www.ncas.ac.uk/en/cvao-home), and Barbados (Stevens et al., 2016). NAAMES C-130 transit flights between the NASA Wallops Flight Facility and St. John's, Canada, provided multiple opportunities for overflights of the Sable Island station where profiling measurements of atmospheric vertical structure were conducted over the island. Ship, aircraft, autonomous floats and drifters, and satellite observations were employed to address the science objectives of NAAMES. Ship measurements during all four of the ~26-day NAAMES cruises were conducted on the global-class research vessel (R/V) Atlantis. Ocean ecosystem properties measured on the ship focused on plankton stocks, biological rates (e.g., growth, predation), physiological stress, and community composition. A wide range of other relevant physical, chemical, and optical properties were concurrently measured with the ecosystem properties (Figure 4A). Ship-based aerosol related measurements targeted in-water aerosol precursors, sea-to-air gas flux measurements, and a detailed characterization of above-water aerosol concentrations, composition, and cloud condensation nuclei (CCN) (Figure 4B). Aircraft deployments were coordinated with the ship transect (Figure 3) and provided in situ aerosol and cloud measurements and remote sensing measurements of the ocean and atmosphere (Figure 4C). This coordinated effort was conducted to (1) broaden the spatial context of ship observations toward that of satellite remote sensing, (2) link ship-based near-surface aerosol properties to higher-altitude tropospheric aerosols and clouds, and (3) provide information on oceanic and atmospheric properties around ship sampling stations prior to arrival at and following departure from a given station. Autonomous drifters were deployed at ship stations during each NAAMES campaign to allow water tracking during station occupation and to provide a Lagrangian “bread crumb trail” for later revisits by the aircraft. In addition, 19 BioARGO floats were deployed at selected ship stations during the first three NAAMES campaigns. Each float had, at a minimum, an instrument payload measuring conductivity, temperature, pressure, chlorophyll fluorescence, oxygen, and particulate backscattering. A primary objective of the float deployments was to mechanistically link the four field campaigns within the context of the full annual plankton cycle. Floats deployed during a given campaign also provided station targets for subsequent campaigns. Finally, satellite data of winds, clouds, sea surface height, sea surface temperature (SST), and ocean color were used for ship station and flight planning and, as analyses continue, these data will provide context on year-to-year variability to assess the representativeness of the NAAMES campaigns and allow interpretation of field results in the context of the full subarctic Atlantic basin.
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FIGURE 3. NAAMES study region and nominal campaign plan. Red line = ship track. White circles = ship stations. White stars = Woods Hole, MA, USA and St. John's, Newfoundland, Canada. Black arrows = aircraft flights heading toward “science intensive” region bound between 40°N and 55°N along 40°W longitude. Background color shows satellite-based surface chlorophyll concentrations for June 2002, exemplifying a typical bloom.




[image: image]

FIGURE 4. NAAMES measurements. (A) Ship-based measurements targeting (dark blue hexagon) plankton stocks, (red hexagon) plankton rates and physiology, (light blue hexagon) plankton community composition, (orange hexagon) physical and chemical properties, and (black hexagon) optical properties. (B) Ship- and aircraft-based measurements targeting (dark blue hexagon) aerosol and gas composition, (red hexagon) aerosol microphysical properties, (light blue hexagon) cloud microphysical properties, (orange hexagon) continental and anthropogenic influences, and (black hexagon) marine aerosol precursors and genesis. (C) Aircraft-based atmospheric and ocean remote sensing measurements from (dark blue hexagon) HSRL, (red hexagon) RSP, (light blue hexagon) GCAS, and (orange hexagon) 4STAR.



The nominal ship cruise plan (Figure 3) for each campaign entailed an initial transit from Woods Hole, Massachusetts (USA) to 40° W, during which measurements were limited to those that could be conducted underway (i.e., no station data). The primary “science-intensive” transect (~14 days) of the nominal cruise plan extended between ~40° N and ~55° N latitude along the 40° W longitude line (Figure 3), which encompasses three of the regional satellite data bins analyzed in Behrenfeld (2010) and Behrenfeld et al. (2013). Multiple sampling stations were occupied along the “science intensive” transect and were numbered sequentially for each campaign (e.g., Station 4 during the third NAAMES campaign was not geographically in the same location as Station 4 during the fourth NAAMES campaign). A key attribute of the latitudinal span of the science-intensive transect is that it temporally compresses developmental stages of the phytoplankton annual cycle. Thus, the NAAMES design traded space for time by using latitudinal gradients in seasonal phenology to sample a broader range of conditions during the 2-week intensive sampling period. Specifically, the “winter transition,” “climax transition,” “accumulation phase,” and “declining phase” all begin earlier at lower, relative to higher, latitudes of the subarctic Atlantic (Siegel et al., 2002; Behrenfeld, 2010; Behrenfeld et al., 2013). What this means is that within the limited 14-day science-intensive transect, NAAMES can sample a range of stages in the plankton annual cycle that might otherwise take months to unfold at a single location. For example, pre-climax, climax, and post-climax populations were all encountered during the single “climax transition” NAAMES campaign. An additional advantage of the latitudinal range encompassed by the science-intensive transect is that it helped ensure that the primary targeted event for a given campaign was actually encountered despite interannual variability in the timing of the event. For example, if the “climax transition” campaign was scheduled for a year where bloom development was anomalously late, then a climax community would be encountered at a lower latitude than during a year when bloom development was earlier.

The NAAMES C-130 aircraft provided a complementary perspective on regional variability in ocean and atmosphere properties around the R/V Atlantis. The aircraft was based at St. John's International Airport in Newfoundland, Canada, which is at the easternmost point of North America and thus minimized flight distances to the ship. Multiple 10-h science flights typically targeting ship stations were conducted during the first three NAAMES campaigns. A standard flight pattern was followed to provide reasonable spatial correspondence between low-altitude in situ aerosol-cloud sampling and high-altitude remote sensing of the ocean surface and overlying aerosols and clouds. The standard flight plan is shown in Figure 5 and consisted of a “Z-pattern” of ~150-km-long stacked high- and low-altitude legs with midpoints spaced approximately 50 km on either side of the R/V Atlantis (the ship position is at the midpoint of the Z diagonal). The outermost portions of the “Z-pattern” each included a descending spiral where the aircraft transitioned from the high-altitude leg to the low-altitude leg. These two spirals provided important constraints on the vertical structure of the atmosphere. After completing the first set of high- and low-altitude “Z-pattern” legs, the aircraft returned to the ship at low altitude (important for ship and aircraft instrument intercomparisons). Upon reaching the ship, the aircraft completed a series of vertically stacked legs of ~40–80 km length designed to capture below-, in-, and above-cloud aerosol and droplet microphysical and chemical properties. This “cloud module” (Figure 5) consisted of six flight legs: (1) the lowest permissible flight altitude (~90 m altitude), (2) a clear-air, below-cloud leg, (3) an in-cloud leg near cloud base, (4) a clear-air, above-cloud leg, (5) an in-cloud leg near cloud top, and (6) a high-altitude remote sensing leg at ~6 km altitude. After completing the high-altitude portion of the “cloud module,” the aircraft continued along the diagonal of the “Z-pattern” to carry out the second pair of stacked high- and low-altitude legs. The spatial orientation of the “Z-pattern” and “cloud module” legs were chosen to coincide with the median solar azimuthal angle. Orienting the aircraft close to the principal solar plane was important for some of the airborne passive remote sensor retrievals. This was particularly true for the “winter transition” NAAMES campaign (November 2015) because solar elevations were close to minimum requirements for these retrievals.


[image: image]

FIGURE 5. Nominal NAAMES aircraft sampling pattern. High-altitude, remote sensing legs (~6 km) are colored blue, while lower-level legs sampling below, in, and above clouds are colored red. The R/V Atlantis is shown at the center of the pattern near the left-most edge of the cloud module, while a radiosonde balloon is visible in the scene. The inset, top-down view shows the similarity of the flight pattern to the letter “Z,” when viewed from above.



The standard flight pattern described above accomplished a number of NAAMES ocean and atmosphere observational objectives. The length scale of the “Z-pattern” was such that the remote sensing legs transected prominent ocean eddy features. The “Z-pattern” also provided regional context for the ship-based aerosol measurements to assess variability over fine spatial scales. The combined high- and low-altitude legs offered an unparalleled data set for advancing new active and passive remote sensing retrieval algorithms for aerosols and clouds (e.g., Alexandrov et al., 2018; Sinclair et al., in review). The additional “cloud module” provided important data on marine boundary layer aerosol and cloud properties suitable for process-based studies combining models and observations. More than 20 “cloud modules” were completed during the first 3 NAAMES deployments, which will be described in a future publication.

In addition to the science benefits noted above, standardizing the flight pattern also greatly simplified the advanced planning process and reservation of air space for campaign flights. Large rectangular and stationary air space reservations were made encompassing the projected and completed NAAMES cruise track. Air space reservations were also designed to allow targeted overflights of cloud breaks in the quickly evolving cloud deck encountered during NAAMES, thus improving surface ocean observations. A typical 10-h flight consisted of an ~2 h outbound transit, ~2 h inbound transit, and, between these two transits, an ~4 h period to complete the standard pattern (Figure 5). Two additional hours of flexible flight time were thus available for condition-specific observations, such as high-altitude remote sensing surveys along the ship track, additional cloud modules targeting an atmospheric feature of interest, low-altitude in situ surveys of marine boundary layer aerosols and clouds, and Lagrangian transects of air masses that trajectory modeling indicated would impact the ship over subsequent hours to days.

Atmosphere and ocean modeling and data synthesis components are incorporated in NAAMES to (1) provide a historical background and inform pre-mission deployment planning, (2) contribute a quantitative, regional framework for interpreting field and satellite data, and (3) translate the conceptual and mechanistic findings from NAAMES into the Earth system models used to study large-scale environmental and climate change (Bonan and Doney, 2018). The primary tools for ocean modeling include physical-biogeochemical hindcast and high-resolution mesoscale simulations with the ocean component of the Community Earth System Model (CESM) (Behrenfeld et al., 2013; Moore et al., 2013a; Harrison et al., 2018). Ongoing studies are being conducted to evaluate and improve model skill using detailed comparisons against NAAMES field data, characterize the seasonal phenology and underlying dynamical balance governing phytoplankton populations of the subarctic Atlantic, and quantify biophysical mesoscale variability using geostatistical techniques applied to both eddy-resolving simulations and remote sensing data.

The main tools and data sets for tropospheric aerosol and transport modeling included the NASA Goddard Earth Observing System version 5 (GEOS-5; Rienecker et al., 2008; Molod et al., 2012) near real-time 10-day weather and aerosol forecasts (https://gmao.gsfc.nasa.gov/forecasts/), the Modern-Era Retrospective analysis for Research and Applications, version 2 (MERRA-2; Gelaro, 2017), the GEOS-Chem chemical transport model (Bey et al., 2001; Park et al., 2004), and the FLEXible PARTicle dispersion model (FLEXPART, Stohl et al., 1998). The GEOS-5 forecasts were used daily to generate animations of meteorological variables, aerosols, and pollution tracers for the western North Atlantic, as well as curtains along the planned cruise and flight tracks. These products provided critical guidance to flight planning and useful information to the NAAMES science team during the campaigns. The MERRA-2 reanalysis includes assimilation of space-based observations of aerosols (Randles et al., 2017) and is incorporated into the NAAMES data archive for comparison analysis. The GEOS-Chem model hindcast simulations were driven by the MERRA-2 meteorological reanalysis and were tested and evaluated against the NAAMES field observations, as well as other ground, in-situ, and satellite measurements. Hindcast simulations were used to examine the major transport pathways for North American pollution outflow to the study region and to quantify the terrestrial and marine sources of aerosols during NAAMES. FLEXPART simulations were conducted to estimate transport pathways and origins of air masses encountered by the ship and aircraft during NAAMES. The trajectory products are included in the NAAMES data archive (see below).


Campaign #1: Winter Transition

The first NAAMES campaign was conducted between November 5 and December 2, 2015. The ship transit began from Woods Hole, MA, headed to the planned northernmost latitude and then continued south roughly along 40°W longitude before returning to Woods Hole (Figure 6A). The science-intensive segment of the cruise spanned from ~54°N to ~40°N and included seven primary stations (labeled Station S1–S7) with Niskin bottle sampling of the water column (Table 1). Three of these stations were located inside anticyclonic eddies, two were in cyclonic eddies, and two were outside of eddies (Figure 6A; Table 1). Satellite ocean color coverage of the region was poor during NAAMES 1, but data that were available indicated low chlorophyll concentrations (Figure 6B). Surface drifters were deployed at each station and five BioARGO floats were deployed, with two floats at Station S2 and one float each at Stations S1, S3, and S4 (Figure 6C; Table 1). Sea Sweep, a sea spray aerosol generator (Bates et al., 2012), was deployed seven times during the cruise, with three deployments at Station S2, one deployment each at Stations S4 and S6, and 2 deployments at Station S7. Five 10-h C-130 flights were executed during the campaign and provided measurements spanning the full domain of the ship transit (Figure 6D; Table 2).
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FIGURE 6. NAAMES 1 primary stations, autonomous floats, and flight tracks. (A) Black line = ship transit. Labeled black circles = primary sampling stations. Background color = sea surface height anomalies highlighting anticyclonic and cyclonic mesoscale eddies in red and blue/purple, respectively. (B) Climatological surface chlorophyll concentrations for the NAAMES 1 period from satellite ocean color measurements. (C) Float trajectories up to 30 days following the campaign. Star = float deployment site. (D) C-130 flight paths for the NAAMES 1 airborne campaign. Broken cyan line in (B–D) = ship track.





Table 1. Summary of NAAMES ship stations.
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Table 2. Summary of NAAMES aircraft flights.

[image: image]




During NAAMES 1, SST was <10°C at the northernmost stations and >15°C at the southern stations (Figure 7A). High winds and sea states were frequently encountered during this campaign and on occasion prohibited overboard deployments. Mixed layer depths across the science-intensive segment of the cruise exceeded 100 m. Incident photosynthetically active radiation (PAR) was low and frequent cloud cover often compromised airborne observations of the sea surface. During the outbound and return transits, chlorophyll concentrations were elevated (>1 mg m−3) on the continental shelf (Figure 7A). In the open ocean, chlorophyll levels were modest (~0.5 to 1 mg m−3) at the northern stations and low (<0.2 mg m−3) at stations south of 45°N (Figure 7A). Phytoplankton cell concentrations were generally low during NAAMES 1 compared to the other NAAMES campaigns, but these communities were taxonomically diverse, with observations of large pennate diatoms, centric diatoms characteristic of subpolar waters (e.g., Corethron), prymnesiophytes, cryptophytes, silicoflagellates, picoeukaryotes, and prokaryotes, including even Prochlorococcus at one of the northernmost stations. Dawn values of normalized variable fluorescence (Fv/Fm) were elevated (~0.5) at all locations, suggesting low levels of physiological stress.
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FIGURE 7. Ocean and atmosphere properties as a function of campaign date during NAAMES 1. (A) Surface chlorophyll concentration (green line) and sea surface temperature (SST; blue line) as a function of hours along ship transit. (B) Particle number concentration (red line) and dimethylsulfide gas mixing ratio (black line) along the ship transit. (C) Attenuated backscatter curtain in arbitrary units as detected by the ship-based ceilometer along the ship transit. The record begins on 11/6/2015 at 40° 27′ N, 70° 2′ W on the outbound transit and ends on 12/1/2015 at 41° 30′ N, 70° 41′ W on the return transit. Red bracket = “science intensive” segment of transit. Labeled symbols at top of panel indicate ship location at the beginning of each primary station (S1–S7).



For much of the cruise and flights, low aerosol and CCN concentrations of a few tens of particles per cm3 were observed in the marine boundary layer, which was often strongly influenced by polar air advected down the Labrador Strait to the NAAMES study region (Figure 7B). Anecdotally, scientists on the R/V Atlantis reported being unable to see the familiar plume of steam wafting up from their morning cup of coffee, as there were insufficient ambient particles on which water vapor could condense. DMS concentrations in the marine boundary layer were low (~30–50 pptv, Figure 7B). Clouds encountered during NAAMES 1 appeared to consist of supercooled droplets, which were observed to cause significant icing on aircraft inlets and probes as the aircraft ascended and descended through the cloud tops. Icing of the aerosol isokinetic inlet during a cloud-top leg in the first research flight was so severe that the order of the above cloud and cloud top legs were reversed for the cloud modules in all subsequent flights to avoid icing to the greatest extent possible. Conditions over the R/V Atlantis were commonly cloudy with solid stratiform clouds at Station 1 (11/12–11/13) transitioning to open cell cloud structures in the following days (Figure 7C). The period from 11/19 to 11/25 experienced shallow boundary layers and frequent precipitation (Figure 7C).



Campaign #2: Climax Transition

The second NAAMES campaign was conducted between May 11 and June 5, 2016. As with NAAMES 1, the ship transit during NAAMES 2 began from Woods Hole, MA, headed to the planned northernmost latitude and then continued south roughly along 40°W longitude before returning to Woods Hole (Figure 8A). The science-intensive segment of this cruise spanned from ~56°N to ~44°N and included five primary stations (labeled S1–S5) and one initial “test station” (labeled S0) (Table 1). Two stations were located in cyclonic eddies, three stations in anticyclonic eddies, and one station outside of eddies (Figure 8A; Table 1). Relative to NAAMES 1, satellite ocean color coverage during NAAMES 2 was improved and indicated an increasing gradient in surface chlorophyll concentration with latitude, often exceeding 1 mg m−3 between Stations S1 and S4 (Figure 8B). Surface drifters were deployed at each station, but manufacturer defects in the batteries caused half of these drifters to never turn on and the other half to have lifetimes of only a few weeks rather than the typical lifetime of a few years. Three BioARGO floats were deployed, with one float each at Stations S1, S4, and S5 (Figure 8C; Table 1). Six additional ARGO floats were deployed during NAAMES 2, four with only a conductivity-temperature-pressure (CTD) sensor and two with CTD and oxygen sensors. Sea Sweep was deployed eight times during the cruise, with at least one deployment at each primary station. Nine 10-h C-130 flights were executed during the campaign and provided measurements spanning the full domain of the ship transit, as well as off the southwest coast of Greenland (Figure 8D; Table 2).


[image: image]

FIGURE 8. NAAMES 2 primary stations, autonomous floats, and flight tracks. (A) Black line = ship transit. Labeled black circles = primary sampling stations. Background color = sea surface height anomalies highlighting anticyclonic and cyclonic mesoscale eddies in red and blue/purple, respectively. (B) Climatological surface chlorophyll concentrations for the NAAMES 2 period from satellite ocean color measurements. (C) Thirty-day trajectories for floats deployed during NAAMES 2 and 130 days for floats deployed before NAAMES 2. Star = float deployment site. (D) C-130 flight paths for the NAAMES 2 airborne campaign. Broken cyan line in (B–D) = ship track.



During NAAMES 2, sea state and wind conditions were generally favorable (note exceptions below) and rarely prohibited overboard deployments. Incident PAR was elevated relative to NAAMES 1, but varied significantly from day-to-day due to frequent overcast skies that once again made airborne observations of the sea surface “opportunistic.” Mixed layer depths at all stations generally ranged from 20 to 60 m (again, note exceptions below). A sharp transition in ocean conditions was encountered along the science-intensive segment at ~50°N (Figure 9A). North of this transition, SST was generally <10°C and chlorophyll concentrations ranged from ~2 mg m−3 to >10 mg m−3 (Figure 9A). At the transition, SST was ~15°C and chlorophyll concentration dropped precipitously to <2 mg m−3. At all open ocean locations, phytoplankton biomass during NAAMES 2 was dominated by cells of <20 μm diameter. Dawn Fv/Fm values of ~0.5 were again observed across most of the ship transit, except between stations S4 and S5 where values decreased slightly to ~0.4.
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FIGURE 9. Ocean and atmosphere properties as a function of campaign date during NAAMES 2. (A) Surface chlorophyll concentration (green line) and sea surface temperature (SST; blue line) as a function of hours along ship transit. (B) Particle number concentration (red line) and dimethylsulfide gas mixing ratio (black line) along the ship transit. (C) Attenuated backscatter curtain in arbitrary units as detected by the ship-based ceilometer along the ship transit. The record begins on 5/11/2016 at 40° 31′ N, 70° 17′ W on the outbound transit and ends on 6/5/2016 at 41° 29′ N, 70° 41′ W on the return transit. Red bracket = “science intensive” segment of transit. Labeled symbols at top of panel indicate ship location at the beginning of each primary station (S0–S5).



Aerosol and CCN concentrations observed during NAAMES 2 were substantially higher than during NAAMES 1. Typical surface aerosol concentrations were hundreds of particles per cm3 (Figure 9B). DMS concentrations measured by the aircraft were also elevated relative to November, with a median concentration near 75 pptv and similar to DMS values measured on the ship (Figure 9B). During the 26 May 2016 research flight, DMS concentrations in an especially shallow and foggy boundary layer near Station S3 exceeded 1,000 pptv and there was also a detectable presence of dimethylsulfoxide (DMSO). The high concentrations of DMS underscore the potential importance of both ocean emissions and boundary layer dynamics in driving atmospheric concentrations of trace gas species. The atmospheric boundary layer over the R/V Atlantis was shallower during the beginning portion of the May cruise than typically observed during the November cruise (Figures 7C, 9C). Overcast cloud conditions were also frequent.

Two unique opportunities were presented during NAAMES 2. The first of these occurred during the transit between Stations S3 and S4 when a strong weather system moved into the area and deepened regional mixed layers. Upon arrival at Station S4, the water column was uniform in physical and biological properties to a depth of ~250 m. The mixed layer subsequently shoaled rapidly to <20 m (Graff and Behrenfeld, 2018). This event provided the rare opportunity to witness the “recovery” of a plankton community following an acute “disturbance” (Behrenfeld and Boss, 2018). Specifically, the deep mixing event caused a previously shallow plankton community to be diluted into a large volume of water, which is anticipated to strongly decouple phytoplankton division and loss rates due to reduced phytoplankton-zooplankton encounter rates (Behrenfeld and Boss, 2018). Subsequent shoaling of the mixed layer was expected to result in an immediate increase in phytoplankton concentration followed by a grazer response to enhanced food supply. In other words, a “recoupling” of division and loss rates. To follow this ecological event, occupation of Station S4 was prolonged to 4 days. This extended Station S4 also allowed the export of dissolved and suspended matter into the mesopelagic zone from convective mixing to be documented. Physical, chemical, ecological, and aerosol changes observed at Station S4 are topics for other manuscripts. Graff and Behrenfeld (2018) describe the physiological response of the phytoplankton community during the Station S4 occupation.

The second unique opportunity during NAAMES 2 occurred at Station S5 when the center of a strong low-pressure (993 mb) storm passed directly over the ship's location (Figure 10). While severe weather conditions during the storm prevented any overboard deployments and even access to the weather decks, the event did provide a rare opportunity to measure sea-to-air aerosol gas fluxes under extreme conditions with high wind speeds and large waves. A description of results from these measurements is anticipated in a future manuscript.
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FIGURE 10. Meteorological conditions during occupation of Station S5 of NAAMES 2. (A) Atlantic Surface Analysis Map from 5/30/2016 at 00 UTC. Contours show surface pressure (mb). Red dot indicates location of R/V Atlantis (surface pressure = 993 mb). L = low pressure system, with arrow showing forecasted trajectory. H = high pressure system, with arrow showing forecasted trajectory. Lines with solid triangles = cold front. Lines with solid semicircles = warm front. Data from the National Oceanographic and Atmospheric Administration (NOAA). (B) Wind speed temporal record measured on the ship during occupation of Station S5 of NAAMES 2.





Campaign #3: Declining Phase

The third NAAMES campaign was conducted between August 30 and September 24, 2017. The ship transit began from Woods Hole, MA, headed to the planned southernmost latitude and then continued north roughly along 40°W longitude before returning to Woods Hole (Figure 11A). The science-intensive segment of this cruise spanned from ~42 to ~53°N and included six primary stations (S1 to S6) and five secondary stations of brief occupation (S1A, S1.5, S3.5, S4.5, S5.5) (Table 1). Two stations were located inside anticyclonic eddies, with one of these in an intrathermocline or “mode-water type” anticyclone (Table 1). Two other stations were located in cyclonic eddies and two stations were outside of eddies (Figure 11A; Table 1). Satellite ocean color coverage during NAAMES 3 was the best of all campaigns and indicated low surface chlorophyll concentrations from Stations S1A to S4 and higher concentrations at Stations S5 and S6 (Figure 11B). Surface drifters were deployed at each station and seven BioARGO floats were deployed, with one float each at Stations S1–S5 and two floats at Station S6 (Figure 11C; Table 1). Sea Sweep was deployed eight times during the cruise, with two deployments at Stations S1 and S6 and one deployment each at Stations S2–S5. Eight, 10-h C-130 flights were executed during the campaign and provided excellent coverage of the ship transit (Figure 11D; Table 2). A set of microlayer samples were collected from all stations during NAAMES 3. During NAAMES 3, SST was generally warmer than the two previous campaigns and ranged between 10°C and 28°C (Figure 12A). A hurricane passing along the US eastern seaboard caused a slight delay in departure from Woods Hole. Over the course of the ship transit, multiple hurricanes developed in the tropical Atlantic, but fortunately most of these did not threaten NAAMES work and weather conditions were generally favorable for overboard deployments. The exception to this good fortune was hurricane José, which threatened to intercept the R/V Atlantis on its return transit from Station S6 to Woods Hole. Accordingly, occupation of Station S6 was slightly foreshortened to allow sufficient time to seek refuge in inland waters if the hurricane continued along its forecasted trajectory. In the end, the NAAMES cruise got lucky once more when hurricane José changed course to the south and only peripherally influenced sea states encountered by the ship on its transit home.


[image: image]

FIGURE 11. NAAMES 3 primary stations, autonomous floats, and flight tracks. (A) Black line = ship transit. Labeled black circles = primary sampling stations. Black triangles = in-between stations. Background color = sea surface height anomalies highlighting anticyclonic and cyclonic mesoscale eddies in red and blue/purple, respectively. (B) Climatological surface chlorophyll concentrations for the NAAMES 3 period from satellite ocean color measurements. (C) Thirty-day trajectories for floats deployed during NAAMES 3 and 130 days for floats deployed before NAAMES 3. Star = float deployment site. (D) C-130 flight paths for the NAAMES 3 airborne campaign. Background color = logarithm of MODIS surface chlorophyll concentration averaged over the campaign. Broken cyan line in (B–D) = ship track.
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FIGURE 12. Ocean and atmosphere properties as a function of campaign date during NAAMES 3. (A) Surface chlorophyll concentration (green line) and sea surface temperature (SST; blue line) as a function of hours along ship transit. (B) Particle number concentration (red line) and dimethylsulfide gas mixing ratio (black line) along the ship transit. (C) Attenuated backscatter curtain in arbitrary units as detected by the ship-based ceilometer along the ship transit. The record begins on 8/30/2017 at 41° 9′ N, 70° 54′ W on the outbound transit and ends on 9/24/2017 at 41° 25′ N, 66° 59′ W on the return transit. Red bracket = “science intensive” segment of transit. Labeled symbols at top of panel indicate ship location at the beginning of each primary station (S1A–S6).



During the science-intensive segment of NAAMES 3, all stations had relatively shallow mixed layer depths that ranged from ~10 to ~40 m. Incident PAR was comparable to NAAMES 2, but less frequent cloud cover made NAAMES 3 the most successful campaign in terms of airborne observations of the sea surface. Chlorophyll-a concentrations were relatively low (<0.4 mg m−3) from Stations S1A to S5, but then exhibited a sharp increase to >0.7 mg m−3 between Stations S5 and S6 (Figure 12A). Moreover, Station S6 had the highest concentrations (by approximately an order of magnitude) of chlorophyll-b (~0.2 mg m−3) and chlorophyll-c (~0.25 mg m−3) of all four NAAMES campaigns. Between Stations S1A and S5, dawn values of Fv/Fm were ~0.45 to 0.5 and phytoplankton communities were dominated by Synechococcus, dinoflagellates, and other nano-eukaryotic cells, although a notable increase in phytodetritus was observed at some stations.

Surface aerosol concentrations measured on the ship ranged from ~1,000 cm−3 at the beginning of the “science intensive” transect to ~100 cm−3 as the ship moved northward toward S6 (Figure 12B). This transition reflected the influence of similar “cold air outbreak” conditions as in November, 2015. However, unlike NAAMES 1, aerosol and CCN concentrations never reached the ultra-low levels encountered during November, which may have been due to compensating sources of particles from either ocean surface emissions or from long-range transport. Boundary layer DMS concentrations were similar to those found in November (<100 pptv), albeit with some additional variability (Figure 12C). Cloud conditions during NAAMES 3 were most conducive for ocean remote sensing from the aircraft, as frequent breaks in the clouds were encountered (Figure 12C). Multiple periods with very shallow boundary layers (<0.5km) were also observed.

Encountering a declining phytoplankton community and both characterizing and quantifying the mortality and loss processes was of particular interest during NAAMES 3. It was spectacularly observed at Station S6, where dawn values of Fv/Fm were ~0.3 and lower than at any other station in all four NAAMES campaigns. These low Fv/Fm values suggested a phytoplankton population experiencing significant physiological stress. Routine measurements during NAAMES included diagnostic staining for reactive oxygen species (ROS) and live/dead cells (SYTOX positive) coupled with analytical flow cytometry and provided an in depth assessment of physiological stress across phytoplankton functional groups. Dinoflagellates were particularly abundant at Station S6 relative to other NAAMES stations. Satellite ocean color data suggested that Station S6 was at the southeastern end of a much larger phytoplankton die-off extending well into the Labrador Sea (Figure 13). Furthermore, prevailing winds were coming from the northwest, increasing the possibility that a strong signature of the declining population would be registered in biogenic aerosols. Because of these unique characteristics, Station S6 was occupied for the extended period of September 13–17th. Also during this time, ship-based radiosonde launch frequency was increased to every 2 h during the day and every 4 h at night in order to capture the temporal variation of the marine boundary layer temperature and humidity profiles. Back to back flights executed on September 16 and 17th included low-altitude in situ sampling surveys to the northwest of Station S6 to characterize biogenic aerosol above the plankton feature shown in Figure 13, as well as to sample air that would be advected to the ship over subsequent hours (Figure 14). The standard “Z-pattern” and “cloud module” were executed over the ship at Station S6 on September 16th. This unique Lagrangian sampling strategy will enable forthcoming process-based studies that examine the evolution of aerosols sampled by the aircraft upwind of the ship almost 24 h prior. In addition, the cold air outbreak case observed during September 16–17th, 2017, provides a contrast to that observed during November 12–14th, 2015, with an order of magnitude difference in boundary layer aerosol concentrations between the two cases.
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FIGURE 13. Composite MODIS chlorophyll concentrations for September 2–4, 2017 (dates with the best satellite coverage during NAAMES 3) showing stations along “science intensive” transit and massive feature extending from Station S6 (NAAMES 3) into the Labrador Sea.
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FIGURE 14. Summary of the Lagrangian sample experiment during NAAMES 3. Red lines in (a,b) denote the C-130 flight tracks from 16 to 17 September, while the black line denotes the R/V Atlantis cruise track in the vicinity of Station S6 (NAAMES 3). Blue lines in all panels show NOAA HYSPLIT air mass back trajectories initialized at the ship location (Station S6 on September 16th and at seven locations along the cruise track on September 17–18th). Red open circles show the UTC flight time for low-altitude sampling, while the filled blue circles on the HYPSLIT trajectories indicate the portion of the back trajectory that is spatially contemporaneous with the flight track. The vertical components of the back trajectories are shown in (b,d).





Campaign #4: Accumulation Phase

The fourth and final NAAMES campaign was conducted between March 20 and April 13, 2018. Prior to this campaign, a series of strong nor'easters passed through the western Atlantic. Fortuitously, ship scheduling of preceding R/V Atlantis cruises necessitated that NAAMES 4 departed from San Juan, Puerto Rico (rather than Woods Hole) and sailing conditions from San Juan to the first station at ~39°N, 43°W were pleasantly mild. The science-intensive segment of NAAMES 4 spanned from ~39°N to ~44.5°N (Table 1). Inclement weather prevented operations any further to the north. A total of 6 primary stations (S1–S4, S2RD, S2RF) and 1 secondary station (S2.1) were occupied during the cruise (Figure 15A), with each primary station determined by the location of operational floats deployed during previous cruises (Table 1). Regional surface chlorophyll concentrations were elevated over the continental shelf and highly variable around the NAAMES 4 stations (Figure 15B). At Station S2, the phytoplankton population was in an “accumulation” phase and chlorophyll concentrations were reasonably elevated. Between the occupation of Station S2 and S4, a storm passed through the Station S2 region and, based on available float data, significantly deepened the mixed layer. As with Station S4 of NAAMES 2, this event was expected to provide another opportunity for observing an ecological “disturbance.” Given the weather conditions to the north, it was therefore decided to re-occupy Station S2 after leaving Station S4. This re-occupation targeted the location of the Station S2 drifter (S2RD) and float (S2RF) (Figure 15A; Table 1). Unfortunately, the ship's hydroboom catastrophically failed at Station S4, so water column profiling with the CTD-rosette package was terminated and water sampling at stations S2RD and S2RF was primarily done using the flow-through system. Interestingly, our re-occupation of Station 2 did not bring us to the healthy blooming phytoplankton population we sampled during its original occupation, but rather revealed a phytoplankton community with many stressed or dead cells. Following Station S2RF, the ship transited to its home port at Woods Hole.
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FIGURE 15. NAAMES 4 primary stations, autonomous floats, and flight tracks. (A) Black line = ship transit. Labeled black circles = primary sampling stations. Background color = sea surface height anomalies highlighting anticyclonic and cyclonic mesoscale eddies in red and blue/purple, respectively. (B) Climatological surface chlorophyll concentrations for the NAAMES 4 period from satellite ocean color measurements. (C) One hundred and thirty day trajectories for previously deployed floats that were still active during NAAMES 4. No new floats were deployed during NAAMES 4. Star = float deployment site. (D) No C-130 flights were conducted during NAAMES 4 due to mechanical issues with the aircraft. Broken cyan line in (B–D) = ship track.



For NAAMES 4, only Station S4.5 was in a cyclonic eddy (Table 1). This short station, however, only included sampling from the flow through system. Station S1 was on the periphery of an anticyclonic eddy and Station S2 was located between a cyclonic and anticyclonic eddy. Surface drifters were deployed at each station, but no BioARGO floats were released. The location and history of previously-deployed and active floats in the NAAMES domain during the cruise are shown in Figure 15C. Sea Sweep was deployed five times in the science-intensive region, with one deployment each at Stations S1, S2, S4, S2RD, and S2FR. No C-130 flights were conducted during NAAMES 4 due to mechanical failure of the aircraft upon arrival at the St. John's airport (Figure 15D).

Fast-moving weather systems persisted throughout NAAMES 4, which worsened sea states, slowed ship transit speeds, and challenged overboard deployments. Reasonably fair skies resulted in enhanced daily PAR flux on many days. Mixed layer depths in the science-intensive region ranged from 40 to 80 m, while SST ranged from 6 to ~18°C (Figure 16A). Perhaps one of the more notable attributes of NAAMES 4 compared to the three previous campaigns was the patchiness in chlorophyll concentration. Within the science-intensive region, chlorophyll levels were highly variable and ranged from <0.5 to >3.5 mg m−3, with rapid changes between low and high values often inversely related to changes in SST (Figure 16A). Ship-based measurements of aerosol concentrations were on the order of a few hundred particles per cm3, while DMS concentrations varied roughly between 100 and 400 pptv (Figure 16B). Boundary layer heights detected by the ceilometer on the ship varied from 0.5 to 2 km (Figure 16C).
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FIGURE 16. Ocean and atmosphere properties as a function of campaign date during NAAMES 4. (A) Surface chlorophyll concentration (green line) and sea surface temperature (SST; blue line) as a function of hours along ship transit. (B) Particle number concentration (red line) and dimethylsulfide gas mixing ratio (black line) along the ship transit. (C) Attenuated backscatter curtain in arbitrary units as detected by the ship-based ceilometer along the ship transit. The record begins on 3/20/2018 at 32° 32′ N, 51° 43′ W on the outbound transit and ends on 4/13/2018 at 41° 31′ N, 70° 40′ W on the return transit. Red bracket = “science intensive” segment of transit. Labeled symbols at top of panel indicate ship location at the beginning of each primary station (S1–S2RF).






PLANKTON COMMUNITIES DURING NAAMES

During each NAAMES campaign, a wide variety of measurements were conducted to characterize plankton community composition. High-resolution taxonomic identifications of bacterial and phytoplankton cells were provided through genetic profiling. Additional information on community composition was provided by a BD Influx flow cytometer (size range = <1–64 μm), a Coulter Counter (size range = 2–50 μm), an Imaging Flowcytobot (IFCB) (size range = 5–150 μm), a FlowCam (size range = 30–300 μm), and an Underwater Video Profiler (UVP) (size range ~100–2,000 μm), along with High Performance Liquid Chromatography (HPLC) samples for phytoplankton pigments. This diversity of measurements over a broad size domain was intended not only to provide information on plankton diversity and abundance, but also to yield insights on ecological and environmental factors governing community structure over the annual cycle. It is anticipated that a number of manuscripts describing features of community composition during NAAMES will be shortly forthcoming. As a “first look,” a synoptic perspective of phytoplankton diversity across NAAMES 1, 2, and 3 is shown in Figure 17 (NAAMES 4 data were not yet available at the time of this writing). The figure ordinates phytoplankton rRNA genes by their abundance in samples, capturing about 1,000 taxa. Particularly striking is the strong correlation of axis 1 with latitude in samples from NAAMES 1 (November) and NAAMES 3 (September). A pronounced departure from this pattern is observed for NAAMES 2 (May), which largely ordinates along axis 2. Latitudinal variation in phytoplankton communities is well-recognized (Barton et al., 2010) but it emerges with unusual clarity here in the September and November data. The endmember of axis 2 is a sample cluster from Station S4 of NAAMES 2, which was the station noted above that captured initial blooming stages immediately following a deep-mixing “disturbance” event. The NAAMES 2 departure of bloom communities from the axis of latitudinal variation suggests that post-mixing blooms are communities at disequilibrium, but a more complex perspective might emerge when NAAMES 4 data are added to this analysis. The rich context of overlapping NAAMES data sets is supporting multivariate statistical approaches for studying factors controlling the composition of microbial plankton communities. For Figure 17, sequences were first parsed into a finely curated backbone tree representing phytoplankton taxonomic diversity. These data are currently being integrated with other phytoplankton diversity measurements collected during NAAMES to further resolve seasonal variation and bloom ontogeny in a richness of biological detail.
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FIGURE 17. Principal Coordinates Analysis (PCoA) ordination of NAAMES 1, 2, and 3 phytoplankton communities based on 16S rRNA amplicon profiles. Sample datasets belonging to the upper 100m of the water column for each station were used to estimate Bray-Curtis distances between them. Datasets are colored in a red-blue gradient, with the northernmost station in navy blue and the southernmost station in red. Data point shapes identify the season when the sample was taken. Triangles = NAAMES 1 (November 2015). Circles = NAAMES 2 (May 2016). Squares = NAAMES 3 (September 2017). The variance explained by each principal coordinate is expressed in percentage and indicated on the axes.





NAAMES DATA

Finalized versions of NAAMES field data, including documentation and metadata, are preserved and distributed through NASA's Distributed Active Archive Centers (DAACs). Due to the interdisciplinary diversity of the measurements collected by this project, they are divided between two different DAACs that specialize in serving different user communities (Table 3). NAAMES airborne and atmospheric measurements of trace gases, aerosol and cloud properties, and airborne-retrieved ocean properties are archived at the Atmospheric Science Data Center (ASDC; https://eosweb.larc.nasa.gov/). Ship-based and other in-water measurement data are archived in the SeaWiFS Bio-optical Archive and Storage System (SeaBASS; https://seabass.gsfc.nasa.gov/) maintained by the Ocean Biology DAAC (OB.DAAC). In addition, hyperspectral GCAS airborne data have been atmospherically corrected using approaches designed for variable platform altitudes, with iterations to account for non-zero water signal in the near-infrared wavelengths (Zhang et al., 2017, 2018). Surface spectral remote sensing reflectance from GCAS (Hierarchical Data Format-4) are available through the OB.DAAC. Currently, the transfer of data products to the ASDC is ongoing and its DOI has been reserved. In the interim, those data are available through the NASA Airborne Science Data for Atmospheric Science (ASD-AC; https://www-air.larc.nasa.gov/missions/naames/index.html). All project data are organized into standardized file formats approved by NASA Earthdata and each campaign's files are publicly released as soon as possible within a year of measurement collection. Data can be obtained through multiple methods, including entering the relevant DOI into a search engine (e.g., https://dx.doi.org) or using online tools available on the DAAC websites. SeaBASS has not historically supported distribution of plankton images, thus IFCB and UVP images and their retrieved properties (i.e., size parameters and other features derived from image analysis) have been uploaded on ECOTAXA, a web-based application that allows for the curation and annotation of images (http://ecotaxa.obs-vlfr.fr/prj/). Data from each cruise were saved as a separate project, with open access to all validated images.



Table 3. Summary of NAAMES data access.
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THE NAAMES LEGACY

NAAMES was based on two fundamental philosophies. First, understanding major events in plankton ecology, such as blooms, requires an evaluation of processes occurring over the full annual cycle. This philosophy stands apart from many earlier investigations where observations have often been constrained in time around a particular event. One benefit of the NAAMES approach is that it forces a broader view of ocean ecosystem functioning, where proposed mechanisms explaining one event must also be consistent with processes governing other periods of the annual cycle. The second philosophy of NAAMES was that a major advance in understanding of the coupled ocean biology and atmosphere system requires a balanced complement of integrated oceanic and atmospheric investigators sharing a common interdisciplinary research objective. This diversity of research backgrounds was fully achieved within the NAAMES science team (Table 4) and a clear cross-fertilization of data and ideas between investigators is emerging from the project.



Table 4. The NAAMES team.
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The NAAMES observational data set spans from details of plankton community structure and biological rates, to carbon cycling by the microbial loop, to in-water aerosol precursor concentrations and production/consumption rates, to processes regulating aerosol genesis, and the characterization of atmospheric aerosols and their links to cloud properties. At the time of this writing, only a few months had passed since the final NAAMES campaign. Nevertheless, new insights encompassed under NAAMES have been published regarding plankton annual cycles (Behrenfeld et al., 2016; Balaguru et al., 2018; Behrenfeld and Boss, 2018), phytoplankton physiology (Graff and Behrenfeld, 2018), mesoscale biology (Gaube et al., 2018; Glover et al., 2018), aerosols and cloud condensation nuclei (Quinn et al., 2017; Sanchez et al., 2018), and the biogeochemical pathways of aerosol precursor formation (Sun et al., 2016). Additional NAAMES publications have addressed improved measurement methodologies (Jones et al., 2017; Boss et al., 2018; Crosbie et al., 2018), new remote sensing algorithms (Zhang et al., 2017, 2018; Alexandrov et al., 2018; Sinclair et al., in review), and advances in satellite lidar ocean remote sensing (Behrenfeld et al., 2017; Hostetler et al., 2018). These successes are only the beginning of many additional publications we anticipate in coming years from the rich NAAMES data set that will support, as well as challenge, many ideas held on the ocean-atmosphere system before the NAAMES study was conducted.



AUTHOR CONTRIBUTIONS

MB and RM led the writing of this manuscript. NAAMES leadership and manuscript figures, data, text, and comments were provided by CH, JG, PG, LR, GC, SD, SG, HL, CP, LB, NB, CD-M, TW, TSB, TGB, KB, EB, SB, BC, CC, KH, EH, CH, LK-B, MK, SM-D, FM, PQ, AS, BA, JC, EC, RF, JH, YH, SJ, JR, ES, MS, DS, AW, and LZ.



ACKNOWLEDGMENTS

NAAMES was supported by the NASA Earth Venture Suborbital program. The project gratefully acknowledges the outstanding support of the R/V Atlantis and St. John's International Airport. MB would like to express his deepest appreciation for everyone listed in Table 4 for their incredible contributions to the success of NAAMES and development of the closely-knit NAAMES team. This is PMEL contribution number 4848 for PQ and TB. Airborne PTR-ToF-MS measurements during NAAMES were supported by the Austrian Federal Ministry for Transport, Innovation and Technology (bmvit) through the Austrian Space Applications Programme (ASAP; grants #833451, #840086, #847967) of the Austrian Research Promotion Agency (FFG) and by the Tiroler Wissenschaftsförderung (TWF, grant # UNI-0404/1895). Support from the PTR-TOF-MS instrument team (Phillip Eichler, Tomas Mikoviny, Markus Müller, Felix Piel, Sven Arne Schiller) and from IONICON Analytik GmbH is gratefully acknowledged.



REFERENCES

 Alexandrov, M. D., Cairns, B., Sinclair, K., Wasilewski, A. P., Ziemba, L., Crosbie, E., et al. (2018). Retrievals of cloud droplet size from the research scanning polarimeter data: validation using in situ measurements. Remote Sens. Env. 210, 76–95. doi: 10.1016/j.rse.2018.03.005

 Anderson, S. R., and Menden-Deuer, S. (2017). Growth, grazing, and starvation survival in three heterotrophic dinoflagellate species. J. Eukaryotic. Microbiol. 64, 213–225. doi: 10.1111/jeu.12353

 Andreae, M. O., and Rosenfeld, D. (2008). Aerosol–cloud–precipitation interactions. Part 1. The nature and sources of cloud-active aerosols. Earth-Sci. Rev. 89, 13–41. doi: 10.1016/j.earscirev.2008.03.001

 Balaguru, K., Doney, S. C., Bianucci, L., Rasch, P. J., Leung, L. R., Yoon, J.-H., et al. (2018). Linking deep convection and phytoplankton blooms in the northern Labrador Sea in a changing climate. PLoS ONE 13:e0191509. doi: 10.1371/journal.pone.0191509

 Barton, A. D., Dutkiewicz, S., Flierl, G., Bragg, J., and Follows, M. J. (2010). Patterns of diversity in marine phytoplankton. Science 327, 1509–1511. doi: 10.1126/science.1184961

 Bates, T. S., Quinn, P. K., Frossard, A. A., Russell, L. M., Hakala, J., Petäjä, T., et al. (2012). Measurements of ocean derived aerosol off the coast of California. J. Geophys. Res. 117:D00V15. doi: 10.1029/2012JD017588

 Behrenfeld, M. J. (2010). Abandoning Sverdrup's critical depth hypothesis on phytoplankton blooms. Ecology 91, 977–989. doi: 10.1890/09-1207.1

 Behrenfeld, M. J., and Boss, E. S. (2014). Resurrecting the ecological underpinnings of ocean plankton blooms. Ann. Rev. Mar. Sci. 6, 167–194. doi: 10.1146/annurev-marine-052913-021325

 Behrenfeld, M. J., and Boss, E. S. (2018). Student's tutorial on bloom hypotheses in the context of phytoplankton annual cycles. Global Change Biol. 24, 55–77. doi: 10.1111/gcb.13858

 Behrenfeld, M. J., Doney, S. C., Lima, I, Boss, E. S., and Siegel, D. A. (2013). Annual cycles of ecological disturbance and recovery underlying the subarctic Atlantic spring plankton bloom. Global Biogeochem. Cycl. 27, 526–540. doi: 10.1002/gbc.20050

 Behrenfeld, M. J., and Falkowski, P. G. (1997). Photosynthetic rates derived from satellite-based chlorophyll concentration. Limnol. Oceanogr. 42, 1–20. doi: 10.4319/lo.1997.42.1.0001

 Behrenfeld, M. J., Hu, Y., O'Malley, R. T., Boss, E. S., Hostetler, C. A., Siegel, D. A., et al. (2017). Annual boom–bust cycles of polar phytoplankton biomass revealed by space-based lidar. Nat. Geosci. 10, 118–122. doi: 10.1038/ngeo2861

 Behrenfeld, M. J., O'Malley, R., Siegel, D. A., McClain, C., Sarmiento, J., Feldman, G., et al. (2006). Climate-driven trends in contemporary ocean productivity. Nature 444, 752–755. doi: 10.1038/nature05317

 Behrenfeld, M. J., O'Malley, R. T., Boss, E. S., Westberry, T. K., Graff, J. R., Halsey, K. H., et al. (2016). Revaluating ocean warming impacts on global phytoplankton. Nature Clim. Change 6, 323–330. doi: 10.1038/nclimate2838

 Behrenfeld, M. J., Randerson, J., McClain, C., Feldman, G., Los, S., Tucker, C., et al. (2001). Biospheric primary production during an ENSO transition. Science 291, 2594–2597. doi: 10.1126/science.1055071

 Behrenfeld, M. J., Siegel, D. A., O'Malley, R. T., and Maritorena, S. (2009). Global ocean phytoplankton in State of the Climate in 2011. Bull. Amer. Meteor. Soc. 90, S68–S73.

 Bey, I., Jacob, D. J., Yantosca, R. M., Logan, J. A., Field, B., Fiore, A. M., et al. (2001). Global modeling of tropospheric chemistry with assimilated meteorology: model description and evaluation. J. Geophys. Res. 106, 23073–23096. doi: 10.1029/2001JD000807

 Bidle, K. D. (2015). The molecular ecophysiology of programmed cell death in marine phytoplankton. Ann. Rev. Mar. Sci. 7, 341–375. doi: 10.1146/annurev-marine-010213-135014

 Bidle, K. D., and Falkowski, P.G. (2004). Cell death in planktonic photosynthetic microorganisms. Nature Rev. Microbiol. 2, 643–655. doi: 10.1038/nrmicro956

 Bidle, K. D., and Vardi, A. (2011). A chemical arms race at sea mediates algal host–virus interactions. Curr. Opin. Microbiol. 14, 449–457. doi: 10.1016/j.mib.2011.07.013

 Bonan, G. B., and Doney, S. C. (2018). Climate, ecosystems, and planetary futures: the challenge to predict life in Earth system models. Science 359:eaam8328. doi: 10.1126/science.aam8328

 Bopp, L., Resplandy, L., Orr, J. C., Doney, S. C., Dunne, J. P., Gehlen, M., et al. (2013). Multiple stressors of ocean ecosystems in the 21st century: projections with CMIP5 models. Biogeosciences 10, 3627–3676. doi: 10.5194/bgd-10-3627-2013

 Boss, E., Haëntjens, N., Westberry, T. K., Karp-Boss, L., and Slade, W. H. (2018). Validation of the particle size distribution obtained with the laser in-situ scattering and transmission (LISST) meter in flow-through mode. Opt. Expr. 26, 11125–11136. doi: 10.1364/OE.26.011125

 Carslaw, K. S., Gordon, H., Hamilton, D. S., Johnson, J. S., Regayre, L. A., Yoshioka, M., et al. (2017). Aerosols in the pre-industrial atmosphere. Curr. Clim. Change Rep. 3, 1–15. doi: 10.1007/s40641-017-0061-2

 Carslaw, K. S., Lee, L. A., Reddington, C. L., Pringle, K. J., Rap, A., Forster, P. M., et al. (2013). Large contribution of natural aerosols to uncertainty in indirect forcing. Nature 503, 67–71. doi: 10.1038/nature12674

 Charlson, R. J., Lovelock, J. E., Andreae, M. O., and Warren, S. G. (1987). Oceanic phytoplankton, atmospheric sulphur, cloud albedo, and climate. Nature. 326, 655–661. doi: 10.1038/326655a0

 Chassot, E., Bonhommeau, S., Dulvy, N. K., Mélin, F., Watson, R., Gascuel, D., et al. (2010). Global marine primary production constrains fisheries catches. Ecol. Lett. 13, 495–505. doi: 10.1111/j.1461-0248.2010.01443.x

 Crosbie, E., Brown, M. D., Shook, M., Ziemba, L., Moore, R. H., Shingler, T., et al. (2018). Development and characterization of a high-efficiency, aircraft-based axial cyclone cloud water collector. Atmos. Meas. Tech. 11, 5025–5048. doi: 10.5194/amt-11-5025-2018

 Edwards, M., and Richardson, A.J. (2004). Impact of climate change on marine pelagic phenology and trophic mismatch. Nature 430, 881–884. doi: 10.1038/nature02808

 Facchini, M. C., Rinaldi, M., Decesari, S., Carbone, C., Finessi, E., Mircea, M., et al. (2008). Primary submicron marine aerosol dominated by insoluble organic colloids and aggregates. Geophys. Res. Lett. 35:L178314. doi: 10.1029/2008GL034210

 Field, C. B., Behrenfeld, M. J., Randerson, J. T., and Falkowski, P.G. (1998). Primary production of the biosphere: integrating terrestrial and oceanic components. Science 281, 237–240. doi: 10.1126/science.281.5374.237

 Gantt, B., and Meskhidze, N. (2013). The physical and chemical characteristics of marine primary organic aerosol: a review. Atmos. Chem. Phys. 13, 3979–3996. doi: 10.5194/acp-13-3979-2013

 Gaube, P., Braun, C. D., Lawson, G. L., McGillicuddy, D. J., Della Penna, A., Skomal, G. B., et al. (2018). Mesoscale eddies influence the movements of mature female white sharks in the Gulf Stream and Sargasso Sea. Nat. Sci. Rep. 8:7363. doi: 10.1038/s41598-018-25565-8

 Gelaro, R. (2017). The modern-era retrospective analysis for research and applications, version 2 (MERRA-2). J. Climate 30, 5419–5454. doi: 10.1175/JCLI-D-16-0758.1

 Glover, D. M., Doney, S. C., Oestreich, W. K., and Tullo, A. W. (2018). Geostatistical analysis of mesoscale spatial variability and error in SeaWiFS and MODIS/Aqua global ocean color data. J. Geophys. Res. Oceans 123, 22–39. doi: 10.1002/2017JC013023

 Graff, J. R., and Behrenfeld, M. J. (2018). Photoacclimation responses in subarctic Atlantic phytoplankton following a natural mixing-restratification event. Front. Mar. Sci. 5:209. doi: 10.3389/fmars.2018.00209

 Gregg, W. W., Casey, N. W., and McClain, C. R. (2005). Recent trends in global ocean chlorophyll. Geophys. Res. Lett. 32:L03606. doi: 10.1029/2004GL021808

 Gregg, W. W., Conkright, M. E., Ginoux, P., O'Reilly, J. E., and Casey, N. W. (2003). Ocean primary production and climate: global decadal changes. Geophys. Res. Lett. 30:1809. doi: 10.1029/2003GL016889

 Hansell, D. A., Carlson, C. A., Repeta, D. J., and Schlitzer, R. (2009). Dissolved organic matter in the ocean: a controversy stimulates new insights. Oceanography 22, 202–211. doi: 10.5670/oceanog.2009.109

 Harrison, C. S., Long, M. C., Lovenduski, N. S., and Moore, J. K. (2018). Mesoscale effects on carbon export: a global perspective. Glob. Biogeochem. Cycl. 32, 680–703. doi: 10.1002/2017GB005751

 Hawkins, L. N., and Russell, L. M. (2010). Polysaccharides, proteins, and phytoplankton fragments: four chemically distinct types of marine primary organic aerosol classified by single particle spectromicroscopy. Adv. Meteorol. 2010:612132. doi: 10.1155/2010/612132

 Hostetler, C. A., Behrenfeld, M. J., Hu, Y., Hair, J. W., and Schulien, J. A. (2018). Spaceborne Lidar in the Study of Marine Systems. Ann. Rev. Mar. Sci. 10, 121–147. doi: 10.1146/annurev-marine-121916-063335

 Jones, B. M., Halsey, K. H., and Behrenfeld, M. J. (2017). Novel incubation-free approaches to determine phytoplankton net primary productivity, growth, and biomass based on flow cytometry and quantification of ATP and NAD(H). Limnol. Oceanogr. Meth. 15, 928–938. doi: 10.1002/lom3.10213

 Kahru, M., Brotas, V., Manzano-Sarabia, M., and Mitchell, B. G. (2011). Are phytoplankton blooms occurring earlier in the Arctic? Global Change Biol. 17, 1733–1739. doi: 10.1111/j.1365-2486.2010.02312.x

 Koeller, P., Fuentes-Yaco, C., Platt, T., Sathyendranath, S., Richards, A., Ouellet, P., et al. (2009). Basin-scale coherence in phenology of shrimps and phytoplankton in the North Atlantic Ocean. Science 324, 791–793. doi: 10.1126/science.1170987

 Lana, A., Bell, T. G., Simó, R., Vallina, S. M., Ballabrera-Poy, J., Kettle, A. J., et al. (2011). An updated climatology of surface dimethlysulfide concentrations and emission fluxes in the global ocean. Glob. Biogeochem. Cycl. 25:GB1004. doi: 10.1029/2010GB003850

 Lewis, E. R., and Schwartz, S. E. (2004). Sea Salt Aerosol Production: Mechanisms, Methods, Measurements, and Models. Vol. 152. Washington, DC: American Geophysical Union.

 Longhurst, A. (2007). Ecological Geography of the Sea. Cambridge, MA: Academic Press.

 Mackas, D. L., Batten, S., and Trudel, M. (2007). Effects on zooplankton of a warmer ocean: recent evidence from the Northeast Pacific. Progr. Oceanogr. 75, 223–252. doi: 10.1016/j.pocean.2007.08.010

 Martinez, E., Antoine, D., D'Ortenzio, F., and Gentili, B. (2009). Climate-driven basin-scale decadal oscillations of oceanic phytoplankton. Science 326, 1253–1256. doi: 10.1126/science.1177012

 McCoy, D. T., Burrows, S. M., Wood, R., Grosvenor, D. P., Elliott, S. M., Ma, P. L., et al. (2015). Natural aerosols explain seasonal and spatial patterns of Southern Ocean cloud albedo. Sci. Adv. 1:e1500157. doi: 10.1126/sciadv.1500157

 Meskhidze, N., and Nenes, A. (2006). Phytoplankton and cloudiness in the Southern Ocean. Science 314, 1419–1423. doi: 10.1126/science.1131779

 Mills, E. L. (2012). Biological Oceanography: An Early History, 1870-1960. Toronto, ON: University of Toronto Press.

 Molod, A., Takacs, L., Suarez, M., Bacmeister, J., Song, I., and Eichmann, A. (2012). The GEOS-5 Atmospheric General Circulation Model: Mean Climate and Development from MERRA to Fortuna. Technical Report Series on Global Modeling and Data Assimilation, Vol. 28. ed J. S Max, NASA GMAO, Goddard Space Flight Center, April 2012, Greenbelt, MD.

 Moore, J. K., Lindsay, K., Doney, S. C., Long, M. C., and Misumi, K. (2013a). Marine ecosystem dynamics and biogeochemical cycling in the Community Earth System Model CESM1(BGC), J. Climate 26, 9291–9321. doi: 10.1175/JCLI-D-12-00566.1

 Moore, R. H., Karydis, V. A., Capps, S. L., Lathem, T. L., and Nenes, A. (2013b). Droplet number uncertainties associated with CCN: an assessment using observations and a global adjoint model. Atmos. Chem. Phys. 13, 4235–4251. doi: 10.5194/acp-13-4235-2013

 O'Dowd, C. D., and de Leeuw, G. (2007). Marine aerosol production: a review of the current knowledge. Phil. Trans. R. Soc. A. 365, 1753–1774. doi: 10.1098/rsta.2007.2043

 O'dowd, C. D., Facchini, M. C., Cavalli, F., Ceburnis, D., Mircea, M., Decesari, S., et al. (2004). Biogenically driven organic contribution to marine aerosol. Nature 431, 676–680. doi: 10.1038/nature02959

 Park, R. J., Jacob, D. J., Field, B. D., Yantosca, R. M., and Chin, M. (2004). Natural and transboundary pollution influences on sulfate-nitrate-ammonium aerosols in the United States: implications for policy. J. Geophys. Res. 109:D15204. doi: 10.1029/2003JD004473

 Platt, T., Fuentes-Yaco, C., and Frank, K. T. (2003). Marine ecology: spring algal bloom and larval fish survival. Nature 423, 398–399. doi: 10.1038/423398b

 Polovina, J. J., Howell, E. A., and Abecassis, M. (2008). Ocean's least productive waters are expanding. Geophys. Res. Lett. 35:L03618. doi: 10.1029/2007GL031745

 Quinn, P. K., and Bates, T. S. (2011). The case against climate regulation via oceanic phytoplankton Sulphur emissions. Nature 480, 51–56. doi: 10.1038/nature10580

 Quinn, P. K., Bates, T. S., Schulz, K. S., Coffman, D. J., Frossard, A. A., Russell, L. M., et al. (2014). Contribution of sea surface carbon pool to organic matter enrichement in sea spray aerosol. Nature Geosci. 7, 228–232. doi: 10.1038/ngeo2092

 Quinn, P. K., Coffman, D. J., Johnson, J. E., Upchurch, L. M., and Bates, T. S. (2017). Small fraction of marine cloud condensation nuclei made up of sea spray aerosol. Nature Geosci. 10, 674–679. doi: 10.1038/ngeo3003

 Randles, C. A., Da Silva, A. M., Buchard, V., Colarco, P. R., Darmenov, A., Govindaraju, R., et al. (2017). The MERRA-2 aerosol reanalysis, 1980 onward. Part I: system description and data assimilation evaluation. J. Climate 30, 6823–6850. doi: 10.1175/JCLI-D-16-0609.1

 Rienecker, M. M., Suarez, M. J., Todling, R., Bacmeister, J. L., Takacs, L., Liu, H.-C., et al. (2008). The GEOS-5 Data Assimilation System - Documentation of Versions 5.0.1, 5.1.0, and 5.2.0. Technical Report Series on Global Modeling and Data Assimilation, Vol. 27. NASA/TM-2008-104606.

 Rinaldi, M., Fuzzi, S., Decesari, S., Marullo, S., Santoleri, R., Provenzale, A., et al. (2013). Is chlorophyll-a the best surrogate for organic matter enrichment in submicron primary marine aerosol?. J. Geophys. Res. Atmos. 118, 4964–4973. doi: 10.1002/jgrd.50417

 Russell, L. M., Hawkins, L. N., Frossard, A. A., Quinn, P. K., and Bates, T. S. (2010). Carbohydrate-like composition of submicron atmospheric particles and their production from ocean bubble bursting. Proc. Nat. Acad. Sci. U.S.A. 107, 6652–6657. doi: 10.1073/pnas.0908905107

 Saltzman, E. S., Savoie, D. L., Zika, R. G., and Prospero, J. M. (1983). Methane sulfonic acid in the marine atmosphere. J. Geophys. Res. Oceans 88, 10897–10902. doi: 10.1029/JC088iC15p10897

 Sanchez, K. J., Chen, C-L., Russell, L. M., Betha, R., Liu, J., Price, D. J., et al. (2018). Substantial seasonal contribution of observed biogenic sulfate particles to cloud condensation nuclei. Nature Sci. Rep. 8:3235. doi: 10.1038/s41598-018-21590-9

 Sharoni, S., Trainic, M., Schatz, D., Lehahn, Y., Flores, J. M., Bidle, K. D., et al. (2015). Infection of bloom-forming phytoplankton by aerosolized marine viruses. Proc. Natl. Acad. Sci. U.S.A. 112, 6643–6647. doi: 10.1073/pnas.1423667112

 Shaw, G. (1983). Bio-controlled thermostasis involving the sulfur cycle. Climatic Change 5, 297–303. doi: 10.1007/BF02423524

 Siegel, D. A., Behrenfeld, M. J., Maritorena, S., McClain, C. R., Antoine, D., Bailey, S. W., et al. (2013). Regional to global assessments of phytoplankton dynamics from the SeaWiFS mission. Rem. Sens. Env. 135, 77–91. doi: 10.1016/j.rse.2013.03.025

 Siegel, D. A., Buesseler, K. O., Doney, S. C., Sailley, S., Behrenfeld, M. J., and Boyd, P. W. (2014). Global assessment of ocean carbon export using food-web models and satellite observations. Global Biogeochem. Cycles 28, 181–196. doi: 10.1002/2013GB004743

 Siegel, D. A., Doney, S. C., and Yoder, J. A. (2002). The North Atlantic spring bloom and Sverdrup's critical depth hypothesis. Science 296, 730–733. doi: 10.1126/science.1069174

 Stevens, B., Farrell, D., Hirsch, L., Jansen, F., Nuijens, L., Serikov, I., et al. (2016). The Barbados Cloud Observatory: anchoring investigations of clouds and circulation on the edge of the ITCZ. Bull. Amer. Meteor. Soc. 97, 787–801. doi: 10.1175/BAMS-D-14-00247.1

 Stohl, A., Hittenberger, M., and Wotawa, G. (1998). Validation of the Lagrangian particle dispersion model FLEXPART against large-scale tracer experiment data. Atmos. Env. 32, 4245–4264. doi: 10.1016/S1352-2310(98)00184-8

 Sun, J., Todd, J. D., Thrash, J. C., Qian, Y., Qian, M. C., Temperton, B., et al. (2016). The abundant marine bacterium Pelagibacter simultaneously catabolizes dimethylsulfoniopropionate to the gases dimethyl sulfide and methanethiol. Nature Microbial. 1:16065. doi: 10.1038/nmicrobiol.2016.65

 Takahashi, T., Sutherland, S. C., Wanninkhof, R., Sweeney, C., Feely, R. A., Chipman, D. W., et al. (2009). Climatological mean and decadal change in surface ocean pCO2, and net sea–air CO2 flux over the global oceans. Deep Sea Res. II 56, 554–577. doi: 10.1016/j.dsr2.2008.12.009

 Trainic, M., Koren, I., Sharoni, S., Frada, M., Segev, L., Rudich, Y., et al. (2018). Infection dynamics of a bloom-forming alga and its virus determine airborne coccolith emission from seawater. iScience 6, 327–335. doi: 10.1016/j.isci.2018.07.017

 Vantrepotte, V., and Mélin, F. (2009). Temporal variability of 10-year global SeaWiFS time-series of phytoplankton chlorophyll a concentration. ICES J. Mar. Sci. J. du Conseil. 66, 1547–1556. doi: 10.1093/icesjms/fsp107

 Verdugo, P., Alldredge, A. L., Azam, F., Kirchman, D. L., Passow, U., and Santschi, P. H. (2004). The oceanic gel phase: a bridge in the DOM–POM continuum. Mar. Chem. 92, 67–85. doi: 10.1016/j.marchem.2004.06.017

 Yoder, J. A., and Kennelly, M.A. (2003). Seasonal and ENSO variability in global ocean phytoplankton chlorophyll derived from 4 years of SeaWiFS measurements. Glob. Biogeochem. Cycl. 17:1112. doi: 10.1029/2002GB001942

 Young, I. R. (1999). Seasonal variability of the global ocean wind and wave climate. Internat. J. Climatol. 19, 931–950. doi: 10.1002/(SICI)1097-0088(199907)19:9&lt;931::AID-JOC412&gt;3.0.CO;2-O

 Zhang, M., Hu, C., Kowalewski, M. G., and Janz, S. J. (2018). Atmospheric correction of hyperspectral GCAS airborne measurements over the North Atlantic Ocean and Louisiana shelf. IEEE Trans. Geosci. Rem. Sens. 56, 168–179. doi: 10.1109/TGRS.2017.2744323

 Zhang, M., Hu, C., Kowalewski, M. G., Janz, S. J., Lee, Z., and Wei, J. (2017). Atmospheric correction of hyperspectral airborne GCAS measurements over the Louisiana Shelf using a cloud shadow approach. Intern. J. Rem. Sens. 38, 1162–1179. doi: 10.3390/s17051162

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Behrenfeld, Moore, Hostetler, Graff, Gaube, Russell, Chen, Doney, Giovannoni, Liu, Proctor, Bolaños, Baetge, Davie-Martin, Westberry, Bates, Bell, Bidle, Boss, Brooks, Cairns, Carlson, Halsey, Harvey, Hu, Karp-Boss, Kleb, Menden-Deuer, Morison, Quinn, Scarino, Anderson, Chowdhary, Crosbie, Ferrare, Hair, Hu, Janz, Redemann, Saltzman, Shook, Siegel, Wisthaler, Martin and Ziemba. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	DATA REPORT
published: 19 July 2019
doi: 10.3389/fmars.2019.00384






[image: image2]

Overview of (Sub)mesoscale Ocean Dynamics for the NAAMES Field Program


Alice Della Penna1,2* and Peter Gaube1


1Applied Physics Laboratory, University of Washington, Air-Sea Interaction and Remote Sensing Department, Seattle, WA, United States

2Laboratoire des Sciences de L'environnement Marin (LEMAR), UMR 6539 CNRS-Ifremer-IRD-UBO-Institut Universitaire Européen de la Mer (IUEM), Plouzané, France

Edited by:
Michelle Jillian Devlin, Centre for Environment, Fisheries and Aquaculture Science (CEFAS), United Kingdom

Reviewed by:
José M. Rico, Universidad de Oviedo, Spain
 Hanzhi Lin, University of Maryland Center for Environmental Science (UMCES), United States

*Correspondence: Alice Della Penna, adella@apl.washington.edu

Specialty section: This article was submitted to Marine Ecosystem Ecology, a section of the journal Frontiers in Marine Science

Received: 30 December 2018
 Accepted: 19 June 2019
 Published: 19 July 2019

Citation: Della Penna A and Gaube P (2019) Overview of (Sub)mesoscale Ocean Dynamics for the NAAMES Field Program. Front. Mar. Sci. 6:384. doi: 10.3389/fmars.2019.00384



Keywords: mesoscale, eddies, North Atlantic aerosols and marine ecosystems study, North Atlantic, NAAMES, altimeter, satellite oceanography, lagrangian reanalysis


1. INTRODUCTION

The North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) is an interdisciplinary effort to characterize plankton ecosystem properties through the annual cycle and determine how remote marine aerosols and boundary layer clouds are influenced by marine ecosystems, especially by phytoplankton (Behrenfeld et al., 2018). This study was carried out in the nortwestern Atlantic, a region characterized by intense mesoscale and submesoscale variability that has been observed to affect phytoplankton abundance, phenology and community composition (McGillicuddy, 2016).


1.1. (Sub)mesoscale Ocean Variability

The oceanic (sub)mesoscale (defined here by spatial scales of [image: image](1 – 100 km) and temporal scales from days to months) encompasses dynamical processes and features such as mesoscale meanders, eddies, and fronts, as well as submesoscale fronts and vortices. These features affect phytoplankton by structuring its distribution, its access to resources (i.e., nutrients, light), the competition to exploit these resources, and its encounter rates with grazers and viruses (i.e., top-down control). In this section we summarize the different mechanisms by which (sub)mesoscale features can influence phytoplankton and thus play a role in the creation of biogenic aerosols.

1.1.1. Mesoscale Eddies and Meanders [image: image](1 – 100 km)

Bottom-up effects of mesoscale eddies and meanders on phytoplankton vary regionally throughout the global ocean (Gaube et al., 2014). In eddies, vertical fluxes are driven by the displacement of isopycnals either by internal dynamics (e.g., eddy-pumping or eddy/eddy interaction) or as the result of a surface forcing (e.g., eddy-induced Ekman pumping and eddy-mediated changes to mixing). The intensification of cyclonic eddies results in the upward displacement of isopycnals and upwelling of nutrients into the euphotic zone. Conversely, a downward displacement of isopycnals results in the downwelling of nutrients and phytoplankton during the intensification of anticyclonic eddies. Ekman pumping in the center persists for the entire lifetimes of cyclones and anticyclones and is forced by the interaction of rotating surface currents with the wind. Eddy-induced Ekman pumping results in upwelling in the cores of anticyclones (Dewar and Flierl, 1987) and downwelling in the cores of cyclones (McGillicuddy et al., 2007; Gaube et al., 2015). Furthermore, anticyclones and cyclones are generally characterized by deeper and shallower mixed layers compared to the surrounding waters (Dewar, 1986; Dufois et al., 2014; Hausmann et al., 2017; Gaube et al., 2018). Deeper mixed layers in anticyclones can result in nutrient fluxes that would not happen in cyclones in the same region (Gaube et al., 2013; Dufois et al., 2014). In addition, these differences in mixed layer depth are likely to dilute or concentrate phytoplankton and their grazer and therefore decouple or couple these populations, modulating trophic interactions.

The horizontal advection of nutrients and plankton can be summarized in two distinct mechanisms: (1) stirring, which occurs primarily around the peripheries of eddies; and (2) trapping and subsequent transport in the interiors of eddies of both phytoplankton and their grazers (Isla et al., 2004; Gaube et al., 2014). In nonlinear eddies, rotational velocities exceed the eddy propagation rate, trapping fluid in their interiors and creating shear zones along the peripheries of eddies (McWilliams and Flierl, 1979; Flierl, 1981). As a result, ecosystems trapped in eddies during formation act to “prime” the eddy interior toward either elevated or suppressed phytoplankton concentration and can potentially contain planktonic communities that are distinct from their surroundings (Bracco et al., 2000; d'Ovidio et al., 2010).

The interplay of this mosaic of mechanisms by which eddies modulate phytoplankton communities is complex and varies according to the region of the origin of eddies, the areas into which they propagate, and their life stage (Gaube et al., 2014; Frenger et al., 2018). In the North Atlantic, the trapping and subsequent transport of phytoplankton by eddies is hypothesized to be the dominant bottom-up mechanism by which eddies influence phytoplankton (Gaube et al., 2014). However, there is observational support for the potential impacts of eddy-mediated vertical nutrient fluxes on phytoplankton within eddy interiors (Franks et al., 1986; Gaube and McGillicuddy, 2017).

Importantly, eddies do not only affect the quantity and quality of phytoplankton, but they also influence the timing and seasonal progression of bulk phytoplankton properties. In the North Atlantic, the world's largest spring phytoplankton bloom results in peak chlorophyll in the late spring through early summer, but the precise timing of the maximum has been shown to be influenced by the presence of mixed-layer eddies (Mahadevan, 2016). In oligotrophic regions, eddies have also been shown to influence the timing of peak chlorophyll. For example, in the South Indian Ocean, an eddy-centric analysis constructed from thousands of long-lived eddies showed that the seasonal maximum in chlorophyll occurred nearly a half a month earlier in anticyclones when compared to the surrounding region (Gaube et al., 2014). The influence of eddies on the seasonal timing of the chlorophyll maximum appears to be the result of eddy influences on mixed-layer depth and the mixing of nutrients into the euphotic zone (Gaube, 2012; Dufois et al., 2014; Gaube et al., 2014; Mahadevan, 2016).

1.1.2. Submesoscale Eddies and Fronts [image: image](1 – 10 km)

Submesoscale buoyancy gradients, or fronts, arise in the surface ocean due to instability (often resulting from the strain and stirring generated by mesoscale eddies) or surface forcing such as wind stress and fluxes of heat and freshwater into and out of the ocean surface. Submesoscale fronts are associated with strong vertical velocities in the mixed layer resulting in the transports of nutrients and phytoplankton between the surface and the thermocline. This has implications for the structure of phytoplankton communities in terms of modulation of the ambient light or nutrient field (Lévy et al., 2012, 2018; Mahadevan, 2016). Furthermore, submesoscale fronts are regions of convergence/divergence and dilution induced by (sub)mesoscale currents. This can have important implications for the encounter rate between phytoplankton and their grazers and can result in accumulation of phytoplankton biomass (Calil and Richards, 2010; Lehahn et al., 2017). Linking these physical processes to their biological response is necessary to explain the spatial heterogeneity in phytoplankton biomass and community structure, and hence the creation of biogenic aerosols. While altimetry cannot resolve explicitly the submesoscale, a Lagrangian re-analysis of these field can reveal submesoscale features induced by the stirring caused by mesoscale eddies (Hernández-Carrasco et al., 2011).



1.2. Using Satellite Altimetry to Aid in the Interpretation of Airborne and Ship-Based Observations

To estimate the location and properties of mesoscale features we used the sea level anomaly (SLA), mean dynamic topography (MDT - defined as the 20-year average of sea surface height measured by a constellation of satellite altimeters) and geostrophic currents distributed by the Copernicus Marine Environment Monitoring Service (CMEMS, http://marine.copernicus.eu). The altimetry-derived geostrophic velocities used to compute the Lagrangian diagnostics detailed in section 4 are estimated from the absolute dynamic topography (ADT) which is defined as the sum of SLA and MDT. Mesoscale eddies were identified and characterized from high-pass filtered SLA fields. The high-pass filtered SLA observations are defined as the difference between the daily SLA fields and the smoothed SLA that captures the effects of seasonal heating and cooling following the procedure laid out in Chelton et al. (2011b). These high-pass filtered SLA fields are simply referred to as SLA in this manuscript and are structured by mesoscale features such as eddies and meanders. The MDT product was used to define a subregional classification for the different locations explored during the field program (section 2). For the 2015 to 2017 expeditions, we used the Delayed Time products (DT, former UPD) and for the 2018 expedition we used the Near Real Time product (NRT). Both products are distributed on a daily basis on 1/4° grids.

Areas within the study region that are expected to be influenced by mesoscale eddies and meanders can be estimated by quantifying the portion of time a given location is inside a mesoscale eddy or current meander (defined collectively as coherent mesoscale structures, or CMS). This measure of eddy coverage varies nearly an order of magnitude over the greater NAAMES regions (Figure 1), with nearly 80% coverage in the proximity of the Gulf Stream to less than 10% in the location of the northernmost NAAMES stations. In light of the spatial heterogeneity of eddy coverage, amplitude, and size, along with the variety of mechanism by which eddies impact biological and biogeochemical processes, we provide a brief analysis of the mesoscale eddy field at each NAAMES stations in the Supplementary Materials of this article.


[image: image]

FIGURE 1. Map of the percent of time that an individual 1/4° pixel is located within the interior of mesoscale eddies or meanders, as defined by the outermost closed contour of SLA defining a coherent mesoscale structure.



The data presented here are publicly available in NetCDF format as part of the SeaWiFS Bio-optical Archive and Storage System (SeaBASS) maintained by the NASA Ocean Biology Processing Group and can be accessed at the URL https://seabass.gsfc.nasa.gov/archive/UWASH/gaube/NAAMES/documents.




2. A SUBREGIONAL CLASSIFICATION SCHEME FOR THE NORTH ATLANTIC

The NAAMES expeditions covered a large region of the North Atlantic with significant spatial variability in physical and biological properties (Behrenfeld et al., 2018). To first order, much of this variability scales with latitude. A simple geographic binning of the NAAMES observations, however, would not correctly capture the spatial variability in the mesoscale eddy field (Figure 1). We propose a subregional classification scheme that is based on the MDT (Figure 2). We have chosen four subregions by visually separating the MDT map into the most obvious different areas: (1) subarctic, defined as regions with MDT ≤ −51 cm; (2) temperate, defined as the area with MDT in the range −51 cm < MDT ≤ −10 cm; (3) subtropical, defined as the region with MDT in the range −10 cm < MDT ≤ 30 cm; (4) and the Sargasso Sea and Gulf Stream (MDT > 30 cm). These regions each represent distinct physical provinces and can be characterized by a general southward gradient in temperature, resulting in a homologous gradient in MDT.


[image: image]

FIGURE 2. North Atlantic sub regions based on mean dynamic topography.





3. OVERVIEW OF COHERENT MESOSCALE STRUCTURES IN THE NAAMES REGION

The northwestern Atlantic is a region that encompasses large amplitude CMSs, with its largest features falling in the upper 95th percentile of amplitude globally (Chelton et al., 2011a). The largest amplitude CMSs are found in the Gulf Stream region where average amplitude can exceed 40 cm (Figure S1). These features are generated as mesoscale meanders of the Gulf Stream becoming unstable and pinching off to become eddies. In the region of focus for NAAMES (see black rectangle in Figure S1), there is a general northward gradient in decreasing CMS amplitude, with a region of moderate amplitude CMS (≈20 cm) flowing from the east near the middle of the domain. Eddies in the northern portion of the NAAMES region (including the Temperate and Subpolar regions, Figure 2) likely form in the open ocean as a result of baroclinic instabilities.

The distribution of CMS amplitudes in the NAAMES region is not symmetric with respect to polarity; a larger proportion of large amplitude CMSs are cyclones, when compared to anticyclones (Figure S2a). Conversely, a greater number of large radius eddies are anticyclones (Figure S2b). This combines to result in higher intensity CMS, defined here as the ratio of amplitude to radius, that are preferentially cyclonic (Figure S2c).



4. LAGRANGIAN RE-ANALYSES OF ALTIMETRY

Lagrangian diagnostics are generally defined as quantities calculated in the frame of reference of a water parcel that is followed through time (Kundu et al., 2008; van Sebille et al., 2018). In the context of NAAMES, Lagrangian diagnostics can be helpful to identify frontal regions, eddies cores and peripheries and to estimate where the sampled water parcels are coming from. For this specific study we used the LAMTA Lagrangian scheme (available on bitbucket.org/f_nencio/spasso/overview) to advect water parcels using altimetry-derived current velocities (d'Ovidio et al., 2015). Since estimating horizontal velocities from altimetry requires making the assumption of geostrophic equilibrium, the velocity field and the derived Lagrangian diagnostics are expected to describe the ocean geostrophic layer and neglect the top surface layer where wind driven circulation is dominant (Ekman layer).


4.1. Caveats

1. The Lagrangian diagnostics are computed on a high-resolution grid (1 km grid spacing), yet the calculation of the velocities assumes a geostrophic balance and therefore do not include any “unbalanced” motions (such as wind-driven currents). Therefore this method only identifies submesoscale features that are generated by the currents at the mesoscale and larger (Keating et al., 2012).

2. All the Lagrangian diagnostics presented in this study are calculated from horizontal velocities. This means that if a tracer has been transported to the surface by any kind of vertical movement, the diagnostics may not correctly identify its origin.

3. Even at a higher resolution, the geostrophic velocity field still defines a chaotic system. As a consequence it is impossible to calculate the “true” trajectories of specified parcels. Errors in the definition of the initial location of a water parcel and in the velocity field increase with increasing time of advection. Therefore the calculated trajectories can only be uniformly close to a true trajectory (Özgökmen et al., 2000; Prants et al., 2018).



4.2. Finite Size Lyapunov Exponents—an Index of Frontal Activity [Units = d−1]

Finite Size Lyapunov Exponents (FSLE) are defined as the rate of confluence of water parcels initially far apart (Aurell et al., 1997; d'Ovidio et al., 2004). High values of FSLE refer to regions where water parcels that were initially far have converged rapidly. FSLE are defined as:

[image: image]

(lon, lat, t) refer to the location in time and space of the region where the FSLE is computed, τ is the time taken for water parcels at an initial distance of δ (in this study = 0.3 °) to reach a final separation of δ0 (in this study = 0.01 °). In this analysis τ can reach a maximum value of 60 days. Evaluation of the robustness of FSLE can be found in Cotté et al. (2011) and Hernández-Carrasco et al. (2011).



4.3. Eddy Retention Parameter—How Long Has a Water Parcel Been in an Eddy [Units = d]

The eddy retention parameter (RP) quantifies for how long a water parcel has been recirculating within the core of an eddy (d'Ovidio et al., 2013) defined as a region of negative values of the Okubo-Weiss parameter (OW) (Okubo, 1970; Weiss, 1991) [units = d−2]. The OW is calculated as:

[image: image]
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where x and y refer to longitude and latitude and vx and vy are the zonal and meridional components of the velocity field. The OW parameter represents the difference between the vorticity of the velocity field and the strain. It is expected to be negative in regions where the rotational component of the velocity field dominates over the strain (e.g., within eddy cores) and positive in regions where strain dominates over vorticity (e.g., at the peripheries of eddies).

Given a water parcel and its back-trajectory, the RP parameter accounts for how many days prior to the sampling date a given water parcel has been located in a region with negative OW (i.e., within an eddy core). In this study the maximum time used for the backward advection of water parcels is 30 days, thus the most retentive features have RP = 30 days.



4.4. Origin of Water Parcels—Where Do Tracers Come From? [units = °]

These diagnostics are a measure of the latitude and longitude of water parcels 15 days before the sampling date. This advection time was chosen as a compromise between timescales of interest for phytoplankton ecology, computational costs, and the limitations due to the accumulation of error mentioned section 4.1.



4.5. Water Origin Mask Fields [Units = d]

In order to visualize the origin of the water parcels sampled by the R/V Atlantis, we developed a masks product that indicates the locations of the water parcels within a given radius from the ship position as a function of time prior of being sampled. Such locations are labeled by the number of days prior to when the ship interacted with that specific water parcel (up to 15 days). All remaining locations are flagged. The mask were calculated every 6 hours for the NAAMES region with a spatial resolution of 0.05°.

The masks were computed as follows:

1. The location of R/V Atlantis at a given time and date was used to define the center of two disks having 20 and 40 km radii (see Figure S3a).

2. All the water parcels included within the disks were advected backward in time for 15 days using the altimetry-derived velocities described in section 4 (see Figure S3b which shows the trajectories of individual water parcels at a given time using the 40 km disk).

3. Using the trajectories from (2) we created a mask file that indicates how many days prior each 0.05° grid point interacted with the water parcel defined by the disks described in (1). This results in individual masks for both the 20 km (Figure S4a) and 40 km (Figure S4b) disks.




5. SUMMARY OF EDDY FEATURES SAMPLED DURING THE NAAMES PROGRAM

Table 1 and Figure S5 summarize the stations sampled during the four NAAMES expeditions and their properties in respect to the mesoscale eddy field. Out of the total of 33 stations sampled in the course of the four expeditions, one was located within a mode-water eddy, seven within anticyclonic features and seven within cyclones. The seasonal and regional distribution of the sampled eddies is not uniform: the choice of the NAAMES stations across four expeditions was a compromise between covering a large latitudinal gradient, sampling eddies having different properties, tracking bio-argo floats to create a multi-year time series of physical bio-optical parameters and mitigating the operational challenges of working in the North Atlantic. During NAAMES1, corresponding to the winter transition phase of the seasonal phytoplankton cycle (Behrenfeld et al., 2018), the peripheries of three anticyclonic eddies and one cyclonic eddy as well as the core of a cyclonic eddy were sampled. In the following spring, during the climax transition phase, two anticyclones' peripheries, one anticyclone's core, one cyclone's periphery and one cyclone's core were sampled. During NAAMES3, corresponding to the declining phase, we sampled an anticyclone's core, a cyclone's core, a mode-water eddy's core and a cyclone's periphery. During NAAMES4, corresponding to the accumulation phase only the periphery of a cyclonic eddy was sampled. Across different seasons, we sampled a cyclone and an anticyclone in the subpolar subregion, a cyclone and two anticyclones in the temperate subregion, and an anticyclone in the Gulf Stream and Sargasso Sea subregion. The most extensively sampled subregion was the subtropical one, with stations within five cyclones, three anticyclones and a mode-water eddy were sampled as well as six out of eddy stations. The eddy properties of each station mentioned in Table 1 are detailed in the Supplementary Material (Figures S6, S7 and following).



Table 1. Summary of eddy properties for the station sampled during the NAAMES program.
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We examined the response of North Atlantic plankton population dynamics to rapid re-stratification of surface waters following a deep mixing event during spring. Over the 4-day occupation of a station, we measured phytoplankton growth and grazer/virus-induced mortality rates in dilution assays conducted across a range of light intensities. Rates were estimated from changes in chlorophyll a and the abundance of three phytoplankton groups identified by flow cytometry. Initially, biological and physical water column properties were homogeneous down to >200 m, followed by rapid shoaling of the mixed layer to 20–30 m. Initial in situ chlorophyll a concentration was 0.4 μg L–1, and phytoplankton biomass accumulated at an average rate of 0.4 d–1 over the next 2 days. When mixed layer depth was maximal, there were no mortality losses and phytoplankton growth rates increased with increased light intensity. After shoaling, grazing rates increased, but never matched the magnitude of phytoplankton growth rates. When the mixed layer was shallowest, growth rates exceeded >1 d–1 at all non-dark light intensities. Chlorophyll a based grazing rates were consistent across light levels (∼0.3 d–1) and were highest on Synechococcus (0.3–0.6 d–1) and lowest on pico-eukaryotes (∼0.2 d–1). The delay with which grazing resumed resulted in growth exceeding losses and consumption of an average of 30% of primary production. Virus-induced mortality rates were minimal across all mixing profiles and light intensities. Overall, both chlorophyll a and group-specific phytoplankton accumulation rates predicted from the shipboard experiments matched those in situ, suggesting that incubation conditions faithfully captured the growth and loss processes governing in situ population dynamics. The observations made here indicate that transient deepening of the mixed layer followed by rapid stratification provided conditions under which phytoplankton escape protistan grazing and accumulate biomass. During the physically dynamic springtime in the North Atlantic, frequent ephemeral fluctuations in the depth of mixing may represent an important mechanism governing the formation and the magnitude of the North Atlantic spring bloom.
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INTRODUCTION

In the subpolar North Atlantic, the phytoplankton spring bloom stands as a yearly spectacular event of a biomass climax so large it can be seen from space (McClain, 2009). The bloom provides critical support to the marine food web (Platt et al., 2003), and largely contributes to the export of fixed carbon from the ocean surface (Turner, 2002; Alkire et al., 2012), with implications for the removal of atmospheric CO2 (Takahashi et al., 2009). Due to its ecological importance, the bloom has been studied for decades, and has been the focus of several large-scale research programs including both the 1989–1990 JGOFS and the 2008 North Atlantic Bloom Experiment (Ducklow and Harris, 1993; Alkire et al., 2012), and the British Ocean Flux Study (Savidge et al., 1992). Many hypotheses investigating the factors responsible for the bloom trigger have been proposed. As summarized in publications about the bloom (e.g., Behrenfeld and Boss, 2014; Lindemann and St. John, 2014; Morison and Menden-Deuer, 2015), a large body of work has followed early studies by Gran and Braarud (1935) and Sverdrup (1953). These studies have generally focused on physical mechanisms contributing to ocean surface stratification, and the associated release of the light limitation exerted on phytoplankton growth during the subpolar winter conditions of low light and deep mixing.

Other views have stressed that blooms occur as the result of an imbalance between growth and losses (Evans and Parslow, 1985; Banse, 1994). It is well established that the most critical loss process of primary production in the ocean is grazing, principally by microzooplankton (Steinberg and Landry, 2017). It has also become clear that viruses represent important agents of phytoplankton mortality (Brussaard, 2004; Suttle, 2007; Mojica et al., 2016). Although losses due to viral lysis remain poorly quantified (Weitz and Wilhelm, 2012), estimates of the impact of viral mortality on primary production is dwarfed by the 10-fold larger microzooplankton grazing impact (Schmoker et al., 2013; Steinberg and Landry, 2017). Thus, most emphasis has been placed on microzooplankton when examining the role of predation losses in bloom formation. Within this framework, blooms are understood to result from grazers’ failure to control primary production, which has been attributed to several mechanisms: unpalatability of blooming species that inhibit predation (Irigoien et al., 2005; Franzè et al., 2018); cold water restraint on grazers’ growth rates but not phytoplankton’s (Rose and Caron, 2007); limited grazer biomass insufficient to prevent or limit blooms due to both bottom up (food limitation) and top down (predation) controls (Sherr and Sherr, 2009).

More recently, the importance of predator-induced losses was re-examined resulting in the Disturbance-Recovery Hypothesis (DRH) (Behrenfeld et al., 2013), which posits that the yearly cycle of phytoplankton biomass is governed by the influence of seasonal variations in mixing depths and light availability on the balance between phytoplankton growth and grazing losses (Behrenfeld, 2010; Behrenfeld and Boss, 2014). The DRH is supported by both satellite (Behrenfeld, 2010) and float data (Boss and Behrenfeld, 2010), however, the lack of in situ measurements of key contributing rate processes has limited an empirically based understanding of the relative responses of phytoplankton growth and predator-induced mortality rates to mixed layer dynamics.

A unique opportunity to make such measurements presented itself during the second field campaign of the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES), when rapid shoaling of the mixed layer following a storm-mediated disturbance prompted prolonged occupation of a sampling station (Behrenfeld et al., 2019), during which we concurrently quantified rates of phytoplankton growth and losses due to grazing and viral lysis under quasi in situ and light manipulated incubation conditions.



MATERIALS AND METHODS

Measurements of in situ water column physical and biological properties as well as phytoplankton growth and mortality rates were conducted aboard the R/V Atlantis during the second NAAMES field campaign (May–June 2016) at station 4 (47° 39.360 N, 39° 11.398 W), which was occupied from May 24 to 27. The station occupation followed a Lagrangian approach. The occupied water mass was tracked using a float and a drifter, and the ship was repositioned at regular intervals according to their location (see Graff and Behrenfeld, 2018, for details). Recent Lagrangian re-analysis suggests that on the last day of occupation, the R/V Atlantis drifted out of the core of the occupied anti-cyclonic eddy to its periphery (A. Dellapenna, pers. communication), with potentially significant implications for the distribution and process rates of the biological constituents (Chelton et al., 2011). Thus, the data presented here focus on the plankton population dynamics within the same water mass over the first 3 days at the station.


Hydrographic Data Collection and Mixed Layer Depth Estimation

On each day of the station occupation, hydrographic data were collected using a Seabird SBE911PlusCTD equipped with sensors of chlorophyll fluorescence (WET Labs ECO-AFL/FL), beam transmission (WET Labs C-Star), turbidity (WET Labs ECO), and oxygen (SBE 43).

Incident photosynthetically active radiation (PAR) was measured as described in Graff and Behrenfeld (2018), and data presented here were obtained from the SeaWiFS Bio-optical Archive and Storage System (SeaBASS)1.

Mixed layer depth (MLD) was estimated using multiple criteria previously described in Graff and Behrenfeld (2018). Additionally, we used the CTD fluorescence profiles to determine a biologically rooted estimate of MLD (hereafter referred to as BioMLD). CTD data were smoothed using 1 m bin averages. To calculate BioMLD, we used a fluorescence threshold criterion equal to one standard deviation of the mean of positive fluorescence values. In order to eliminate potential interference due to surface non-photochemical quenching, the reference used was the maximum value in the smoothed fluorescence profile. BioMLD was determined as the shallowest depth at which the decrease in fluorescence from the reference value exceeded the threshold.



Experimental Set-Up


Incubation Experiments

To estimate virus-induced mortality, microzooplankton grazing, and phytoplankton growth rates, we used a “modified dilution assay” (Evans et al., 2003; Kimmance and Brussaard, 2010; Staniewski and Short, 2018) using the 2-point method (Worden and Binder, 2003; Chen, 2015; Morison and Menden-Deuer, 2017) in a total of 11 experiments conducted at the station (Table 1). Water for the experiments was collected from the surface (5 m) using the CTD rosette sampler. Two consecutive casts were performed in order to collect the needed volume of water. Both casts were conducted within 2 h in order for the incubations to start before sunrise and to minimize changes in water characteristics. Water from the first cast was used to generate grazer-free filtered seawater (FSW) by direct gravity-filtration of the water from the CTD Niskin bottles through a membrane filter capsule (Pall) with a pore size of 0.45 μm (Mojica et al., 2016), which allows retention of large viruses (Evans et al., 2003; Staniewski and Short, 2018). Some of the FSW was further processed through a 30 kDa tangential flow filtration system (Millipore) to obtain the virus-free diluent (TFF). The second cast was used to collect mesozooplankton-free “whole” seawater (WSW) by gently transferring seawater from the Niskin bottles into 10–20 L carboys through a silicone tube with a 200 μm mesh at the end to exclude larger grazers.

TABLE 1. Daily rates (d–1) of phytoplankton growth (μ), and grazer- (g) and virus-induced (v) mortality for three consecutive days at station 4 during NAAMES II.
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The two dilution levels used were 100% and 20% WSW treatments. The 20% WSW dilutions were prepared as a stock in a carboy by first adding the needed proportion of either FSW (for the microzooplankton grazing assay) or TFF (for the viral mortality assay), followed by gently siphoning in the needed proportion of WSW. Each dilution treatment was further gently siphoned through silicone tubing from the stock carboys into duplicate 1.2 L polycarbonate bottles.

To ensure that the dilution method’s assumption of density-independent phytoplankton growth was met (Landry and Hassett, 1982), macronutrients were added to TFF/FSW dilutions and WSW incubation bottles (six bottles total) to a final concentration of 10 μM of both nitrate and silicate, and 1 μM of phosphate. Additionally, a set of duplicate WSW bottles was prepared without adding nutrients to serve as nutrient control.



Light Treatments

In order to quantify the balance between phytoplankton growth and grazing/viral losses for the entire mixed layer, in which cells are exposed to varying light intensities, on the first and third day at the station incubations were performed at five light intensities representing a 0–100% gradient of incoming irradiance. On the second day, incubations were conducted at only one light level targeted to represent the average light for the mixed layer. Incubation bottles were placed in four separate deck-board incubators, three of which were covered with mesh screening to obtain light levels corresponding to 20, 40, and 65% of the irradiance in an unscreened 100% light level incubator. Incubations in the dark were conducted by placing the bottles in mesh bags lined with thick opaque black plastic inserts. Bottles were incubated for 24 h, covering the time span from pre-dawn to pre-dawn the following day, during which light intensity (lux) and temperature were recorded at 5 min intervals using a Hobo (Onset) data logger placed in each incubator. Incubations were maintained at ambient sea surface temperature with ship-supplied flow-through surface seawater.




Phytoplankton Growth and Mortality Rates

Rate estimates were based both on changes in total chlorophyll a (Chla), as well as cell abundances of groups identified through flow cytometry (FC). Samples for Chla and FC analyses were taken at the start and the end of each experiment to determine rates of phytoplankton growth and losses due to grazing and viral lysis.

Chla concentration was determined from triplicate 180 ml subsamples taken from each initial dilution stock and after 24 h from each incubation bottle. Chla extraction and determination followed Graff and Rynearson (2011), except that extraction took place in the dark at room temperature for 12 h in 96% ethanol (Jespersen and Christoffersen, 1987). Initial Chla concentrations were compared to those obtained from High Performance Liquid Chromatography (HPLC) analysis as described in Graff and Behrenfeld (2018). HPLC data were obtained from SeaBASS.

Cell abundances were determined from triplicate and single 200 μl aliquots from the dilution stock and each incubation bottle, respectively, analyzed live using a Guava Technologies easyCyte BG HT flow cytometer (EMD Millipore). Three major phytoplankton groups (i.e., Synechococcus sp., pico-, and nano-eukaryotes) were distinguished based on their forward scatter and red (695/50) emission characteristics with 488 nm excitation, and orange (620/52) emission parameters with 532 nm excitation. Instrument-specific easyCheck beads were used for quality control and all samples were run at 0.24 μl s–1 for three min.

The net rate of change in either Chla or abundance (k, d–1), often referred to as the “apparent” phytoplankton growth rate, was estimated using the equation k = 1/t ln (Pt − P0), in which t is the incubation time in days, and P0 and Pt are the Chla concentration or abundance of each phytoplankton group at the beginning and the end of the experiment, respectively. Rates (d–1) of total mortality (m = grazer (g) + virus (v)) and of grazer-induced mortality (g, d–1) were estimated using the equation m (or g) = (kd − k)/(1 − D), in which D represents the realized fraction of WSW in the diluted treatment, and Chla based and FC-based k values are used for Chla-based and group specific rates, respectively. Virus-induced mortality rates (v, d–1) were then calculated as the difference between m and g. To determine if total mortality and grazing rates were significantly different from zero and significantly different from each other, k in each of the dilution treatments were compared using one-way Analysis of Variance followed by a post hoc Tukey’s Honest Significant Difference test (α = 0.05). As is customary, non-significant mortality rates were set to zero (Calbet and Landry, 2004). Phytoplankton Chla-based instantaneous growth rates and group specific FC-based division rates (μ, d–1) were determined from the equation μ = m + k1, using the relevant k values. Negative values of mortality rates, which result when the phytoplankton apparent growth rate (k) is lower in the diluted than in the undiluted treatments, indicate a violation of a central assumption of the dilution method (Landry and Hassett, 1982). Thus in case of statistically significant negative mortality rates, losses were considered undetectable, and in the absence of a loss estimate, μ was equaled to k1.



Photoacclimation

Photoacclimation refers to the phenotypic responses of phytoplankton cells to irradiance changes (Graff and Behrenfeld, 2018 and references therein). Among these responses, adjustment in cellular pigment content and change in the Chla to carbon ratio are inherent and most relevant to incubations, as they can introduce unwanted artifacts in the estimation of phytoplankton growth rates based on changes in Chla (Gutiérrez-Rodríguez et al., 2010 and references therein). Thus we calculated a photoacclimation index (Phi) from FC measurements of red fluorescence (FLR) to forward scatter ratio (FLR:FSC), the latter used as a proxy for Chla:carbon. Initial and final ratios were obtained for each of the three major phytoplankton groups, weighted according to each group’s contribution to total FLR, and summed to obtain an overall ratio for the entire phytoplankton population. Phi was calculated as the ratio of the overall FLR:FSC in the final water samples to the corresponding initial FLR:FSC. In order to avoid artifacts due to changes in pigment content, Phi was applied in the calculation of k, using the equation k = 1/t × ln ([Pt/Phi]/P0). To estimate in situ photoacclimation, the same procedure was followed, except that Phi was calculated using the initial FLR:FSC ratios of consecutive days.



Experimentally Predicted vs. Observed Accumulation Rates

In order to assess how well the process rates measured in the incubations reflected the in situ dynamics, we compared the experimentally predicted accumulation rates with those based on in situ observations made on consecutive days at the station. For this comparison, when possible we used rates obtained under the incubation light intensity in which Phi was closest to in situ Phi, which we assumed to indicate that in situ and incubation light conditions were similar.



Plankton Species Composition and Particle Size Distribution

In addition to Chla and FC measurements, subsamples of WSW used in the dilution experiments were analyzed live using a benchtop B3 series FlowCAM (Fluid Imaging Techonologies, Inc.) to obtain a qualitative description of the larger (>6 μm) phytoplankton taxa not captured by flow cytometry. Large aliquots of source seawater (2–4 L) were concentrated three–sixfold over a 5-μm mesh. Volumes of 5–7 ml of the concentrated sample, of which between 5 and 9% was imaged, were analyzed at 10× or 20× magnification using a 100 or 50 μm standard flow cell in fluorescence trigger mode.

To characterize the species composition and biomass of the grazer community, well-mixed 500 ml subsamples of the initial WSW were preserved in a 2% acidified Lugol’s solution (Menden-Deuer et al., 2001). Back in the laboratory, samples were left to settle undisturbed for several weeks. At the time of analysis, samples were concentrated by gently siphoning out the top ∼350 ml, after which microzooplankton were enumerated using the Utermöhl (1958) method. Settled volumes of 10–25 ml were used, which corresponded to 20–100 ml of unconcentrated sample, and the entire surface area of the chamber was counted using an inverted microscope at 200× magnification. Microzooplankton were identified to major taxon following Dodge (1982) for dinoflagellates and Strüder-Kypke et al. (2002) for ciliates, and were sized using an eyepiece micrometer. All ciliates and >15 μm dinoflagellates were enumerated. Some dinoflagellates could not be assigned to specific taxa and were instead grouped into size categories. Few dinoflagellates have been found to be strictly heterotrophic. Many function as mixotrophs (Jeong et al., 2010; Flynn et al., 2013), and even chlorophyll and plastid containing dinoflagellates are capable of phagotrophy (Stoecker et al., 2017), thus all dinoflagellates were included in the counts as potentially herbivorous. Although heterotrophic nanoflagellates contribute to the grazing rates measured, they were not enumerated as the Utermöhl method underestimates their abundance (Davis and Sieburth, 1984). Microzooplankton biomass was estimated based on approximated geometric shapes and published volume to carbon conversion factors (Putt and Stoecker, 1989; Menden-Deuer and Lessard, 2000).

The abundance and size distribution of all particles were measured using a MultisizerTM 3 Coulter Counter® (Beckman Coulter). Source water used in the dilution experiments was sub-sampled into 10 ml aliquots, 2 ml of which were counted using a 100 μm aperture. The particle size abundance spectrum for counts ranged from 2.0 and 60 μm at a default bin width of 0.2 μm.




RESULTS


Temporal Evolution of Physical Conditions

The first CTD cast at Station 4 on May 24, 2016 revealed a deeply mixed water column, with homogeneous profiles of physical and biological properties from the surface to ∼200 m, resulting from a storm system that affected the study region prior to our arrival (see Graff and Behrenfeld, 2018, for details). All but one approach to hydrologically defining MLD yielded MLD estimates of ≥189 m, including MLD based on a density gradient-criterion (194 m), which best agreed with profiles of buoyancy frequency obtained for the whole period at station (Graff and Behrenfeld, 2018). Differences often arise between hydrologically defined MLD and the depth to which phytoplankton are actually mixed (Brainerd and Gregg, 1995; Brody and Lozier, 2014; Franks, 2015; Lacour et al., 2017), yet in this case all estimates, including the BioMLD estimate, agreed and indicated a deep mixed layer (Figure 1), suggesting recent deep mixing of phytoplankton. All estimates of MLD also agreed that a significant shoaling of the ML occurred over the following days. According to the density gradient criterion, by the end of day 1 the ML had decreased to 11 m (Figure 1). During this same time period, BioMLD showed that phytoplankton were still homogeneously distributed down to 80 m (Figure 1), a ML shoaling of >150 m, and resulting in a substantial increase in the light available for photosynthesis. It is noteworthy that the rate of shoaling estimated by physical properties was much more rapid than the gradual shoaling in Chla fluorescence (Figure 1), reflecting the different time scales of biological and physical processes. In this case, the BioMLD probably provides a better reflection of the MLD as far as biological constituents and characteristics are concerned, and may be a superior metric for determining MLD for biological processes. By the middle of day 2 and until the end of the station occupation, all MLD estimates indicated a sustained period of water column stratification (Figure 1).
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FIGURE 1. Evolution of mixed layer depth (m) based on density gradient (clear diamond symbols) and fluorescence threshold (BioMLD, solid dots). See section “Materials and Methods” for description of estimates.



On the first day, integrated incident PAR was 49 mol m–2 d–1, the highest recorded during the station occupation. The next days spent at S4 were generally overcast. As a result, integrated incident PAR decreased, with values of 21 and 28 mol m–2 d–1 for day 2 and day 3, respectively.



In situ Phytoplankton Community Dynamics

When the water column was deeply mixed, Chla concentration in the ML was 0.4 (±0.03) μg L–1. A regression of HPLC vs. shipboard extracted Chla for the entire May field campaign showed excellent agreement between the two measurements (R2 = 0.99, p < 0.0001). Overall S4 measurements of extracted Chla were on average within ±6% of Chla estimates from HPLC analysis (Figure 2A). The general agreement between measures of extracted Chla and FC total red fluorescence in all samples analyzed (R2 = 0.96, 0.98, and 0.93 for day 1, 2, and 3, respectively) indicates that in general, the FC analysis captured the bulk of the phytoplankton community, which was dominated by small cells. Among the phytoplankton groups distinguished by FC, picoeukaryotes made up the largest proportion of both total red fluorescence (75%; Figure 2A) and total cell abundance (89%; Figure 2B). Synechococcus represented 9% of total abundance. The low abundance of nanoeukaryotes puts relatively less confidence on the rate estimates of this group compared to the dominant picoeukaryotes. For phytoplankton >6 μm, FlowCAM analyses also showed highest abundance (68%) of cells in the smallest (6–10 μm) size range. Analysis of the abundance of all particles using the Coulter Counter showed trends similar to the other instruments, with particles <5 μm representing 94% of the total. Thus, all assessments performed agreed that small cells, primarily in the pico-size range, dominated phytoplankton biomass and abundance.
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FIGURE 2. Characterization of the phytoplankton community during the occupation of station 4 during NAAMES II: (A) Contribution to total red fluorescence (stacked columns, left y-axis) by each of three phytoplankton populations distinguished by flow-cytometry (SYN, Synechococcus; PICO, Picoeukarytoes; NANO, Nanoeukaryotes), and chlorophyll a (line plots, right y-axis) from both pigment extraction and HPLC analysis. (B) Phytoplankton abundance per group (line plots, right y-axis) and contribution (%) of each group to total abundance (stacked columns, left y-axis).



As the ML shoaled, Chla concentration increased by ∼39 and ∼23% on day 2 and 3, respectively (Figure 2A). These changes in Chla concentration underestimated changes in biomass, since in situ phytoplankton photo-physiologically adjusted to ML shoaling and higher mixed layer irradiance, as was evident by the observed decrease in the FLR:FSC ratio. This resulted in Phi values of 0.85 and 0.8 for day 1–2 and day 2–3, respectively. When Phi was included in the estimation of accumulation rates on day 1 and day 2 rates were significantly higher than if photo-acclimation was ignored (0.49 vs. 0.32 d–1 and 0.42 vs. 0.19 d–1, respectively, p < 0.0001).

Concurrent to shoaling of the ML, the in situ mixed-layer abundance of the three phytoplankton groups increased, albeit not always at the same rate (Figure 2B). From day 1 to day 2, both Synechococcus and picoeukaryote in situ cell concentration increased at a rate of ∼0.5 d–1, whereas no increase in the abundance of nano-eukaryotes was measured. As the ML shoaled, however, all groups’ abundance increased at rates of 0.6, 0.8, and 1.3 d–1 for Synechococcus, pico-, and nanoeukaryotes, respectively. Differences in each phytoplankton group’s in situ accumulation rates resulted in small changes in the contribution of each group to total abundance (Figure 2B). Most notable was the constantly high proportion of picoeukaryotes (89–91%).



Microzooplankton Community Dynamics

The initial concentration of microzooplankton totaled 3590 cells L–1, the majority of which (69%) were <20 μm ESD (Figure 3A). Microzooplankton consisted of roughly equal proportions of 48% dinoflagellates, belonging mostly to the Gymnodinium and Gyrodinium genera, and of 52% ciliates, the most abundant (44%) of which was Lohmaniella oviformis. Microzooplankton biomass was 2.4 μg C L–1 (Figure 3B), and because of their larger size, the largest contribution to total biomass (56%) was from organisms >20 μm. Along with L. oviformis, most of the identified ciliates were considered heterotrophic, representing ≥96% of both ciliate abundance and biomass (Figure 3C). Similarly, the majority of dinoflagellates were heterotrophic species, representing 72% of both dinoflagellate abundance and biomass (Figure 3C).
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FIGURE 3. Microzooplankton community composition during the first 3 days of occupation of station 4 during NAAMES II: Size distribution of ciliates and dinoflagellates in terms of (A) abundance (103 cells L–1); (B) biomass (μg C L–1); (C) Contribution (%) of ciliates and dinoflagellates as a function of their trophic mode (Mix, mixotrophy; Het, heterotrophy).



In the early stage of ML shoaling (day 1–day 2), there was minimal change in the abundance and biomass of microzooplankton, and in their group and size distribution (Figures 3A,B). Total concentration on day 2 was 11% lower than on day 1 (3185 L–1), whereas biomass increased by 6%, largely due to the appearance of >20 μm ciliates of the Strobilidium and Strombidium genera that were not recorded on day 1. On day 3, microzooplankton abundance had increased by 32% while biomass had increased by 67%, largely reflecting the increase in the abundance of >20 μm ciliates (Figure 3A). Although the increase in larger grazers might have been a response to the increase in larger prey (Figure 2B), it was also accompanied by a 28% increase in the proportion of species known to be mixotrophic, principally Strombidium spp. (Figure 3C).



Phytoplankton Growth and Mortality Rates

Growth and mortality rates from incubation experiments are presented in Table 1. The low abundance of nanoeukaryotes on the first two days (∼300 cells ml–1) precludes robust rate estimation, and thus rates for that group for days 1 and 2 are not reported. On the first day, phytoplankton collected from the deeply mixed water column showed the anticipated growth response to the gradient of light availability in the incubations, both at the community level and at the group level. Phytoplankton growth rates (μ) generally increased with increasing light intensity, with signs of photo-inhibition at the highest light intensity for Synechococcus. Based on Chla, μ ranged from 0.2 (±0.19) to 0.8 (±0.13) d–1 across the light gradient. Although many of the incubation light intensities likely exceeded in situ light availability in the deeply mixed water column, the growth response of phytoplankton to the gradient of light indicated phytoplankton’s potential to immediately exploit improved light conditions and in the absence of losses, accumulate at high rates. Based on the in situ and incubations photoacclimation response, average in situ light conditions were most similar to an incubation light level of ∼5% (Figure 4). Predicted in situ μ can be inferred from the growth to light relationship, which yields a community μ estimate of ∼0.4 d–1. Under deep mixing, Chla-based estimates indicated no grazing or viral lysis losses, corroborated by no losses of picoeukaryotes, except at the highest light intensity. For Synechococcus, loss rates were significantly negative except at the highest light intensity, indicating a violation of the method’s assumptions, and were thus considered undetectable. Due to this group’s minimal contribution to total Chla, however, its dynamics had limited influence on the overall community estimates. Thus in the absence of losses due to either grazing or viral lysis, and assuming absence of other potential loss processes not measured here, phytoplankton biomass was predicted to accumulate, in accord with in situ observations.
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FIGURE 4. Photoacclimation index (Phi), calculated from flow cytometry measurements of 24 h changes in red fluorescence to forward scatter ratios, as a function of incubation light level, for day 1 and day 3 at station 4 (NAAMES II). Dashed gray lines show calculated in situ Phi and corresponding inferred in situ light level for day 1.



As the ML shoaled on day 2, rate measurements performed at a light intensity of ∼59%, yielded a community μ of 1.04 (±0.15) d–1, higher than any growth rate observed in the deep mixing phase, despite the decrease in incoming PAR. All groups divided at rates equivalent to ≥ one doubling per day. Phytoplankton growth rates continued to exceed mortality losses. Community-based grazing, presumably responding to the ongoing ML shoaling, was 0.44 ± 0.08 d–1, removing an estimated 42% of primary production. Undetectable grazing on Synechococcus and lack of grazing on picoeukaryotes suggests that Chla-based estimates resulted from grazing on larger cells, which would have been suitable prey for the increasingly abundant >20 μm ciliates. No virus-induced mortality was detected.

When MLD was shallowest, community μ increased relative to the previous days and exceeded 1.0 d–1 at all light intensities except in the dark. Division rates for pico- and nanoeukyotes were of similar magnitude. Division rates for Synechococcus were lower than for other groups, but still equivalent to ≥ one doubling per day. Even in the dark, Synechococcus division rate was 0.43 ± 0.08 d–1, a rate that may have resulted from a residual cell division fueled by prior days energy gains. Phytoplankton mortality rates lagged behind growth rates. Chla-based grazing rates were consistent (∼0.3 d–1) across all light intensities except 100%, at which no grazing was detected. At light intensity similar to in situ, grazing removed an average of 22% community primary production. Group-specific grazing rates and grazing impact on phytoplankton varied among groups. At light intensity similar to in situ, grazing removed 97% of Synechococcus primary production, whereas grazing impact on picoeukaryotes and nanoeukaryotes represented ∼16 and 30% of their production, respectively. No grazing was detected on any group in the dark, where instead viral mortality (0.5 ± 0.06 d–1) was the primary loss factor of Synechococcus. Other limited, group-specific viral losses were measured, but not maintained at all light intensities.

For the days when both incubation and in situ data are available, with few exceptions, the phytoplankton accumulation rates from the experiments compared well to the observed in situ phytoplankton biomass dynamics (Figure 5), both at the community level (Chla) and at the group level. There was no significant difference between predicted and observed estimates (paired t-test, p = 0.717), indicating that the in situ conditions where generally well characterized by the bottle incubations. Unlike on previous days, no comparison between experimental results and in situ phytoplankton dynamics was possible on day 3, because we failed to maintain a Lagrangian observation scheme, but experimental estimates of μ (Table 1) were of a magnitude that would have required high rates of mortality to reverse the biomass accumulation trend observed on the previous days.
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FIGURE 5. Comparison between accumulation rates predicted experimentally (white bars) and those observed in situ (gray bars) during the occupation of S4 during NAAMES II. Rates are based on change in total chlorophyll a (A) and based on change in abundance for Synechococcus (B), and pico-eukaryotes (C) and are given per day ±1 SD of the mean of duplicate experiments, except for Day 1 predicted rates (no error estimate). Nanoeukaryotes contributed <2% of total abundance and are omitted.






DISCUSSION

Mixed layer shoaling has been hypothesized as a process that tightens trophic coupling (Evans and Parslow, 1985; Behrenfeld and Boss, 2014). However, empirical observations, the underlying mechanisms, and the time scale at which these processes may unfold are not well documented in situ. Here we provide a coherent, quantitative documentation of the spatial and temporal scales of rapid phytoplankton biomass accumulation induced by a deep mixing event, and reveal the underlying mechanism in the decoupling of production and predation loss. Phytoplankton’s capacity to rapidly exploit newly available light accelerates its recovery relative to grazing, resulting in growth exceeding losses.

The experimentally estimated population dynamics presented here were remarkably consistent with the changes in phytoplankton abundance observed in situ, suggesting that the incubations captured the dominant drivers and temporal scales of phytoplankton population dynamics for this system. It thus implies a minimal influence of loss factors other than the ones measured here on phytoplankton biomass dynamics, particularly losses due to potential grazing by copepods and other mesozooplankton. Although not simultaneous to the present study, we made several measurements of mesozooplankton grazing during the May 2016 NAAMES campaign (Morison et al., submitted), and found limited impact of mesozooplankton grazing on primary production across physically and biologically variable locations in the NAAMES region. Numerous previous North Atlantic studies have also shown under-utilization of phytoplankton biomass by mesozooplankton, with copepod grazing removing between 2.7% (Dam et al., 1993) and 13.7% (Halvorsen et al., 2001) of primary production. Thus phytoplankton losses due to mesozooplankton grazing during the deep mixing-restratification event described here were likely minimal.

As the mixed layer shoaled following a deep mixing event, a sustained period of largely positive phytoplankton accumulation rates was observed. These positive accumulation rates were driven by two concurrent mechanisms: First, a decoupling between microzooplankton consumption of phytoplankton, as indicated by either no grazing (day 1) or grazing rates lower than phytoplankton growth (day 2 and 3); second, improved light conditions as the mixed layer shoaled, likely accompanied by nutrient entrainment, resulting in high phytoplankton growth rates that often exceeded one division per day. Interestingly, while differences existed among phytoplankton groups in terms of the degree of coupling between division and loss rates, all three groups exhibited rapid growth rates in response to the shoaling of the mixed layer. While it has been suggested that small phytoplankton cells cannot profit from sporadic improved growth conditions (Irigoien et al., 2005), the results presented here indicate that small phytoplankton respond to the same physical improvement of growth conditions thought to favor growth of larger phytoplankton taxa, supporting the “rising tide idea” (Barber and Hiscock, 2006). Thus, the storm-induced deepening of the mixed layer followed by rapid shoaling universally impacted the decoupling of predator-prey interactions and enhancement of phytoplankton growth rates across phytoplankton size classes, highlighting the strong coupling between physics and biological dynamics.

Several factors may have influenced the delayed response of grazing relative to phytoplankton growth. Although microzooplankton can grow at rates similar to phytoplankton (Sherr et al., 2003), growth rates of microzooplankton exhibit a functional response to prey abundance (Sherr and Sherr, 2009). Initial microzooplankton biomass at S4 was low compared to global measurements (Irigoien et al., 2004, 2005), which likely contributed to the initial lack of predator-induced phytoplankton mortality (Sherr and Sherr, 2009). Interestingly, the increase in microzooplankton observed over the occupation of S4 was characterized by an increase in the proportion of grazers known to be mixotrophic. It has been argued that the presence of chloroplasts within mixotrophs can lead to an underestimate of Chla-based grazing rates by artificially increasing the apparent growth rate in the undiluted treatment (Landry et al., 1995). If such an effect occurred in our experiments, it could have magnified the imbalance between Chla-based growth and grazing rates, however, this is not supported by the group-specific dynamics, which show a very similar pattern in the positive accumulation rates.

Ramifications of the predator-prey decoupling induced by the deep mixing event likely continued to act even as the mixed layer shoaled. The physical disturbance diluted the plankton population and decreased the rates of encounter between microzooplankton and their prey (Landry and Hassett, 1982; Visser and Kiørboe, 2006; Behrenfeld, 2010), which may have imposed a period of starvation for grazers (Sherr and Sherr, 2009; Sherr et al., 2009). It has been demonstrated that, when feeding resumes following starvation, microzooplankton growth responses are delayed (Anderson and Menden-Deuer, 2017), contributing to low population-level grazing pressure. Further, it is well known that predators exhibit preference for certain prey types and/or sizes (Hansen et al., 1994, 1997) and that the nutritional value or palatability of the prey can influence feeding (Strom, 2002 and references within). Thus, grazing is not necessarily a function of total prey availability but rather of a suitable match between predator type and available prey (Menden-Deuer and Kiørboe, 2016), which the deep mixing event could have disrupted or rendered difficult. Thus, several independent processes all contributed to a decoupling of production and predation rates, facilitating the observed phytoplankton biomass accumulation as the mixed layer shoaled.

The measurements made here indicate that virus-induced mortality was largely absent over the course of the station occupation. The ability of the modified dilution method to detect viral lysis may have influenced the paucity of virus-induced mortality rates observed. Individual taxa likely experience different levels of viral mortality that, when averaged using bulk metrics such as Chl a, may result in undetectable rates, unless the most affected taxon dominates the phytoplankton community biomass. Host mortality due to viruses may not be captured if virus lytic cycles exceed the duration of the incubation period (24 h) used in the dilution experiment. Further, rates of viral mortality measured via the modified dilution experiment inevitably carry the cumulative uncertainties of each grazing rates and total mortality rates that are used in their calculation. Although the 2-point approach used here has been demonstrated as a valid alternative to a dilution series for estimating grazing rates (Chen, 2015; Morison and Menden-Deuer, 2017), such an approach for viral dilutions remains to be assessed. As demonstrated in a recent meta-analysis, the modified dilution method suffers from a weak statistical power, even when multiple dilutions are used (Staniewski and Short, 2018). Despite these caveats, the calculated accumulation rates presented here matched well with the rates observed in situ, suggesting that viral lysis negligibly contributed to overall phytoplankton mortality.

The physical disturbance introduced by the deep mixing event likely impacted viral mortality through the same decreases in encounter rate applicable to grazers, limiting rates of infection. While the impact of vertical mixing on virus-induced mortality dynamics has not been explicitly explored, decreases in viroplankton abundances and virus-induced mortality rates as the result of increased vertical mixing have been observed (Parsons et al., 2012; Mojica et al., 2016). Many viruses exert host specificity (Kimmance et al., 2007), and favorable host-virus pairings may have been disrupted during the deep mixing event. Thus, deep mixing events have the potential to not just decouple predator-prey interactions, but all interactions that require cell-cell encounters.

The observations presented here are akin to the dynamics described in the Dilution Recoupling Hypothesis (DRH): (1) the storm-mediated deep mixing acts as a re-set of the ecosystem to winter-like physical conditions with elimination of phytoplankton losses due to grazing, and (2) although shoaling of the mixed layer favors a recoupling between growth and losses, light-driven increases in phytoplankton growth exceed mixed-layer shoaling increase in protistan herbivory, maintaining a positive balance between the two process rates (Behrenfeld, 2010; Behrenfeld and Boss, 2014). As proposed for the DRH, the disruption of predator prey encounters and resumption of light availability are governed by successive phases of the seasonal cycle, whereas the dynamics observed at S4 occur on a time-scale reduced to a few days. Thus, both predator and prey abundance and physiology during this rapid event likely differs fundamentally from that of plankton transitioning from winter to spring. Despite these differences, the fundamental mechanism of mixing facilitating phytoplankton escape from grazing pressure contributes to phytoplankton biomass accumulation in the North Atlantic during spring. Although our observations were limited to a specific eddy, mesoscale eddies are ubiquitous features, particularly in the western North Atlantic (Gaube et al., 2014; McGillicuddy, 2016). Thus, we demonstrate that the dynamics suggested by the DRH can manifest in a spatially restricted and temporally accelerated mode that may well be exemplary of the formation of the North Atlantic spring bloom.



CONCLUSION

Short-term physical disturbances are frequent and widespread in the North Atlantic, especially in early spring, when passing storms and diel changes in convective mixing repeatedly interrupt the seasonal stratification process (Bishop et al., 1986; Brainerd and Gregg, 1995; Koeve et al., 2002; Waniek, 2003) and counteract physical factors promoting quiescence of the surface turbulent layer (Franks, 2015). Thus, during early spring, the dynamics observed at S4 are likely to be repeated many times at different locations. In contrast with the gradual process of thermally driven stratification that leads to the formation of a seasonal thermocline and a gradual increase of phytoplankton biomass, here we show that by decoupling predator-prey dynamics, short-lived episodes of deep mixing followed by rapid stratification can result in pulses of biomass accumulation. This biophysical process may contribute to the noted patchiness of the North Atlantic spring bloom (Robinson et al., 1993; Mémery et al., 2005). Importantly, the observations made here suggest that frequent alternate successions of deep mixing events and ephemeral stratification may represent an important mechanism governing the formation and the magnitude of the North Atlantic spring bloom.
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The ability to quantify spatio-temporal variability in phytoplankton growth and productivity is essential to improving our understanding of global carbon dynamics and trophic energy flow. Satellite-based observations offered the first opportunity to estimate depth-integrated net primary production (NPP) at a global scale, but early modeling approaches could not effectively address variability in algal physiology, particularly the effects of photoacclimation on changes in cellular chlorophyll. Here, a previously developed photoacclimation model was used to derive depth-resolved estimates of phytoplankton division rate (μ) and NPP. The new approach predicts NPP values that closely match discrete measurements of 14C-based NPP and effectively captured both spatial and temporal variability observed during the four field campaigns of the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES). We observed favorable growth conditions for phytoplankton throughout the annual cycle in the subtropical western North Atlantic. As a result, high rates of μ are sustained year-round resulting in a strong coupling between growth and loss processes and a more moderate spring bloom compared to the high-latitude subarctic region. Considerable light limitation was observed in the subarctic province during the winter, which resulted in divergent growth dynamics, stronger decoupling from grazing pressure and a taxonomically distinct phytoplankton community. This study demonstrates how detailed knowledge of phytoplankton division rate furthers our understanding of global carbon cycling by providing insight into the resulting influence on phytoplankton taxonomy and the loss processes that dictate the fate of fixed carbon.
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INTRODUCTION

Despite constituting less than 1% of the earth’s photosynthetic biomass, marine phytoplankton are estimated to be responsible for almost half the global annual net primary production (Field et al., 1998). The vast quantity of organic carbon fixed by phytoplankton in the sunlit layer of the ocean provides the primary source of energy for marine food webs and the global phytoplankton community grows, divides, and expires (to grazing or viral lysis) every few days (Behrenfeld and Falkowski, 1997a; Bidle, 2015). Approximately 85–90% of the carbon fixed through primary production in the euphotic zone will remain within the upper ocean, including the twilight zone, where it is remineralized and recycled. The remaining fraction is exported to the deep ocean (Giering et al., 2014) where the organic carbon turnover rate is on the scale of years (and longer) in the mesopelagic and bathypelagic zones (Rowe et al., 1990). Accurately quantifying the spatial and temporal variability in phytoplankton productivity is therefore paramount to improving our understanding of global carbon dynamics and trophic energy flow (Siegel et al., 2014; Boyd et al., 2019).

Assessments of marine primary production and carbon cycling are made difficult by the extreme plasticity in phytoplankton physiology that allows these organisms to exist ubiquitously throughout the sunlit ocean (Geider et al., 1998; Halsey and Jones, 2015). Phytoplankton photosynthesis is limited by the availability of nutrients and light, leading to suppressed growth and productivity in oligotrophic or light-limited environments (Geider et al., 2001; Arrigo, 2005; Moore et al., 2013). To optimize growth in these resource-limited environments, phytoplankton adjust their light harvesting strategy and reallocate photosynthetic energy to different metabolic pathways (Halsey and Jones, 2015). Collectively, these photoacclimatory processes prime phytoplankton for optimal growth in their extant environment and have been extensively studied in laboratory cultures (Laws and Bannister, 1980; Geider et al., 1997; Halsey et al., 2014). When environmental conditions permit, phytoplankton can divide at rates that exceed losses to top-down pressures, resulting in an accumulation of phytoplankton biomass known as “blooming” (Behrenfeld and Boss, 2014). If sustained for sufficient time, these periods of accumulation can result in substantial CO2 sequestration and organic carbon export, a quintessential example being the large scale springtime blooming event across the subarctic Atlantic ocean (Friedland et al., 2016). Approximately 0.55 to 1.94 Gt C year–1 of the annual global carbon export out of the euphotic zone (∼11 Gt C year–1) originates in the North Atlantic Ocean, with roughly half of this occurring during the spring bloom (Sanders et al., 2014; Siegel et al., 2016).

Optical technologies provide the most effective approach to probe phytoplankton dynamics over large scales of space and time. Mounted on platforms including satellites, ships, gliders, floats, and fixed moorings, optical sensors offer a spatially and temporally cohesive picture of phytoplankton biomass and physiology that in situ sampling approaches cannot fully resolve (O’Reilly et al., 1998; Boss et al., 2008; Briggs et al., 2018). Bulk properties of chlorophyll concentration (Chl) and, more recently, phytoplankton biomass (Cphyto) have been retrieved from space over the past four decades and are routinely implemented into models to provide global estimates of NPP and carbon export (Antoine et al., 1996; Behrenfeld and Falkowski, 1997a; Smyth et al., 2005; Westberry et al., 2008; Uitz et al., 2010; Silsbe et al., 2016). When combined with ship-based field data, these satellite observations are revealing how environmental and biological factors combine to control global and regional variability in phytoplankton physiology and distribution (Behrenfeld et al., 2006, 2009; Blondeau-Patissier et al., 2014). Similar optics-based approaches to assess primary productivity and export using floats (Estapa et al., 2019), ships (Burt et al., 2018) or remotely operated vehicles (Hemsley et al., 2015; Massicotte et al., 2019) are starting to resolve fine-scale dynamics, such as physiological changes occurring on hourly timescales or distributions of stocks at sub-pixel scales that cannot yet be captured using satellite-based approaches (Bracher et al., 2017). These recent studies highlight the potential efficacy of multi-platform approaches to untangle complex dynamics within the marine carbon cycle, while providing an invaluable opportunity to validate and ground truth satellite-based models.

This report utilizes optical data collected during a multi-year study in the western North Atlantic that targeted key phases of the annual bloom cycle (Behrenfeld et al., 2019). These data provide an opportunity to quantify NPP across a large dynamic range of standing stocks and growth conditions, with specific interest in characterizing underlying changes in phytoplankton biomass and physiology. Use of an existing photoacclimation model accounted for a large amount of variability in the ratio of key proxies of phytoplankton Chl and Cphyto, providing new evidence supporting the theory that the depth and duration of the winter mixing period determine the ultimate magnitude of the subsequent spring bloom. We further explore residual variability in optical properties retrievable from space as an avenue for improving remote sensing productivity assessments.



MATERIALS AND METHODS

Ship-based measurements were made onboard the R/V Atlantis during the field program (2015–2018) of the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) (Behrenfeld et al., 2019). An overarching objective of NAAMES was to characterize plankton ecosystem dynamics over the course of an annual cycle and determine the environmental conditions required to produce the annual subarctic phytoplankton bloom. The four field campaigns were structured to align with specific phytoplankton bloom phases, based on the framework of the Disturbance-Recovery Hypothesis (Behrenfeld and Boss, 2018): the winter transition (November 2015 campaign) where mixed layer depth (MLD) is deepening and phytoplankton concentration is stable or decreasing, the accumulation phase where the MLD begins shoaling and phytoplankton concentration starts to increase (March 2018 campaign), the bloom climax/transition where a shallow MLD leads to a recoupling of phytoplankton division and loss rates (May 2016 campaign), and an equilibrium phase where deteriorations in mixed layer growth conditions result in a more stable system where phytoplankton loss rates are proportional to division rates (September, 2017 campaign). This experimental design resulted in extensive variability in observations of phytoplankton biomass, productivity, and physiological conditions over time and space, providing an excellent platform to probe our “skill” in modeling these parameters to understand how the environment and biological processes integrate to yield an annual phytoplankton bloom cycle. All data presented in this report were collected along the primary “science intensive” transect, located between ∼400N and ∼550N latitude along the 400W longitude (Figure 1). For each campaign, a number of stations were occupied along this transect to allow for water column profiling and acquisition of discrete samples from depth.


[image: image]

FIGURE 1. A map of the NAAMES study region showing the North Atlantic sub-regions identified by Della Penna and Gaube (2019) using dynamic topography. The colored lines indicate the cruise track of each field campaign. For the purposes of this report, the northern regions were combined into the “subarctic region,” and the southern regions were combined into the “subtropical region.”



Underway Optical Properties

Temperature, salinity and optical properties were measured continuously on the ship’s clean seawater supply (intake at approximately 5 m depth) during all field campaigns. A flow-through system with a diaphragm pump was employed throughout the NAAMES field campaign to avoid unwanted interference with the sampled plankton populations (Cetinić et al., 2016). The seawater was delivered through a vortex debubbler to various optical instruments. A WetLabs ACS was used to measure hyperspectral particulate attenuation and absorption, optical measurements commonly used to estimate Chl concentration (ChlACS), particulate organic carbon, and particle size index (Boss et al., 2001; Cetinić et al., 2012). The ChlACS concentrations were derived from the line height of the chlorophyll absorption peak in the red (Boss et al., 2007) and tuned using the NAAMES high performance liquid chromatography (HPLC) samples collected underway (Eq. 1). A WetLabs ECO-BB3 was used to measure the angular scatterance at 1 Hz at three wavelengths (470, 532, and 660 nm). The optical measurements use a calibration-independent technique (Slade et al., 2010) by differencing filtered measurements (0.2 μm) from total measurements (no filter).
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Optically-derived estimates of phytoplankton biomass [image: image] were calculated using particulate backscatter at the 470 nm wave band (bbp(470)) following Graff et al. (2015) according to Eq. 2:
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Modeling Phytoplankton Growth and Productivity

Phytoplankton acclimate to changing environmental conditions through a number of physiological responses. Laboratory and field observations of Cphyto to Chl ratios (θ; see Table 1 for a full listing of symbols, terms, definitions and units) follow anticipated physiological dependencies on light (photoacclimation), nutrients and temperature, which in turn can be used to estimate phytoplankton growth rate. Phytoplankton communities that encounter a significant decrease in growth irradiance (under nutrient replete conditions) will typically increase cellular Chl resulting in a decrease in θ (Figure 2A), which is paralleled by a decrease in growth rate. The opposite behavior is observed during shallow mixing, where pigmentation often decreases due to the combined influences of high-light acclimation and nutrient limitation (Figure 2B). Through our understanding of the mechanisms of photoacclimation and the environmental drivers that alter θ, it is possible to estimate growth rate and NPP.


TABLE 1. Symbols, terms, definitions and units.
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FIGURE 2. Contrasting relationships between phytoplankton carbon-to-chlorophyll ratios (θ) and growth rate (μ). (A) Relationship between θ and μ as typically observed in nutrient-replete and light-limited phytoplankton. (B) Relationship between θ and μ under steady-state light-sufficient and nutrient-limiting conditions. Adapted from Behrenfeld et al. (2016), data are from Laws and Bannister (1980) and Halsey et al. (2014).


A previously developed photoacclimation model (PaM) (Behrenfeld et al., 2016) is used here to estimate θ along the full science-intensive transect during each of the four NAAMES field campaigns. The PaM is composed of a “baseline” deep-mixing solution (θDM) and a shallow-mixing correction (ΔθSM), such that for any given mixing depth θPaM = θDM ΔθSM. A fundamental concept introduced in the development of the PaM was that molecular signals regulating chlorophyll synthesis are influenced during exposure to darkness, such that chlorophyll synthesis abates. The model assumes that this dark condition occurs at depths greater than six optical depths and that the value of θPaM for all mixing depths greater than this horizon is described by θDM (that is ΔθSM has a value of 1):

[image: image]

where PAR is the photosynthetically active radiation flux (400–700 nm, mol photons m–2 h–1), which for the current study was measured (1 min resolution) using a Licor Model LI-189 cosine sensor, and Kd is the attenuation coefficient for downwelling PAR estimated from ChlACS concentrations (Morel et al., 2007):
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For mixed layers less than six optical depths, a shallow mixing correction is added (ΔθSM) and calculated as:

[image: image]

where Ig is the median growth irradiance in the surface mixed layer:
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Herein, MLD is estimated using a dynamic threshold method based on Brunt Väisälä frequency (N2). The N2-based estimates of MLD were calculated from CTD profiles (carried out every 1–3 day–1) and defined as the depth (>5 m) at which N2 increased to a value greater than the absolute value of the standard deviation of the unsmoothed (raw) N2 profile. The discrete estimates of MLD were then linearly interpolated between casts to derive MLD for the full science intensive transect. For further details on NAAMES MLD calculations see Graff and Behrenfeld (2018).

Daily averages of θPaM for each station were then derived from the transect data and used to calculate depth-resolved estimates of phytoplankton division rate and NPP. All transect data between stations were omitted from the NPP analysis to remove the variability in model estimates driven by changes in MLD, which were not measurable when in transit. Components of the PaM (Eqs 3 and 5) were used to infer phytoplankton division rate (μ) using published relationships between μ and θ from field and laboratory studies (Figure 2):
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here the final term describes the reduction in growth rate as a result of decreasing ambient light estimated iteratively with depth. The decrease reflects the inability of photoacclimation to maintain sufficient light absorption at all light levels. The strength of the light limitation effect on μ is characterized by the exponent (−5) in Eq. 7 (Westberry et al., 2008).

θPaM was multiplied by ChlACS to yield phytoplankton biomass ([image: image]) which is assumed to be uniform throughout the photic layer (Westberry et al., 2008). Depth-resolved NPP was calculated as μ x [image: image] at each depth increment. Depth-integrated μ (∫μ) for the mixed layer was calculated as:

[image: image]

where ∫NPPMLD and [image: image] are the values of NPP and modeled Cphyto integrated through the surface mixed layer. Discrete measurements of NPP determined using 24 h 14C-uptake (see below) were used to ground-truth modeled productivity values. Means from different sampling locations and regions were compared using a one-way analysis of variance (ANOVA) and post hoc Tukey-Kramer (T-K) test when necessary (α = 0.05).



Net Primary Production Measurements

NPP was determined using 14C uptake incubations. Water collected pre-dawn from 4 to 5 depths was inoculated with 14C-labeled sodium bicarbonate and incubated in on-deck incubators at light levels corresponding to the collection depths. Following incubation (24 h, dawn-to-dawn), samples were filtered onto 0.2 μm polycarbonate membrane filters, acidified with 1 M HCl and allowed to degas for 24 h. 10 ml of liquid scintillation cocktail were added to each sample before measuring activity with a scintillation counter. Prior to incubations, three 100 μL subsamples were collected immediately following the “14C-spike” to accurately measure total activity of 14C-labeled sodium bicarbonate added to each sample. These samples were mixed with 50 μL of β-phenylethylamine and scintillation cocktail before measurement in the scintillation counter.



Phytoplankton Pigment Composition

Water samples (1–3 L) for phytoplankton pigment composition were collected from surface (5 m) Niskin bottles or the ship’s underway water supply and filtered through 25 mm GF/F filters. Filters were flash-frozen and stored in liquid nitrogen until analysis. Samples were analyzed using HPLC at the NASA Goddard Space Flight Center Ocean Ecology Laboratory following established protocols (Van Heukelem and Thomas, 2001). Degradation products and redundant accessory pigments were removed from the dataset, leaving sixteen pigments for analysis: 19′-hexanoyloxyfucoxanthin, 19′-butanoyloxyfucoxanthin, alloxanthin, fucoxanthin, peridinin, diatoxanthin, diadinoxanthin, zeaxanthin, divinyl chlorophyll a, monovinyl chlorophyll b, divinyl chlorophyll b, chlorophyll c1 + c2, chlorophyll c3, neoxanthin, violaxanthin, and prasinoxanthin. Lutein (an accessory pigment found in green algae) was also removed from the dataset, as it was undetected in >75% of samples. All pigments were normalized to total Chl a concentration before a network-based community detection analysis was performed following the methods of Kramer et al. (in review) to identify the taxonomic community to which each sample was assigned following a data-driven network-based community detection analysis.

Briefly, in the network-based community detection analysis, each sample becomes a node in the network; the edges connecting each sample to all other samples are described by the strength of the correlation between the sites. The HPLC pigment dataset is first transformed into a symmetrical adjacency matrix that describes the Pearson’s correlation coefficient between every set of samples based on the ratios of all sixteen pigments to total Chl a. The edges between samples were weighted following the Weighted Gene Co-Expression Network Analysis (WGCNA; Zhang and Horvath, 2005) before the community detection analysis was performed on the adjacency matrix. The community detection algorithm identified five distinct taxonomic communities based on the concentrations of pigments in each community: cyanobacteria, diatom, dinoflagellate, green algae/mixed population, and haptophyte.



RESULTS

Evaluation of broad scale variability in mean dynamic topography allowed the NAAMES study region to be classified into four defined provinces (Figure 1): subarctic, temperate, subtropical, and Sargasso Sea/Gulf Stream (Della Penna and Gaube, 2019). Based on similarities in physical-chemical properties and highly-defined phytoplankton community composition, we grouped subarctic and temperate provinces together and subtropical and Sargasso Sea provinces together following the approach of Bolanos et al. (in review). These broader groups are hereafter referred to as the subarctic and subtropical regions, respectively.

Water column stratification and upper ocean mixing dynamics showed strong seasonality across the four campaigns. During the winter transition (November), northern stations in the subarctic region exhibited a well-mixed upper layer >60 m (Figure 3A). As the ship progressed further south into the subtropical region, the water column became more stratified with a shallow MLD (<25 m). All stations sampled during the accumulation phase (March) were located south of 45°N in the subtropical region, where the degree of stratification varied extensively and the MLD ranged from 6 to 231 m (Table 2 and Figure 3B). Water column conditions during the climax transition (April–May; Figure 3C) and equilibrium phase (August–September; Figure 3C) were characterized by strong thermal stratification and mixed layers shallower than 35 m, with one exception during the climax transition being a strong physical disturbance where the water column was temporarily homogenized to a depth of ∼200 m immediately before arrival at one of the sampling stations (47°39.360N, 39°11.398W) (Graff and Behrenfeld, 2018).
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FIGURE 3. (A–D) Mixed layer depth (MLD) measured during the four NAAMES field campaigns (labeled at top). Blue line indicates interpolated values between casts over the course of the science intensive transect, black circles indicate MLD values estimated from CTD profiles. (E–H) Median mixed layer light levels (Ig, moles of photons m–2 h–1). (I–L) Optically-derived estimates of phytoplankton carbon ([image: image], blue circles) and chlorophyll concentration (ChlACS, green circles) binned to 1-minute resolution and plotted along the NAAMES science-intensive transect. Orange circles are HPLC-based estimates of surface chlorophyll concentration. Upper brackets distinguish subarctic and subtropical regions (see section “Spatio-Temporal Variability in Phytoplankton Carbon and Chlorophyll” for information).



TABLE 2. Mean and standard deviation, maximum and minimum values of physical, biological and chemical parameters measured during the four NAAMES field campaigns.
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Spatio-Temporal Variability in Phytoplankton Carbon and Chlorophyll

Annual cycles of mixing, stratification, and light availability (Figures 3A–H) yielded minimum Cphyto and Chl concentrations in winter, an accumulation of phytoplankton biomass in spring reaching a late spring climax, followed by an autumn decline in both properties in the subarctic and subtropical regions (Figures 3I–L). One difference between the two regions is that the subarctic climax biomass appeared slightly elevated compared to subtropical levels (Figure 3K). Both the optically-derived (ChlACS) and discrete surface measurements of Chl (HPLC from 5 m) effectively captured the spatial and temporal heterogeneity observed during each campaign (Figures 3I–L). The high temporal resolution (1 min bins) of the underway optical instruments revealed tightly coupled patterns in [image: image] and ChlACS ratios (Figures 3I–L). Nevertheless, measured [image: image] to ChlACS ratios (θopt) exhibited a 20-fold range in variability (10–235 mg m–3:mg m–3) across the four field campaigns (Figure 4). This large range was dominated by the equilibrium phase (average θopt of 94 ± 43) (Figure 4) when light intensity was at the highest and nitrate (N) concentrations were significantly lower (ANOVA, T-K, p < 0.01) as indicated by N:P (Table 2). Values of θopt during the other three campaigns (winter transition, accumulation phase and climax transition) were substantially lower and remarkably similar (28 ± 11, 27 ± 10, 27 ± 11 mg m–3:mg m–3, respectively), with the low averages indicating growth conditions in the surface mixed layer were predominantly light-limiting and nutrient-replete.


[image: image]

FIGURE 4. Estimates of the phytoplankton carbon-to-chlorophyll ratio (θ) calculated using PaM (red circles) and measured using underway optics (black circles). Values were binned to 1-minute resolution and plotted along the NAAMES science-intensive transect. Phases of the annual cycle are shown at the top and within-panel brackets distinguish geographical regions (see section “Spatio-Temporal Variability in Phytoplankton Carbon and Chlorophyll” for information).


Field-measured θopt values exhibited good agreement with θPaM for the full science-intensive transect of the four field campaigns (y = 0.85x + 12.34, r2 = 0.72, RMSE = 19.17) (Figure 4 and Supplementary Figure S1). The ability of the PaM, which only accounts for physiological light responses, to reproduce the mixed layer observations suggests that light-driven photoacclimation was the dominant driver of θ variability (Figure 4). To examine secondary drivers of the remaining unexplained θ variance, we explored influences of phytoplankton community composition on particulate backscatter by comparing it against modeled estimates of carbon. Measurements of θPaM and ChlACS both correlated strongly with θopt and HPLC observations, respectively (r2 = 0.72 and 0.95), giving confidence in the [image: image] values. For NAAMES, comparison of bbp(470) and [image: image] yielded a linear regression slope (r2 = 0.60, y = 14760x + 0.72) that was similar to previously published values (Behrenfeld et al., 2005; Graff et al., 2015; Figure 5). This finding suggests that variability in phytoplankton community composition, outside of its influence on the particle size distribution, played a significant role in observed θopt variability, particularly during the climax transition when θopt and θPaM showed the poorest match ups (Figure 4).


[image: image]

FIGURE 5. Relationship between modeled phytoplankton carbon ([image: image]) values (derived from θPaM and ChlACS) and measurements of particulate backscatter (bbp(470)) (solid line; y = 14910x + 0.70, r2 = 0.61, RMSE = 16.31) along the full science intensive transect from all four campaigns. Points show daily mean with error bars indicating standard deviations. Symbol shape indicates the dominant phytoplankton within the community, estimated using a community detection algorithm. Previously published relationships are also shown from Behrenfeld et al. (2005) (dashed line; y = 13000x + 4.55) and Graff et al. (2015) (dotted line; y = 12128x + 0.59).




Modeled Phytoplankton Growth and Primary Production

The vast majority of modeled estimates of NPP showed good agreement with measurements from 24 h 14C-uptake bottle incubations (r2 = 0.80, y = 0.99x-1.4, RMSE = 6.03, n = 138; Figure 6). Incubation values from three stations in the subarctic sampled during the climax transition also showed excellent agreement but had a markedly lower slope (r2 = 0.85, y = 0.33x + 2.1, RMSE = 6.43, n = 21; Figure 6). Potential reasons for the apparent offset are discussed below. Nevertheless, modeled NPP consistently predicted measured values from discrete depths throughout the euphotic zone (Figure 7), confirming the ability of the model to capture depth-integrated estimates of NPP (∫NPP).


[image: image]

FIGURE 6. Net primary production (NPP) estimated using carbon uptake (14C) incubations compared with modeled estimates. Solid line is regression of all data except for three stations from the climax transition campaign (y = 0.99x-1.4, r2 = 0.80, RMSE = 6.03, n = 138). Dashed line is the regression of data from the three stations only (y = 0.33x + 2.1, r2 = 0.85, RMSE = 6.43, n = 21). Symbol shape indicates the dominant phytoplankton taxa within the community, estimated using a community detection algorithm.
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FIGURE 7. Daily profiles of net primary production (NPP) during the NAAMES field campaign. Black solid line indicates depth-resolved (1 m) model estimates of NPP. Gray circles are discrete estimates of carbon-uptake measured in 24 h 14C bottle incubations. Dashed black line shows the depth of the mixed layer. Dashed gray line shows the depth of the euphotic zone. White boxes indicate the station was in the subtropical region, gray shading indicates stations in the subarctic. Each row is a different phase of the annual cycle (labeled on right).


Our analysis revealed clear trends in ∫NPP and mixed layer μ (∫μ) over the annual bloom cycle and important differences in these properties between the subtropical and subarctic regions (Figure 8 and Table 3). ∫NPP was low during the winter transition in both regions, progressively increased during the accumulation phase, peaked during the climax transition, and declined in the equilibrium phase to values similar, or slightly higher, than the winter transition (Figure 8A). Across both regions and all phases of the annual bloom cycle, ∫NPP was highest in the subarctic region during the climax transition (mean ± s.d = 1464 ± 440, maximum = 2296, units = mg C m–2 day–1). ∫μ in the winter transition was markedly higher in the subtropical region compared to the subarctic (mean 0.57 vs. 0.21; ANOVA, T-K, p < 0.05), but ∫NPP in the winter transition was similar in these regions (Figure 8C). Thus, during winter, growth rate was the primary driver of NPP in the subtropical region, whereas the standing stock of phytoplankton carbon drove NPP in the subarctic region. ∫μ increased ∼1.3-fold between the winter and climax transition phases in the subtropical region but increased ∼4-fold over the same period in the subarctic region, achieving a similar mean of ∼0.75 day–1 in both regions during the climax transition.


TABLE 3. Mean and standard deviation, maximum and minimum values of net primary production (NPP) and phytoplankton division rate (μ) measured during the four NAAMES field campaigns.
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FIGURE 8. (A) Depth-integrated net primary production (∫NPP) between the surface and depth of the euphotic layer for the subarctic (red) and subtropical (blue) regions. (B) Mean concentration of optically-derived phytoplankton carbon in the mixed layer (C) The depth-integrated phytoplankton division rate (∫μ) estimated using modeled values of ∫NPP and ∫C. Each point represents a daily estimate of data collected while on station. Boxes represent the median, first and third quartiles, whiskers are 1.5 interquartile range.




DISCUSSION

The ability to explain what drives spatio-temporal variability in phytoplankton productivity is essential for improving our understanding of global carbon dynamics. Early satellite-based approaches used Chl and predictive relationships with abiotic factors (e.g., light and temperature or nutrient concentration) to estimate depth-integrated productivity (∫NPP) at a global scale (Platt and Sathyendranath, 1993; Antoine et al., 1996; Behrenfeld and Falkowski, 1997a). Although these approaches could accurately predict ∫NPP, they could not address the sources of variability in physiology when compared to discrete field measurements, particularly the effects of photoacclimation on changes in cellular Chl [see Behrenfeld and Falkowski (1997b) and citations within]. More recently, phytoplankton growth was estimated using changes in Chl and Cphyto as a function of light, temperature, and nutrients (Behrenfeld et al., 2005), and a photoacclimation model (PaM) was developed independently to account for a deeper understanding of how phytoplankton regulate expression of Chl during deep mixing (Behrenfeld et al., 2016). Here, we show that NPP derived from PaM estimates of θ effectively captures both spatial (depth-resolved and regional scale) and temporal variability across the four NAAMES science-intensive campaigns.


Environmental Controls on Phytoplankton Growth and Productivity

In situ estimates of phytoplankton μ and NPP in the North Atlantic bloom study region are relatively sparse. Rarely since the North Atlantic Bloom Experiment (NABE) of the Joint Global Ocean Flux Study (JGOFS) have both measurements been seen as integral to characterizing the annual cycles of phytoplankton bloom dynamics, resulting in a reliance on estimates derived from satellite, floats or models (Westberry et al., 2016; Briggs et al., 2018; Mignot et al., 2018). Although NABE was more limited in both spatial and temporal scope, it did capture the late spring bloom in the western North Atlantic during the same period of time (April/May) as the NAAMES climax transition campaign. Despite a difference of almost 30 years between the two studies, the observations show very similar values. Model estimates of ∫NPP from a comparable (43° W 44° N) site on the NAAMES transect ranged from 1139 to 1214 mg C m–2 d–1, and at the northern (41°W 45°N) NABE station estimates of ∫NPP were 1140 mg C m–2 d–1 (Li et al., 1993). A slightly lower value of 1063 mg C m–2 d–1 was observed at the southern (47° W 40° N) station of NABE. This result conformed to previous findings that the bloom climax in this region (∼45°) in the North Atlantic shows relatively low inter-annual variability either in time or magnitude (Henson et al., 2009; Uitz et al., 2010). Unique to this analysis of the NAAMES campaigns is the ship-based optical assessment of phytoplankton growth rate, which can help discern the abiotic and biological controls on the annual bloom cycle.

Phytoplankton growth, and consequently NPP, is a function of light, temperature and nutrients (Geider et al., 1998). While light harvesting is subject to a variety of strategies that ultimately dictate the maximal rate of division, the scarce availability of nutrients also requires physiological adjustments that involve highly efficient tuning of downstream carbon metabolism (MacIntyre et al., 2002; Halsey et al., 2010; Talmy et al., 2013). Phytoplankton strategies to optimize growth in response to light and nutrient availability appear to be shared by a diverse array of species, with distinct physiologies and evolutionary pathways (Halsey et al., 2013). The contrasting regimes of light and nutrient availability identified in the different regions in NAAMES resulted in distinct growth dynamics over the annual cycle. These behaviors have important implications for phytoplankton taxonomic succession, trophic energy transfer, and carbon export efficiency (the fraction of NPP exported out of the euphotic zone).

Three important differences were observed in the seasonal trends of ∫μ across the two regions that help explain regional differences in the magnitude of NPP. Firstly, ∫μ was substantially higher during the winter transition in the subtropical region compared to the subarctic. Second, median values of ∫μ were very similar across the two regions during the bloom climax phase. Third, the rate of change in ∫μ between the winter transition and climax transition was nearly 4-fold in the subarctic region, compared to 1.3-fold in the subtropical region (Figure 8C). The faster division rate measured in the subtropical region is unsurprising as the growth conditions encountered here during the four field campaigns were highly favorable: higher growth irradiance (Ig), greater physical stability of the water column, and moderate nutrient availability (except for the equilibrium phase; Supplementary Figures S2, S3). Thus, mean ∫μ was relatively stable throughout the annual cycle in the subtropical region and phytoplankton growth was only moderately light-limited during the winter transition (Ig of 0.11 ± 0.01, mean ± s.d; units = moles of photons m–2 hr–1) (Figure 8). In contrast, Ig in the subarctic winter transition was an order of magnitude lower (0.012 ± 0.006 moles of photons m–2 hr–1) than that observed in the subtropical region due to deeper mixing and, to a lesser extent, lower incident light. This appeared to result in severe light limitation, which inhibited growth in the surface layer and concurs with previous findings from this region (Follows and Dutkiewicz, 2001; Henson et al., 2009).

The subtropical region defined in this study falls into a transition zone described by Henson et al. (2009), who concluded that phytoplankton in this region experience light and/or nutrient limitation. We found that ∫μ in the subtropical region remained relatively constant across the annual cycle, even with steadily decreasing N availability (Figure 9), suggesting that light, rather than nitrate or phosphate concentration (Supplementary Figures S2, S3), played the prevailing role in limiting growth. This idea is further supported by an increase in ∫μ during the climax transition when the shallow mixed layer increased light availability (Ig rose to 0.41 ± 0.35 moles of photons m–2 hr–1 in spring). The conditions giving rise to this acceleration were also evident in the subarctic region, and the maximal mean growth rates observed across the two regions were similar (Figure 8). Nutrient availability (mainly N) only approached limiting concentrations in the subtropical region during the equilibrium phase (Figure 9). During this time ∫μ was almost identical to the values observed during periods of light limitation, while in the subarctic ∫μ remained substantially higher than the values observed in winter.
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FIGURE 9. Nitrogen (N) to phosphorus (P) ratios measured in the (A) subtropical and (B) subarctic western North Atlantic. The shape of each point indicates the dominant phytoplankton taxa estimated using a pigment-based community detection analysis. Boxes represent the median, first and third quartiles, whiskers are 1.5 interquartile range. Dashed line indicates the Redfield ratio of N:P (16:1).




Annual Bloom Dynamics in the Western North Atlantic

The stability of an ecosystem can strongly influence the diversity and survival strategy of the resident population (Tilman, 1996). Within the marine environment, stability is quite often a reference to physical properties, such as the strength of stratification which is inversely correlated to the rate of vertical mixing. Seasonal variability in stratification (or stabilization) of the water column is a key feature of many prominent phytoplankton bloom hypotheses (Sverdrup, 1953; Huisman et al., 1999; Behrenfeld and Boss, 2018), whilst “turbulence” is at the core of the current paradigm of taxonomic succession (Margalef, 1978). In the western North Atlantic, it could be argued that the two regions (subtropical and subarctic) offer contrasting regimes of ecosystem stability, which have a profound influence on the taxonomy, growth and productivity of the phytoplankton community, and in turn, carbon export.

The growth dynamics discussed in the previous section provide insight into factors that shape the annual cycle of phytoplankton biomass, particularly the magnitude and termination of a bloom. In the subtropical region, ∫μ varied little over the annual cycle with only a small (1.3-fold) increase between the winter transition and climax transition. During this time, a more substantial (4-fold) change in biomass was observed as phytoplankton growth exceeded losses, leading to accumulation. The extent of accumulation, however, was significantly lower than the 7-fold change in biomass observed in the sub-arctic over the same period, during which the acceleration of growth in this region was much faster. The differences between the two regions could be explained by a tight coupling of growth-loss processes in the subtropics, with significant accumulation quickly curtailed by recoupling of grazer control (amongst other loss processes) following a mild acceleration in phytoplankton growth. Such tight coupling was likely driven by the generally stable growth conditions (high light, shallow mixed layer) in the subtropical region that facilitated consistently high phytoplankton growth rates, which in turn provided a permanent food source for higher trophic levels (Banse, 2002). In contrast, stronger decoupling from these loss processes likely occurred in the subarctic during the winter, when deeper vertical mixing resulted in more extreme light-limited growth conditions. Under such conditions, dilution of phytoplankton standing stocks would have reduced predator–prey encounter rates, resulting in a decline in predator abundance (Behrenfeld, 2014; Mayot et al., 2017). Collectively, these observations support the tenet of the Disturbance-Recoupling Hypothesis of bloom control, namely that the balance of phytoplankton growth and loss by predation determines bloom initiation and termination (Behrenfeld and Boss, 2018). The similar concentrations of biomass observed in the two regions during the winter transition is most likely explained by fewer, larger cells in the subarctic. Such divergent environments can result in very different strategies of survival and growth by the phytoplankton population, which can in turn influence the life cycles of key grazers that ultimately shape the development of a bloom (Friedland et al., 2016).



Regional Differences in Phytoplankton Community and the Implications for Carbon Export

Phytoplankton have evolved a number of growth strategies to increase competitive ability in environments of variable resource (light or nutrient) availability (Litchman and Klausmeier, 2008). Stable, stratified conditions such as those encountered in the subtropical region can often lead to phytoplankton communities dominated by taxonomic groups of smaller cell size (Finkel et al., 2010). Genetic profiling of phytoplankton community composition from NAAMES revealed that this was also the case in the western North Atlantic, with the subtropical community generally dominated by picoeukaryotes and cyanobacteria during the winter transition and climax transition (Bolanos et al. in review). Pigment-based analysis also supports this finding and reveals that significant changes occurred in the subtropical phytoplankton community during different stages of the annual cycle (Figure 9). In the subtropical winter, green algae, potentially the picoeukaryotes identified in Bolanos et al. (in review), were prevalent during the winter transition before the community shifted to haptophytes and cyanobacteria during subsequent seasons. Communities dominated by picoplankton are typically associated with rapid carbon cycling by the microbial loop, a route that leads to lowered carbon export efficiency due to respiration losses incurred as particulate matter is processed through the trophic web of smaller zooplankton, ciliates and bacteria (Worden et al., 2015). In the comparably unstable conditions of the high latitudes, phytoplankton that possess an ability to grow rapidly in highly changeable conditions tend to prosper, leading to a more “classic” food chain (e.g., diatom-copepod-fish) often typical of upwelling and other productive regions (Schmoker et al., 2013). The larger phytoplankton cells that thrive in such conditions allow for more rapid sedimentation of particulate matter and increased export efficiency (Henson et al., 2019). Although only pigment-based composition of phytoplankton was considered in the study presented here, Imaging FlowCytobot data show both seasonal and regional differences in community composition. Nano-size cells (including diatoms <10 μm) dominated both subarctic and subtropical communities during the winter transition, with high relative contributions of small diatoms to the total phytoplankton biovolume in the southernmost stations of the subtropical area of study. Whereas small cells continued to dominate communities in both subarctic and subtropical regions during the climax transition period, median cell size was higher in the subarctic region (Bolanos et al., in review).

A pronounced presence of prymnesiophytes and Euglenida (flagellates) in the subarctic during the climax transition (Bolanos et al., in review) may provide an important clue to explain the divergent slope in the modeled versus measured NPP relationship for the three stations occupied at this time (Figure 6). Bloom termination occurs as a result of recoupled phytoplankton growth and grazing pressure (Behrenfeld and Boss, 2018). It is conceivable that the 24 h dawn-to-dawn 14C-incubations yielded markedly lower NPP values than the model estimates because 14C -labeled Cphyto was rapidly recycled by grazers during the incubation. In fact, short term (2 h) 14C -incubations performed midday on the same days as the 24 h 14C -incubations during the climax transition in the subarctic gave carbon fixation rates that were among the highest measured across all campaigns (data not shown). This contrast between 2 h versus 24 h 14C-incubations suggests that respiration of newly fixed Cphyto by the grazing community during the 24 h incubation caused measured NPP to appear ∼3-fold lower than the actual NPP rate.



CONCLUSION

The amount of carbon sequestered during a large phytoplankton bloom is ultimately driven by biomass rather than the division rate of the population, emphasized here during the climax transition of NAAMES. However, by examining differences in growth rate we are able to glean important information about the growth conditions and strategies implemented by the phytoplankton community as they adapt to the limitations imposed by their extant environment. If we are to further our understanding of global carbon cycling, more detailed knowledge of the spatial and temporal dynamics of phytoplankton division rate are required. Such an understanding of the physiological behaviors of diverse phytoplankton will not only provide insight into the resulting taxonomic composition of the phytoplankton community but also resolve the grazing population and the predator-prey dynamics that notably dictate the fate of the fixed carbon.
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A Corrigendum on
 Phytoplankton Growth and Productivity in the Western North Atlantic: Observations of Regional Variability From the NAAMES Field Campaigns

by Fox, J., Behrenfeld, M. J., Haëntjens, N., Chase, A., Kramer, S. J., Boss, E., et al. (2020). Front. Mar. Sci. 7:24. doi: 10.3389/fmars.2020.00024



In the original article, two typographical errors occurred in equations. Equation (5) was specified as:
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but the first term of the numerator should have contained a positive rather than a negative. The correct version is:
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There was also an error in Equation (7). The growth term of the model, derived from coefficients in Figure 2, was incorrectly expressed as:
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but should have been written as:
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The authors apologize for this error and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.

Copyright © 2021 Fox, Behrenfeld, Haëntjens, Chase, Kramer, Boss, Karp-Boss, Fisher, Penta, Westberry and Halsey. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 17 March 2020
doi: 10.3389/fmars.2020.00139





[image: image]

Phytoplankton Phenology in the North Atlantic: Insights From Profiling Float Measurements

Bo Yang1*, Emmanuel S. Boss2, Nils Haëntjens2, Matthew C. Long3, Michael J. Behrenfeld4, Rachel Eveleth5 and Scott C. Doney1

1Department of Environmental Sciences, University of Virginia, Charlottesville, VA, United States

2School of Marine Sciences, University of Maine, Orono, ME, United States

3Climate and Global Dynamics Laboratory, National Center for Atmospheric Research, Boulder, CO, United States

4Department of Botany and Plant Pathology, Oregon State University, Corvallis, OR, United States

5Geology Department, Oberlin College, Oberlin, OH, United States

Edited by:
Michael Arthur St. John, Technical University of Denmark, Denmark

Reviewed by:
Tom Trull, Commonwealth Scientific and Industrial Research Organisation (CSIRO), Australia
Cara Nissen, ETH Zürich, Switzerland

*Correspondence: Bo Yang, by3jr@virginia.edu

Specialty section: This article was submitted to Marine Ecosystem Ecology, a section of the journal Frontiers in Marine Science

Received: 02 October 2019
Accepted: 24 February 2020
Published: 17 March 2020

Citation: Yang B, Boss ES, Haëntjens N, Long MC, Behrenfeld MJ, Eveleth R and Doney SC (2020) Phytoplankton Phenology in the North Atlantic: Insights From Profiling Float Measurements. Front. Mar. Sci. 7:139. doi: 10.3389/fmars.2020.00139

Phytoplankton division rate (μ), loss rate (l), and specific accumulation rate (r) were calculated using Chlorophyll-a (Chl) and phytoplankton carbon (Cphyto) derived from bio-optical measurements on 12 Argo profiling floats in a north-south section of the western North Atlantic Ocean (40° N to 60° N). The float results were used to quantify the seasonal phytoplankton phenology and bloom dynamics for the region. Latitudinally varying phytoplankton dynamics were observed. In the north, the CPhyto peak was higher, occurred later, and was accompanied by higher total annual CPhyto accumulation. In contrast, in the south, stronger μ-r decoupling occurred despite smaller seasonal variations in mixed layer depth (suggesting the possibility of other ecological forcing), and was accompanied by an increasing portion of winter to total annual production, consistent with relief of nutrient limitation. The float observations of phytoplankton phenology for the mixed layer were compared to ocean color satellite remote sensing observations and found to be similar. A similar comparison to an eddy-resolving ocean simulation found the model only reproduced some aspects of the observed phytoplankton phenology, indicating possible biases in the simulated physical forcing, turbulent dynamics, and bio-physical interactions. In addition to seasonal patterns in the mixed layer, the float measurements provided information on the vertical distribution of physical and biogeochemical quantities and therefore are complementary to the remote sensing measurements. Seasonal phenology patterns arise from interactions between “bottom-up” (e.g., resources for growth) and “top-down” (e.g., grazing, mortality) factors that involve both biological and physical drivers. The Argo float data are consistent with the disturbance recovery hypothesis over the full, annual seasonal cycle; for the late winter/early spring transition, the float data are also consistent with other bloom hypotheses (e.g., critical photosynthesis, critical division rate, and meso/sub-mesoscale physics) that highlight the importance of brief, episodic boundary layer shoaling for decoupling of division and grazing rates.

Keywords: phytoplankton bloom, North Atlantic, profiling float, chlorophyll, backscattering


INTRODUCTION

Seasonal cycles in phytoplankton productivity and biomass vary significantly across the global ocean, especially in high latitude regions where strong seasonal variability occurs in environmental conditions (Yoder and Kennelly, 2003; Longhurst, 2007). Organic carbon produced by phytoplankton photosynthesis is a major source of the energy supporting the marine food web as well as an important part of the global carbon cycle (Takahashi et al., 2009). Studies of phytoplankton seasonal timing or phenology, therefore, have been a major focus in oceanography and ecology. The sub-polar North Atlantic region has been of particular interest because of the massive phytoplankton biomass increase (bloom) that occurs there each winter into spring (Obata et al., 1996; Dale et al., 1999; Siegel et al., 2002). A commonly used identifier for the period when phytoplankton blooms develop is the phytoplankton accumulation rate (r) becoming positive, when the specific division rate (μ) exceeds the specific loss rate (l, r = μ− l > 0) (Behrenfeld, 2010).

Historically the North Atlantic spring bloom was explained with the “Critical Depth Hypothesis,” which includes the original “Critical Photosynthesis Hypothesis” and the modified “Critical Division Rate Hypothesis” (Gran and Braarud, 1935; Sverdrup, 1953; Smetacek and Passow, 1990). Both hypotheses assumed, for simplicity and field data limitations, that l is a constant and independent of μ, and as a result the bloom initiation was viewed as a “bottom-up” process, focusing on limiting factors (light) for μ rather than factors influencing l (e.g., grazing, mortality). A modified version of “Critical Division Rate Hypothesis” was established later as the “Critical Turbulence Hypothesis,” which used a definition of “active mixed layer” instead of a temperature/density-based mixed layer depth (Huisman et al., 1999; Taylor and Ferrari, 2011b). Based on satellite observations, Behrenfeld (2010) suggested that in the North Atlantic phytoplankton biomass accumulation starts in early winter before the mixed layer starts shoaling when one calculates biomass accumulation from the rate of change in the vertically integrated phytoplankton population that begins to rise prior to increases in surface phytoplankton concentration. These findings led to the “Dilution–Recoupling Hypothesis” (Behrenfeld, 2010). Furthermore, studies have also shown the impacts of meso/sub-mesoscale physics on the phytoplankton bloom (e.g., Taylor and Ferrari, 2011a; Mahadevan et al., 2012; Mahadevan, 2016; Lacour et al., 2017; Rumyantseva et al., 2019).

Beyond the studies on the spring bloom, efforts have also been made to address annual phytoplankton dynamics (e.g., Evans and Parslow, 1985; Chiswell et al., 2015). In the past decade, advances in satellite remote sensing techniques made it possible to perform long-term monitoring of phytoplankton dynamics, greatly extending our knowledge of the annual phytoplankton phenology (e.g., Behrenfeld, 2010; Behrenfeld et al., 2013; Behrenfeld and Boss, 2018). For example, with satellite remote sensing data and the Biogeochemical Element Cycling–Community Climate System Model (BEC-CCSM), the “Dilution–Recoupling Hypothesis” was further developed as the “Disturbance and Recovery Hypothesis (DRH)” (Behrenfeld and Boss, 2013, 2018; Behrenfeld et al., 2013) in the context of the phytoplankton annual cycles.

In the case of the subpolar and temperate North Atlantic, according to DRH, the mechanism behind the annual phytoplankton dynamics can be explained as follows (Behrenfeld et al., 2019). During late spring or early summer, loss rates l begin catching up with division rate μ, due to enhanced grazing in the stratified shallow mixed layer. When μ approaches its annual maximum, μ and l move toward near-equilibrium (r = μ− l ≈ 0) and phytoplankton biomass stabilizes or starts to decrease (r = μ− l < 0) (equilibrium phase). From late summer into autumn, the mixed layer starts deepening and the light-level decreases, causing decreases in both μ and r (depletion phase, but a fall bloom could happen due to increased nutrient supply and/or dilution effect from the deepening mixed layer). In the winter despite the deep mixed layer, low light-level and low phytoplankton division rate (μ), phytoplankton biomass (r) starts to accumulate (bloom is initiated) because the deep mixing reduces the encounter rate between phytoplankton and grazers and therefore reduces l (dilution phase). In the following spring, with the shoaling mixed layer and increasing light level, μ increases and stays ahead of l, which maintains positive r and continues phytoplankton biomass accumulation (accumulation phase). The accumulation phase is often associated with a rapid increase in surface phytoplankton biomass, the phenomenon that led to the traditional interpretation of spring bloom timing.

With “state-of-the-art” satellite remote sensing approaches, the upper ocean (e.g., euphotic layer, or mixed layer) is often treated as a single box so that the phytoplankton dynamics in this box can be derived from satellite remote sensing measurements at the ocean surface. Recent developments in autonomous ocean sensor platforms (e.g., gliders, Argo profiling floats) provide an important complementary approach to satellite remote sensing for high-resolution (e.g., higher sampling frequency, vertical profiling capability) observation and regions with high solar zenith angles or obscured by clouds. Bio-optical measurements on Argo profiling floats have been utilized for the North Atlantic in recent years. For example, Boss and Behrenfeld (2010) used the data from an Argo float between 48° N to 52° N, and a more recent study from Mignot et al. (2018) averaged the data from 7 floats between 52° N to 65° N to form one climatological dataset. Both studies showed phytoplankton biomass accumulation in the winter before the spring bloom for the vertically integrated phytoplankton population. However, the earlier Argo-based studies in this area focused on the northern region and lacked information regarding north-south variations and the vertical structure of phytoplankton dynamics within in the region.

New float observations allow us to build-on and extend previous studies of phytoplankton seasonal phenology in the western North Atlantic. In 2016 and 2017, 12 Argo floats were deployed during the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES)1 funded by the National Aeronautics and Space Administration (NASA) (Behrenfeld et al., 2019), thereby providing an unique opportunity to study the phytoplankton dynamics and to further test the DRH along a north-south transect from 40° N to 60° N. In this study, the research area was divided into four sub-regions and climatologies of phytoplankton carbon (Cphyto), division rate (μ), loss rate (l), and specific accumulation rate (r) for each sub-region were derived using bio-optical measurements on Argo floats from 2016 to 2018. The Argo-derived mixed layer phytoplankton phenology was also compared to estimates from satellite remote sensing observations and a model simulation. Furthermore, the vertical distribution of phytoplankton carbon production was studied with the Argo data.



MATERIALS AND METHODS


Float Data

Fluorescence-based chlorophyll-a concentration (Chl), phytoplankton carbon biomass (Cphyto), salinity (S), temperature (T), and pressure (P) data used for phytoplankton metrics calculation were obtained from 12 biogeochemical Argo profiling floats deployed during the NAAMES expeditions (Figure 1). Chl was calibrated against discrete samples and corrected for non-photochemical quenching. Cphyto was calculated from the float-measured backscattering (following the conversion of Graff et al., 2015 and assuming a spectrally varying power-law exponent of particulate backscattering of −0.78 when extrapolating from 700 nm, see the Supplementary Material for details). The float data and documentation for detailed processing protocols are available at: http://misclab.umeoce.maine.edu/floats/. The depth resolution was ∼2 m in the upper 500 m and ∼4 m from 500 m to 1000 m, and the profiling frequency for each float varied from 1 to 5 days. For each float, if multiple profiles were obtained in 1 day, only the data from the profile at dawn were used for that day. In this work, the float data were binned into 5-day time bins corresponding to the lowest profiling frequency.
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FIGURE 1. Trajectories of 12 profiling floats deployed during NAAMES expeditions with the initial float deployment locations denoted by filled circles. The bar chart (right bottom) indicates float deployment durations. The float data is available at: http://misclab.umeoce.maine.edu/floats/.


Phytoplankton specific division rate, μ (d–1), for the mixed layer was calculated as (Behrenfeld et al., 2005):

[image: image]

where Chl and Cphyto were the mixed layer mean Chlorophyll-a concentration (mg m–3) and the mixed layer phytoplankton carbon biomass (mg m–3), respectively, and Ig was the daily mixed layer median light level (mol photons m–2 h–1), which was given by:

[image: image]

Mixed layer depth (MLD) (m) was defined by a density offset from the value at 10 m using a threshold of 0.03 kg m–3 (de Boyer Montégut, 2004), where the density profile is computed using float-measured temperature (T) and salinity (S). A satellite product (Modis-Aqua, as described in section “Satellite Data”) for surface Photosynthetically Active Radiation (PARsurf) was used to compute I0 due to the fact that high-quality float-measured PAR was not available. The diffuse attenuation coefficient at 490 nm (k490, m–1) used in Eq. 2 was calculated from float-measured mixed layer Chlorophyll-a concentration (Morel and Maritorena, 2001):
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As pointed out by previous studies, the Chl/Cphyto ratio may vary seasonally due to community variations (Cetinić et al., 2015; Schallenberg et al., 2019), therefore it should be noted that the empirical relationships used to derive μ from Chl/Cphyto may not hold for all seasons and regions.

Mixed layer phytoplankton specific net accumulation rate, r (d–1), was calculated from temporal changes in Cphyto between two time points (Behrenfeld et al., 2013):
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where ΣCphyto and Cphyto were the mixed layer phytoplankton carbon vertical inventory (mol C m–2) and concentration (mol C m–3), respectively. The isolume depth Z(0.415) (m) was defined as the depth below which light is insufficient for photosynthesis (I = 0.415 mol photon m–2 d–1) (Letelier et al., 2004; Boss and Behrenfeld, 2010). Eq. 4 accounted for the scenario when mixed layer deepening dilutes the phytoplankton population with phytoplankton-free water from below. Because they were based on net biomass changes, r values calculated from Eqs. 4 and 5 account for both biological processes and physical transport. r is designed such that winter-time dilution by entrainment of waters from below the mixed layer is not interpreted as a biological loss.



Satellite Data

Satellite-based (MODIS-Aqua) estimates of surface phytoplankton carbon biomass, phytoplankton specific division rate, MLD, and surface PAR from 2015 to 2018 were obtained from the Oregon State University Ocean Productivity Website.2 The satellite products were compiled using the Carbon-based Productivity Model (CbPM, Behrenfeld et al., 2005; Westberry et al., 2008), with a spatial resolution of 0.167° by 0.167° and a temporal resolution of 8 days. Satellite-estimated μ and Cphyto data were used directly in this analysis, while the mixed layer r values were calculated from Cphyto with Eqs. 4 and 5. It should be noted that MLD could not be directly measured by satellites, and the satellite-based CbPM model uses MLD data from the HYbrid Coordinate Ocean Model.3



Eddy-Resolving Ocean Model Output

The eddy-resolving ocean physical-biogeochemical model output from Harrison et al. (2018) was used for our analysis. The model simulation was conducted using the ocean component of the Community Earth System Model version 1 (CESM1, Hurrell et al., 2013), with a spatial resolution of 0.1°. The CESM ocean physics component, known as the Parallel Ocean Program (POP v2, Smith et al., 2010), was coupled with the Biogeochemical Elemental Cycle (BEC) model (Moore et al., 2013). Harrison et al. (2018) documented in detail the procedures used for the physical and biogeochemical model initialization, forcing, spin-up, and model integration, which was deemed by the authors sufficient to examine the effect of mesoscale eddies on seasonal phytoplankton dynamics and large-scale biogeographical patterns relative to a lower resolution control simulation. We used the final year of the 5-year, fully coupled (prognostic physics and biogeochemistry) from the CESM eddy resolving simulation for comparison with the float and satellite data.

The simulated biogeochemical tracers, including phytoplankton, are advected and mixed by the POP prognostic physics and affected by biogeochemical source and sink terms. The model output includes the carbon fixation rate, carbon biomass (total carbon), and chlorophyll for small phytoplankton, diatom, and diazotroph functional groups, as well as the loss from aggregation, mortality, and grazing. Phytoplankton division rates are determined from temperature, light, and nutrient (N, P, Fe, and for diatoms additionally Si) levels following standard model equations and functional forms (Moore et al., 2013). Loss processes from the surface layer include zooplankton grazing, mortality, and downward physical transport associated with advection and turbulent mixing. The model tracks a single zooplankton group that grazes differentially on the functional groups; diatoms are treated as a larger size class generating enhanced vertical export via zooplankton grazing and aggregation. The phytoplankton growth, mortality, and grazing parameters also differ across the functional groups and were chosen to encourage elevated diatom fraction under bloom conditions because of decoupling of diatom growth and grazing under appropriate light and nutrient conditions. More details on the BEC model equations included in the Supplementary Material.

The model mixed layer r (d–1) was calculated from temporal changes in the simulated total carbon biomass between two 5-day averages using Eqs. 4 and 5, and model mixed layer μ and l (both in d–1) were calculated as the ratios of total carbon fixation and total carbon loss to total phytoplankton carbon, respectively.
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where the total carbon fixation and total carbon were sums of carbon fixation and carbon biomass for small phytoplankton, diatom, and diazotroph, and total carbon loss included the grazing and mortality terms, and for diatoms the aggregation term, of the above-mentioned three functional groups.

The biogeochemical model admittedly has weaknesses and by construction must abstract many aspects of a complex plankton ecosystem. However, the level of detail in the simulation of trophic interactions is in line with other basin to globe ocean biogeochemical models (Hashioka et al., 2013). Over most of the year and in particular during bloom periods, phytoplankton losses tend to be dominated in the model by zooplankton grazing, reflecting the seasonal ramp up of zooplankton biomass and reduced grazing limitation term at high prey concentrations. The phytoplankton mortality term contributes to a smaller background loss throughout the year and is comparable to the low grazing losses during the winter deep convection periods. The simulated patterns of phytoplankton-zooplankton seasonal phenology and grazing losses are qualitatively similar to reported dynamics from limited process studies, but we lack sufficient direct information from field studies to constrain grazing patterns at basin and seasonal scales. In previous studies with a coarse-resolution simulation of the CESM model, Behrenfeld et al. (2013) demonstrated that the model formulation of net phytoplankton growth and loss exhibited considerable success in capturing the seasonal phenology in the North Atlantic as found in satellite observations, providing some confidence in the model grazing formulation. The simulation dynamics (phytoplankton growth, grazing, and other loss processes) also are broadly consistent with the underlying mechanisms of the DRH (Behrenfeld et al., 2013), thus motivating the comparison of the high-resolution simulation to the Argo float data.

The model outputs used in this work should be viewed as a statistical representation of the system and are not expected to exactly match in situ observations because: (1) the model used “Normal Year” forcing which does not match synoptic atmosphere forcing events of a particular year or include inter-annual variability; and (2) the eddy resolving model has its own turbulent dynamics that do not match the specific ocean eddy field encountered during the field observations. Although the model may not correspond to the exact phytoplankton phenology shown by the Argo and satellite observations, it does provide an internally consistent framework and is thus a useful reference for comparison. The identification of when and where the model deviates from observed patterns in phytoplankton bloom dynamics and seasonal phenology also offers a basis for prioritizing future model development and refinement efforts.



Construction of Regional, Climatological Patterns in Bloom Phenology

Based on geographic locations and data availability of the float measurements, the study area was divided into four geographic regions (D1-D4, see Figure 1). Seasonal climatologies for the float data were created for each parameter with the following number of Argo profiles by region: 249 for D1, 635 for D2, 381 for D3, and 259 for D4. A monthly climatology of r profiles was also created with Argo float data for each region to study the vertical distribution of phytoplankton carbon net production and loss. For the satellite and model data, climatologies were based on the mean values of each region, which provide a better statistical representation given the substantial mesoscale variability within the D1–D4 regions because: (1) the float measurements were not evenly distributed (spatially or temporally); and (2) there were significantly less satellite data available if we only chose the satellite data along the float trajectories. Averaging over the regional boxes was also required for the model output because, by construct, details of the eddy-resolving fields did not match the actual situation along the observed float trajectories given the use of climatological forcing and the model internally generated turbulent field.



Criteria Used to Identify Disturbance Recovery Hypothesis (DRH) Phases

We identify the time periods for the four disturbance recovery hypothesis (DRH) phases using three parameters: (1) the time rate of change in MLD (dMLD/dt), which indicates whether the mixed layer is deepening or shoaling; (2) the time rate of change in normalized Cphyto (1/Cphyto∗d Cphyto/dt), which indicates the change of mixed layer phytoplankton concentration, and (3) r, which indicates specific net phytoplankton accumulation rate according to Eq. 4 [when mixed layer is deepening and MLD > Z(0.415)] and Eq. 5 [when mixed layer is shoaling or MLD < Z(0.415), in this case r equals 1/Cphyto∗d Cphyto/dt].

The criteria used to identify the characteristics of each DRH phase are listed in Table 1. For the equilibrium phase (phase A) beginning in late spring or summer, the mixed layer was shallow and stable (dMLD/dt ≈ 0) and relatively high μ was balanced by enhanced grazing or other loss mechanisms (l) in the stratified shallow mixed layer. Therefore, both 1/Cphyto∗d Cphyto/dt and r moved toward near-equilibrium (near zero), and they were mostly identical. For the depletion phase (phase B) in late summer to autumn, the mixed layer started deepening (dMLD/dt > 0), μ decreased due to lower light levels, and phytoplankton concentration started decreasing (1/Cphyto∗d Cphyto/dt < 0). Meanwhile, as l also decreased (due to dilution effect), the mixed layer biomass r could be negative or near-zero (depending on whether μ or l decreased faster). As the mixed layer continued deepening, phase C in the late autumn or winter was mainly controlled by the dilution effect, when phytoplankton concentrations were stable or decreasing (1/Cphyto∗d Cphyto/dt < 0 or ≈ 0) but the integrated mixed layer biomass increased (r > 0). In the following spring (phase D), a shoaling mixed layer (dMLD/dt < 0) and increasing light level caused μ to exceed l, which led to an increase in phytoplankton concentration and an acceleration in the biomass accumulation rate (1/Cphyto∗d Cphyto/dt = r > 0).


TABLE 1. Summary of the criteria used to identify the phytoplankton seasonal phenology characteristics described by the Disturbance Recovery Hypothesis (DRH) based on temporal variations of mixed layer depth MLD (entrainment versus shoaling), mixed layer phytoplankton biomass Cphyto, and specific net phytoplankton accumulation rate r from Eq. 4 and 5.

[image: Table 1]An analysis based on the relationship between dμ/dt and r in the context of DRH (based on Eq. 8 in Behrenfeld and Boss, 2018) was also included in the Supplementary Material.



RESULTS AND DISCUSSION


Observed/Modeled Spatial-Temporal Variability in Surface Photosynthetically Active Radiation (PARsurf) and Mixed Layer Depth (MLD)

Surface Photosynthetically Active Radiation (PARsurf) and mixed layer depth (MLD) are two important environmental parameters essential for characterizing phytoplankton growth and biomass accumulation. As shown by the satellite data, surface PAR for phytoplankton growth increased from the north to south (Figures 2A, 3A, 4A, 5A), with the PARsurf seasonal maximum (from 1.5 to 2 mol photon m–2 h–1) around May to July (late spring/summer) and the minimum (from 0 to 0.3 mol photon m–2 h–1) in January. Only the northernmost D1 region had near-zero PARsurf in January. The PARsurf from CESM (estimated as a constant fraction of solar short-wave heat flux) showed similar trends with slightly lower light level in the spring and summer months. For all four regions, MLD from all three approaches started deepening and shoaling around September and March, respectively (Figures 2B, 3B, 4B, 5B). The northernmost D1 region had the deepest winter MLD at about 500 m, while the winter MLD for other regions were around 200 to 300 m. For most of the year the isolume depth (below which light is insufficient for photosynthesis) Z(0.415) was shallower than MLD except for June to September when they were similar. Z(0.415) values increased from north to south as PARsurf increased.
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FIGURE 2. Seasonal climatologies of (A) surface photosynthetically active radiation (PARsurf), (B) mixed layer depth (MLD, m), (C) mixed layer phytoplankton carbon biomass (Cphyto, mg m–3), (D) mixed layer phytoplankton specific division rate (μ, d–1), and (E) mixed layer phytoplankton net accumulation rate (r, d–1) from Argo floats, satellite, and model simulation (blue: Argo, red: satellite, yellow: model) for region D1 (see map in Figure 1 for region boundaries). Note that the MLD used in satellite algorithm came from HYCOM. The lighter shadings represent one standard deviation. The dashed blue line in panel b represents the isolume depth Z(0.415) derived from Argo measurements (see section “Float Data” for details).
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FIGURE 3. Seasonal climatologies of (A) PARsurf, (B) MLD, (C) Cphyto, (D) μ, and (E) r from Argo floats, satellite, and model simulation for region D2. See the caption of Figure 2 for details.
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FIGURE 4. Seasonal climatologies of (A) PARsurf, (B) MLD, (C) Cphyto, (D) μ, and (E) r from Argo floats, satellite, and model simulation for region D3. See the caption of Figure 2 for details.
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FIGURE 5. Seasonal climatologies of (A) PARsurf, (B) MLD, (C) Cphyto, (D) μ, and (E) r from Argo floats, satellite, and model simulation for region D4. See the caption of Figure 2 for details.


The MLD from all three approaches (float, satellite, and model) had similar seasonal patterns and geographic trends, although values from CESM were significantly shallower in the winter. From the perspective of the DRH, the general similarity in the timing of entrainment versus detrainment suggests that all three approaches are capable of capturing the proposed effect of dilution on decoupling production and loss terms, though with weaker magnitude in the model. Model MLD discrepancies in this region have been identified previously and are not unexpected given the complex, regional pattern of deep and shallow winter MLD linked to the positions of the Gulf Stream/North Atlantic Drift and Labrador Current, air-sea fluxes, lateral advection and turbulent mixing, and boundary layer dynamics (Moore et al., 2013; Harrison et al., 2018).



Observed/Modeled Spatial-Temporal Variability in Phytoplankton Carbon Biomass (Cphyto), Growth Rate (μ) and Carbon Accumulation Rate (r)

The overall magnitude of year-round mixed layer Cphyto decreased from the north to the south (Figures 2C, 3C, 4C, 5C, also see Figure 6), with the peak occurring in the summer for the northern regions (D1 and D2) and late spring for the southern regions (D3 and D4). Winter biomass (the inoculum for the spring bloom) made a greater contribution to annual biomass in the southern regions, as the summer/spring Cphyto decreased from north to south while winter Cphyto increased from north to south. As indicated by the standard deviation (light shadings), spatial variations also decreased from north to south, indicating that the northern regions were more dynamic than the southern regions (Glover et al., 2018). In general, the overall magnitude of year-round mixed layer μ increased as latitude decreased and PARsurf increased (Figures 2D, 3D, 4D, 5D). The peak of μ from the Argo float data occurred earlier at lower latitudes than further north (around August to September for the northernmost region D1, and July for the southernmost region D4), which could be attributed to surface nutrient limitation (Garcia et al., 2013) in the southern regions (surface nutrient depletion in the summer “throttled” phytoplankton growth despite the improved light condition). Similar to μ, the peak in r occurred earlier and with higher positive winter values at lower latitudes (Figures 2E, 3E, 4E, 5E). It should be noted that in several cases both satellite and Argo float data had zero or near-zero chlorophyll readings in the winter (that could due to sensitivity of the optical sensors) while the float backscatter sensors still detected positive signals (that could be from non-phytoplankton contributions, or the uncertainties of the algorithm used to calculated Cphyto from backscattering), which led to positive r values (indicating biomass accumulation) with corresponding μ values being zero or near zero (indicating no growth).
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FIGURE 6. Seasonal climatologies of Cphyto, μ, l, and r from Argo floats for all 4 regions (panels (A–D) represent regions D1–D4). Unit for μ, l, and r is d–1.




Comparisons Between Argo, Satellite Remote Sensing, and Model Results

Overall, the Argo float-derived Cphyto, μ, and r were very comparable (in both seasonality and magnitude) with the satellite-derived counterparts. For Cphyto, the Argo and satellite results showed good agreement except for the northernmost D1 region with higher float Cphyto. The μ values from Argo floats and satellite observations had similar temporal trends and magnitudes, with the Argo floats indicating higher μ (than satellite) from May to August for all 4 regions and the satellite-derived μ showing higher values (than Argo float) from August to October for the southern regions D3 and D4. r derived from Argo measurements agreed well with the satellite remote sensing observations. The small discrepancies between satellite and Argo approaches for Cphyto, μ, and r were most likely due to differences between Argo and satellite spatial and temporal coverage (see section “Construction of Regional, Climatological Patterns in Bloom Phenology”).

The comparison results between the CESM model simulation and Argo/satellite approaches were more complicated. The model did capture most of the seasonal variations in Cphyto, but with significant difference in magnitude during the periods when Cphyto was high (e.g., modeled early summer Cphyto was lager in D1, D3, and D4 than the Argo/satellite results, but smaller in D2). Because the modeled Cphyto had similar temporal trends to the Argo/satellite results in all four regions, the modeled r (derived from modeled Cphyto) did reproduce most aspects of the seasonal phenology shown by the Argo/satellite approaches, such as weak (but positive) biomass accumulation in the winter, increased biomass accumulation rate in the spring, near-equilibrium (r ≈ 0) in late summer or fall, and the depletion phase after that. The largest discrepancy between model and Argo/satellite results was in the division rate μ. The modeled μ were similar in all four regions with values between 0.1 and 0.5 d–1 and peak values in the summer, which were different from the Argo and satellite results. Such differences in the magnitude of Cphyto and the trend/magnitude of μ could be attributed to potential model biases in the formulation of phytoplankton growth and loss terms and/or the different physical forcing used in the model, or systematic differences due to the productivity models used in the Argo/Satellite approaches. The attribution of causes of the model biases identified here could result from various model physical and biogeochemical deficiencies that are beyond the scope of the current study, which is focused primarily on float data. The identified model biases will be investigated in future studies that focus in more detail on the simulation dynamics.



Mixed Layer Phytoplankton Phenology Based on Argo Observations

Overall, the year-round variations of μ, r, l, and Cphyto for all four regions from the Argo data (Figure 6) were very similar to Figure 5f from Behrenfeld and Boss (2018) for the DRH scenario. Our analysis of seasonal variations in phytoplankton phenology starts from the pre-bloom conditions in late fall and winter. Despite the low light level (PARsurf), decreasing μ, and deepening MLD, positive r (phytoplankton biomass accumulation rate, gray lines in Figures 6A–D) started to appear around November for all four regions. Furthermore, the magnitude of positive r was larger in the southern regions (40° N – 55° N, D2 – D4) than in the northern region (55° N –60° N). These findings complement previous Argo observations in the northern region above 48° N (Boss and Behrenfeld, 2010; Mignot et al., 2018). Overall, the observed winter phytoplankton biomass accumulation in November and December was consistent with the disturbance recovery hypothesis (DRH), which states that deep winter mixing is important for the North Atlantic bloom initiation as it reduces the encounter rate between phytoplankton and grazers (“top-down” process).

From January to March, the Argo observations showed low signals of μ (zero or small positive values, blue lines in Figures 6A–D), which could suggest either (1) such a signal was too weak to be captured by Argo measurements or (2) μ was derived from bio-optical parameters and empirical relationships rather than direct measurements, and such relationships may not hold for all seasons and regions. Positive r values were observed in winter by the Argo measurements in all four regions. For the D1 region, a significant positive r signal was found in early January that subsequently decreased to near-zero until March. For regions D2 to D4, r stayed positive throughout this period but fluctuated significantly in magnitude. Such fluctuating patterns indicated that phytoplankton dynamics in late winter/early spring could be the combined result of periodic reductions in grazing (“top-down” process) due to deepening MLD and periodic increases in phytoplankton growth (increasing μ, “bottom-up” process) from improved light conditions (increasing PARsurf and MLD shoaling with episodic stratification events). Thus, the Argo float data may be consistent, on different time and space-scales, with the disturbance recovery hypothesis over seasonal time-scales as well as other bloom hypotheses, such as the critical turbulence hypothesis that highlights the importance during the late winter/early spring transition of brief, episodic boundary layer shoaling for decoupling of division and grazing rates (Fischer et al., 2014).

From March to June, MLD shoaled rapidly and surface light increased continually. μ continued to increase throughout this period in all four regions, while r fluctuated between positive and negative values. Such coupling/decoupling patterns of μ and r indicated the interplay of “bottom-up” (increase in phytoplankton growth due to improved environmental conditions) and “top-down” (increase in grazing due to the shoaling MLD) controls of phytoplankton dynamics, consistent with patterns described by DRH.

After May/June, r started dropping as the mixed layer continued shoaling and stratification increased, with values approaching zero despite the continuously increasing μ. Such decoupling of μ and r also supports the DRH in which near-equilibrium conditions prevail over the stratified summer period, when μ and l are in approximate balance. After August, both μ and r decreased as the mixed layer deepened and light levels decreased. This “depletion phase” (r < 0) is a result of lags in the relationship between phytoplankton loss rates and division rates (Behrenfeld and Boss, 2018).

With the criteria listed in Table 1, we identified the DRH phases for each region based on the Argo float data, with the results presented in Figure 7 as color-coded, shaded bars for each identified phase (periods that did not meet all three criteria were left blank). The four different DRH phases could be identified in all four regions along the north-south transect. The summer near-equilibrium phase (phase A) arrived earlier for the lower latitude regions and, for most cases, values of 1/Cphyto∗d Cphyto/dt and r fluctuated between positive and negative rather than staying around zero for the whole phase. All regions except D1 had a period with positive r (fall bloom) during the fall depletion phase (phase B), which could be the result of some weak dilution effect or enhanced nutrient supply from deep mixing. For the northern regions (D1, D2), the spring accumulation phase (phase D) was longer and contributed more to the annual biomass accumulation, while in the southern regions (D3, D4) the accumulation phase was shorter and the biomass accumulation during the dilution phase (phase C) contributed more to the annual biomass accumulation.
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FIGURE 7. The time rate of change in MLD (d MLD/dt, blue dash-dotted line), difference between MLD and Z(0.415) (red dashed line), time rate of change in normalized Cphyto (1/Cphyto*d Cphyto/dt, red dotted line), and phytoplankton net accumulation rate r (blue solid line) in the mixed layer from biogeochemical Argo float measurements (panels A–D represent regions D1–D4). A five-point moving mean was applied to all three parameters. The color shadings represent the four phases of the seasonal phytoplankton biomass dynamics described by the “Disturbance and Recovery Hypothesis (DRH)”. Periods with phytoplankton phenology that did not have all the characteristics matching any DRH phase were left blank, without any color shading.




Implications From Vertical Distribution of Phytoplankton Carbon Production

Previous studies (e.g., Lacour et al., 2017, 2019) have shown that vertical distributions of Chl and bbp did not always tightly track the density-based MLD. In this study, although the Chl and Cphyto (derived from bbp) profiles were mostly consistent with the MLD and/or Z(0.415) isolume depth, mismatches were also observed (especially during the winter-spring transition period, Supplementary Figures S5, S6). Therefore, for such periods the estimations of r from the sum of biomass over the density-based MLD or isolume depth can be biased, and the depth profile of r would provide a better metric. We used Argo-derived monthly depth profiles of specific net phytoplankton accumulation rates r from the northernmost D1 region (Figure 8C), as an example, to explore the vertical structures of phytoplankton carbon production within and below the density-based mixed layer, as well as to investigate controls on the North Atlantic phytoplankton bloom.
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FIGURE 8. (A,B) Seasonal climatologies of mixed layer mean μ, and r for region D1. (C) Monthly climatologies of specific net phytoplankton accumulation rates (r) profiles derived from Argo profiling floats (standard deviation indicated with the shading) in. The green dotted line and purple dash line indicated isolume depth Z(0.415) and mixed layer depth (MLD), respectively.


One of the key characteristics of the DRH is that winter biomass accumulation will occur from the dilution effect (deep mixing reduced loss rate), which has been found by some Argo-based studies (e.g., Boss and Behrenfeld, 2010; Mignot et al., 2014). However, the recent glider-based study by Rumyantseva et al. (2019) did not show any significant biomass accumulation from December to the end of January. Our Argo float observations clearly showed biomass accumulation averaged over the mixed layer (positive r, Figure 8B) during the winter period in November, December, and January, when the mixed layer continued deepening and division rate μ was very low or near zero (Figure 8A). The vertical profiles of r derived from the float observations for these 3 months showed substantial depth variations, with negative or near zero r in the upper part of the mixed layer and higher and positive r in the lower part of the mixed layer and just below the mixed layer (Figure 8C). During the late-fall and winter period, mixed layer deepening (entrainment) acts to transport biomass downward into the eroding seasonal thermocline depth zone that previously had very low biomass because of respiration over the summer. Surface biomass concentration may remain flat, but the downward physical transport and build-up of biomass at depth causes positive r for the vertically integrated phytoplankton population.

Some previous Argo/glider based studies (e.g., Lacour et al., 2017; Rumyantseva et al., 2019) found that ephemeral shallow mixing due to horizontal density gradients and relaxation of atmospheric forcing may trigger the phytoplankton bloom during the winter/spring transition (February and March) [see also Fischer et al. (2014) for summary of other observational and modeling bloom dynamics studies]. In our case, the mixed layer mean r was slightly negative (Figure 8B), showing no biomass accumulation in February. Specifically, r in the upper part of the mixed layer was slightly higher than in January (the division rate μ could increase due to higher light level, but the signal might be too weak to show in Figure 8A) but still around zero, the r values in the deeper part of the mixed layer (200 – 500 m) decreased, and positive r was only found between 350 to 500 m (Figure 8C). In March the biomass accumulation rate (r) increased significantly within the mixed layer, especially in the well-lit layer above Z(0.415) (Figure 8C), resulting in the increase of mixed layer mean r (Figure 8B). Although the float μ signals (Figure 8A) were still weak, increased Chl-a was observed in the upper part of the mixed layer (Supplementary Figure S5), which could indicate elevated division rate in the upper part of the mixed layer and that ephemeral shallow mixing may be involved to some extent. Overall the increased biomass accumulation rate in March was most likely due to the acceleration in division rate.

From March to the end of May as mixed layer μ increased (Figure 8A), the biomass accumulation rate (r) increased significantly at all depths within the mixed layer, especially in the well-lit upper part of the mixed layer, and was near zero or slightly negative below the mixed layer (Figure 8C). During this period of time, the biomass accumulation rate within the mixed layer decreased with depth, indicating that deceleration in division rate (i.e., due to decreased light) was likely a major control of the biomass accumulation. Surface warming could also lead to enhanced division rates, μ, in nutrient replete conditions. In June, mixed layer μ continued to increase (Figure 8A) while mixed layer r started to decrease (Figure 8B). Vertically, values of r in the upper part of the mixed layer were still higher than the lower part of the mixed layer (Figure 8C). Such decoupling of mixed layer μ and r could be due to enhanced losses in the stratified shallow MLD as zooplankton biomass catches up with phytoplankton biomass (Behrenfeld et al., 2013). These effects caused r to continue to decrease in July and August while μ remained relatively stable, which led to an “equilibrium phase” in the mixed layer (mean r in the mixed layer close to zero) and below the mixed layer (r fluctuating between positive and negative). After August, the decreasing μ indicated the start of the “depletion phase”. In September, mixed layer r reached its lowest value for the year, while r values below the mixed layer were positive and higher than those in August. From October to December, the mixed layer continued deepening and r in the mixed layer increased during these 3 months, with lower values in the surface and higher values at the lower part of the mixed layer, which was consistent with DRH (deep mixing promoted biomass accumulation rate in the winter by reducing grazing). Biomass accumulation rate also increased below the mixed layer, indicating carbon export into the deep ocean.



SUMMARY

In this work, we used results from biogeochemical Argo float measurements to analyze seasonal phytoplankton phenology of the western temperate and sub-polar North Atlantic along a north-south transect (40° N to 60° N). Our results are broadly consistent with the general framework of the Disturbance Recovery Hypothesis (DRH) over the seasonal time-scale, where slight imbalances between division (μ) and loss (l) govern seasonal phytoplankton dynamics. All four phases described by DRH could be identified from Argo float-based phytoplankton metrics. The annual phytoplankton biomass (Cphyto) decreased significantly from north to the south, with the Cphyto peak appearing earlier in the year in the southern region than in the northern region. As for the phytoplankton specific carbon accumulation rate (r), positive values (indicating biomass accumulation) were found in all four regions during the winter (November to January) due to the decoupling of division rate (μ) and loss rate (l), which was most likely due to the dilution effect of deep mixing that reduced the encounter rate of phytoplankton and zooplankton. From north to south, the winter biomass accumulation period became more important for the annual biomass accumulation, as indicated by both Cphyto and r. The float results of phytoplankton phenology in the mixed layer were comparable to the ocean color satellite remote sensing observations. An eddy-resolving model simulation reproduced most of the bloom characteristics shown by Argo and satellite, despite the differences in the physical forcing/turbulent dynamics and potential model biases. The Argo float data provide an important, complementary approach to satellite remote sensing for high-resolution observation and regions with high solar zenith angles or obscured by clouds. Furthermore, the depth profiling capacity of Argo floats provided information on the vertical distribution of phytoplankton carbon production. As in situ measurement techniques like biogeochemical Argo floats and ship-board underway measurements continue to improve and field observations of phytoplankton phenology increase, it will be possible to verify satellite- and model-based estimates of phytoplankton dynamics to gain further insight into factors that control phytoplankton blooms in different marine biogeographic regimes.
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Analysis of phytoplankton chemotaxonomic markers from high performance liquid chromatography (HPLC) pigment determination is a common approach for evaluating phytoplankton community structure from ocean samples. Here, HPLC phytoplankton pigment concentrations from samples collected underway and from CTD bottle sampling on the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) are used to assess phytoplankton community composition over a range of seasons and environmental conditions. Several data-driven statistical techniques, including hierarchical clustering, Empirical Orthogonal Function, and network-based community detection analyses, are applied to examine the associations between groups of pigments and infer phytoplankton communities found in the surface ocean during the four NAAMES campaigns. From these analyses, five distinguishable phytoplankton community types emerge based on the associations of phytoplankton pigments: diatom, dinoflagellate, haptophyte, green algae, and cyanobacteria. We use this dataset, along with phytoplankton community structure metrics from flow cytometric analyses, to characterize the distributions of phytoplankton biomarker pigments over the four cruises. The physical and chemical drivers influencing the distribution and co-variability of these five dominant groups of phytoplankton are considered. Finally, the composition of the phytoplankton community across the onset, accumulation, and decline of the annual phytoplankton bloom in a changing North Atlantic Ocean is compared to historical paradigms surrounding seasonal succession.
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INTRODUCTION

The North Atlantic Ocean has long been a location of significant oceanographic interest due to its role in oceanic primary productivity, carbon sequestration, and climate mediation (Longhurst, 1998; Behrenfeld, 2014; Siegel et al., 2014). The spring phytoplankton bloom in the North Atlantic has been extensively examined from both in situ sampling (i.e., Ducklow and Harris, 1993; Barnard et al., 2004; Cetinić et al., 2015) and satellite remote sensing of ocean color (i.e., Siegel et al., 2002; Behrenfeld et al., 2013). The North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) builds on this historical sampling, aiming to characterize the seasonal cycle of plankton dynamics in the western subarctic Atlantic Ocean and to relate the emission of biogenic aerosols to atmospheric boundary layer dynamics (Behrenfeld et al., 2019). The NAAMES field campaign conducted four cruises in four different seasons to assess seasonal phytoplankton bloom phases, from onset to accumulation to decline, including multiple approaches to describe changes in phytoplankton community structure (see Behrenfeld et al., 2019 for an overview of the NAAMES field campaign).

Previous studies have examined the succession of phytoplankton community structure in the North Atlantic Ocean using a variety of tools and methods to describe phytoplankton taxonomy, including traditional light microscopy, flow cytometry, and high performance liquid chromatography (HPLC) pigment analysis (i.e., Riley, 1946; Sieracki et al., 1993; Mousing et al., 2016; etc.). HPLC analysis quantifies the composition and concentration of phytoplankton specific pigments, allowing for chemotaxonomic characterization of the phytoplankton community based on established relationships between pigments and various taxonomic groups. Applications of these different approaches have resulted in an understanding of seasonal trends in community structure that have been associated with both bottom-up (i.e., nutrients, light availability, turbulent mixing) and top-down factors (e.g., grazing by zooplankton). Previous HPLC phytoplankton pigment-based analyses of phytoplankton successional processes for this region (i.e., Barlow et al., 1993; Sieracki et al., 1993; Taylor et al., 1993) have found that the onset and accumulation phases of the North Atlantic spring phytoplankton bloom are dominated by diatoms, which are hypothesized to thrive under turbulent physical conditions (Margalef, 1978). The spring diatom bloom depletes the surface ocean concentrations of essential nutrients (silicate and nitrate), as stratification increases, leading to silicate limitation for the diatom community. Communities of haptophytes and dinoflagellates follow the peak of the diatom bloom, with background communities of green algae and cyanobacteria also thriving in these lower-nutrient periods.

HPLC pigment analysis provides an opportunity to characterize the phytoplankton community at relatively low taxonomic resolution (i.e., to group level) based on associations between phytoplankton taxonomy and pigment composition (e.g., Jeffrey et al., 2011; Kramer and Siegel, 2019). HPLC methods measure the concentration of ∼25 distinct phytoplankton pigments, some of which serve as biomarker pigments that are either commonly found in one phytoplankton group (e.g., fucoxanthin in diatoms) or are unique to another (e.g., alloxanthin in cryptophytes). However, most pigments are not perfect indicators of taxonomy and many pigments are shared between taxonomic groups (Figure 2; Higgins et al., 2011 and references therein) – for instance, fucoxanthin is also found in dinoflagellates and haptophytes. Regardless, the composition and concentration of these biomarker pigments can be used to broadly diagnose phytoplankton community structure. The interpretation of pigment data may be further complicated by the plasticity of pigment composition and concentration between different ecological conditions, under varied light and nutrient conditions, and even between strains of the same phytoplankton species (Schlüter et al., 2000; Irigoien et al., 2004; Zapata et al., 2004). This pigment plasticity along with the high degree of correlation between phytoplankton pigment concentrations preclude the routine use of methods that assume specific ratios of pigments in certain phytoplankton communities (Higgins et al., 2011; Kramer and Siegel, 2019). However, despite these limitations, a quality-controlled HPLC dataset can be used in conjunction with data-driven statistical methods to characterize the phytoplankton community with reasonable confidence (Anderson et al., 2008; Catlett and Siegel, 2018; Kramer and Siegel, 2019).

Here, a dataset of surface ocean HPLC samples collected on all four NAAMES cruises is examined using several data-driven statistical methods to examine the distribution of phytoplankton communities on varying spatiotemporal scales. These methods independently assemble clusters or communities of pigments that are relevant to taxonomically distinct assemblages of phytoplankton (i.e., the association between divinyl chlorophylls and zeaxanthin can be used to identify a cyanobacteria community). These methods result in the identification of five distinct phytoplankton community types in the surface ocean sampled during the NAAMES field campaigns. The distribution of these communities throughout four seasons is considered here in the context of the paradigmatic cycle of North Atlantic phytoplankton seasonal succession and across a range of physical and biogeochemical conditions. The results of the statistical methods used here are supplemented with flow cytometric phytoplankton community information to compare with the HPLC pigment-based community analyses.



MATERIALS AND METHODS

The North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) conducted four field campaigns in the western Atlantic Ocean in November 2015 (NAAMES 1), May-June 2016 (NAAMES 2), August-September 2017 (NAAMES 3), and March-April 2018 (NAAMES 4). The science objectives of the NAAMES field campaigns and the physical context of these efforts have been described elsewhere (Behrenfeld et al., 2019; Della Penna and Gaube, 2019). Here, a dataset of HPLC phytoplankton pigments and flow cytometry data from all four NAAMES cruises is used to determine surface ocean phytoplankton community composition to relatively low taxonomic resolution.


HPLC Dataset Summary

The dataset used here includes 229 surface samples (≤5 m, from CTD and flow-through sampling) for HPLC phytoplankton pigments collected on NAAMES 1-4 (Figure 1). Samples were collected in the Subarctic and Temperate provinces, as well as the Subtropical and Sargasso Sea provinces as defined for the NAAMES project by Della Penna and Gaube (2019). HPLC samples were processed at the NASA Goddard Space Flight Center, following strict quality assurance and quality control protocols (i.e., Van Heukelem and Hooker, 2011; Hooker et al., 2012). All HPLC data were further quality controlled by setting all pigment values below the HPLC method detection limits for each pigment equal to zero (following the NASA Ocean Biology Processing Group method limits described in Van Heukelem and Thomas, 2001). Degradation pigments (chlorophyllide, pheophytin, and pheophorbide) were removed from all analyses, as were redundant accessory pigments (monovinyl chlorophyll-a, total chlorophyll b, total chlorophyll c, and alpha-beta carotene). Lutein (an accessory pigment in green algae) was also removed from all further analyses, as it was below detection level or not measured in >75% of all surface HPLC samples from NAAMES.
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FIGURE 1. Surface ocean total chlorophyll-a concentration from HPLC (N = 229) on NAAMES 1 (solid line), NAAMES 2 (dashed line), NAAMES 3 (dotted line), and NAAMES 4 (dash-dot line). Subpolar (north of dashed red line) and subtropical (south of dashed red line) provinces are delineated as defined by Della Penna and Gaube (2019).
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FIGURE 2. Summary of 17 pigments used in this analysis (16 accessory pigments and monovinyl chlorophyll-a) and the distribution of these pigments across twelve taxonomic groups, including the five major taxonomic groups identified in this analysis (starred). Known distributions of each pigment in each group (for the species in each group that have been cultured and had HPLC analysis performed) are shown (adapted from Jeffrey et al., 2011 and references therein).


The remaining sixteen pigments used in this analysis (and their abbreviations) are: 19’-hexanoyloxyfucoxanthin (HexFuco), 19’-butanoyloxyfucoxanthin (ButFuco), alloxanthin (Allo), fucoxanthin (Fuco), peridinin (Perid), diatoxanthin (Diato), diadinoxanthin (Diadino), zeaxanthin (Zea), divinyl chlorophyll a (DVchla), monovinyl chlorophyll b (MVchlb), divinyl chlorophyll b (DVchlb), chlorophyll c1 + c2 (Chlc12), chlorophyll c3 (Chlc3), neoxanthin (Neo), violaxanthin (Viola), and prasinoxanthin (Pras). The chemotaxonomic utility of the pigments used in data-driven community analyses is illustrated in Figure 2, adapted from Jeffrey et al. (2011) and references therein, which denotes many common combinations of pigments found in different taxonomic groups of phytoplankton relevant to the North Atlantic Ocean. Prior to any of the following statistical analyses, all pigments were normalized to total chlorophyll-a concentration, given the high degree of co-linearity between absolute pigment concentrations (Supplementary Figure S1).

The HPLC pigment data are also compared to matched samples of inorganic nutrient concentration, underway temperature and salinity, and particle backscattering at 532 nm (as a proxy for particle concentration). All pigment, flow cytometry, and environmental data and descriptions of their collection and analyses are available on NASA’s SeaBASS data repository1. Flow cytometry data are discussed in more detail below.



Flow Cytometry Dataset Summary

Flow cytometry analyses were performed on whole unpreserved surface seawater samples collected directly from in-line near-surface sampling system and CTD mounted Niskin bottles into sterile 5 ml polypropylene tubes (3x rinsed) and immediately stored at ∼4°C until analysis on a BD Influx Cell Sorter (ICS). All samples were analyzed within 30 min or less from the time of collection. A minimum of ∼7,000 total cells were interrogated per sample and counts were transformed into concentrations using calculated sample flow rates (Graff and Behrenfeld, 2018). The ICS was calibrated daily with fluorescent beads following standard protocols (Spherotech, SPHEROTM 3.0 μm Ultra Rainbow Calibration Particles).

Flow cytometry data were broadly classified into cyanobacteria and eukaryotic phytoplankton with distinction being made between Prochlorococcus and Synechococcus for the cyanobacteria and pico- and nanoeukaryotes being defined based upon groupings of scattering and fluorescence properties that are associated with these groups. The BD ICS used during NAAMES was equipped with a 100 μm nozzle which has an upper cell size limit for analysis of ∼55–64 μm as determined in the lab and at sea using cultures. As with all particle counting methods, constraints of the volume of water that can be realistically analyzed also limit the number of observations made for the largest cells within each sample. For all analyses presented here, the concentration of cells in each class (Prochlorococcus, Synechococcus, picoeukaryotes, and nanoeukaryotes) was normalized to the total concentration of cells measured by flow cytometry.



Hierarchical Cluster Analysis

A hierarchical cluster analysis was performed on the NAAMES 1-4 HPLC pigment dataset, using all sixteen pigments described above after normalization to Tchla (e.g., Fuco:Tchla, etc.). This method uses Ward’s linkage method (the inner squared distance), based on the correlation distance (1-R, where R is Pearson’s correlation coefficient between phytoplankton pigment ratios), as in Latasa and Bidigare (1998) and Catlett and Siegel (2018). A linkage cutoff distance of 1 is used to divide the resulting dendrogram into distinct phytoplankton community clusters. The correlation distances between samples were then used to assign each sample to one of the resulting clusters.



Empirical Orthogonal Function (EOF) Analysis

An Empirical Orthogonal Function (EOF) analysis was performed on the NAAMES 1-4 surface HPLC pigment dataset to evaluate the co-variability in groups of phytoplankton pigments (following Catlett and Siegel, 2018; Kramer and Siegel, 2019). This analysis decomposes the data into dominant orthogonal functions descriptive of the major modes of variability in the dataset. The percent variance explained by each mode decreases with higher modes, i.e., Mode 1 describes the most variance in the dataset, thus only the lowest few modes are useful for interpreting a dataset. For each mode, an EOF analysis results in both the loadings over the entire dataset and amplitude functions for each sample. The loadings describe the correlation between the mode of variability and the input variables (in this case, ratios of phytoplankton pigments to Tchla) while the amplitude functions describe the strength of each mode at each sample location. The summed product of the loadings and amplitude functions over all of the EOF modes enables reconstruction of the original dataset. Pigment concentrations (normalized to Tchla) were mean-centered and normalized by their standard deviation before EOF analysis. Correlations between the dominant EOF modes and several relevant environmental variables (specifically latitude, temperature, salinity, and inorganic nutrient concentrations) were also considered.



Network-Based Community Detection Analysis

To perform the network-based community detection analysis, the NAAMES 1-4 HPLC pigment dataset was first transformed into a symmetrical adjacency matrix. The adjacency matrix describes the strength of the correlation between two nodes (here, between sampling sites) for all 229 sampling sites; these correlations describe the edges connecting the nodes. Pearson’s correlation coefficients were used to describe the relationships between nodes based on the ratios of each pigment normalized to Tchla. The edges between nodes were weighted following the Weighted Gene Co-Expression Network Analysis (WGCNA; Zhang and Horvath, 2005):
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where aij is the adjacency matrix, corr(xi,xj) is the Pearson correlation coefficient between nodes (sampling sites) xi and xj, and β is a scaling term determined based on the average correlation coefficient in the input matrix (here β = 6, as in Zhang and Horvath, 2005). The WGCNA was chosen because it was developed for networks similar to the one used here, which has many nodes (229), each of which encompasses multiple traits (ratios of sixteen pigments to Tchla).

Next, community detection analysis was performed on the adjacency matrix using the modularity_und.m function, which is part of the Brain Connectivity Toolbox2 developed for MATLAB as detailed in Rubinov and Sporns (2010). This method determines the number and type of communities that maximize the modularity of the network. Modularity refers to the connectedness of the network within communities: modularity of 0.3 or above is considered high and indicates highly interconnected sites within each community with weaker between-group connections. The output of this function gives a community assignment to each sampling site in the matrix based on the relatedness of the sixteen pigment ratios. The mean ratios of biomarker pigments in each community were used to determine the taxonomic significance of the community.



RESULTS

The NAAMES 1-4 surface HPLC pigment dataset represents a wide range of environmental and ecological conditions (Table 1). NAAMES 2 (May–June) featured the coldest mean surface water temperature, highest mean surface Tchla concentration, and highest mean surface concentrations of nitrate. The highest mean Fuco:Tchla and mean Perid:Tchla ratios were also found in the surface ocean on NAAMES 2, suggesting more diatoms and dinoflagellates compared with other cruises. On NAAMES 3 (August-September), the mean surface ocean water temperature was the warmest of the four cruises, and the mean concentrations of Tchla and nitrate were the lowest. During this cruise, the mean ratios of HexFuco:Tchla and Zea:Tchla were the highest, indicating more haptophytes and picophytoplankton (including cyanobacteria). NAAMES 1 (November) and NAAMES 4 (March-April) had mid-range mean surface water temperature and nutrient concentrations. The highest mean ratio of MVchlb:Tchla, which is a biomarker pigment for all green algae, was found on NAAMES 1, while the lowest mean ratios of MVchlb:Tchla and Perid:Tchla (dinoflagellates) were found on NAAMES 4.


TABLE 1. Summary of environmental and ecological variables for surface samples on NAAMES 1-4.
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Hierarchical Cluster Analysis

Five distinct phytoplankton pigment clusters emerge from the hierarchical cluster analysis of pigment ratios normalized to Tchla across the four NAAMES cruises (Figure 3A). The associations between pigment ratios can be used to infer the taxonomic designation of each major cluster (Figure 2). Cyanobacterial pigments (Zea, DVchla, DVchlb) are strongly correlated to each other and separate from all other pigments. Diatom pigments (Fuco, Chlc12) and dinoflagellate pigments (Perid) also separate from all other pigments, and from each other. Haptophyte pigments (HexFuco, ButFuco, Chlc3) and green algal pigments (MVchlb, Neo, Pras, Viola) are broadly linked but separate from each other and separate from the clusters of either cyanobacteria or diatoms and dinoflagellates. Allo (a cryptophyte biomarker) is correlated with green algal pigments, although cryptophytes are red algae (Figure 2). Thus, the hierarchical cluster analysis identified five distinct clusters of community types: diatom, dinoflagellate, green algae, haptophyte, and cyanobacteria.
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FIGURE 3. Hierarchical clustering of phytoplankton pigment ratios to total chlorophyll-a concentration. (A) Dendrogram showing five major phytoplankton pigment groups delineated with brackets, defined by a linkage distance cutoff of 1 (dashed red line). (B) Spatiotemporal distribution of surface samples on NAAMES colored by the cluster to which that sample was assigned (light blue = cyanobacteria, dark blue = haptophytes, green = green algae/mixed, brown = diatoms, gold = dinoflagellates).


The spatiotemporal distribution of these five clusters shows clear seasonal and latitudinal patterns (Figure 3B and Supplementary Figure S2). In the early spring (NAAMES 4) and at high latitudes (NAAMES 2), most samples are in the diatom and dinoflagellate clusters. In the late summer (NAAMES 3) and at low latitudes (beginning of NAAMES 4), nearly all samples are in the cyanobacteria cluster. In the early winter (NAAMES 1) and during transitions between the shelf to the open ocean (NAAMES 2-4), more samples in the green algae cluster were observed. Finally, samples in the haptophyte cluster were observed at mid-latitude from late summer (NAAMES 3) into the early winter (NAAMES 1) and again in the early spring (NAAMES 4).



EOFs

While hierarchical cluster analysis divides the pigments and samples into distinct groups, Empirical Orthogonal Function analysis provides spatiotemporal resolution for covariation in pigment variability. EOFs are represented by loadings that show the relative contribution of each pigment ratio, as well as amplitude functions (AFs) that show the spatial distribution of the intensity of each EOF mode at each sampling site (Figure 4 and Supplementary Figure S3). Here, the first four modes of the EOF analysis were used to show major modes of variability in pigment composition and concentration on NAAMES 1-4, including the correlation coefficients between each pigment used in this analysis and the first four EOF modes (Supplementary Table S1). The first four EOF modes explain 77.7% of the variability in the dataset.


[image: image]

FIGURE 4. Empirical orthogonal functions for Mode 1 (A,B), 2 (C,D), 3 (E,F), and 4 (G,H), calculated for phytoplankton pigment ratios to total chlorophyll-a concentration. Loadings are colored based on pigment clusters (Figure 3): light blue (cyanobacteria), dark blue (haptophytes), green (green algae), brown (diatoms), and gold (dinoflagellates). Amplitude function magnitude is indicated as positive (red) or negative (blue) for each sample and latitude is in gray.


Mode 1 explains 28.1% of the overall variability and separates green algae (positive) from cyanobacteria (negative) (Figure 4A). Mode 1 is most negative at low latitudes (NAAMES 4 transit) and in the late summer (NAAMES 3) and most positive in the early winter (NAAMES 1) (Figure 4B). Mode 2 explains 23.2% of the all variability and separates diatoms and dinoflagellates (positive) from cyanobacteria, pelagophytes, and green algae (negative) (Figure 4C). Mode 2 is most positive at high latitude and in late spring (NAAMES 2). This mode is most negative at low latitude (NAAMES 4 transit), in late summer (NAAMES 3), and in early winter (NAAMES 1) (Figure 4D). Mode 3 explains 15.5% of the variability in the dataset and separates haptophytes from all other phytoplankton (positive), notably cryptophytes and prasinophytes (negative) (Figure 4E). This mode is most positive in late summer (NAAMES 3) and in transitions between major water masses (NAAMES 4 transit) (Figure 4F). Mode 4 explains 10.9% of the total variability; this mode is the first to separate diatoms (negative) from dinoflagellates (positive) (Figure 4G). Mode 4 is most positive in summer (NAAMES 2 and 3) and most negative in early spring and late summer (NAAMES 4 and 3) (Figure 4H). Thus, the EOF analysis identifies the same five phytoplankton pigment communities as the hierarchical cluster analysis, as well as more and different communities that emerge at higher modes of variability.



Network-Based Community Detection

The network-based community detection method employed here identifies four major phytoplankton pigment communities (Figure 5 and Supplementary Figure S4). In identifying these communities, this method aims to maximize the modularity of the network. Modularity is used as a metric for the connectedness between communities vs. within communities. Values of modularity >0.3 are considered high (Newman, 2006). The modularity for the NAAMES surface HPLC pigment ratio network was 0.33, suggesting high similarity between samples identified to be within the same community and robust separation of community types using this method. The taxonomic designation of each major phytoplankton pigment community was determined by the mean pigment to Tchla ratio of five biomarker pigments for each community (Figure 6). The first community has the highest mean ratios of Fuco and Perid to Tchla, suggesting high concentrations of diatoms and dinoflagellates (Figures 6A,B). The second community has the highest mean ratio of HexFuco to Tchla, indicating a haptophyte community (Figure 6C). The third community has the highest ratio of MVchlb:Tchla, which is found in green algae (Figure 6D). Finally, the fourth community has the highest ratio of Zea:Tchla, suggesting high concentrations of picoplankton and cyanobacteria (Figure 6E).
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FIGURE 5. Results of network-based community detection (undirected modularity) for all surface samples. Samples are colored based on the dominant community determined from the community detection analysis: light blue (cyanobacteria), dark blue (haptophytes), green (green algae), brown (diatoms and dinoflagellates). Latitude plotted in gray.
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FIGURE 6. Mean pigment ratios to total chlorophyll-a for five biomarker pigments: (A) fucoxanthin, (B) peridinin, (C) 19’hexanoyloxyfucoxanthin, (D) mono-vinyl chlorophyll b, (E) zeaxanthin and (F) Prochlorococcus + Synechococcus, and (G) pico- and nanoeukaryote fractions of total cells measured by FCM for each community detected in the community detection analysis (light blue = cyanobacteria, dark blue = haptophytes, green = green algae/mixed, brown = diatoms and dinoflagellates).


These four communities are unequally distributed across NAAMES 1-4 (Figure 5). NAAMES 1 features the most samples in the green algal community. NAAMES 2 features primarily samples assigned to the diatom and dinoflagellate community, particularly at high latitude. On NAAMES 3, most samples at lower latitudes are assigned to the cyanobacteria community, while higher latitude samples are generally assigned to the haptophyte community. Finally, the transit through the Sargasso Sea on NAAMES 4 shows a transition from cyanobacteria to haptophytes to diatoms and dinoflagellates with increasing latitude and inorganic nutrient concentration and decreasing water temperature. The absence of certain communities on each cruise is also notable: while all four communities were present on NAAMES 4, there were no samples in the cyanobacteria community on NAAMES 1 or NAAMES 2, and only two samples in the diatom and dinoflagellate communities on NAAMES 3. There was only one sample in the green algal community for each cruise on NAAMES 2 and 3.



Combining Network-Based Community Detection and EOF Analyses

While diatoms and dinoflagellates were separated in the hierarchical cluster and EOF analyses presented here, these groups were combined in the network-based community detection analysis, prompting further examination of these results. The results of the EOF analysis were combined with the communities identified by the network-based community detection analysis in order to separate dinoflagellates from diatoms (Figure 7 and Supplementary Figure S5). The Mode 2 AF is positively correlated with both diatom and dinoflagellate pigments (Figure 4C) while the Mode 4 AF separates diatom (negative) and dinoflagellate (positive) pigments (Figure 4G). When these AFs are regressed against each other (Figure 7A), a distinct subset of samples in the diatom community (positive Mode 2 and negative Mode 4) separates from samples in the dinoflagellate community (positive Modes 2 and 4). The samples in the diatom community are enclosed with an ellipse designed to include all samples within ± 2 standard deviations of the mean AF value for each EOF mode. The samples in the dinoflagellate community (samples in the diatom community with positive AF values for Modes 2 and 4) become a fifth taxonomic community that can be isolated from the four communities already identified. The ratios of each biomarker pigment to Tchla for these five communities further validate the existence of a dinoflagellate pigment community (Supplementary Figure S2).
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FIGURE 7. (A) Amplitude function of Mode 4 vs. Mode 2. When Mode 2 and Mode 4 are both positive, dinoflagellates can be separated from diatoms. Using this metric, samples are colored by the dominant community detected in the community detection analysis (light blue = cyanobacteria, dark blue = haptophytes, green = green algae/mixed, brown = diatoms, gold = dinoflagellates). The black ellipse encircles 95% of the diatom samples. (B) Resulting spatiotemporal distribution of all five communities identified using network-based community detection and EOF regression (latitude plotted in gray).


The spatiotemporal distribution of the samples in the dinoflagellate community (Figure 7B) shows that the dinoflagellate community is most common on NAAMES 2, particularly at the highest latitudes, but also on the cruise track from the shelf to the open ocean. There are also samples in the dinoflagellate community found on the shelf on NAAMES 1 and 3. Clearly, the five taxonomic groups identified from EOF and network-based community detection analyses have different spatiotemporal distributions and represent different ecological and environmental conditions sampled on NAAMES. The five communities can be further divided based on the mean values for environmental and chemotaxonomic parameters (Table 2). The cyanobacteria community has the lowest mean surface Tchla concentration, nutrient concentrations, and ratios of Fuco and MVchlb to Tchla. This community also has the highest mean surface water temperature and Zea to Tchla concentrations. Alternately, the dinoflagellate community has the lowest mean surface water temperature and the highest mean surface Tchla concentration, nutrient concentrations, and Perid:Tchla ratio. As expected, the diatom community has the highest mean Fuco:Tchla ratio, the green algae community has the highest mean MVchlb:Tchla ratio, and the haptophyte community has the highest mean HexFuco:Tchla ratio. It is notable that there is also a significantly high ratio of Fuco:Tchla found in the dinoflagellate community, which is unsurprising as many species in this group contain Fuco (Figure 2).


TABLE 2. Summary of environmental and ecological variables for surface samples on NAAMES 1-4, divided into results of network-based community detection analysis.

[image: Table 2]When the distribution of these five communities is compared proportionally for each NAAMES cruise, a seasonal cycle of phytoplankton community composition emerges (Figure 8). In early winter (NAAMES 1), over 50% of the surface samples were assigned to the green algal community, with additional contributions from the haptophyte and diatom communities of ∼20% each. By early spring (NAAMES 4), the diatom community were nearly 50% of the total number of samples, with contributions by green algae and haptophytes of ∼20% each. Samples in the cyanobacteria community also appeared, from the NAAMES 4 transit through the Sargasso Sea (Figure 7B). Diatoms continued to comprise a large proportion of the samples in early summer (NAAMES 2). The dinoflagellate community also comprised more than 1/3 of the total samples at this time of year, while ∼20% of the samples were in the haptophyte community. Finally, in late summer (NAAMES 3), samples in the haptophyte community comprised over 60% of the overall samples, with the cyanobacteria community comprising the majority of the rest of the samples. NAAMES 3 featured one sample in the green algal community and one in the dinoflagellate community, both on the shelf and not in the open ocean.
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FIGURE 8. Proportion of samples in each community detected using network-based community detection and EOF regression on NAAMES 1-4, arranged in seasonal order: (A) winter, (B) early spring, (C) early summer, (D) early fall. Colors correspond to the dominant community (light blue = cyanobacteria, dark blue = haptophytes, green = green algae, brown = diatoms, gold = dinoflagellates).


The results of the merged EOF and network-based community detection analyses compare favorably to the communities determined by the hierarchical cluster analysis (Figures 3B, 7B). The spatiotemporal distribution of the samples identified in each community by the two methods is nearly identical. The number of samples in each community is also quite similar, although the merged EOF-network method identified more diatoms and fewer dinoflagellates compared to the hierarchical cluster analysis (Supplementary Table S2).



HPLC Pigments and Flow Cytometry

The results presented here from HPLC pigments provide a relatively lower taxonomic resolution in comparison to other methods: a maximum of five phytoplankton communities can be detected in the surface ocean on NAAMES using pigment-based taxonomy. Fortunately, 161 of the 229 samples used in the original HPLC pigment analysis also had concurrent FCM samples taken for characterization and quantification of four distinct phytoplankton groups. The same statistical analyses were applied to this matched HPLC-FCM dataset (Figure 9 and Supplementary Figure S7). In the hierarchical cluster analysis (Figure 9), relative Prochlorococcus cell abundances cluster with DVchla, DVchlb, and Zea. Prochlorococcus spp. uniquely contain DVchla and DVchlb, while Zea is an accessory pigment in Prochlorococcus and other cyanobacteria. Relative Synechococcus cell abundances form their own cluster separate from all other taxonomic groups. Finally, relative pico- and nanoeukaryote cell abundances cluster with diatom pigments, though diatoms are typically considered nano- to micro-sized phytoplankton.
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FIGURE 9. Hierarchical clustering of phytoplankton pigment ratios to total chlorophyll-a concentration and flow cytometry group cell counts to total cell counts. Five major phytoplankton pigment groups (cyanobacteria, haptophytes, green algae, diatoms, and dinoflagellates) are delineated with brackets.


The EOF loadings show similar patterns: the five major taxonomic communities identified by HPLC pigments separate from one another, Prochlorococcus relative cell abundances covary with cyanobacterial pigments, pico- and nanoeukaryote cell abundances covary with diatom and dinoflagellate pigments, and Synechococcus relative cell abundances separate from all other taxonomic groups in Mode 1 (Supplementary Figure S7A). However, the EOF loadings add nuance to the results of the hierarchical cluster analysis. For instance, Synechococcus relative cell abundances also covary with green algal pigments, while picoeukaryote relative cell abundances covary with green algal and cyanobacterial pigments (Modes 2 and 3, Supplementary Figures S7B,C). Finally, nanoeukaryote relative cell abundances covary most strongly with diatom and dinoflagellate pigments (Modes 1 and 2, Supplementary Figures S7A,B).

The patterns observed in the hierarchical cluster analysis are further reinforced when comparing the relative fractions of cyanobacteria cells and eukaryotic cells as measured by flow cytometry in each pigment community identified in the network-based community detection analysis (Figure 5 and Supplementary Figure S6). Unsurprisingly, the highest fractions of Prochlorococcus and Synechococcus were found in samples assigned to the cyanobacterial community (Figure 5F and Supplementary Figure S6F). Similarly, echoing the results of the hierarchical cluster and EOF analyses, the highest fractions pico- and nanoeukaryotic cells were found in the diatom (Figure 5G and Supplementary Figure S6G) and dinoflagellate (Supplementary Figure S6G) communities. While diatoms and dinoflagellates are traditionally designated to the microphytoplanton size fraction in pigment-based methods, there are many nano-sized members of both of these groups (e.g., Leblanc et al., 2018).



DISCUSSION


Seasonal Succession of Phytoplankton in the North Atlantic

A major goal of the NAAMES field campaign was to characterize the phytoplankton dynamics over the seasonal cycle in the subarctic Atlantic Ocean (Behrenfeld et al., 2019). This analysis describes the surface ocean phytoplankton community at coarse taxonomic resolution, but with coverage of all four cruises and seasons. Despite the high dynamic ranges in Tchla, surface ocean temperature, nutrient concentrations, and biomarker pigment ratios to Tchla across the four cruises, the results presented here show consistent retrieval across data-driven statistical analyses and identification of five taxonomically distinct communities of phytoplankton on the four NAAMES cruises. The five communities that emerge can be characterized by five biomarker pigments: diatoms (Fuco), dinoflagellates (Perid), haptophytes (HexFuco), green algae (MVchlb), and cyanobacteria (Zea). Comparable analyses have shown that a maximum of four phytoplankton communities can be retrieved from HPLC pigments on global scales, but this regional example identifies five communities in the western North Atlantic, with dinoflagellates separating from diatoms, which does not occur globally (Kramer and Siegel, 2019). There were enough sites sampled on the four NAAMES cruises with high concentrations of dinoflagellate pigments that these pigments separate from diatom and other red algal pigments in hierarchical cluster and EOF analyses (Figures 2, 3). The designation of each sample to a distinct community in the network-based community detection analysis further allows for consideration of the spatiotemporal distribution of these five communities (Figure 7B).

The classic seasonal cycle of phytoplankton species succession in the North Atlantic begins with a spring diatom bloom, followed by a late summer to fall peak in haptophytes and dinoflagellates, transitioning to a winter community dominated by smaller phytoplankton, such as green algae and cyanobacteria (i.e., Taylor et al., 1993). While each NAAMES cruise represents only a snapshot of each season, in many ways, the seasonal progression of phytoplankton communities sampled on NAAMES 1-4 reflects this paradigm (Figure 8). An abundance of samples in the diatom community were found on the spring (NAAMES 4) and early summer (NAAMES 2) cruises during the onset and accumulation of the spring phytoplankton bloom. On NAAMES 4, haptophytes and green algae were also present. By early summer, dinoflagellates also comprised a large fraction of the community with diatoms. The transition from late summer into early fall (NAAMES 3) was dominated by samples in the haptophyte community with some cyanobacteria in the bloom decline. By early winter (NAAMES 1), the community is comprised of mostly green algae dominated samples with some haptophytes and diatoms. While each NAAMES cruise only captures 2–3 weeks of the surface ocean phytoplankton community, and phytoplankton community dynamics can change on the order of hours to days over the course of a month or a season, the changes in latitude on each NAAMES cruise increase the range of bloom states and phytoplankton communities sampled in the western North Atlantic Ocean. In order to further interpret these snapshots of the seasonal cycle, it will be necessary to consider the HPLC pigment data in the context of more continuously collected data from the North Atlantic, including satellite remote sensing of ocean color and autonomous bio-optical profiling floats (e.g., Bisson et al., 2019).

It does not appear that the five phytoplankton communities that can be separated using HPLC pigments have individual niches in the physical environment, though some communities are particularly prevalent under certain environmental conditions. Spatial patterns in community composition (Figures 3B, 7B) reflect trends in environmental variables (Table 2) that also confirm expectations of phytoplankton succession from previous studies. As expected, most samples taken at high latitudes with colder water temperatures and higher nutrient concentrations are assigned to the diatom and dinoflagellate communities, while cyanobacteria communities are only found at lower latitudes. Haptophyte and green algae communities are found throughout the mid-range of latitudes sampled on NAAMES, representing a broader range of temperatures and nutrient environments. These patterns are further reinforced by direct comparisons between environmental variables (Figure 10). Unsurprisingly, samples in the cyanobacteria community are mostly found the warmest, saltiest water (Figure 10A) with the lowest chlorophyll-a concentrations (Figure 10B) and the lowest concentrations of phytoplankton and other particles (using particle backscattering as a proxy for particle concentration; Figure 10C). Dinoflagellates and some diatoms are found mostly in the coldest, fresher water (Figure 10A), with high chlorophyll-a concentration (Figure 10B) and high concentrations of phytoplankton and other particles (Figure 10C). All haptophytes and green algae, along with a large fraction of the diatoms, fill in the mid-ranges of these environmental parameters. Ultimately, the spatiotemporal distribution of phytoplankton communities derived from HPLC pigments on NAAMES is broadly consistent with expected environmental controls on phytoplankton community composition.
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FIGURE 10. Regressions of physical and environmental parameters including (A) salinity vs. temperature, (B) total chlorophyll-a vs. temperature, and (C) particle backscattering (bbp) at 532 nm vs. total chlorophyll-a, all colored by the dominant community (light blue = cyanobacteria, dark blue = haptophytes, green = green algae, brown = diatoms, gold = dinoflagellates).




Comparing Methods of Characterizing Phytoplankton Taxonomy on NAAMES

The taxonomic resolution provided by HPLC pigments in this study is too low to discern intricacies in these community dynamics, such as the dominant cell size in each community or the composition of species of the same major taxonomic group. Some pigment-based methods assume that biomarker pigments are confined to a given cell size distribution (i.e., Claustre, 1994; Uitz et al., 2006). For these methods, diatoms (Fuco) and dinoflagellates (Perid) are always considered microplankton (>20 μm), although there are important nano-sized members of both of these groups (2–20 μm; i.e., Leblanc et al., 2018). Quantitative imaging results from NAAMES suggest that pigment-based methods underestimate the contribution of nano-sized diatoms and dinoflagellates to cell counts, cell biovolume, and cellular carbon in this dataset (Chase et al., under review). DNA metabarcoding has also been applied to concurrent samples from NAAMES, and gives higher resolution taxonomic information, to species, group, or strain level, such as separation between high- and low-light variants of the cyanobacteria identified with HPLC pigments and flow cytometry (i.e., Bolaños et al., in review). While the taxonomic resolution of HPLC pigments is lower than the resolution provided by methods such as microscopy and imaging or DNA metabarcoding, these results still provide a low-level characterization of the surface ocean phytoplankton community in the western North Atlantic across a seasonal cycle. Other methods supplement the community assessment provided by HPLC to give a full picture of the phytoplankton community on NAAMES. A complete characterization of the phytoplankton ecosystem can then be used to investigate further components of the NAAMES field campaign, such as the role of community composition in net primary productivity and photoacclimation (i.e., Fox et al., 2020) or in biogenic aerosol production. While higher-resolution taxonomic data from other sources can add nuance and complexity to the results found from lower-resolution data, such as HPLC pigments, these different characterizations of taxonomy often complement each other. Each method presents an incomplete picture of phytoplankton taxonomy and cell size; thus, they must be combined for maximum information content. As a first step, flow cytometric characterization and quantification of the pico- and nano-sized cells confirms and supplements the results shown from pigment-based taxonomy (Figures 9 and Supplementary S7). The clustering of Prochlorococcus spp. with other cyanobacterial pigments is unsurprising, as Prochlorococcus uniquely contain divinyl chlorophylls rather than monovinyl chlorophyll-a, which all other phytoplankton taxa contain (Figure 2). Synechococcus spp., which contain MVchla and Zea, are most closely related to the haptophyte pigment community, suggesting co-occurrence of these communities in the environment given the weak but positive correlation between these communities (Supplementary Table S3). The relatively large linkage distance separating these communities means that Synechococcus is distinct from all other phytoplankton groups.

The clustering of pico- and nano-eukaryotes with pigments typically associated with diatom populations is unexpected, as diatoms are usually considered nano- to micro-sized phytoplankton. However, an EOF analysis including FCM data (Supplementary Figure S7) shows that relative picoeukaryote cell abundance is also correlated with pigments found in phytoplankton communities known to contain pico-sized members, such as green algae (Supplementary Figure S7A) and cyanobacteria (Supplementary Figure S7D). Relative nanoeukaryote cell abundance is also correlated with pigments found in dinoflagellates (Supplementary Figure S7B and Supplementary Table S3) and green algae (Supplementary Figure S7D). As the association of picoeukaryotes and diatoms is based on correlation, the EOF analysis adds necessary nuance to the relationship between relative picoeukaryote abundance and diatom pigments and better describes the composition of the nanoeukaryote community.

Ultimately, an analysis of taxonomy can only be as powerful as the quality of the input data. Other common pigment-based methods, such as CHEMTAX (Mackey et al., 1996), purport to separate more and different phytoplankton communities than were identified by the methods used here. CHEMTAX assumes linear independence of the pigments: the high degree of collinearity between HPLC pigments in this dataset makes it impossible to separate more distinct taxonomic groups than the five groups identified here (Supplementary Figure S1; Kramer and Siegel, 2019). CHEMTAX also assumes that the contributions of one or many pigments to individual phytoplankton groups are set and known. The NAAMES cruises surveyed a broad latitudinal range across four seasons under varying nutrient and light conditions, which likely led to varying pigment contributions across taxa and time (i.e., Schlüter et al., 2000; Havskum et al., 2004; Irigoien et al., 2004; Zapata et al., 2004). The data-driven statistical analyses performed here demonstrate how pigment-based methods are also limited by the conditions under which the data were collected. For instance, in the NAAMES dataset, the dinoflagellate community consistently separates from other communities, as dinoflagellates were often present during surface ocean sampling on NAAMES in high enough concentrations to comprise large fractions of both total cell counts and total chlorophyll concentration (Kramer and Siegel, 2019; Chase et al., 2020). Conversely, cryptophytes (a red alga, denoted by the biomarker pigment Allo) are never a large enough fraction of the community in this dataset to separate from the broader green algal community. As the assumptions made by CHEMTAX were not supported by this dataset, this method was not implemented here.



NAAMES in the Context of a Changing North Atlantic Ocean

The results presented here capture the surface ocean phytoplankton community of the western North Atlantic across four seasons, representing succession through different phases of phytoplankton bloom onset, accumulation, and decline. While the exact structuring of the phytoplankton community and ecosystem change on an interannual basis, these results can provide a baseline against which to consider future change. The North Atlantic phytoplankton bloom will undoubtedly change in a warming ocean (Boyd and Doney, 2002; Barton et al., 2016). The timing of bloom initiation, the extent and magnitude of the bloom, the structuring of the water column (impacting properties that influence bloom initiation and progression, such as mixed layer depth and nutrient concentration), the frequency and magnitude of other climate oscillations, etc., are all sensitive to changing surface and deep ocean temperatures (Henson et al., 2009; Racault et al., 2012; Behrenfeld, 2014). These events and parameters in turn have impacts on the resulting phytoplankton community composition and phenology. The diatom pigment community on NAAMES 1-4 was found predominantly in the spring to early summer, in water with cold temperatures and high nutrient concentrations (Table 2). Under future warming scenarios, a more highly stratified ocean would limit the injections of deep, nutrient-rich water to the surface ocean even during the spring bloom, and favor communities of smaller phytoplankton including dinoflagellates, haptophytes, and cyanobacteria (Falkowski and Oliver, 2007).

A changing ocean may also experience altered light availability, as the concentrations of phytoplankton and other absorbing ocean constituents [i.e., colored dissolved organic matter (CDOM), non-algal particles), as well as surface mixed layer depth, change with a warming climate (Dutkiewicz et al., 2019). The amount and the wavelength range of the remaining available light shapes the resulting phytoplankton community, both in the surface and at depth (Bidigare et al., 1990; Siegel et al., 1990; Huisman et al., 1999). Overlapping communities of phytoplankton with depth are often identified by changes in phytoplankton pigment composition and concentrations – but these same processes may occur throughout the euphotic zone, particularly if there is an increase in compounds that absorb in the same wavelength range as phytoplankton (such as elevated CDOM, which absorbs most strongly in the blue wavelengths, where Tchla and most phytoplankton accessory pigments also absorb light). Measurements of phytoplankton pigment composition in conjunction with phytoplankton absorption spectra can indicate that the communities have chromatically adapted to the shifting light field and optimized the narrowing niche of light and nutrients (Hickman et al., 2009). If the ratios of accessory pigments to Tchla change in the surface ocean under future warming scenarios, as phytoplankton adapt to changes in available light, historical data relating phytoplankton pigment ratios to taxonomy will not be able to describe the new relationships between pigments and taxonomy, and new relationships will have to be constructed.

Historically, the magnitude and extent of the North Atlantic bloom has been observed using satellite remote sensing (i.e., Siegel et al., 2002; Behrenfeld et al., 2013). Pigment-based methods are well suited to link satellite measurements to surface ocean ecology at coarse resolution given the impact of phytoplankton pigments on absorption, which directly alters the shape and magnitude of remote sensing reflectance. However, these methods are limited by both the spectral resolution of the satellite and the composition of the HPLC dataset used to calibrate and validate the satellite models (i.e., Kramer and Siegel, 2019; Werdell et al., 2019). Based on the results presented here, a future satellite model of phytoplankton community composition built for the western North Atlantic Ocean using this HPLC dataset for calibration and validation could retrieve at most 5 distinct phytoplankton communities. The addition of other data types, such as cell quantification with flow cytometry as shown here, can improve the confidence of these models to describe surface ocean phytoplankton ecology, particularly in a region of high variability and particular oceanographic and biogeochemical interest, such as the North Atlantic Ocean.
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The annual North Atlantic phytoplankton bloom represents a hot spot of biological activity during which a significant fraction of net community production (NCP) can be partitioned into dissolved organic carbon (DOC). The fraction of seasonal NCP that is not respired by the heterotrophic bacterial community and accumulates as seasonal surplus DOC (ΔDOC) in the surface layer represents DOC export potential to the upper mesopelagic zone, and in the North Atlantic this is facilitated by winter convective mixing that can extend to depths > 400 m. However, estimates of ΔDOC and vertical DOC export for the western North Atlantic remain ill-constrained and the influence of phytoplankton community structure on the partitioning of seasonal NCP as ΔDOC is unresolved. Here, we couple hydrographic properties from autonomous in situ sensors (ARGO floats) with biogeochemical data from two meridional transects in the late spring (∼44–56°N along ∼−41°W) and early autumn (∼42–53°N along ∼−41°W) as part of the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES). We estimate that 4–35% of seasonal NCP is partitioned as ΔDOC and that annual vertical DOC export ranges between 0.34 and 1.15 mol C m–2 in the temperate and subpolar western North Atlantic. Two lines of evidence reveal that non-siliceous picophytoplankton, like Prochlorococcus, are indicator species of the conditions that control the accumulation of DOC and the partitioning of NCP as ΔDOC.

Keywords: North Atlantic Aerosols and Marine Ecosystems Study, net community production, dissolved organic carbon, ARGO, convective overturn, vertical export, phytoplankton community composition


INTRODUCTION

Phytoplankton blooms spanning the subtropical to the polar latitudes of the North Atlantic occur annually and are central to biogeochemical cycling in the global ocean (Duursma, 1963; Lochte et al., 1993; Sieracki et al., 1993; Carlson et al., 1998; Falkowski, 1998; Behrenfeld, 2010). These blooms are net autotrophic events initiated by an imbalance between phytoplankton division and loss rates, created by favorable abiotic conditions for incident sunlight and subsurface attenuation, surface mixing layer dynamics, nutrients, and temperature (Behrenfeld and Boss, 2018).

When photoautotrophy exceeds net heterotrophic processes within the surface layer, the seasonal net community production (NCP, moles C per unit volume or area per time) can be estimated from the biological production of oxygen (Plant et al., 2016) or the net drawdown of total carbon dioxide or nitrate as it is fixed to organic matter (Codispoti et al., 1986; Hansell et al., 1993; Hansell and Carlson, 1998). Organic matter resulting from NCP has three main fates: (1) accumulation as particulate organic carbon (POC) in the surface layer followed by export via the passive sinking flux (McCave, 1975), (2) export from the surface layer via vertical migrating zooplankton (Steinberg et al., 2000), and (3) accumulation as suspended organic matter [i.e., dissolved organic carbon (DOC) and suspended POC (POCs)] in the surface layer followed by export via physical transport (Carlson et al., 1994; Hansell and Carlson, 1998; Sweeney et al., 2000; Dall’Olmo et al., 2016). The present study examines the third fate, focusing on the accumulation and subsequent vertical export of DOC. We refer to the seasonal accumulation rate of surplus surface layer DOC as ΔDOC (vertically integrated moles C m–2 time period–1 or moles C L–1 time period–1).

ΔDOC has been reported to represent a significant fraction of NCP in a variety of environments and ecological states (Carlson et al., 1998; Hansell and Carlson, 1998; Romera-Castillo et al., 2016; Bif and Hansell, 2019). For example, Hansell and Carlson (1998) reported that as much as 59–70% of NCP was partitioned as ΔDOC shortly following a spring bloom in the Sargasso Sea. More recently, Romera-Castillo et al. (2016) analyzed data from seven US Repeat Hydrography cruises (currently called GO-SHIP) and three Spanish cruises (OVIDE, Good Hope, CAIBOX) and found that ΔDOC:NCP largely ranged between 0.10 and 0.40 throughout the Atlantic basin, with an average ΔDOC:NCP of 0.17 for the basin. The ratio was then applied to climatological nitrate data to model ΔDOC throughout the region. While extensive hydrographic data were used in this analysis, there was a paucity of data from the temperate and subpolar western North Atlantic. Furthermore, the data used did not permit the authors to diagnose seasonal variability in ΔDOC:NCP. Seasonal measures of NCP and ΔDOC for the western North Atlantic may help to constrain estimates of NCP partitioning and consequently, outputs from models seeking to predict changes in ΔDOC. Constraining estimates of ΔDOC is necessary to improve evaluations of vertical DOC export in the western North Atlantic.

A variety of food web processes can lead to the production of DOC, including passive and active dissolved organic matter (DOM) release by phytoplankton, grazer-mediated release and excretion, viral cell lysis, and particle solubilization (see review by Carlson and Hansell, 2015). Controlling factors that result in ΔDOC in the surface layer remain unknown but have been linked to nutrient limitation (Cotner et al., 1997; Thingstad et al., 1997), the direct production of recalcitrant compounds by phytoplankton (Aluwihare et al., 1997; Wear et al., 2015b), the alteration of labile DOM by heterotrophic microbes or phototransformation to recalcitrant compounds (Kieber et al., 1997; Benner and Biddanda, 1998; Ogawa, 2001; Gruber et al., 2006; Jiao et al., 2010), and the composition and metabolic potential of the extant microbial community (Carlson et al., 2004; Morris et al., 2005; DeLong, 2006).

In addition, because different phytoplankton species release different quantities and qualities of DOM, the identity of the dominant phytoplankton in a community may regulate the magnitude of ΔDOC (Conan et al., 2007; Wear et al., 2015b). For example, the dominance of large eukaryotic phytoplankton has been linked to the production of bioavailable DOC that can lead to limited variability in the bulk DOC pool (Carlson et al., 1998; Wear et al., 2015a, b), while the dominance of picophytoplankton in tropical and subtropical systems has been linked to elevated ΔDOC (Hansell and Carlson, 1998; Hansell et al., 2009). Blooms of large eukaryotic phytoplankton relative to picophytoplankton may reflect conditions that favor the production of more bioavailable DOC that has a low potential to accumulate as ΔDOC (Carlson et al., 1998). If distinct phytoplankton species or group can be linked to ΔDOC or ΔDOC:NCP, they may be useful indicators for the conditions that control DOC production and accumulation. Absolute cell abundance data or sequencing data can be used to reveal phytoplankton community structure at the time of sampling; inorganic nutrient drawdown ratios provide information that integrates a previous community’s activity and how that community affects nutrient pools. In the Ross Sea, Sweeney et al. (2000) used ΔSiO4:ΔNO3 ratios to distinguish phytoplankton populations dominated by diatoms from those dominated by non-siliceous species, with greater ratios indicative of a greater relative importance of diatoms. These metrics of phytoplankton community structure can all be used to explore whether distinct species or groups can be used as indicators for the conditions controlling ΔDOC and ΔDOC:NCP. In the North Atlantic where massive spring blooms have been associated with diatoms and the depletion of silicate relative to nitrate (Sieracki et al., 1993), one might expect diatoms to disproportionately contribute to NCP but also produce DOC with high bioavailability, leading to low ΔDOC. Understanding the role of diatoms in the partitioning of NCP may be important in elucidating the mechanisms and conditions that regulate ΔDOC and ΔDOC:NCP.

Regardless of the controls on DOC production and accumulation, ΔDOC in the surface layer has been observed throughout the global ocean (Duursma, 1963; Eberlein et al., 1985; Carlson et al., 1994; Bøsrheim and Myklestad, 1997; Hansell and Carlson, 1998; Halewood et al., 2012). ΔDOC resisting or escaping rapid microbial degradation is available for horizontal or vertical export via physical processes (Hansell et al., 1997). Seasonal deep convective overturn mixes ΔDOC into the ocean’s interior, where it can support net heterotrophic processes (Carlson et al., 1994, 2004). It is estimated that approximately 0.081 Pg C of DOM are exported out of the upper 100 m of the water column annually in the North Atlantic basin, making this region a quantitatively important location for vertical DOC export (Carlson et al., 2010). However, refining estimates of local ΔDOC and vertical DOC export in the western North Atlantic remains difficult because of limited DOC observations under deeply mixed conditions and the necessary assumptions to approximate those conditions (Hansell and Carlson, 1998; Romera-Castillo et al., 2016).

Here we present a seasonal composite of local ΔDOC and NCP based on shipboard and ARGO float data collected in the temperate and subpolar western North Atlantic as a part of the ARGO and NASA North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) programs. The repeated meridional ship transects and the extensive spatiotemporal coverage of the deployed floats provide a unique opportunity to examine DOC dynamics in the context of the annual plankton cycle. We (1) consider the relationship between seasonal NCP and the partitioning of the resulting organic matter into the dissolved pool in the context of both space and time, (2) estimate vertical DOC export, and (3) examine the ΔDOC:NCP as it relates to variability in environmental conditions and phytoplankton community composition.



MATERIALS AND METHODS


Study Region

The NAAMES program, detailed in Behrenfeld et al. (2019), was designed to resolve the annual dynamics and drivers of the North Atlantic phytoplankton bloom and its subsequent impact on the atmosphere. It was comprised of four field campaigns from 2015 to 2018, each involving coordinated ship, aircraft, remote sensing, and autonomous in situ sensing (ARGO and Biogeochemical-ARGO floats) measurements during transects between 39°N and 56°N latitude and −38 to −47°W longitude (Figure 1). Here, we focus on two NAAMES campaigns at extreme ends of the seasonal cycle, NAAMES 3 in September 2017 (early autumn) and NAAMES 4 in April 2018 (early spring), respectively. The stations occupied during these campaigns were classified into subregions defined by Della Penna and Gaube (2019). The present study represents an ancillary companion project seeking to resolve temporal and spatial DOC dynamics in the western North Atlantic Ocean.
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FIGURE 1. Geographical map of the NAAMES study region (left), with station locations for the late spring and early autumn cruise designated as circles and squares, respectively. Stations are colored by subregional classification based on Della Penna and Gaube (2019). Gridded box displays the bounds of the in 1° latitudinal bins from which float data were available. Displayed on the right is an example composite of float data from the 52° latitudinal bin. Black points denote when water column data were collected by an ARGO float. The white points and dashed line mark the depth of the mixed layer (n = 348). Zmax MLD for this latitudinal bin was recorded as 330 m and is denoted by the star. Interpolated temperature data from the corresponding float profiles are shown in the background.




Environmental Data

NAAMES field campaign data are available through NASA’s Ocean Biology Distributed Active Archive Center (OB.DAAC). Conductivity-temperature-depth (CTD), discrete inorganic nutrient, and flow cytometry data used here were retrieved from the SeaWiFS Bio-optical Archive and Storage System (SeaBASS1). All CTD casts and seawater samples were collected on the R/V Atlantis using a Sea-Bird Scientific SBE-911+ CTD outfitted with a Wet Labs ECO-AFL fluorometer and 24 10-L Niskin bottles in a typical rosette mount. Chlorophyll maxima (CMs) were estimated for each profile using downcast data from the CTD fluorometer.

Inorganic nutrient concentrations (μmol N or Si L–1) were determined for 15 depths over the surface 1500 m at each station (nominally 5, 10, 25, 50, 75, 100, 150, 200, 300, 400, 500, 750, 1000, 1250, and 1500 m). Samples were gravity filtered directly from the Niskin bottles through inline 47 mm PC filtration cartridges loaded with 0.8 μm polycarbonate filters into sterile 50 mL conical centrifuge tubes. Resultant samples were then stored at −20°C for later analysis using the Lachat QuickChem QC8500 automated ion analyzer at the University of Rhode Island Graduate School of Oceanography Marine Science Research Facility (GSO-MSRF). Precision for nitrite + nitrate analyses are ∼0.3 μmol L–1, while precision for silicate analysis is ∼0.1 μmol L–1.

DOC concentrations (μmol C L–1) were determined from replicate samples at the same 15 depths where nutrient samples were collected. Samples were gravity filtered directly from the Niskin bottles into pre-combusted (4 h at 450°C) 40 mL EPA borosilicate glass vials. Filtration was performed using 47 mm PC filtration cartridges loaded with pre-combusted (4 h at 450°C) 0.7 μm GF/F filters. Filters were flushed with ∼100 mL of sample water before collection. Vials were rinsed three times with sample water before being filled. All DOC samples were acidified to a pH of < 3 by adding 50 μL DOC-free 4 N HCl to 35 mL of sample immediately after collection. Samples were stored at ∼14°C in an environmental chamber free of volatile organics until analysis at the University of California, Santa Barbara.

DOC concentrations were measured in batches on Shimadzu TOC-V or TOC-L analyzers using the high-temperature combustion technique (Carlson et al., 2010). Each batch analysis was calibrated using glucose solutions of 25–100 μmol C L–1 in low carbon blank water. Data quality was assessed by measuring surface and deep seawater references (sourced from the Santa Barbara Channel) after every six to eight samples as described in Carlson et al. (2010). Precision for DOC analysis is ∼1 μmol L–1 or a CV of ∼2%. Local seawater reference waters were calibrated with DOC consensus reference material provided by Hansell (2005). All DOC data for the NAAMES project are available in the SeaBASS (see footnote 1).

Phytoplankton concentrations (cells L–1) were determined for six depths over the surface 100 m at each station (nominally 5, 10, 25, 50, 75, and 100 m) within hours of collection. Samples were analyzed using a BD Influx Flow Cytometer to estimate phytoplankton concentrations for four major groups [Prochlorococcus, Synechococcus, picoeukaryotes (<3 μm), and nanoeukaryotes (3 to ∼10 μm) (see methods in Graff and Behrenfeld, 2018)]. The phytoplankton abundance maximum (PAM) for each profile was defined as the depth where the sum concentration of the four major groups was greatest.

Concentrations for nutrients, DOC, and phytoplankton measured at 5 m were assumed to be equivalent to surface concentrations (0 m) as the mixed layer depth was greater than 5 m for all stations and all cruises (Figure 2). All profiles were averaged for each station containing multiple casts (Supplementary Figures S1–S3, S7).
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FIGURE 2. The average mixed layer depth between all CTD casts at a station is represented by an individual circle, the color of which represents the season when that mixed layer depth was observed. Error bars represent standard deviations. Yellow squares represent the maximum mixed layer depths measured by the NAAMES ARGO floats for each latitudinal bin.




Maximum Mixed Layer Depth Calculations From ARGO Floats

We used temperature, salinity, and pressure data provided by Biogeochemical-ARGO and ARGO (hereafter both referred to as ARGO) profiling floats to determine the maximum annual mixed layer depths in the vicinity of stations sampled during the ship campaigns. To match float profiles with station data, the NAAMES region was subdivided into 1° latitudinal bins. Stations and float profiles were binned to the nearest half degree based on their latitudinal coordinates. For example, a station location of 47.49°N and a float location of 46.50°N were both assigned to the 47°N bin (Figure 1 and Table 1).


TABLE 1. Annual maximum mixed layer depths (ZMax MLD), estimated from ARGO profiles.

[image: Table 1]ARGO float data were retrieved from the NAAMES data page2. All ARGO floats used were located in the area of study and were either deployed during the NAAMES campaigns or previously by the ARGO or the remOcean programs in support of NAAMES (n = 18). Float data spanned from 5 May 2014 to 2 December 2018, and encompassed 2425 unique profiles.

Mixed layer depths (ZMLD) were determined for each float profile using a threshold of the Brunt-Väisälä buoyancy frequency, N2, which was calculated using the function swN2() from the package oce (v 1.0–1) in R. Following Mojica and Gaube (unpublished), ZMLD was defined as the depth below 5 m at which N2 was greater than its standard deviation:
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The deepest ZMLD, including its corresponding month and year, recorded for each 1° latitudinal bin throughout the float sampling period was reported as that bin’s annual maximum mixed layer depth, ZMax MLD (Figure 1 and Table 1).



Seasonal Nitrate Drawdown and NCP Calculations

Estimates of surface layer-integrated NO3 drawdown (ΔNO3, mol N m–2 t–1) between deep mixed and bloom or post-bloom stratified conditions have been used to determine seasonal NCP for a variety of ecosystems (Codispoti et al., 1986; Takahashi et al., 1993; Yager et al., 1995; Bates et al., 1998; Hansell and Carlson, 1998; Siegel et al., 1999; Sweeney et al., 2000). The challenge with this approach is capturing the surface layer NO3 distribution during deep winter convective mixing when nutrients from depth are redistributed to the surface. In the absence of direct measurements of NO3 during deep convection, we devised an approach to approximate the NO3 profiles at the time of convection (NO3 Mixed) for each 1° latitudinal bin around each NAAMES station. Specifically, each station’s NO3 profile measured during the post-bloom stratified condition was integrated to the corresponding ZMax MLD of its latitudinal bin. The integrated NO3 stock was then depth-normalized to the ZMax MLD; thus, providing a volumetric estimate of mixed NO3 concentrations for that station (vertical dashed line in Figure 3A). In cases where latitudinal bins contained stations from both the late spring and early autumn campaigns (44, 48, and 50°N), the NO3 Mixed profile generated from the early autumn profiles was applied to the late spring campaign. In cases where latitudinal bins only contained stations from the late spring (54 and 56°N), NO3 Mixed profiles were generated from the late spring profiles. Depth-integrated NO3 drawdown (ΔNO3100 m, mol N m–2 t–1) over the surface 100 m (Figure 3A) from the time of deep convection to the time of observation (t) were calculated for each profile as:
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FIGURE 3. Early autumn nitrate (A) and DOC (B) profiles from station 5 at 51.7°N and −39.5°W. The maximum MLD (ZMax MLD) at the 50° latitudinal bin recorded by ARGO floats was 330 m and is shown as the blue dotted line. The black dotted line indicates the 100 m depth horizon, used as a benchmark for the surface layer as in previous studies. The vertical black dashed line represents the redistribution of the observed profiles to the maximum MLD (integrated and depth-normalized to maximum MLD), simulating the “mixed” condition reflective of winter/spring deep convection. The red shaded areas within the surface 100 m represent (A) the nitrate drawdown and (B) the accumulation of ΔDOC between the time of mixing to the early autumn stratified period in mol N m–2 and mol C m–2, respectively. The purple shaded area below the 100 m depth horizon indicates the magnitude of DOC export in mol C m–2.
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The drawdown was then converted to seasonal NCP (NCP100 m, mol C m–2 t–1) by employing the C:N ratio from Redfield (1958) as done by previous studies (Hansell et al., 1993; Yager et al., 1995; Romera-Castillo et al., 2016; Bif and Hansell, 2019).
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Seasonal depth-integrated NCP was also calculated for the depth horizons of the CM and the PAM to examine how it changed over various depths within the surface layer.



ΔDOC and Export Calculations

Seasonal depth-integrated ΔDOC (ΔDOC100 m, mol C m–2 t–1) over the surface 100 m from the time of deep convection to the time of observation (t), shown in Figure 3B, was calculated for each profile, as follows:
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ΔDOC100 m at each station from the time of deep convection to early autumn stratified period provides an approximation of the magnitude of annual DOC export potential from the surface layer (Carlson et al., 1994; Hansell and Carlson, 2001). Demarcating the surface layer at 100 m is consistent with previous studies that have used the same depth horizon to define DOC export from the surface layer into the mesopelagic (Sweeney et al., 2000; Carlson et al., 2010; Hansell et al., 2012). Thus, annual DOC export out of the surface 100 m (DOCExport 100 m, mol C m–2 t–1) was calculated as the difference in the integrated DOC stocks (100 m to the maximum MLD for each station) between the mixed and the early autumn stratified condition (Figure 3B), as follows:
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We acknowledge that ΔDOC is subject to surface circulation and can be advected to a location with enhanced, dampened, or negligible vertical mixing. Because we do not have an explicit means to constrain lateral advection with the available data, the DOC export values reported here assume a static view of the system and represent local vertical export.

The partitioning of seasonal NCP into ΔDOC was calculated as the ratio between ΔDOC and NCP (Figure 4C and Supplementary Figure S6). To examine how ΔDOC and ΔDOC:NCP changed over various depth horizons within the surface layer, they were estimated within the surface 100 m, the CM, and the PAM.
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FIGURE 4. Vertical profiles of volumetrically estimated (A) NCP (difference between NO3 Mixed and NO3 Observed at each depth × 6.6), (B) ΔDOC (difference between DOCObserved and DOCMixed at each depth), and (C) subsequent ΔDOC:NCP. The NO3 and DOC profiles used to make these estimates were taken from station 5 at 51.7°N and −39.5°W. The green dotted line denotes the chlorophyll maximum (CM), and the blue dotted line demarcates the phytoplankton abundance maximum (PAM).




Seasonal Silicate Drawdown Calculations

The depth-integrated seasonal drawdown of SiO4 (ΔSiO4 100 m) relative to ΔNO3 100 m was used as an index of the relative importance of diatoms in NO3 drawdown, as opposed to other phytoplankton groups. Greater ΔSiO4:ΔNO3 ratios indicate the greater relative importance of diatoms or other siliceous phytoplankton in contributing to NCP100 m (Sweeney et al., 2000). ΔSiO4 100 m was calculated following the same approach described above to determine ΔNO3 100 m.



Statistical Analyses

Model I linear regressions were used to assess the comparability of ΔDOC:NCP estimates as well as latitudinal trends in those estimates. Regressions were computed using the function lm() from the package stats (v 3.5.1) in R (v 3.5.1). Model fits with p-values ≤ 0.05 are described herein as “significant,” while those with p-values ≤ 0.01 are described as “highly significant.” T-tests were used to determine if slopes were different from 0, with p-values ≤ 0.05 indicating significant likelihood. The Breusch–Pagan test against heteroskedasticity was performed on each model using the function bptest() from the package lmtest (v 0.9-37) with the argument studentized set to TRUE in R (v 3.5.1). From this test, p-values ≤ 0.05 suggest heteroskedasticity and indicate that the spread of the residuals is not constant with the fitted values. In this case, the regression model’s ability to predict a dependent variable is not consistent across all values of that dependent variable. Standardized (reduced) major axis model II linear regressions were used to explore relationships among deep mixed conditions, NCP, ΔDOC:NCP, ΔDOC, inorganic nutrients, and broad phytoplankton groups. As with the model I linear regressions, model fits with p-values ≤ 0.05 are described as “significant” and those with p-values ≤ 0.01 are described as “highly significant.” A Welch two-sample T-test was performed to compare ΔDOC:NCP between seasons using the function t.test() from the package stats (v 3.5.1) in R (v 3.5.1).



RESULTS


ARGO Float-Based Maximum Mixed Layer Depth Estimates

A total of 2425 profiles were recorded in the NAAMES study region between 5 May 2014 and 2 December 2018. The minimum and maximum number of profiles for each 1° latitudinal bin within the NAAMES study region were n = 17 (40°N) and n = 375 (53°N), respectively, with a mean of n = 127 and the median of n = 92. Figure 1 illustrates the temporal coverage obtained by combining data from the ARGO floats in the vicinity of each station (within 1° latitudinal bin). The maximum MLD (ZMax MLD) determined for each 1° latitudinal bin in the NAAMES region occurred between the months of November and April and ranged from 110 to 508 m. A total of 1491 profiles were recorded during this period, with a minimum, maximum, mean, and median number of profiles for each 1° latitudinal bin at 5 (57°N), 274 (52°N), 78, and 49, respectively (Table 1). The range, mean, and median of ZMax MLD was greater than the mixed layer depths recorded for all cruises within the NAAMES campaign, which ranged between 6 and 214 m (Figure 2), indicating that conditions reflecting deep convection were not captured during the NAAMES occupations.

ZMax MLD determined for each bin was then used to reconstruct mixed nutrient and DOC profiles required to calculate seasonal NCP and ΔDOC.



NCP, ΔDOC, and Vertical DOC Export

Estimates of seasonal NCP from the mixed condition to the early autumn stratified period ranged between 1.67 and 6.70 mol C m–2, with a median of 4.69 and a mean of 4.29 mol C m–2 (Table 2). ΔDOC:NCP over the same period ranged from 0.14 to 0.35, with a median and mean of 0.17 and 0.20, respectively (Table 2).


TABLE 2. Seasonal net community production (NCP) and its partitioning into DOC in the upper 100 m as well as DOC export out of the upper 100 m for the early autumn campaign. CM refers to the chlorophyll maximum and PAM refers to the phytoplankton abundance maximum.

[image: Table 2]Vertical profiles of volumetrically estimated NCP (difference between NO3 Mixed and NO3 Observed at each depth × 6.6) and ΔDOC (difference between DOCObserved and DOCMixed at each depth) show that NCP and ΔDOC were both most pronounced within the shallowest depth horizons of the surface layer (Figure 4 and Supplementary Figures S4, S5). ΔDOC:NCP estimates were similar whether calculated for the upper 100 m, to the depth of the CM, or the depth of the PAM (Supplementary Table S1).

Using the local ZMax MLD for each station, we estimated annual DOCExport 100 m for each station along the NAAMES meridional transect (42°N–53°N) to range between 0.34 and 1.15 mol C m–2 (Table 2), with a mean of 0.77 mol C m–2. Esimates of DOCExport 100 m are not included in Table 3. This is because it would be inappropriate to calculate DOC export for the late spring, a season far removed from the timing of deep convection. It is the bulk DOC pool during the stratified condition, just before the late autumn/winter, that will be subject to deep convection. Mesopelagic DOC concentrations in the early autumn were observed to be lower than those of the mixed condition (Figure 3 and Supplementary Figure S2), suggesting that after DOC is exported, it is remineralized by the mesopelagic community (Carlson et al., 2004, 2011). ΔDOC:NCP over a range of NCP magnitudes was observed to be significantly greater in the early autumn (mean 0.20 ± 0.06) than the late spring (mean 0.11 ± 0.06) (Tables 2, 3 and Figures 5, 6A). Vertical DOC export was observed to increase in magnitude with increasing NCP (Figure 6B).


TABLE 3. Seasonal net community production (NCP) and its partitioning into DOC in the upper 100 m for the late spring campaign.
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FIGURE 5. Box and whisker plots comparing ΔDOC:NCP integrated over the surface 100 m between the late spring and early autumn. Boxes represent the median and the first and third quartiles. Whiskers represent the 1.5 interquatile range. Circles indicate data points. Diamonds represent the mean of the data.
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FIGURE 6. (A) Variability of ΔDOC:NCP over the range of seasonal net community production (NCP). (B) Standard major axis model II regressions for NCP and annual DOC export. Each point represents estimates for a station during the early autumn cruise. Points are filled by the subregional classification of the station as described in Figure 1. NCP and ΔDOC:NCP represent values integrated to 100 m. Annual DOC export represents values integrated from 100 m to the maximum mixed layer depth (see Figure 3B).




Partitioning of NCP

ΔSiO4:ΔNO3 in the early autumn generally increased with increasing latitude and ranged from 0.36 to 0.70, which would suggest that 36–70% of phytoplankton biomass in the region was represented by diatoms or other siliceous phytoplankton like silicoflagellates. ΔDOC:NCP displayed a strong and highly significant negative relationship with ΔSiO4:ΔNO3 (Figure 7). ΔDOC:NCP also showed significant moderate to strong direct relationships with Prochlorococcus abundance within the depth horizons of the CM and PAM (Figure 8). When compared to flow cytometry cell abundance estimates of other broad phytoplankton groups (Synechococcus, picoeukaryotes, and nanoeukaryotes), the ΔDOC:NCP ratio only demonstrated a weak negative relationship with picoeukaryotes over the PAM depth horizon (Supplementary Table S2).
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FIGURE 7. Model regressions comparing the ΔDOC:NCP in the surface 100 m; (A) model regression for the ΔSiO4:ΔNO3 ratio versus latitude and (B) standard major axis model II regression for ΔDOC:NCP versus ΔSiO4:ΔNO3 ratio. Each point represents estimates for a station on the early autumn cruise. Points are filled by the subregional classification of the station as presented in Figure 1.
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FIGURE 8. Standard major axis model II regressions comparing the ΔDOC:NCP ratio with the absolute abundance Prochlorococcus, integrated to the chlorophyll maximum (CM) (A) and the phytoplankton abundance maximum (PAM) (B) for each station. Each point represents estimates for a station on the early autumn cruise. Points are filled by the subregional classification of the station as presented in Figure 1.




DISCUSSION

Of the ∼9 Pg C of global annual carbon export to the ocean interior by the biological carbon pump (DeVries and Weber, 2017), approximately 1.27 Pg C are exported in the North Atlantic alone, indicating that the biological carbon pump in the North Atlantic is an important component of the global carbon cycle (Sanders et al., 2014). The biological carbon pump is driven by a complex set of processes, including a passive sinking flux of organic particles (McCave, 1975), an active transport of organic carbon and CO2 by vertically migrating zooplankton (Steinberg et al., 2000), and the physical transport of dissolved and suspended organic matter by subduction and convective mixing (Carlson et al., 1994; Hansell et al., 2009; Dall’Olmo et al., 2016). To predict changes in the North Atlantic biological carbon pump under different climate scenarios, it is necessary to reduce the uncertainties in the magnitude and contribution of these different pathways (Sanders et al., 2014; Siegel et al., 2016).

Although contributions by passive fluxes and vertical migrating organisms to carbon export can be obtained on individual research campaigns, assessing the contribution of the vertical redistribution of POCs and DOC, respectively, to carbon export requires an understanding of the interplay between the seasonal net production of POCs and DOC and the extent of physical convective mixing at any given location. By combining ARGO float data with satellite estimates of POC, one study demonstrated that the seasonal accumulation and physical removal of total POC in the North Atlantic could account for 23 to >100% of the carbon export flux into the mesopelagic (Dall’Olmo et al., 2016). Applying this approach to estimate the contribution of DOC to vertical carbon export would be difficult without a remote-sensing proxy for the bulk DOC pool in the open ocean. Direct measurements of DOC at regular temporal intervals over numerous annual cycles at time-series study sites is arguably the most powerful approach to resolving the contribution of DOC to vertical carbon export (Copin-Montégut and Avril, 1993; Carlson et al., 1994; Bøsrheim and Myklestad, 1997; Hansell and Carlson, 2001). This approach, however, is only feasible at a limited number of locations.


Constraints on Post-convection Conditions Challenges Estimations of ΔDOC and NCP

Studies that make direct DOC measurements at the time of deep convection and during stratified periods (i.e., post-bloom) can provide estimates of seasonal DOC accumulations (ΔDOC). Concomitant measurements of TCO2, inorganic nutrients, or oxygen between those periods permit estimates of NCP (Codispoti et al., 1986; Hansell et al., 1993; Bates et al., 1998; Plant et al., 2016). Combining the corresponding ΔDOC and NCP estimates provides insight into how much of NCP becomes seasonally accumulated DOC (ΔDOC:NCP), thereby providing constraints on estimates of vertical DOC export potential (Hansell and Carlson, 1998; Carlson et al., 2000; Sweeney et al., 2000; Hansell and Carlson, 2001). A major challenge to estimating ΔDOC:NCP is being able to capture direct measures of DOC and inorganic nutrients at the time of deep mixing when their respective concentrations are homogenously distributed throughout the deep mixed layer. Measures of DOC and inorganic nutrient profiles during both seasonally vertically stratified and maximally mixed conditions allow for the calculation of net DOC production from NO3 drawdown (estimates of NCP). However, capturing maximal deep convective mixing events is difficult at best.

In the absence of direct measurements, previous studies have defined criteria to predict pre-bloom nutrient and surface DOC concentrations. In their study of upwelling-driven phytoplankton blooms in the northwestern portion of the Santa Barbara Channel, California, Wear et al. (2015a) used nutrient and salinity fields to characterize recently upwelled water at 5 m and then identified waters meeting those nutrient and salinity conditions as “pre-bloom” source waters, reflective of initial mixed conditions. DOC values in these source waters were used as background concentrations from which ΔDOC values were calculated. In Romera-Castillo et al. (2016), the authors applied a representative ΔDOC:NCP value derived from cruise-based estimates to climatological nitrate data to model ΔDOC throughout the Atlantic. They calculated ΔDOC and NCP as the difference in DOC and nitrate concentrations, respectively, between the surface and underlying source waters, which varied with latitude. In the North Atlantic, mixed condition values for DOC and nitrate concentrations were taken from 200 m with the reasoning that winter vertical mixing commonly reaches that depth. Here, we used ARGO float observations to retrieve the maximum MLDs measured in 1° latitudinal bins in the NAAMES study region (Figure 1 and Table 1). We then redistributed early autumn stratified DOC and NO3 profiles over their corresponding local maximum MLD to estimate DOC Mixed and NO3 Mixed concentrations (Figure 3), allowing estimations of ΔDOC and NCP at occupied stations.



Leveraging ARGO Datasets Empower Analysts to Simulate Pre-bloom Conditions

With a current global fleet of over 3900 autonomous floats, the ARGO program has made great contributions to improving our understanding of physical and biogeochemical variability in the oceans (Riser et al., 2016; Claustre et al., 2020). Probing the rich dataset generated by these floats can provide reasonable estimates of annual maximum MLDs across expansive areas of the ocean at 1° latitudinal resolution (Figure 1 and Table 1). These estimates of annual maximum MLDs can then be used to simulate the redistribution of DOC and nitrate profiles observed during the early autumn stratified periods and allow approximate reconstructions of the mixed profiles for each variable (Figure 3). Combining ARGO data collected in the NAAMES region with profiles collected during the early autumn stratified period, we were able to estimate mixed DOC and nutrient concentrations in the absence of direct measurements.

As these estimates were the foundation for calculating approximate ΔDOC, its contribution to NCP, and potential DOC export flux in western North Atlantic (Tables 2, 3 and Figure 3), we sought to compare them to wintertime (January to March) data from two publicly available data products, the Global Ocean Data Analysis Project version 2 2019 (Gv2_2019) and the World Ocean Atlas 18 (WOA18) (see analyses in Supplementary Material). Unfortunately, these two data products contained limited wintertime data for the NAAMES study region and the available data displayed relatively shallow winter MLDs compared to our maximum MLD estimates. For these reasons, using Gv2_2019 and WOA18 data to constrain the conditions under deep convection for the NAAMES region was problematic and made comparisons with this study’s data equivocal. However, interrogating these publicly available data products did underscore the difficulty in defining the magnitude and conditions of deep mixing for the western North Atlantic, even with extensive, historical datasets. Data from the ARGO program, as used in this study, can help to hone estimates of the maximal extent of deep convective mixing, critical to constraining ΔDOC, its contribution to NCP, and potential DOC export flux. However, this is not an infallible approach either.

Our approach to capturing deep convective mixing over a wide range of latitudes at 1° resolution using ARGO float data can also be limited by sampling resolution (i.e. number of floats, profiling frequency). While the float data for most of the latitudinal bins in the NAAMES region contain mixing estimates deeper than 200 m (Table 1 and Figure 2), it is possible that the ARGO floats missed deeper mixing events at or near our station locations, leading to underestimates of local deep mixing. However, the ARGO-based maximum mixed layer depths presented here are deeper than the winter mixed layer depths from the Gv2_2019 and WOA18 data products, from wintertime ARGO climatological data, as well as those observed on the late autumn NAAMES campaign [i.e., closest campaign to the timing of deep convection (November 2015)] (see analyses in Supplementary Material and Supplementary Figure S13). Regardless, the derived variables (i.e. ΔDOC, NCP, and vertical DOC export) presented here are realistically constrained but should be considered conservative estimates. Other caveats with the approach have been noted in previous studies that have calculated NCP from nutrient deficits and are summarized below.



Caveats Limit Approximations of NCP From Nitrate Drawdown

NCP derived from nitrate drawdown is taken as an approximation of new production, that is, the net production utilizing inorganic nitrogen provided from outside sources such as deep mixing and/or upwelling (Dugdale and Goering, 1967). This approximation ignores the contributions of new nitrogen from atmospheric deposition, river inputs, and nitrogen fixation, which may lead to underestimates of NCP. Recent convergent estimates from an inverse biogeochemical and a prognostic ocean model suggest that the input of newly fixed nitrogen from microbial fixation, atmospheric deposition, and river fluxes can account for up to 10% of carbon export in the NAAMES region (Wang et al., 2019). In addition, nitrification within the surface layer can lead to overestimates of new production (Santoro et al., 2010). Though direct measures of nitrification rates are scarce, previous studies have demonstrated that nitrification can be an insignificant source of nitrate in the surface layer of the subarctic North Atlantic and the Sargasso Sea (Fawcett et al., 2015; Peng et al., 2018). The approach used here does not allow us to constrain the contributions of new nitrogen from the processes described above, thus nitrate drawdown was our best approximation of NCP.

Redfield stoichiometry (C:N = 6.6) is commonly used to convert nitrate drawdown to NCP in carbon units (Hansell et al., 1993; Yager et al., 1995; Romera-Castillo et al., 2016; Bif and Hansell, 2019). We recognize that DOM production and accumulation in the surface layer can be C-rich relative to Redfield stoichiometry, having C:N ratios ranging from 12 to 15 in surface waters (Williams, 1995; Hansell and Carlson, 2001; Hopkinson and Vallino, 2005), and that these values may change over the course of a phytoplankton bloom (Sambrotto et al., 1993; Bury et al., 2001; Körtzinger et al., 2001). Using Redfield stoichiometry to convert NO3 drawdown to NCP may underestimate true NCP if a significant fraction of organic matter production was C-rich relative to Redfield stoichiometry, ultimately leading to slight overestimates of ΔDOC:NCP. While Laws (1991) argues that applying the Redfield ratio to seasonal nitrate drawdown can underestimate NCP by as much as 15–30%, other studies have demonstrated that the seasonal drawdown of TCO2 relative to NO3 drawdown is close to 6.6 in some high latitude systems (Yager et al., 1995; Bates et al., 1998). Thus, employing Redfield stoichiometry is a useful approach when comparing ΔDOC:NCP with previously published studies.



ΔDOC:NCP Linked to Ecosystem State

The range of ΔDOC:NCP reported here is comparable to those previously reported from a variety of locations in the North Atlantic under different ecological states and NCP magnitudes (Hansell and Carlson, 1998; Romera-Castillo et al., 2016 and the references therein). ΔDOC:NCP increased from late spring to early autumn and vertical DOC export increased as seasonal NCP increased into the early autumn (Tables 2, 3 and Figures 5, 6). This may reflect changes in both ecosystem state (i.e., nutrient availability) and plankton community composition (Hansell and Carlson, 1998; Carlson et al., 2000). Differences in predominant phytoplankton community members might lead to differences in the magnitude of DOM accumulation, perhaps due to differences in the quantity and quality of the DOM produced (Conan et al., 2007). We observed a seasonal progression in the partitioning of NCP into ΔDOC, with ΔDOC:NCP increasing between the late spring and early autumn (Figure 5). This finding is consistent with previous bloom observations in the Ross Sea (Carlson and Hansell, 2003). Prior studies have shown phytoplankton bloom progression is coincident with increases in DOC production and accumulation, which could be in part due to nutrient limitation (Duursma, 1963; Ittekkot et al., 1981; Eberlein et al., 1985; Billen and Fontigny, 1987; Carlson et al., 1994; Williams, 1995; Wear et al., 2015a), but these relationships are not universal (Carlson et al., 1998). While some studies have demonstrated increases in DOC concentrations with increases in Phaeocystis primary production and biomass (Eberlein et al., 1985; Billen and Fontigny, 1987), Carlson et al. (1998) observed little change in the bulk DOC pool during the early phase of an Antarctic Phaeocystis bloom. The authors reported low total DOC production (0.44 mol C m–2) in the Antarctic relative to the oligotrophic Sargasso Sea (1.7 mol C m–2). Also, the authors observed that while ∼50% of the newly produced DOC in the Sargasso Sea escaped microbial consumption and instead accumulated as ΔDOC, only ∼28% accumulated as ΔDOC in the Antarctic, indicating that newly produced DOC in the Antarctic was largely bioavailable to the extant heterotrophic microbial community and was largely removed prior to deep convective mixing. These observations led to the hypothesis that the low seasonal production of DOC and its high bioavailability in the Ross Sea may have been tied to the size structure and composition of the phytoplankton community there.

Blooms of large eukaryotic phytoplankton relative to picophytoplankton may reflect conditions that favor the production of more bioavailable DOC that has a low potential to accumulate as ΔDOC (Carlson et al., 1998). Wear et al. (2015a, b) demonstrated in field and experimental work at a coastal upwelling site that, as diatom dominated blooms transitioned from a nutrient-replete to a Si-stressed state, there were corresponding increases in the fraction of bloom-produced DOC that became bioavailable to heterotrophic bacterioplankton. Comparatively in tropical and subtropical systems, the dominance of picophytoplankton appears to lead to greater DOC accumulation (Carlson et al., 1998; Hansell and Carlson, 1998; Hansell et al., 2009). It is important to emphasize, however, that the relative contribution of a phytoplankton size class does not necessarily dictate the magnitude of ΔDOC and the fractionation of NCP into ΔDOC. Rather, their relative abundance may be indicative of the environmental conditions that control the net partitioning of NCP as ΔDOC. For instance, higher ΔDOC:NCP ratios may reflect greater extracellular DOC release from primary production due to differences in cell surface area: volume ratios (Karl et al., 1996). In hydrographically stable conditions, elevated ΔDOC:NCP ratios may reflect the increased transformation of labile DOM to more recalcitrant compounds due to nutrient limitation of heterotrophic bacterioplankton production, physical separation of bacterioplankton assemblages capable of using recalcitrant DOM, or further transformation by phototransformation (Cotner et al., 1997; Kieber et al., 1997; Benner and Biddanda, 1998; Jiao et al., 2010). Conversely, cell physiological stress in response to physical mixing may also lead to the increased production of DOC, resulting in higher ΔDOC:NCP ratios (Hansell and Carlson, 1998).

The contribution of larger phytoplankton, like Phaeocystis and diatoms, may also illuminate what conditions drive NCP partitioning. For example, the larger contribution of Phaeocystis relative to picoeukaryotes observed by Carlson et al. (1998) may reflect conditions that favor the production of more bioavailable DOC that has a low potential to accumulate as ΔDOC. In support of this, the authors noted that the increased production of bioavailable DOC in silicate-limited conditions may be an adaptive strategy by diatoms to promote heterotrophic remineralization of dead diatom frustules to dissolved silicate. Thus, in waters where silicate drawdown exceeded nitrate drawdown, we may infer that they were not only occupied by silicifying phytoplankton like diatoms but also that those phytoplankton may have become Si-limited over time, producing bioavailable DOC inconsequential to carbon accumulation and vertical export. Indeed, the ratios of nutrient deficits, particularly ΔSiO4 and ΔNO3, and NCP have been used to provide a broad signature of the composition of the community that may have been responsible for NCP and ΔDOC (Sweeney et al., 2000; Carlson and Hansell, 2003). With knowledge of either or both phytoplankton community composition and signatures of nutrient limitation, we can glean the environmental conditions that control the partitioning of NCP into ΔDOC.



ΔDOC:NCP and Vertical DOC Export Reflect Conditions Favoring Non-Siliceous Phytoplankton

To determine whether linkages could be made between the observed partitioning of NCP and distinct ecosystem states, we explored the relationships between ΔDOC:NCP, ΔSiO4:ΔNO3, and distinct phytoplankton groups along the NAAMES meridional transect. Because the North Atlantic spring bloom has been associated with diatoms and the depletion of silicate relative to nitrate (Sieracki et al., 1993), we expected elevated ΔSiO4:ΔNO3 ratios where diatom blooms might disproportionately contribute to NCP. However, because DOC produced by diatoms has been shown to be characterized by high bioavailability under Si-stress (Wear et al., 2015b), we also expected that in locations with elevated ΔSiO4:ΔNO3, ΔDOC would be low. We found that ΔSiO4:ΔNO3 increased at the higher latitudes, suggesting a higher frequency or magnitude of blooms by silicifying phytoplankton like diatoms in the northern section of the NAAMES region (Figure 7). However, the model regression between ΔSiO4:ΔNO3 and latitude was heteroskedastic, suggesting that latitude alone is not a good predictor for silicate versus nitrate drawdown. ΔSiO4:ΔNO3 ranged from 0.36 to 0.70, indicating that phytoplankton communities comprised of siliceous phytoplankton like diatoms or other siliceous phytoplankton like silicoflagellates were responsible for 36–70% of SiO4 and NO3 drawdown. The ratio displayed a strong and highly significant inverse relationship with ΔDOC:NCP (Figure 7), consistent with previous field and culture reports (Wear et al., 2015a, b). An alternate interpretation is that the inverse relationship between ΔSiO4:ΔNO3 and ΔDOC:NCP indicates when Si drawdown is low and where the phytoplankton community is dominated by functional groups other than siliceous phytoplankton (e.g., picoeukaryotes and cyanobacteria) there is a larger partitioning of NCP into ΔDOC.

We did not find significant relationships between ΔDOC:NCP and the abundance of Synechococcus or nanoeukaryotes (3 to ∼10 μm) (Supplementary Table S2). However, we did find that the abundance of Prochlorococcus was a moderate to strong indicator of ΔDOC:NCP and DOC accumulation within both the depth horizons of the chlorophyll and PAMs (Figure 8). This relationship, in combination with those of the nutrient deficits aforementioned, is intriguing. Together, they suggest that in stratified waters with a higher presence of Prochlorococcus, DOC accumulation and ΔDOC:NCP are elevated.

It is not clear in our study if elevated Prochlorococcus concentrations lead to the direct production of recalcitrant DOC or if the group simply represents an environmental indicator of other physical and/or food web interactions that result in ΔDOC. It has been proposed that Prochlorococcus may disproportionally contribute to the enhanced concentrations and long-term stability of DOC in the oligotrophic ocean (Braakman et al., 2017). The correlations between elevated Prochlorococcus, reduced ΔSiO4:ΔNO3, increased DOC accumulation, and increased ΔDOC:NCP reported here is consistent with this hypothesis. The linkages made here may be important to understand the specific mechanisms that drive the partitioning of NCP and the accumulation of ΔDOC and would benefit from future experimental work targeting the role of Prochlorococcus in these processes.



DOC Is an Important Vertical Export Term in Temperate and Subtropical Western North Atlantic

In this study, we have estimated that 20 ± 6% NCP accumulated as ΔDOC by early autumn in the western North Atlantic region occupied by NAAMES (Table 2). Applying this estimate to a climatological model like that of Romera-Castillo et al. (2016) may help constrain estimates of ΔDOC throughout the western North Atlantic at a higher resolution. An annual DOC export of 0.34–1.15 mol C m–2 (mean 0.77 mol C m–2) out of the surface 100 m indicates that physical mixing of DOC is an important component of the biological carbon pump for this portion of the North Atlantic. Because the ARGO floats used here may not have captured the deepest local mixing event at any given station location, our estimates of annual ΔDOC are considered conservative. Similar to previous studies, we calculate ΔDOC in the surface 100 m to be equivalent to vertical DOC export (Hansell and Carlson, 2001; Romera-Castillo et al., 2016; Bif and Hansell, 2019). However, a fraction of ΔDOC could be laterally transported and/or remineralized by heterotrophic bacterioplankton, thus becoming unavailable to downward mixing by convective overturn. We may further constrain our estimates of DOC export by distinguishing horizontal from vertical transport and also accounting for the bioavailable fraction of DOC that is rapidly remineralized by microorganisms (Copin-Montégut and Avril, 1993; Carlson et al., 1994; Bøsrheim and Myklestad, 1997). DOC bioavailability and its impact on vertical DOC export for the NAAMES study region will be discussed in a subsequent manuscript. Finally, our data suggest that in conditions resulting in low Si-drawdown, Prochlorococcus or the conditions they reflect may play a significant role in the accumulation of annual ΔDOC and the partitioning of NCP, providing a framework for future investigations of the mechanisms driving these processes.



DATA AVAILABILITY STATEMENT

The shipboard data generated for this study are publicly available in the NASA SeaWiFS Bio-optical Archive and Storage System (SeaBASS, https://seabass.gsfc.nasa.gov/naames). The ARGO float data used for this study are available on the NAAMES data page (https://naames.larc.nasa.gov/data2018.html). All processed data, code, and analyses are available on GitHub (https://github.com/nbaetge/naames_export_ms).



AUTHOR CONTRIBUTIONS

This manuscript, containing only original data, has not been published elsewhere. NB and CC conceived of the study, experimental design, and collected the samples. NB analyzed the data. All authors assisted with data reduction and contributed to the revision and editing of the final manuscript. All authors are aware of and accept responsibility for this manuscript and have approved the final submitted manuscript.



FUNDING

This project was supported by the National Science Foundation (Award NSF OCE-157943) and the National Aeronautics and Space Administration (Awards 80NSSC18K0437 and NNX15AAF30G). The overall NAAMES project was funded under the second selection of the NASA Earth Venture Sub-Orbital Program (EVS-2).


ACKNOWLEDGMENTS

We thank the entire NAAMES team, who have become family, and the Captains, officers, crews, and marine technicians of the R/V Atlantis for their outstanding support. We thank Keri Opalk and Elisa Halewood for DOC sample processing and logistical support. This manuscript was greatly improved with helpful discussions and suggestions by Dave Siegel, Mark Brzezinski, Shuting Liu, Brandon Stephens, Anna James, Jacqui Comstock, Tim DeVries, Dylan Catlett, and the two peer reviewers. This manuscript also benefited from discussions with members of the JETZON (Joint Exploration of the Twilight Zone Ocean Network) community.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmars.2020.00227/full#supplementary-material


FOOTNOTES

1
https://seabass.gsfc.nasa.gov/naames

2
https://naames.larc.nasa.gov/data2018.html

REFERENCES

Aluwihare, L. I., Repeta, D. J., and Chen, R. F. (1997). A major biopolymeric component to dissolved organic carbon in surface sea water. Nature 387:166. doi: 10.1038/387166a0

Bates, N. R., Hansell, D. A., Carlson, C. A., and Gordon, L. I. (1998). Distribution of CO2 species, estimates of net community production, and air-sea CO2 exchange in the Ross Sea polynya. J. Geophys. Res. Oceans 103, 2883–2896. doi: 10.1029/97JC02473

Behrenfeld, M. J. (2010). Abandoning Sverdrup’s critical depth hypothesis on phytoplankton blooms. Ecology 91, 977–989. doi: 10.1890/09-1207.1

Behrenfeld, M. J., and Boss, E. S. (2018). Student’s tutorial on bloom hypotheses in the context of phytoplankton annual cycles. Glob. Change Biol. 24, 55–77. doi: 10.1111/gcb.13858

Behrenfeld, M. J., Moore, R. H., Hostetler, C. A., Graff, J., Gaube, P., Russell, L. M., et al. (2019). The north atlantic aerosol and marine ecosystem study (NAAMES): science motive and mission overview. Front. Mar. Sci. 6:122. doi: 10.3389/fmars.2019.00122

Benner, R., and Biddanda, B. (1998). Photochemical transformations of surface and deep marine dissolved organic matter: effects on bacterial growth. Limnol. Oceanogr. 43, 1373–1378. doi: 10.4319/lo.1998.43.6.1373

Bif, M. B., and Hansell, D. A. (2019). Seasonality of dissolved organic carbon in the upper northeast pacific ocean. Glob. Biogeochem. Cycles 33, 526–536. doi: 10.1029/2018GB006152

Billen, G., and Fontigny, A. (1987). Dynamics of a phaeocystis-dominated spring bloom in Belgian coastal waters. II. Bacterioplankton dynamics. Mar. Ecol. Prog. Ser. 37, 249–257. doi: 10.3354/meps037249

Bøsrheim, K. Y., and Myklestad, S. M. (1997). Dynamics of DOC in the norwegian Sea inferred from monthly profiles collected during 3 years at 66°N, 2°E. Deep Sea Res. Part I Oceanogr. Res. Pap. 44, 593–601. doi: 10.1016/S0967-0637(96)001069

Braakman, R., Follows, M. J., and Chisholm, S. W. (2017). Metabolic evolution and the self-organization of ecosystems. Proc. Natl. Acad. Sci. U.S.A. 114, E3091–E3100. doi: 10.1073/pnas.1619573114

Bury, S. J., Boyd, P. W., Preston, T., Savidge, G., and Owens, N. J. P. (2001). Size-fractionated primary production and nitrogen uptake during a North Atlantic phytoplankton bloom: implications for carbon export estimates. Deep Sea Res. Part I Oceanogr. Res. Pap. 48, 689–720. doi: 10.1016/S0967-0637(00)00066-2

Carlson, C. A., Ducklow, H. W., Hansell, D. A., and Smith, W. O. (1998). Organic carbon partitioning during spring phytoplankton blooms in the Ross Sea polynya and the Sargasso Sea. Limnol. Oceanogr. 43, 375–386. doi: 10.4319/lo.1998.43.3.0375

Carlson, C. A., Ducklow, H. W., and Michaels, A. F. (1994). Annual flux of dissolved organic carbon from the euphotic zone in the northwestern Sargasso Sea. Nature 371, 405–408. doi: 10.1038/371405a0

Carlson, C. A., Giovannoni, S. J., Hansell, D. A., Goldberg, S. J., Parsons, R., and Vergin, K. (2004). Interactions among dissolved organic carbon, microbial processes, and community structure in the mesopelagic zone of the northwestern Sargasso Sea. Limnol. Oceanogr. 49, 1073–1083. doi: 10.4319/lo.2004.49.4.1073

Carlson, C. A., and Hansell, D. A. (2003). The contribution of dissolved organic carbon and nitrogen to the biogeochemistry of the Ross Sea. Biogeochem. Ross Sea 78, 123–142. doi: 10.1029/078ars08

Carlson, C. A., and Hansell, D. A. (2015). “DOM sources, sinks, reactivity, and budgets,” in Biogeochemistry of Marine Dissolved Organic Matter, 2nd Edn, eds D. A. Hansell and C. A. Carlson (Boston, MA: Academic Press), 65–126. doi: 10.1016/B978-0-12-405940-5.00003-0

Carlson, C. A., Hansell, D. A., Nelson, N. B., Siegel, D. A., Smethie, W. M., Khatiwala, S., et al. (2010). Dissolved organic carbon export and subsequent remineralization in the mesopelagic and bathypelagic realms of the North Atlantic basin. Deep Sea Res. Part II Top. Stud. Oceanogr. 57, 1433–1445. doi: 10.1016/j.dsr2.2010.02.013

Carlson, C. A., Hansell, D. A., Peltzer, E. T., and Smith, W. O. (2000). Stocks and dynamics of dissolved and particulate organic matter in the southern Ross Sea, Antarctica. Deep Sea Res. Part II Top. Stud. Oceanogr. 47, 3201–3225. doi: 10.1016/s0967-0645(00)00065-5

Carlson, C. A., Hansell, D. A., and Tamburini, C. (2011). DOC persistence and its fate after export within the ocean interior. Microb. Carbon Pump in the Ocean 2011, 57–59.

Claustre, H., Johnson, K. S., and Takeshita, Y. (2020). Observing the global ocean with biogeochemical-argo. Annu. Rev. Mar. Sci. 12, 23–48. doi: 10.1146/annurev-marine-010419-010956

Codispoti, L. A., Friederich, G. E., and Hood, D. W. (1986). Variability in the inorganic carbon system over the southeastern Bering Sea shelf during spring 1980 and spring—summer 1981. Cont. Shelf Res. 5, 133–160. doi: 10.1016/0278-4343(86)90013-0

Conan, P., Søndergaard, M., Kragh, T., Thingstad, F., Pujo-Pay, M., Williams, P. J. le B., et al. (2007). Partitioning of organic production in marine plankton communities: the effects of inorganic nutrient ratios and community composition on new dissolved organic matter. Limnol. Oceanogr. 52, 753–765. doi: 10.4319/lo.2007.52.2.0753

Copin-Montégut, G., and Avril, B. (1993). Vertical distribution and temporal variation of dissolved organic carbon in the North-Western Mediterranean Sea. Deep Sea Res. Part Oceanogr. Res. Pap. 40, 1963–1972. doi: 10.1016/0967-0637(93)90041-Z

Cotner, J. B., Ammerman, J. W., Peele, E. R., and Bentzen, E. (1997). Phosphorus-limited bacterioplankton growth in the Sargasso Sea. Aquat. Microb. Ecol. 13, 141–149. doi: 10.3354/ame013141

Dall’Olmo, G., Dingle, J., Polimene, L., Brewin, R. J. W., and Claustre, H. (2016). Substantial energy input to the mesopelagic ecosystem from the seasonal mixed-layer pump. Nat. Geosci. 9, 820–823. doi: 10.1038/ngeo2818

Della Penna, A., and Gaube, P. (2019). Overview of (Sub) mesoscale ocean dynamics for the NAAMES field program. Front. Mar. Sci. 6:384. doi: 10.3389/fmars.2019.00384

DeLong, E. F. (2006). Community genomics among stratified microbial assemblages in the ocean’s interior. Science 311, 496–503. doi: 10.1126/science.1120250

DeVries, T., and Weber, T. (2017). The export and fate of organic matter in the ocean: New constraints from combining satellite and oceanographic tracer observations: EXPORT AND FATE OF MARINE ORGANIC MATTER. Glob. Biogeochem. Cycles 31, 535–555. doi: 10.1002/2016GB005551

Dugdale, R. C., and Goering, J. J. (1967). Uptake of new and regenerated forms of nitrogen in primary productivity1: uptake of nitrogen in primary productivity. Limnol. Oceanogr. 12, 196–206. doi: 10.4319/lo.1967.12.2.0196

Duursma, E. K. (1963). The production of dissolved organic matter in the sea, as related to the primary gross production of organic matter. Neth. J. Sea Res. 2, 85–94. doi: 10.1016/0077-7579(63)90007-3

Eberlein, K., Leal, M. T., Hammer, K. D., and Hickel, W. (1985). Dissolved organic substances during a Phaeocystis pouchetii bloom in the German Bight (North Sea). Mar. Biol. 89, 311–316. doi: 10.1007/BF00393665

Falkowski, P. G. (1998). Biogeochemical controls and feedbacks on ocean primary production. Science 281, 200–206. doi: 10.1126/science.281.5374.200

Fawcett, S. E., Ward, B. B., Lomas, M. W., and Sigman, D. M. (2015). Vertical decoupling of nitrate assimilation and nitrification in the Sargasso Sea. Deep Sea Res. Part Oceanogr. Res. Pap. 103, 64–72. doi: 10.1016/j.dsr.2015.05.004

Graff, J. R., and Behrenfeld, M. J. (2018). Photoacclimation responses in subarctic atlantic phytoplankton following a natural mixing-restratification event. Front. Mar. Sci. 5:209. doi: 10.3389/fmars.2018.00209

Gruber, D. F., Simjouw, J.-P., Seitzinger, S. P., and Taghon, G. L. (2006). Dynamics and characterization of refractory dissolved organic matter produced by a pure bacterial culture in an experimental predator-prey system. Appl. Environ. Microbiol. 72, 4184–4191. doi: 10.1128/aem.02882-05

Halewood, E., Carlson, C., Brzezinski, M., Reed, D., and Goodman, J. (2012). Annual cycle of organic matter partitioning and its availability to bacteria across the Santa Barbara Channel continental shelf. Aquat. Microb. Ecol. 67, 189–209. doi: 10.3354/ame01586

Hansell, D. A. (2005). Dissolved organic carbon reference material program. Eos Trans. Am. Geophys. Union 86:318. doi: 10.1029/2005EO350003

Hansell, D. A., and Carlson, C. A. (1998). Net community production of dissolved organic carbon. Glob. Biogeochem. Cycles 12, 443–453. doi: 10.1029/98GB01928

Hansell, D. A., and Carlson, C. A. (2001). Biogeochemistry of total organic carbon and nitrogen in the Sargasso Sea: control by convective overturn. Deep Sea Res. Part II Top. Stud. Oceanogr. 48, 1649–1667. doi: 10.1016/S0967-0645(00)00153-3

Hansell, D. A., Carlson, C. A., Bates, N. R., and Poisson, A. (1997). Horizontal and vertical removal of organic carbon in the equatorial Pacific Ocean: a mass balance assessment. Deep Sea Res. Part II Top. Stud. Oceanogr. 44, 2115–2130. doi: 10.1016/S0967-0645(97)00021-0

Hansell, D. A., Carlson, C. A., Repeta, D. J., and Schlitzer, R. (2009). Dissolved organic matter in the ocean: a controversy stimulates new insights. Oceanography 22, 202–211. doi: 10.5670/oceanog.2009.109

Hansell, D. A., Carlson, C. A., and Schlitzer, R. (2012). Net removal of major marine dissolved organic carbon fractions in the subsurface ocean: removal of exported doc. Glob. Biogeochem. Cycles 26:GB1016. doi: 10.1029/2011GB004069

Hansell, D. A., Whitledge, T. E., and Goering, J. J. (1993). Patterns of nitrate utilization and new production over the Bering-Chukchi shelf. Cont. Shelf Res. 13, 601–627. doi: 10.1016/0278-4343(93)90096-G

Hopkinson, C. S., and Vallino, J. J. (2005). Efficient export of carbon to the deep ocean through dissolved organic matter. Nature 433, 142–145. doi: 10.1038/nature03191

Ittekkot, V., Brockmann, U., Michaelis, W., and Degens, E. T. (1981). Dissolved free and combined carbohydrates during a phytoplankton bloom in the northern North Sea. Mar. Ecol. Prog. Ser. 4, 299–305. doi: 10.3354/meps004299

Jiao, N., Herndl, G. J., Hansell, D. A., Benner, R., Kattner, G., Wilhelm, S. W., et al. (2010). Microbial production of recalcitrant dissolved organic matter: long-term carbon storage in the global ocean. Nat. Rev. Microbiol. 8, 593–599. doi: 10.1038/nrmicro2386

Karl, D. M., Christian, J. R., Dore, J. E., and Letelier, R. M. (1996). Microbiological oceanography in the region west of the Antarctic Peninsula: microbial dynamics, nitrogen cycle and carbon flux. Antarct. Res. Ser. 70, 303–332. doi: 10.1029/ar070p0303

Kieber, R. J., Hydro, L. H., and Seaton, P. J. (1997). Photooxidation of triglycerides and fatty acids in seawater: Implication toward the formation of marine humic substances. Limnol. Oceanogr. 42, 1454–1462. doi: 10.4319/lo.1997.42.6.1454

Körtzinger, A., Koeve, W., Kähler, P., and Mintrop, L. (2001). C:N ratios in the mixed layer during the productive season in the northeast Atlantic Ocean. Deep Sea Res. Part Oceanogr. Res. Pap. 48, 661–688. doi: 10.1016/S0967-0637(00)00051-0

Laws, E. A. (1991). Photosynthetic quotients, new production and net community production in the open ocean. Deep Sea Res. Part I Oceanogr. Res. Pap. 38, 143–167. doi: 10.1016/0198-0149(91)90059-o

Lochte, K., Ducklow, H. W., Fasham, M. J. R., and Stienen, C. (1993). Plankton succession and carbon cycling at 47 N 20 W during the JGOFS North Atlantic Bloom Experiment. Deep Sea Res. Part II Top. Stud. Oceanogr. 40, 91–114. doi: 10.1016/0967-0645(93)90008-b

McCave, I. N. (1975). Vertical flux of particles in the ocean. Deep Sea Res. Oceanogr. Abstr. 22, 491–502. doi: 10.1016/0011-7471(75)90022-4

Morris, R. M., Vergin, K. L., Cho, J.-C., Rappé, M. S., Carlson, C. A., and Giovannoni, S. J. (2005). Temporal and spatial response of bacterioplankton lineages to annual convective overturn at the Bermuda Atlantic Time-series Study site. Limnol. Oceanogr. 50, 1687–1696. doi: 10.4319/lo.2005.50.5.1687

Ogawa, H. (2001). Production of refractory dissolved organic matter by bacteria. Science 292, 917–920. doi: 10.1126/science.1057627

Peng, X., Fawcett, S. E., van Oostende, N., Wolf, M. J., Marconi, D., Sigman, D. M., et al. (2018). Nitrogen uptake and nitrification in the subarctic North Atlantic Ocean: N uptake and nitrification in subarctic Atlantic. Limnol. Oceanogr. 63, 1462–1487. doi: 10.1002/lno.10784

Plant, J. N., Johnson, K. S., Sakamoto, C. M., Jannasch, H. W., Coletti, L. J., Riser, S. C., et al. (2016). Net community production at Ocean Station Papa observed with nitrate and oxygen sensors on profiling floats: NCP AT OCEAN STATION PAPA. Glob. Biogeochem. Cycles 30, 859–879. doi: 10.1002/2015GB005349

Redfield, A. C. (1958). The biological control of the chemical factors in the environment. Am. Sci. 46, 205–221.

Riser, S. C., Freeland, H. J., Roemmich, D., Wijffels, S., Troisi, A., Belbéoch, M., et al. (2016). Fifteen years of ocean observations with the global Argo array. Nat. Clim. Change 6:145.

Romera-Castillo, C., Letscher, R. T., and Hansell, D. A. (2016). New nutrients exert fundamental control on dissolved organic carbon accumulation in the surface Atlantic Ocean. Proc. Natl. Acad. Sci. U.S.A. 113, 10497–10502. doi: 10.1073/pnas.1605344113

Sambrotto, R. N., Savidge, G., Robinson, C., Boyd, P., Takahashi, T., Karl, D. M., et al. (1993). Elevated consumption of carbon relative to nitrogen in the surface ocean. Nature 363, 248–250. doi: 10.1038/363248a0

Sanders, R., Henson, S. A., Koski, M., De La Rocha, C. L., Painter, S. C., Poulton, A. J., et al. (2014). The biological carbon pump in the north atlantic. Prog. Oceanogr. 129, 200–218. doi: 10.1016/j.pocean.2014.05.005

Santoro, A. E., Casciotti, K. L., and Francis, C. A. (2010). Activity, abundance and diversity of nitrifying archaea and bacteria in the central California Current: Nitrification in the central California Current. Environ. Microbiol. 12, 1989–2006. doi: 10.1111/j.1462-2920.2010.02205.x

Siegel, D. A., Buesseler, K. O., Behrenfeld, M. J., Benitez-Nelson, C. R., Boss, E., Brzezinski, M. A., et al. (2016). Prediction of the export and fate of global ocean net primary production: the EXPORTS science plan. Front. Mar. Sci. 3:22. doi: 10.3389/fmars.2016.00022

Siegel, D. A., McGillicuddy, D. J., and Fields, E. A. (1999). Mesoscale eddies, satellite altimetry, and new production in the Sargasso Sea. J. Geophys. Res. Oceans 104, 13359–13379. doi: 10.1029/1999JC900051

Sieracki, M. E., Verity, P. G., and Stoecker, D. K. (1993). Plankton community response to sequential silicate and nitrate depletion during the 1989 North Atlantic spring bloom. Deep Sea Res. Part II Top. Stud. Oceanogr. 40, 213–225. doi: 10.1016/0967-0645(93)90014-E

Steinberg, D. K., Carlson, C. A., Bates, N. R., Goldthwait, S. A., Madin, L. P., and Michaels, A. F. (2000). Zooplankton vertical migration and the active transport of dissolved organic and inorganic carbon in the Sargasso Sea. Deep Sea Res. Part Oceanogr. Res. Pap. 47, 137–158. doi: 10.1016/s0967-0637(99)00052-7

Sweeney, C., Hansell, D. A., Carlson, C. A., Codispoti, L. A., Gordon, L. I., Marra, J., et al. (2000). Biogeochemical regimes, net community production and carbon export in the Ross Sea, Antarctica. Deep Sea Res. Part II Top. Stud. Oceanogr. 47, 3369–3394. doi: 10.1016/S0967-0645(00)00072-2

Takahashi, T., Olafsson, J., Goddard, J. G., Chipman, D. W., and Sutherland, S. C. (1993). Seasonal variation of CO 2 and nutrients in the high-latitude surface oceans: a comparative study. Glob. Biogeochem. Cycles 7, 843–878. doi: 10.1029/93GB02263

Thingstad, T. F., HagstrÖm, A., and Rassoulzadegan, F. (1997). Accumulation of degradable DOC in surface waters: Is it caused by a malfunctioning microbial loop? Limnol. Oceanogr. 42, 398–404. doi: 10.4319/lo.1997.42.2.0398

Wang, W.-L., Moore, J. K., Martiny, A. C., and Primeau, F. W. (2019). Convergent estimates of marine nitrogen fixation. Nature 566, 205–211. doi: 10.1038/s41586-019-0911-2

Wear, E. K., Carlson, C. A., James, A. K., Brzezinski, M. A., Windecker, L. A., and Nelson, C. E. (2015a). Synchronous shifts in dissolved organic carbon bioavailability and bacterial community responses over the course of an upwelling-driven phytoplankton bloom: bloom-induced shifts in DOC availability. Limnol. Oceanogr. 60, 657–677. doi: 10.1002/lno.10042

Wear, E. K., Carlson, C. A., Windecker, L. A., and Brzezinski, M. A. (2015b). Roles of diatom nutrient stress and species identity in determining the short- and long-term bioavailability of diatom exudates to bacterioplankton. Mar. Chem. 177, 335–348. doi: 10.1016/j.marchem.2015.09.001

Williams, P. J. le B. (1995). Evidence for the seasonal accumulation of carbon-rich dissolved organic material, its scale in comparison with changes in particulate material and the consequential effect on net CN assimilation ratios. Mar. Chem. 51, 17–29. doi: 10.1016/0304-4203(95)00046-T

Yager, P. L., Wallace, D. W. R., Johnson, K. M., Smith, W. O., Minnett, P. J., and Deming, J. W. (1995). The Northeast Water Polynya as an atmospheric CO 2 sink: a seasonal rectification hypothesis. J. Geophys. Res. 100:4389. doi: 10.1029/94JC01962


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Baetge, Graff, Behrenfeld and Carlson. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 30 June 2020
doi: 10.3389/fmars.2020.00493





[image: image]

Shifts in Phytoplankton Community Structure Across an Anticyclonic Eddy Revealed From High Spectral Resolution Lidar Scattering Measurements

Jennifer A. Schulien1*, Alice Della Penna2,3, Peter Gaube2, Alison P. Chase4, Nils Haëntjens4, Jason R. Graff5, Johnathan W. Hair6, Chris A. Hostetler6, Amy Jo Scarino6, Emmanuel S. Boss4, Lee Karp-Boss4 and Michael J. Behrenfeld5

1U.S. Geological Survey Western Ecological Research Center, Santa Cruz, CA, United States

2Air-Sea Interaction and Remote Sensing Department, Applied Physics Laboratory, University of Washington, Seattle, WA, United States

3Laboratoire des Sciences de l’Environnement Marin, UMR 6539 CNRS-Ifremer-IRD-UBO-Institut Universitaire Européen de la Mer, Plouzané, France

4School of Marine Sciences, University of Maine, Orono, ME, United States

5Department of Botany and Plant Pathology, Oregon State University, Corvallis, OR, United States

6NASA Langley Research Center, Hampton, VA, United States

Edited by:
Alberto Basset, University of Salento, Italy

Reviewed by:
Giorgio Dall’Olmo, Plymouth Marine Laboratory, United Kingdom
Jelena Godrijan, Rudjer Boskovic Institute, Croatia

*Correspondence: Jennifer A. Schulien, jschulien@usgs.gov

Specialty section: This article was submitted to Marine Ecosystem Ecology, a section of the journal Frontiers in Marine Science

Received: 09 November 2019
Accepted: 02 June 2020
Published: 30 June 2020

Citation: Schulien JA, Della Penna A, Gaube P, Chase AP, Haëntjens N, Graff JR, Hair JW, Hostetler CA, Scarino AJ, Boss ES, Karp-Boss L and Behrenfeld MJ (2020) Shifts in Phytoplankton Community Structure Across an Anticyclonic Eddy Revealed From High Spectral Resolution Lidar Scattering Measurements. Front. Mar. Sci. 7:493. doi: 10.3389/fmars.2020.00493

Changes in airborne high spectral resolution lidar (HSRL) measurements of scattering, depolarization, and attenuation coincided with a shift in phytoplankton community composition across an anticyclonic eddy in the North Atlantic. We normalized the total depolarization ratio (δ) by the particulate backscattering coefficient (bbp) to account for the covariance in δ and bbp that has been attributed to multiple scattering. A 15% increase in δ/bbp inside the eddy coincided with decreased phytoplankton biomass and a shift to smaller and more elongated phytoplankton cells. Taxonomic changes (reduced dinoflagellate relative abundance inside the eddy) were also observed. The δ signal is thus potentially most sensitive to changes in phytoplankton shape because neither the observed change in the particle size distribution (PSD) nor refractive index (assuming average refractive indices) are consistent with previous theoretical modeling results. We additionally calculated chlorophyll-a (Chl) concentrations from measurements of the diffuse light attenuation coefficient (Kd) and divided by bbp to evaluate another optical metric of phytoplankton community composition (Chl:bbp), which decreased by more than a factor of two inside the eddy. This case study demonstrates that the HSRL is able to detect changes in phytoplankton community composition. High spectral resolution lidar measurements reveal complex structures in both the vertical and horizontal distribution of phytoplankton in the mixed layer providing a valuable new tool to support other remote sensing techniques for studying mixed layer dynamics. Our results identify fronts at the periphery of mesoscale eddies as locations of abrupt changes in near-surface optical properties.
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INTRODUCTION

An understanding of phytoplankton community composition and its changes through time is critical for determining the ecological and biogeochemical role of water masses (Richardson and Jackson, 2007; Uitz et al., 2010). Significant variability in phytoplankton community composition, from decadal to seasonal, and basin to meso- and submesoscale, makes this challenging (Vaillancourt et al., 2003; Dandonneau et al., 2004; Anderson et al., 2008). Mesoscale eddies in the western North Atlantic are highly energetic and play a large role in modulating near-surface chlorophyll-a concentrations (Gaube et al., 2014; Gaube and McGillicuddy, 2017). Mesoscale eddies can affect near-surface particle populations by modifying the local mixing field (Dufois et al., 2014; Gaube et al., 2019), trapping and transporting water masses and their associated particle populations over long distances (Lehahn et al., 2011; Gaube et al., 2014), stirring ambient gradients (Chelton et al., 2011), and modulating vertical fluxes of nutrients and particles (McGillicuddy et al., 2007; Falkowski et al., 2011; Gaube et al., 2015).

Satellites have played an important role in characterizing spatiotemporal variability in marine ecosystems and significant progress has been made toward describing phytoplankton community structure from ocean color satellite radiometry (Hood et al., 2006; Mouw et al., 2017). Multiple algorithms for retrieving phytoplankton functional types (PFTs; i.e., phytoplankton groups that share a similar biogeochemical role) are now available and applied in both coastal and open ocean environments (Kostadinov et al., 2010; Werdell et al., 2014; Uitz et al., 2015; Mouw et al., 2017). These algorithms use the magnitude and/or spectral shape of satellite remote-sensing reflectance to derive properties (e.g., chlorophyll, inherent optical properties) associated with different PFTs. In contrast, the ocean-optimized high spectral resolution lidar (HSRL) directly measures the particulate backscattering coefficient (bbp) and depolarization ratio (δ), measurements which have previously been used to characterize particles in the ocean but with limited validation with in situ measurements (Fry and Voss, 1985; Loisel et al., 2008; Fournier and Neukermans, 2017). The HSRL technique thus has the potential to provide important information for characterizing phytoplankton community composition. Furthermore, the HSRL returns profiles of ocean properties to approximately 2.5–3 optical depths (Schulien et al., 2017) which can yield new insights on the vertical structure of phytoplankton communities.

The Lorenz-Mie theory and T-matrix models, combined with the vector radiative transfer equation, provide a single scattering framework from which we can evaluate how PSD, shape, and refractive index impact the scattering and polarization properties of the incident light. Numerous studies have used these models, in combination with polarization measurements, to distinguish water masses dominated by inorganic particles (Loisel et al., 2008; Lotsberg and Stamnes, 2010). Chami and McKee (2007) used concurrent in situ measurements of scattered light and particle type to derive an empirical relationship based on the degree of polarization that predicts the concentration of inorganic particles to within ±13%.

Mie theory, which assumes that particles are homogeneous spheres, predicts a positive relationship between depolarization and both mean size and refractive index of particles (Loisel et al., 2008). However, no simple relationship exists between the degree of particle asphericity and depolarization (Mishchenko and Travis, 1998). Volten et al. (1998) measured the scattering functions of 15 different phytoplankton species in the laboratory and found no clear relationship between the degree of linear polarization (from 20° to 60°) and particle shape. Instead, the presence of internal cell structures, specifically gas vacuoles, appeared to have a greater effect on the polarization measurements. These results highlight some of the challenges in relating depolarization measurements to changes in phytoplankton taxonomy. In this study, we recognize that these challenges exist, but take the first steps toward relating in situ high spatial resolution phytoplankton community composition measurements with nearly coincident lidar depolarization and backscatter data and investigate the potential significance of our results.

This study presents coincident airborne HSRL and extensive ship measurements across a distinct eddy feature in the subarctic Atlantic Ocean. This unique combination of measurement types is used to provide a case study in the context of Lorenz–Mie theory single scattering framework. The primary goal of the present study is to understand the sources of variability, including phytoplankton community composition changes, in HSRL-retrieved values of δ and bbp.



MATERIALS AND METHODS

Field data were collected as part of the North Atlantic Aerosols and Marine Ecosystem Study (NAAMES) field campaign, which consisted of four coordinated ship-aircraft field campaigns conducted between November 2015 and April 2018 (Behrenfeld et al., 2019b). Data presented here were collected across an anticyclonic eddy encountered during the first NAAMES field campaign, with the ship track and study region shown in Figure 1. Continuous underway measurements of conductivity, temperature, and optical properties were collected (SBE9+ thermosalinograph, WETStar fluorometer, WetLabs ECO-BB3, ac-s spectral absorption and attenuation sensor, Sea-Bird Scientific, Bellevue, WA). Discrete water samples were also analyzed for phytoplankton community composition using an imaging flow cytobot (IFCB; McLean Research Labs, Inc., East Falmouth, MA), with an average spatial resolution of 7 km along the ship track. These measurements provide information on the PSD, shape, and taxonomic composition of phytoplankton between ∼8 and 150 μm. Additional flow cytometer measurements (three samples collected across the eddy) were made using a BD Influx Cell Sorter (ICS; BD Biosciences, San Jose, CA) capable of analyzing particles in the ∼0.2–50 μm size range. These measurements provide information on phytoplankton community structure for smaller size classes (pico- and nano-phytoplankton), with the upper size limit largely determined by the volume of water analyzed, ranging from 1 to 2 mL of whole seawater for this study. Changes in in situ bio-optical and phytoplankton properties were related to measurements of δ and bbp from an ocean-optimized airborne HSRL.


[image: image]

FIGURE 1. (a) Psudo-color map of sea level anomaly (SLA) overlaid with contours at an interval of 7 cm in the NAAMES study region. Positive SLA (anticyclones) are shown in the solid contours and negative anomalies (cyclones) are displayed by dashed contours. The ship track is indicated by the solid black line and the region analyzed here is bounded in the black hashed box. (b) Zoomed in version of the map shown in panel (a) with a contour interval of 3 cm. The red star indicates the point from which the “Distance along track” is calculated and marks the first measurement collected on November 12, 2015. The solid black line highlights the data collected on November 12, 2015 with the hashed lines indicating data collected before and after this day.



In-Line Measurements

Hyperspectral particulate absorption (ap) and beam attenuation (cp) data were collected using an ac-s spectrophotometer installed in a flow-through setup allowing continuous measurements from the ship’s underway intake system located at ∼5 m depth. We diverted the seawater intake line away from the ship’s pump and installed our own diaphragm pump to minimize disturbances to particle assemblages. Particulate spectra were obtained by differencing water passed through a 0.2 μm filter from total water, where the water was directed automatically through the filter for 10 min h–1 (Slade et al., 2010). This method is calibration-independent, eliminating the need to diagnose and correct for instrument drift. Particulate absorption and attenuation spectra were quality controlled during processing to manually remove regions of known contamination by bubbles. Data were binned to one-minute temporal resolution and then smoothed using a five-point moving average.

A size index parameter (γ), which is inversely related to the mean particle size, was computed from the spectral slope of cp:

[image: image]

The particulate backscattering coefficient was calculated as:

[image: image]

with the particulate backscattering ratio of 0.0072 determined from available ECO-BB3 measurements. Direct measurements of particulate backscattering from an ECO-BB3 are only available for the beginning section of the ship track. The magnitudes, however, are consistent with bbp calculated from ac-s measurements.

The IFCB combines flow cytometry and imaging techniques to capture images of individual particles as they pass through a flow cell (Sosik and Olson, 2007). It was operated in a flow-through mode, where 5 mL of seawater were automatically drawn from the ship’s flow-through tubing approximately once every 20 min. Acquisition of phytoplankton images was triggered by laser-stimulated chlorophyll fluorescence and image processing was completed using custom made software developed at the Sosik lab (WHOI)1. Processed images, their derived features [e.g., biovolume, equivalent spherical diameter (ESD), eccentricity, etc.] and associated metadata are stored on EcoTaxa, a web-based platform for the curation and annotation of plankton images (Picheral et al., 2017). Images were classified into taxonomic or functional groups using a supervised machine learning algorithm (random forest) and a training set comprised of manually validated phytoplankton images from the same cruise. Annotations predicted by the computer were then manually checked and re-classified as needed. The average number of living cells and chains imaged per sample for the data analyzed in this study is 475, which does not include the particles identified as non-living (i.e., detritus). A total of 9,494 images were used in the analysis of the eddy region. Morphological features of individual cells, including biovolume, ESD, and eccentricity were used as parameters in the evaluation of phytoplankton community composition in addition to taxonomic classification.

Abundances of Synechococcus spp., picoeukaryotes, and nanoeukaryotes (defined here to include cells up to 50 μm) across the eddy were assessed with the ICS. Four milliliter of seawater were collected from the in-line flow-through seawater system from ∼ 5 m depth into sterile 5 mL polypropylene tubes (3× rinsed) and immediately stored in the dark at 4°C until analysis. Samples were analyzed within 30 min or less of collection. The ICS was equipped with a blue (488 nm) laser and four detectors. The detectors included forward scatter (FSC, 2–30°) with enhanced small particle detection, side scatter (SSC, 90°), fluorescence at 692 ± 20 nm (FL692), and fluorescence at 530 ± 20 nm (FL530). Samples were analyzed following Graff et al. (2015) and Graff and Behrenfeld (2018). Briefly, a minimum of 7,000 total cells were interrogated per sample. Sample flow rates required for normalizing cell counts collected to volume analyzed were calculated from volumetric changes in a 1 mL water sample over time (≥60 s) and were determined immediately after sample analysis. The ICS was calibrated daily with fluorescent beads and following standard protocols (Spherotech, SPHERO TM 3.0 μm Ultra Rainbow Calibration Particles). The mean and total scattering and fluorescence properties were determined for each group using FlowJo v. 10.0.6. Group identification was determined using fluorescence and scattering properties and directly calibrated to size using phytoplankton cultures of known dimensions. Direct calibration to cultures was conducted in order to avoid the additional step of relating calibration bead dimensions to those of cells (Sieracki and Poulton, 2011). Phytoplankton cells are optically complex compared to beads, which can lead to incorrect estimations of cell sizes. Differences in photomultiplier (PMT) gain settings between samples were accounted for using empirically determined relationships between cellular properties of phytoplankton cultures characterized over the dynamic range of PMT settings.



Airborne HSRL Measurements

High spectral resolution lidar measurements at 180° of ocean δ and bbp at 532 nm were collected onboard a NASA C-130 aircraft on November 23, 2015 at approximately 7-7.5 km altitude with the NASA Langley HSRL-1 instrument (Hair et al., 2016; Hostetler et al., 2018; Figure 2). The laser transmits linearly polarized pulses and the receiver optically separates backscatter polarized parallel and perpendicular to the transmitted pulse (to the “Co-Polarized Channel” and “Cross-Polarized Channel”). The HSRL technique is applied to the co-polarized backscatter by optically splitting off a large fraction of the signal to the Molecular Channel, in which an iodine vapor filter implements an optical notch filter that blocks the particulate backscatter and passes only the Brillouin-shifted backscatter from water molecules. Data on all channels were acquired at 1-m vertical resolution and profiles from individual laser shots were accumulated on 10-s intervals achieving a horizontal resolution of ∼1.5 km along the flight track. Calibration operations were conducted during flight to determine the relative optical and electronic gain ratios of all receiver channels using the techniques described in Hair et al. (2008).


[image: image]

FIGURE 2. Simplified block diagram of the HSRL-1 instrument deployed on the NASA C-130 aircraft for the NAAMES mission.


The volume depolarization ratio, δ, is the depolarization in the returned signal for all scatterers in the volume (molecules and particles) and is calculated from the ratio of the Cross-Polarized to the Co-Polarized signals at every depth (z):

[image: image]

where SX and SC are the cross- and co-polarized channel signals. Particulate backscatter, bbp, at every depth (z) is calculated as follows:
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where SM is the measured backscatter from water molecules, [image: image] is the 180° backscatter coefficient for seawater (2.45 × 10–4 m–1 sr–1), and χ is the scaling factor from 180° particulate backscatter to hemispheric particulate backscatter and has been set to 0.5 (Hostetler et al., 2018). For both Eqs 3 and 4, the notation has been simplified by assuming that the measured signals have been corrected for differences in optical transmission and electronic gains in the receiver. The diffuse attenuation coefficient at 532 nm (Kd) was calculated as the slope of the co-polarized molecular signal (Hostetler et al., 2018) and used to calculate chlorophyll-a (Chl) concentrations according to Morel et al. (2007).

Backscatter from water molecules is almost entirely parallel to the transmitted pulse, so departure of δ from zero is driven significantly by the depolarization induced by particles. As noted above, depolarization is influenced by changes in PSD, shape, and index of refraction in the single scattering regime, hence changes in δ should provide an indication of changes in particle properties. However, δ also reflects the complicating influence of multiple scattering. Received photons that have undergone more than one scattering event exhibit additional depolarization over singly scattered photons. Higher concentrations of particles give rise to increased multiple scattering and, therefore, increased depolarization (Ivanoff et al., 1961; Loisel et al., 2008; Collister et al., 2018; Liu et al., 2019). The measured volume depolarization therefore depends both on the properties of the particles and their concentration.

Seeking a way to remove the dependence of δ on particle concentration, we focus on the ratio of volume depolarization ratio to particulate backscatter, δ/bbp, as a parameter that better trends with the depolarization induced by particle properties. Dividing δ by bbp does not completely remove the impact of multiple scattering since other optical properties, including absorption, impact the scattering signal. However, it does provide a parameter that more directly reflects changes in particle properties by suppressing the impact of changes in concentration and is therefore a potential tool to assess changes in phytoplankton community composition between different water masses.



Satellite Observations and Lagrangian Analysis

We used a combination of satellite observations of sea surface temperature (SST), sea level anomaly (SLA) and geostrophic currents derived from altimetry to help place the ship-based in situ observations into a more regional eddy-wide context. Sea surface temperature observations were downloaded from the GHRSST Level 4 G1SST website2. This product, a merge between different satellite observations and data from in situ drifting and moored buoys, is distributed on a daily basis with a spatial resolution of 1 km. Sea level anomaly observations were downloaded from the Copernicus Marine Environment Monitoring Service (CMEMS) and are distributed on a daily basis as 1/4° maps. Ship measurements were collected on November 12, 2015, eleven days prior to the aircraft flight on November 23, 2015. We evaluated whether the water parcel sampled by the ship was comparable to the water mass sampled from the aircraft by estimating maps of origin for water parcels (d’Ovidio et al., 2015; Della Penna and Gaube, 2019). To do this, we downloaded geostrophic currents data from the CMEMS and used the Lagrangian scheme LAMTA to advect water parcels backward in time and identify their spatial origin 15 days previous to the aircraft measurements (Della Penna and Gaube, 2019). The vertical structure in the HSRL data was additionally related to frontal maps derived from the Finite Size Lyapunov Exponents (FSLE). Maps of FSLE, an index of frontal activity and confluence of water parcels, were calculated using LAMTA (d’Ovidio et al., 2015). Details about the method, its limitations and the parameters used for this specific calculation are reported in Della Penna and Gaube (2019).



RESULTS

The SST and SLA fields suggest that the water parcel sampled by the ship and plane was contained within a coherent mesoscale eddy, and remained within this coherent structure over the sampling period (Figures 3a,b). Backtracking of water parcels advected by geostrophic currents indicates that the anticyclonic eddy sampled by the ship and aircraft had been recirculating during the previous several weeks, with only a small contribution of waters coming from roughly 45°S (Figures 3c,d). Even though the altimetry-derived geostrophic currents do not necessarily represent the currents observed within the mixed layer to which the phytoplankton community is constrained, it is reasonable to assume that advective influences were small compared to those outside the eddy and had only a minor impact on community composition, suggesting that the ship-based measurements should be comparable to airborne HSRL data collected 11 days later.
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FIGURE 3. Map of the study region with positive sea level anomalies (SLA) shown in the solid contours and negative anomalies shown in the hashed contours at an interval of 5 cm. (a) Sea surface temperature (SST) on November 23, 2015 from the MUR SST product. (b) Same as (a) but for November 12, 2015. (c) The latitudinal orgin of each water parcel 15 days prior to November 23, 2015. Thick and thin black lines indicate the airplaine and ship tracks, respectively. Dots represent passive tracers advected using the Lagrangian routine described in the methods section with a start data of November 23, 2015. (d) Same as (c) but for November 12, 2015. The red dots in both panels (c,d) represent the particles backtracked from November 23, 2015 and ending on November 12, 2015. Yellow dots in panel (d) represent the particles backtracked from November 12, 2015 to October 22, 2015.


Salinity and temperature were elevated inside the eddy when compared to measurements made outside the eddy (Figure 4a). Phytoplankton biomass (assumed to scale linearly with bbp) and chlorophyll-a were highly correlated, with both properties having lower values inside the eddy (Figure 4b). Cell shape and size measurements from the IFCB and the optically-based estimate of the size index parameter (γ) revealed that particles were smaller and more eccentric inside the eddy (Figure 4c).
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FIGURE 4. Underway measurements collected along the November 12, 2015 ship track. (a) Salinity and temperature are shown in red and blue, respectively. The eddy boundaries (defined using the derivative of bbp) are indicated by the vertical hashed lines. (b) bbp and chlorophyll-a concentrations are shown in red and blue, respectively. The green dots are the available ECO-BB3 measurements. (c) The size index parameter (γ) and average particle eccentricity are shown in red and blue, respectively.


Imaging flow cytobot data show that cell abundances for all phytoplankton groups (>8 μm) decreased inside the eddy (Figure 5), with the largest decrease observed for dinoflagellates. Dinoflagellates (all groups), on average, accounted for 25% of the total phytoplankton community outside the eddy and 16% inside the eddy. Cells of the class Dinophyceae (mean equivalent sphere diameter ([image: image]rm ESD) = 10.6 ± 2.8 μm) decreased from an average of 22 cells mL–1 outside the eddy compared to ∼4 cells mL–1 inside the eddy. Additionally, smaller dinoflagellates of the genus Oxytoxum ([image: image]rm ESD = 8.5 ± 1.1 μm) decreased from an average concentration of ∼7 cells mL–1 outside the eddy to concentrations that were too low to report with confidence (∼1 cell mL–1) inside the eddy. Less than ten large dinoflagellate cells (>20 μm) total were present in samples from within the eddy. However, statistical counting errors of rarely observed cells are relatively high.
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FIGURE 5. Group-specific cell abundance per 5 mL sample for each station measured using the Imaging Flow Cytobot (IFCB). There is a break in the x-axis from 80 to 175 km (instrument was diverted from the in-line system). The hashed red box denotes the samples collected in the eddy core.


Influx Cell Sorter data show decreased abundances of Synechococcus spp. and nanoeukaryotes inside the eddy compared to outside, while picoeukaryotes decreased from north to south (Table 1). The most significant change was the reduction in nanoeukaryotes and larger cells inside of the eddy, consistent with the IFCB results for this narrow phytoplankton size range where these two instrument measurements overlap. Mean cellular FSC (except for Synechococcus spp.) and SSC were lower inside the eddy, though the change was much greater in the SSC channel (Table 1). The mean SSC more than doubled for pico- and nanoeukaryotes outside of the eddy compared to inside, suggesting a change in community structure, size, and/or cellular composition within phytoplankton groups that are below the detection limit of the IFCB.


TABLE 1. Cell counts, forward scatter (FSC) and side scatter (SSC) properties measured from the ICS for Synechococcus spp. (SYN), picoeukaryotes (PICO) and nanoeukaryotes (NANO).

[image: Table 1]High spectral resolution lidar bbp values were lower inside the eddy with sharp gradients observed along the eddy periphery (Figure 6a). The gradients along the north side of the eddy are weaker than those to the south, likely due to enhanced mixing along the northern front. The depolarization ratio was lower inside the eddy (Figure 6b) and was correlated with bbp for measurements collected both inside (R2 = 0.77; p < 0.001) and outside the eddy (R2 = 0.89; p < 0.001). The ratio, δ/bbp, was 15% greater inside the eddy (Figure 6c). Linear models were fit to bbp and δ for both water types (i.e., eddy, outside eddy) for data collected between 5 and 15 m (Figure 7A). This depth range was chosen to eliminate surface effects (e.g., bubbles) and maximize the signal-to-noise ratio of the data analyzed. Data collected from 115 to 150 km along track (between the red and yellow arrows in Figure 6) were excluded from the analysis since this region contains water characteristic of inside and outside the eddy. Over the full data range measured by the HSRL, the relationship between bbp and δ is linear at low bbp and asymptotes at higher values (Figure 7B). The dynamic range for the data presented in this study is much narrower than the dynamic range encountered in September 2017 (Figure 7B). This is because the non-blooming phase of the annual phytoplankton bloom cycle occurs in November, while in September, ecological processes have acted in different ways resulting in greater spatiotemporal variability in phytoplankton biomass. However, the general shape of this relationship is consistent across all ocean waters with the slope, δ/bbp, changing between water masses. We attribute the slope differences (changes in δ/bbp) to changes in the optical properties of the bulk particle assemblage.
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FIGURE 6. HSRL measurements of (a) bbp, m–1; (b) the depolarization ratio, δ (unitless); (c) the ratio δ/bbp; and (d) the Chl:bbp ratio across the eddy. The red triangles mark the eddy core boundaries. The yellow triangle marks the boundary in the ratio, bbp/δ. Chl was calculated as a function of Kd following Morel et al. (2007).
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FIGURE 7. Scatter plots showing the relationship between the particulate backscattering coefficient (bbp, m–1) and the depolarization ratio (δ, unitless) shown as a function of the ratio, δ/bbp. (A) Measurements collected on November 23, 2015 (data presented in this study) are shown. The linear models for data collected inside and outside the eddy are presented with R2 values. (B) Measurements collected on September 20, 2017 are shown. No in situ data are available for this flight. The hashed box shows the dynamic range of data presented in this study. (C) The inset shows δ/bbp along the entire September 20, 2017 flight line.


Additional support showing that the ratio, δ/bbp, is tracking changes in phytoplankton community composition is the twofold decrease in the Chl:bbp ratio inside the eddy (Figure 6d). This ratio has previously been used an optical index for tracking changes in phytoplankton community composition (Cetinić et al., 2015; Lacour et al., 2019), though can also be impacted by the photoacclimation state of the cells (Behrenfeld et al., 2016).

The boundaries observed in lidar-retrieved properties are spatially coincident with geostrophically-driven frontal regions calculated from FSLE (Figure 8). The northern boundary in the ratio, δ/bbp, shifted to ∼150 km along track, which corresponds to another frontal feature highlighted as a ridge of FSLE (Figure 8). The vertically-resolved lidar measurements highlight an abrupt boundary (indicated by the triangles in Figure 6) between water masses within the mixed layer (estimated at ∼100 m; Mojica and Gaube, Submitted Journal of Marine Systems). Further, these measurements reveal vertical heterogeneity of phytoplankton within the mixed layer. This is particularly evident in the strata between 9 and 15 m depth where the low bbp values extend further along the track when compared to the near-surface layer (3–7 m).
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FIGURE 8. Geostrophic fronts derived from the Finite Size Lyapunov Exponents (FSLE) overlaid with contours of SLA (solid and dashed contours of positive and negative SLA, respectively, at an interval of 3 cm). The thick black line corresponds to the segment of the flight track shown in Figure 6 and the red line shows the eddy core.




DISCUSSION

This is the first study illustrating the use of HSRL measurements of δ, bbp, and Kd in detecting changes in phytoplankton assemblages along an environmental gradient. The increase in δ/bbp inside the warm and saline anticyclonic eddy coincided with a twofold decrease in Chl:bbp, providing further evidence that the changes observed in HSRL bio-optical properties were being driven by changes in phytoplankton community composition. Phytoplankton cells were smaller and less spherical in shape. Biomass was lower inside the eddy and there was a significant decrease in the relative abundance of dinoflagellates. Dinoflagellates have a unique cellular structure among phytoplankton, giving this group a higher refractive index relative to other phytoplankton classes, except for coccolithophorids (Aas, 1981), which were not observed in our samples. Dinoflagellates have high internal cellular carbon content compared to other phytoplankton groups (Vaillancourt et al., 2004) and a unique internal structure, including specialized vacuoles called pusules (Dodge, 1972; Graham and Wilcox, 2000) and a highly condensed nucleus (Bhaud et al., 2000), which all contribute to this group having a high refractive index compared to other phytoplankton groups. We would thus predict a decrease in the bulk index of refraction inside the eddy resulting from the threefold reduction in this group, assuming no change in the composition or the proportion of non-living particles. Significant variability in backscattering within and among species exists, so the role of the refractive index in driving the scattering signal could not be evaluated directly in this study.

Assuming a reduction in the bulk index of refraction resulting from the observed relative decrease in dinoflagellates, Lorenz-Mie theory predicts a negative change in depolarization, which is opposite to the pattern observed here. Also inconsistent with theory, the IFCB, flow cytometer, and γ calculated from spectral cp (See Eq. 1), all indicate a shift to smaller cells inside the eddy. These results suggest that the depolarization ratio at 180° is potentially most sensitive to changes in cell shape over the range of cell types observed during the sampling period. Voss and Fry (1984) measured depolarization (10°–160°) for optically diverse ocean waters (over 200 Mueller matrices measured) and found cell shape deviations from sphericity resulted in depolarization. Fry and Voss (1985) and Quinby-Hunt et al. (1989) measured Mueller matrices (near 180°) from phytoplankton cultures and also found depolarization measurements sensitive to changes in cell shape. Our results are consistent with these findings, such that the relative decrease in spherical dinoflagellates inside the eddy resulted in a greater proportion of non-spherical cells.

Dinoflagellates are notoriously difficult to identify using ocean color data alone because of their overlapping pigment and size distributions with other phytoplankton groups (Dierssen et al., 2006; Mouw et al., 2017), although some regional algorithms developed using absorption and scattering data have been applied in the context of HABs (Cannizzaro et al., 2008; Tomlinson et al., 2009; Palacios et al., 2015). The ability to relate lidar-retrieved properties to changes in dinoflagellate abundance is encouraging for future studies of this ecologically important group of phytoplankton (Smayda, 1997; Hinder et al., 2012).

In addition to community changes identified by IFCB for larger phytoplankton, ICS data documented a clear shift in contributions from Synechococcus spp., picoeukaryotes, and nanoeukaryotes. Mean SSC, a measure of cellular complexity/structure (Moutier et al., 2017 and references therein), was significantly lower inside the eddy compared to outside. Using a coated-sphere model and in situ optical measurements, Organelli et al. (2018) show that 50% of backscattered signal comes from particles 3–4 μm in diameter, indicating that changes in these groups also contribute to the observed the δ/bbp variability. Additional research will be needed to further understand how the smaller phytoplankton groups impact the HSRL-retrieved scattering properties.

Our primary hypothesis was that δ/bbp tracks changes in particulate depolarization that are related to phytoplankton cell properties. An alternative explanation for the consistency between observed changes in community composition with changes δ/bbp is that the ensemble particle phase function varies with community composition. For instance, Collister et al. (2018) reported a strong correlation of lidar depolarization with in situ observations of bbp/bp and attributed variation in the latter to differences in particle composition. Their study, however, concerned a different formulation of lidar depolarization (i.e., cross-polarized signal/total signal) from a ship-based elastic backscatter lidar. It is also possible that the changes observed in δ/bbp could be due to changes in composition or proportion of non-living particles. However, the consistency of the NAAMES airborne HSRL results with in situ observations builds confidence that the lidar observations of δ/bbp do indeed track changes in community composition.

Looking at the transect data as a whole, a significant feature in the HSRL profiles is the abrupt transitions in water properties at the eddy boundaries. These observations highlight how mesoscale eddies can generate abrupt changes in the near-surface optical properties. Further, these gradients were spatially coincident with frontal regions calculated from geostrophic currents. This implies, to first order, that fronts in the vertically-integrated geostrophic velocity field correspond to abrupt changes in the lidar-retrieved properties in the top 2.5 optical depths. This is encouraging for the application of geostrophic velocity data to define boundaries of different biological regimes, which is somewhat surprising as these currents do not include the effect of wind, waves, and small-scale processes. Finally, it must be noted that such subsurface structure in phytoplankton biomass cannot be detected using contemporary passive satellite remote sensing techniques.

The results of this study demonstrate that airborne HSRL measurements of δ and bbp track changes in phytoplankton community composition and that this signal is potentially most sensitive to changes in phytoplankton shape. While additional research is needed to address some of the interpretations discussed here, this study represents a significant step forward in adding scientific relevance to satellite lidar observations. This study is contributing to a series of documented advantages of lidar measurements that have led to a greater understanding of ocean biological processes and biogeochemistry (Behrenfeld et al., 2017, 2019a; Schulien et al., 2017).
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https://github.com/hsosik/ifcb-analysis/wiki
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Mesoscale eddies play a key role in structuring open ocean ecosystems, affecting the entire trophic web from primary producers to large pelagic predators including sharks and elephant seals. Recent advances in the tracking of pelagic predators have revealed that these animals forage in the mesopelagic and the depth and duration of their foraging dives are affected by the presence of eddies. The ways in which eddies impact the distribution of mesopelagic micronekton, however, remain largely unknown. During a multi-seasonal experiment we used a shipboard scientific echosounder transmitting at 38 kHz to observe the distribution of acoustic backscattering in the energetic mesoscale eddy field of the northwestern Atlantic. Observations were collected at 24 stations with 6 located in anticyclonic and 7 in cyclonic eddies. The sampled anticyclonic eddies are characterized by intense acoustic backscattering in the mesopelagic and changes in the intensity of acoustic backscattering layers match gradients of surface properties. Furthermore, mesopelagic daytime backscattering is positively correlated with sea level anomaly. These results suggest that anticyclonic eddies in the northwestern Atlantic impact the distribution of mesopelagic micronekton and may have the potential to locally enhance or structure spatially mesopelagic communities.

Keywords: NAAMES, North Atlantic Aerosols and Ecosystems Study, micronekton, mesoscale, eddies, echosounder, bioacoustics, intermediate trophic levels


1. INTRODUCTION

Mesoscale eddies affect primary production by modulating and structuring phytoplankton biomass, phenology, community composition, and diversity (Bracco et al., 2000; d'Ovidio et al., 2010; Mahadevan et al., 2012; Gaube et al., 2014; McGillicuddy, 2016). At the other end of the trophic web, a growing number of satellite-based animal trajectories suggests that mesoscale eddies are foraging hotspots for marine predators including sharks, sea turtles, marine mammals, and seabirds (Cotté et al., 2007; Cotté et al., 2015; Bailleul et al., 2010; Tew Kai and Marsac, 2010; Woodworth et al., 2012; d'Ovidio et al., 2013; Della Penna et al., 2015; Gaube et al., 2017, 2018a).

Mesoscale eddies are generated via a number of different mechanisms. In the open ocean, for example, baroclinic instability, topography effects, and adjustments of the fronts associated with strong currents (e.g., western boundary currents) can all spawn long-lived mesoscale eddies (Robinson, 2012). The northwest Atlantic is characterized by large amplitude eddies with some originating from the unstable meanders of the Gulf Stream and others by baroclinic instabilities in the open ocean. Eddies in this region can be expected to be present at any given location up to 80% of the time, as can occur along the northward extension of the Gulf Stream, while much of the region has a percent coverage range of 30–40%.

Almost all of the eddies in the mid-to-high latitudes are characterized by swirl velocities that exceed their propagation rates (Chelton et al., 2011a). During their formation, these non-linear eddies trap water masses within their cores that may then be transported thousands of kilometers (Flierl, 1981; Chelton et al., 2011a; Early et al., 2011). In addition to the effect eddies have on advective transport, eddy formation drives vertical fluxes of nutrients and phytoplankton that can modulate the penetration of light into the mesopelagic (for a review of mesoscale physical/biological interactions, see McGillicuddy, 2016).

These mechanisms introduce a source of variability for physical and biogeochemical tracers that can be readily identified in satellite observations of ocean color and sea surface temperature (with cyclones and anticyclones often associated with cool and warm temperature anomalies, respectively). The ocean color signatures of cyclonic eddies in the northwest Atlantic are generally characterized by enhanced levels of near-surface chlorophyll-a (Garçon et al., 2001; Gaube et al., 2014; Gaube and McGillicuddy, 2017). Enhanced chlorophyll-a (Chl-a) in cyclones likely originates during eddy formation with the trapping of productive waters and can be sustained by the upwelling generated during their intensification. In contrast, anticyclonic eddies in this region contain, on average, anomalously low Chl-a, which in much of the region is consistent with the trapping of water with low Chl-a during eddy formation (Gaube et al., 2014).

The study of how mesoscale eddies structure higher trophic levels is beginning to make significant progress as a result of the combination of satellite animal telemetry with satellite observation of sea surface height. For example, the tracking of large pelagic animals including sea turtles and sharks in the Atlantic has revealed that these animals are more likely to occupy anticyclones compared to cyclones (Gaube et al., 2017, 2018a; Braun et al., 2019; Chambault et al., 2019). Relatively few studies, however, have focused on the effect of mesoscale features on intermediate trophic levels including micronekton: organisms such as crustaceans, small cephalopods, and small fish (e.g., myctophids, hatchetfish, and the abundant bristlemouth fish). These animals constitute a key intermediate trophic level between plankton and top predators (Irigoien et al., 2014) yet are too small to be tagged and tracked and are also not currently observable using space-borne sensors. These intermediate trophic levels can only be sampled directly using net trawls (which have been shown to be affected by net-avoidance of the fastest organisms, Kaartvedt et al., 2012), or remotely using active acoustics (Wiebe et al., 1985; Greene and Wiebe, 1990), or, more generally, a combinations of the two (Ryan et al., 2009). In addition to this challenge, micronekton sampling strategies have to take account of the diel vertical migration performed by many micronekton species (Kloser et al., 2009). Only in recent years has the amount of data grown to a level allowing the delineation of basin scale biogeographies of mesopelagic micronekton (Irigoien et al., 2014; Bianchi and Mislan, 2016; Proud et al., 2017).

Mesoscale eddies can impact the distribution of mesopelagic micronekton in several ways. Eddies can enhance primary production or trap productive waters creating regions that may have positive effects on mesopelagic micronekton communities. In addition, the displacement of isopycnals and the trapping of colder/warmer waters may support different communities compared to the surrounding waters. Finally, we cannot exclude that mesopelagic micronekton may be “trapped” inside the core of eddies during the eddy formation stage. Mesoscale eddies can trap and transport water parcels within their cores. Motile organisms, such as fish and squid, can escape the trapped cores of nonlinear eddies, crossing the eddy periphery and moving to a different water mass. While the movement properties of individual mesopelagic organisms are poorly understood, patterns in diel vertical migration suggest that their maximum speed is of the order of 0.1 m/s, which is at least an order of magnitude slower than the typical currents at the peripheries of mesoscale eddies (Chelton et al., 2011a; Bianchi and Mislan, 2016). These relatively slow swimming speeds coupled with eddy surface areas exceeding 20, 000 km2 can suggest that active escape by micronekton likely has a small effect on the trapping of mesopelagic communities in eddy cores.

Basin scale studies have identified a positive relationship between primary production at the ocean surface and acoustic backscattering in the mesopelagic (Irigoien et al., 2014; Proud et al., 2017), yet their relationship at the (sub)mesoscale (spatial variability with scales of order 1–100 km) remains a mystery. Midwater trawls and acoustic sampling of a Gulf Stream warm core ring have suggested that eddies can present differences in biomass of micronekton and deep scattering layers and their temporal evolution compared to the surrounding waters (Boyd et al., 1986; Conte et al., 1986; Craddock et al., 1992). More recently Godø et al. (2012) used acoustic backscattering to survey mesoscale eddies in the northeast Atlantic, concluding that they can act as “oases” for micronekton. Other research in the Mozambique channel suggests a more complex relationship where seasonal variability and eddy polarity (i.e., whether an eddy is cyclonic or anticyclonic) may modulate the impact of mesoscale eddies on micronekton (Béhagle et al., 2014; Potier et al., 2014).

Here we analyze the vertical structure of acoustic backscattering inside a number of North Atlantic mesoscale eddies and regions outside the direct influence of eddies to evaluate whether mesoscale eddies have an impact on the distribution of micronekton and if eddies with different polarities present differences in acoustic backscattering.



2. DATA AND METHODS


2.1. Sampling Strategy

The observations used in this study were collected during the four North Atlantic Aerosols and Ecosystems Study (NAAMES) expeditions in November 2015, May 2016, September 2017, and March 2018 on board of the R/V Atlantis (Behrenfeld et al., 2019). Table S1 summarizes the eddy properties of the different stations where the data were collected. From a total of 33 stations sampled during the four expeditions, we were able to perform acoustic measurements in 24: one was located within an intra-thermocline mode-water eddy, 6 within anticyclonic features, 7 within cyclones, and 10 outside of eddies (Figure 1, Della Penna and Gaube, 2019). In total, we collected more than 650 h of acoustic data: ~ 410 h during the night and ~ 240 during the day. We excluded the observations collected in the intra-thermocline mode-water eddy as we expect its dynamics to be different from the ones of ordinary anticyclones. As detailed in the results, during one of the long duration stations, N2S4, we sampled waters from inside an eddy core, at its periphery and outside of the eddy. To take into account this variability, we separated the observations collected at N2S4 into “core” and “periphery” of an anticyclone and “out-of-eddies.” After this processing our samples consist of observations from 7 cyclonic eddies, 6 anticyclones, and 11 out-of-eddies stations (Figures 2A,B).
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FIGURE 1. Eddy coverage of the study area between the years 1993 and 2015. The eddy coverage was calculated as the number of days when each 1/4° pixel was occupied by a mesoscale eddy (defined as closed contour of Sea Level Anomaly) divided by the total number of days during the years 1993–2015. Red and blue dots indicate the locations of anticyclonic and cyclonic eddies, respectively, and black dots to the out-of-eddies sampling. Different symbols refer to different surveys: circles refer to November 2015, stars to May 2016, squares to September 2017, and diamonds to March 2018.
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FIGURE 2. Schematic of the sampled eddies and the location of the sampling in respect to the estimated location of the cores of cyclones (A) and anticyclones (B). Daytime (C) and night-time (D) NASC seasonal median anomalies (lines) for cyclones (blue, referring to the stations inside the outer dashed circle in A), anticyclones (red, referring to the stations inside the outer solid circle in B) and out-of-eddy (black) stations. Colored bands indicate the respective 15th and 85th percentiles divided by the square root of the number of observations. (E,F) The same diagnostics we calculated using only the locations inside eddy cores (i.e., inside the inner circles in A,B).




2.2. Acoustic Measurements and Data Processing

Acoustic data were collected using a Biosonics single-beam scientific echosounder transmitting at 38 kHz. The transducer was mounted at the end of a steel pole affixed to the side of the R/V Atlantis during NAAMES 1, 2, 3 and in a transducer well in the hull of the R/V Atlantis during NAAMES 4. The transducer was not calibrated in situ: calibrations were performed by the manufacturer before NAAMES 1, 2, and 3. While having uncalibrated data would be problematic if we were trying to estimate fish biomass, our analysis of anomalies in backscatter is not affected by this issue. Furthermore, we opted for comparing seasonal anomalies of acoustic backscattering to remove any effect caused by inter-annual, seasonal variability and transducer location. Pulse length and pinging period were of 2 and 0.2 ms, respectively during NAAMES 2, 3, and 4 and were adjusted according to different conditions during NAAMES 1. Data were collected using the Biosonics DT-X system and converted and analyzed using a set of custom-written Matlab/Octave scripts. First, the time-dependent range and volume backscattering, Sv, were calculated from 10-pings medians and corrected for the time-varying soundspeeds estimated using temperature and salinity measured at the surface using the shipboard thermosalinograph. Second, we followed the method described by De Robertis and Higginbottom (2007) to quantify and mitigate background noise and the methods described by Ryan et al. (2015) to filter out the majority of impulsive and transient noise, as well as signal attenuation due to surface bubbles. Finally, echograms were visually inspected and the pings corresponding to unrealistic patterns were flagged. Data from the top 15 m were excluded to remove the effect of the bubbles created by breaking waves. Data deeper than 700 m were flagged because of low signal to noise ratio. The processed data can be found on SeaBASS at the URL https://seabass.gsfc.nasa.gov/archive/UWASH/gaube/NAAMES/.



2.3. Discrete Net Samples of Deep Scattering Layers

During the last three NAAMES expeditions, an Isaacs-Kidd Midwater Trawl (IKMT) (Devereux and Winsett, 1953) was towed in the deep scattering layers at each station to qualitatively describe the composition of these layers. The mesh size for the net was 3.2 mm and the net was closed by a cod-end with mesh size of 0.2 mm. Details about the trawling conducted at each station (e.g., target depth, ship velocity, etc.) and the respective data sheets can be found in the Supplementary Material.



2.4. Satellite Altimetry

The location, polarity, and amplitude of the various sampled eddies were determined from maps of high-pass filtered sea level anomaly (SLA) following the methods detailed in Della Penna and Gaube (2019). Altimetry maps were downloaded from the Copernicus Marine Service Information (CMEMS). We calculated the high-pass filtered SLA as the difference between the daily SLA fields provided by CMEMS and a smoothed SLA that captures the effects of seasonal heating and cooling following Chelton et al. (2011b). The sign of each encountered SLA feature was used to classify it as a cyclone, anticyclone, or “out-of-eddy” station–i.e., a location outside of the direct influence of eddies. A combination of in situ observations from the shipboard thermosalinograph and Acoustic Doppler Current Profiler (ADCP) was used to discriminate between eddy peripheries and cores. In most cases, the structure of the velocities detected using the shipboard ADCP were in close agreement with the geostrophic velocity field detected using altimetry. We therefore associated each feature with the high-pass filtered SLA extracted along the ship track at times corresponding to the echosounder observations. An exception was found at station N2S3 where the trajectories of the drifters deployed indicate that this station was located at the periphery of an anticyclonic eddy yet the corresponding extracted high-pass filtered SLA values were negative. This suggests that the relatively coarse spatial resolution of altimetry (nominally 1/4°) resulted in a mismatch in this specific case. We excluded this station from our analysis of high-pass filtered SLA and backscattering. The eddy properties of each sampled station are summarized in Table S1.



2.5. Continuous Measurements of Temperature and Salinity

Continuous measurements of temperature and salinity were carried out using a thermosalinograph connected to a flow-through system that collected water at a depth of 5 m. Measurements of temperature and salinity were used to estimate water density using the SeaWater package (Fofonoff and Millard, 1983).



2.6. Statistical Analyses

For each station, we separated data collected during the day from those collected at night and computed the median profiles of Sv and Nautical Area Scattering Coefficient (NASC, MacLennan et al., 2002) calculated for each 10 m depth bin. Our early analysis indicated that mean backscattering varied with season, regardless of eddy polarity. To address this unrelated variability we computed seasonal medians and seasonal anomalies of NASC for each station and for each depth bin by subtracting the appropriate seasonal median from each station's median. Looking at anomalies instead of absolute values (shown in Figure S1) would also remove any inter-annual and inter-survey sources of variability. To compare the mesopelagic backscattering (defined here as backscattering reflected by sources between 200 and 700 m) in cyclones and anticyclones with the “out-of-eddies” stations, we grouped the anomalies and used them to compute the medians of daytime and nighttime seasonal anomalies of NASC by polarity.

We used the Wilcoxon rank-sum test to evaluate whether the differences observed between mesopelagic backscattering for different polarities are due to the finiteness of the number of observations (Wilcoxon, 1945). The test was performed by pooling together all the median seasonal anomalies within the mesopelagic depths and testing if observations from anticyclones and cyclones, anticyclones and “out-of-eddies,” and cyclones and “out-of-eddies” stations, belonged to the same populations. This approach was chosen because it is based solely on the order in which the observations from the samples fall, is robust for limited sample sizes, and does not require making assumptions regarding the distributions followed by the observations.

To compare the high-pass filtered SLA amplitude of the eddies to their mesopelagic backscattering anomalies, we computed the least squares fit between scattering anomalies and high-pass filtered SLA and calculated the Pearson's correlation coefficient. For this specific analysis, we excluded an anticyclonic eddy sampled during NAAMES 2 (N2S3, marked in gray in Figure 3) because the corresponding signature extracted from the altimetry map was likely to be affected by a spatial shift, as described above.


[image: Figure 3]
FIGURE 3. Relationship between high-pass filtered SLA and mesopelagic daytime NASC seasonal anomaly. Blue dots represent sampling locations within the core or the periphery of cyclonic eddies, red dots represent locations within the core or the periphery of anticyclonic eddies, black dots represent out-of-eddy stations and the gray dot refers to N2S3 (SLA ~ −10 cm), excluded from this analysis. Empty dots indicate stations at eddy peripheries whereas filled dots indicate stations within eddy cores. Errorbars refer to the standard deviation of the SLA extracted for the locations of the acoustic sampling and to the propagated uncertainty from the 15 to 85 quantiles for the NASC anomaly. The dashed line represents the linear relationship fitting the eddy stations (R2 = 0.37, p-value = 0.03).





3. RESULTS

Measurements of acoustic backscattering revealed that mesopelagic micronekton at the sampled stations was distributed in deep scattering layers whose composition was investigated using a IKMT. Most of the samples were dominated by myctophids species such as Benthosema glaciale, Diogenichthys Atlanticus, and Myctophum punctuatum and bristlemouths (from the genus Cyclothone). Hatchetfish (Argyropelecus hemigymnus) and different species of Euphasiids were also observed (as detailed in the Supplementary Material).

On average, our surveys revealed that the median NASC seasonal anomaly in anticyclones is larger than in cyclones and out-of-eddies stations (Figures 2C,D). This trend is particularly evident in the mesopelagic where both night and daytime NASC are significantly higher. A Wilcoxon rank-sum test performed over the NASC values measured in the mesopelagic is compatible with the scenario that our observation of stronger backscattering in anticyclones is not due to the finiteness of the number of observations. Also the differences between out-of-eddies stations and cyclonic eddies are, even if of smaller magnitude, not due to the finiteness of our sample size. Furthermore, high-pass filtered SLA, a combination of the eddy amplitude, an indicator of how strong the eddy signature is in sea surface height, and the position of the observation in respect to the center of the eddy, correlates positively with the integrated mesopelagic daytime NASC seasonal anomaly (Figure 3, R2 = 0.37, p − value = 0.03 for “in-eddy” stations).

Mesopelagic acoustic backscattering in anticyclones appears to be particularly intense inside their cores (Figures 2E,F). The observations of mesopelagic acoustic backscattering collected at the peripheries of anticyclones, on the other hand, are indistinguishable from the ones from stations outside of the direct influence of mesoscale eddies (Figure S2). This radial pattern was further observed during a long occupation station (NAAMES 2–Station 4, N2S4) where the R/V Atlantis radially transected the core and periphery of an anticyclonic eddy (Figure 4A). Gradients in density (used here to delineate eddy regions) are collocated in time with sharp differences in the distribution of acoustic backscattering in the mesopelagic (Figures 4B,C, with transitions indicated by red vertical lines). The most striking transition occurs as the ship leaves the eddy core and enters into the eddy periphery, which occurs around 70 km of the transect (Figure 4B) and is marked by a drastic reduction in mesopelagic backscattering and an increase near-surface acoustic backscattering (Figure 4C).


[image: Figure 4]
FIGURE 4. Case study of an anticyclonic eddy sampled in the subtropical northwest Atlantic in May (N2S4). (A) High-pass filtered SLA map overlapped to the R/V Atlantis ship track. The white section of the trajectory corresponds to the acoustic sampling and the black arrow indicates the start of the section. (B) Observations of density (black) and mesopelagic NASC (blue) across the eddy. The distance is calculated from the start of the acoustic sampling. (C) 38 kHz echogram of backscattering strength. Gray and black bands on the top of (B,C) indicate observations collected at night (black) and during the day (gray). Red lines (dots in A) identify the transitions between eddy core, periphery, and ambient waters.




4. DISCUSSION AND CONCLUSIONS

Our results indicate that, in the northwest Atlantic, mesoscale features impact the distribution of acoustic backscattering in the mesopelagic zone. In particular, we find that anticyclonic eddies are characterized by intense acoustic backscattering. This result is consistent with the results presented by Godø et al. (2012) who found that four anticyclones in the Icelandic Basin (northeast Atlantic) were characterized by intense acoustic backscattering. Our findings are also consistent with those of Fennell and Rose (2015) who found that NASC densities in the deep scattering layer and average SLA were positively correlated on a yearly basis across transects from Ireland to the Grand Banks of Newfoundland. Our results suggest that the cores of anticyclones are regions of intense mesopelagic acoustic backscattering. Furthermore, our results indicate that the structure of mesopelagic backscattering is modulated by the in-eddy variability. This was highlighted by our radial transect across an anticyclone which revealed a sharp transition between the eddy core and its periphery (Figure 4).

Mesopelagic acoustic backscattering at 38 kHz is dominated by micronekton: a diverse and relatively unknown ensemble of small (2–10 cm), but actively swimming fishes, squids, and crustaceans (Benoit-Bird and Lawson, 2016). The species observed using the midwater trawl during NAAMES 2, 3, and 4 are consistent with those observed during the WHOI midwater program (Judkins and Haedrich, 2018). Measurements made using a single frequency, single beam echosounder do not allow for the identification of the species or groups that are scattering. The intensity of acoustic backscattering by fish is determined, in part, by the presence, gas content, and morphology of their swim bladder. It has been observed that these factors present a strong variability across species and life stages (Davison et al., 2015). In particular, a recent study conducted in the Southern Ocean highlighted how, going from sub-Antarctic to Antarctic waters, the proportion of mesopelagic fish with a gas-filled swim bladder -and therefore the biomass estimated from acoustics- decreased while the biomass measured by mid-water trawling remained approximately constant (Dornan et al., 2019). It is therefore important to emphasize that the patterns in acoustic backscattering we identify in this study may result from differences in micronekton biomass, community composition, or fish physiology.

As mentioned in the introduction, in the region of study, we expect mesoscale eddies to impact the distribution of mesopelagic micronekton via several mechanisms: eddy trapping and transport of micronekton, the creation of thermal niches that can sustain the growth of different species compared to the surrounding waters, and enhancement of primary production, possibly leading to enhanced epipelagic biomass that could be available to mesopelagic organisms.

Most of the eddies in the study region show distinctive trapping of near-surface Chl-a (Gaube et al., 2014). The sampled eddies had not moved more than a few hundreds of kilometers from their origin when they were sampled suggesting that they could not have trapped particularly productive water from far away locations (for example from the continental shelf). On the other hand, the fact that the sampled eddies may have isolated the contained mesopelagic communities from the ones in ambient waters is likely to be important.

In the northwest Atlantic anticyclonic eddies are generally warmer than their cyclonic counterparts or compared to ambient waters (Gaube et al., 2018a). This could have important consequences for the mesopelagic community inhabiting such eddies: temperature can positively influence metabolic rates and therefore growth and reproduction (Proud et al., 2017) and could favor or limit the growth of specific species. The anticyclones we observed present indeed a strong positive temperature anomaly when compared with the average monthly temperature from the World Ocean Atlas (Locarnini et al., 2013, Figure S3).

If we interpret strong acoustic signals as a proxy for mesopelagic biomass, the observed pattern may appear counter intuitive as anticyclones are generally associated with reduced phytoplankton biomass in this region (Gaube et al., 2014; Gaube and McGillicuddy, 2017). Recent work has indicated that near-surface Chl-a may not be the valid measure of whether an eddy is more or less productive. Anticyclones are generally characterized by deeper mixed layers (Dufois et al., 2016; Gaube et al., 2018b) resulting in vertically-integrated Chl-a being significantly elevated in anticyclones compared to ambient waters and cyclonic eddies during the height of the annual spring bloom (Gaube, pers. comm.). If anticyclones are “primed” with a more productive ecosystem, it is likely that they could enhance biomass of intermediate trophic levels, including the micronekton largely responsible for the acoustic backscattering at 38 kHz.

Global scale studies have found a strong relationship between near-surface primary production and mesopelagic backscattering. At smaller scales, we do not expect locations characterized by high primary production to necessarily present high mesopelagic biomass. Indeed, in our study, surface fluorescence (a proxy for Chl-a) and mesopelagic backscattering do not show any clear relationship suggesting that different mechanisms may be dominant (Figure S4). We should expect a time lag between the time of a peak in primary production at a given location and the development of a profitable environment for micronekton (similarly to what observed for mesozooplankton by Druon et al., 2019). While such lag is strongly dependent on the species present inside different water masses, it is of the order of magnitude of few months (Croll et al., 2005). The limited size and temporal resolution of our observations do not allow to draw conclusions in this respect.

The presence of potentially abundant mesopelagic ecosystems inside northwest Atlantic anticyclones presented here is consistent with the growing body of literature detailing observations resulting from the satellite tracking of large marine animals including top predators such as great white sharks (Gaube et al., 2018a), blue sharks (Braun et al., 2019), and sea turtles (Gaube et al., 2017; Chambault et al., 2019). In particular, Braun et al. (2019) found that blue sharks spend considerably more time, likely foraging, inside the cores of anticyclonic eddies. These studies all suggest that large animals are more likely to be found in anticyclonic eddy cores when compared to the peripheries of anticyclones or the interiors of cyclones. Although the mechanisms proposed for this affinity toward anticyclones is anomalously warm water found within their cores, we cannot definitively link elevated micronekton biomass to anomalously warm water in the mesopelagic within the cores of anticyclones. Further studies are required in order to assess whether anticyclonic eddies can actually support enhanced biomass or contain different mesopelagic communities.
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Satellite ocean color remote sensing is the primary method to retrieve synoptic measurements of the optical properties of the ocean on large spatial and regular time scales. Through bio-optical modeling, changes in ocean color spectra can be linked to changes in marine ecosystem and biogeochemical properties. Bio-optical algorithms rely on assumptions about the covariance of marine constituents as well as the relationships among their inherent and apparent optical properties. Validation with in situ measurements of in-water constituents and their optical properties is required to extrapolate local knowledge about ocean color variations to global scales. Here, we evaluate seasonal and spatial relationships between optical constituents and their inherent and apparent optical properties throughout the annual cycle of the North Atlantic plankton bloom using bio-optical data from four cruises conducted as part of the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES). Our results show ocean color variability, quantified using field observations of the remote sensing reflectance spectrum at each NAAMES station, is driven by colored dissolved organic matter (CDOM) absorption in the ultraviolet wavelengths, phytoplankton absorption in the blue wavelengths, and total particulate backscattering in the green wavelengths. Results from a recently storm-mixed station at the height of the spring bloom demonstrate that significant changes in bio-optical properties can occur on daily scales. By testing the effects of variations in lighting conditions and solar geometries, we also demonstrate that, for this data set, remote sensing reflectance should be considered a quasi-inherent optical property. We find that the temporal and spatial chlorophyll concentrations and the magnitudes of inherent optical properties can be accurately assessed using previously published ocean color algorithms. However, changes in the spectral slopes of the inherent optical properties are often poorly retrieved, indicating the need for improvements in the retrieval of optical constituent composition. The characterization of such a dynamic environment provides beneficial insights for future bio-optical algorithms.
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INTRODUCTION

Algal blooms are driven by a complicated array of biological, chemical, and physical dynamics governing the growth and loss rates of phytoplankton (e.g., Sverdrup, 1953; Siegel et al., 2002; Behrenfeld and Boss, 2018). The North Atlantic is home to the largest phytoplankton bloom on Earth, and sustained observations of the region have led to new insights into the mechanisms behind bloom formation and cessation (e.g., Behrenfeld et al., 2013; Westberry et al., 2016). The North Atlantic Aerosols and Marine Ecosystems Study (NAAMES; Behrenfeld et al., 2019) consisted of 4 month-long field expeditions to the western subarctic Atlantic with the goal of investigating the phases of the annual phytoplankton bloom and improving understanding of the seasonal influences on marine aerosols and boundary layer clouds by marine ecosystems. Knowledge gained from this study can be extended by identifying how biological and ecological changes ultimately affect ocean color, such that satellite data can be used to assess regional changes over time.

Satellite ocean color observations and their derived products have provided a synoptic view of ecological and biogeochemical processes for the past two decades (e.g., McClain et al., 2004; Behrenfeld et al., 2006; Siegel et al., 2013). The NAAMES project presents a unique opportunity to outline relationships between the optical properties of in-water constituents and ocean color over a diverse set of bloom states and lighting conditions. It also serves as a useful benchmark to test the retrievals of satellite products from empirical and semi-analytical bio-optical algorithms (IOCCG, 2006). Empirical algorithms, such as the OC Chlorophyll algorithm (O’Reilly et al., 1998; Werdell and Bailey, 2005), directly relate global matchups of bio-optical products and ocean color observations; while semi-analytical algorithms (e.g., Loisel and Stramski, 2000; Maritorena et al., 2002; Lee et al., 2014) use a combination of empirical relationships and theoretical expressions to determine the contributions of ocean constituents to ocean color spectra. The performance of both types of algorithms can be limited by assumptions about the relationships between radiometric variables and their underlying optical constituents (Werdell et al., 2018). Validating and improving these bio-optical algorithms with in situ data will lead to enhanced characterization of regional to global scale models of phytoplankton dynamics (Siegel et al., 2013) and marine productivity (Behrenfeld et al., 2005; Westberry et al., 2008).

Linking ocean biological processes to satellite data requires knowledge of the optical properties of the ocean. Marine optical constituents, typically broadly categorized as phytoplankton, detrital particles, and colored dissolved organic matter (CDOM), each have unique spectral signatures (e.g., Kirk, 1983; Mobley, 1994). Inherent optical properties (IOPs), such as the absorption, total scattering, backscattering, and beam attenuation coefficients, are functions of the magnitude and composition of the dissolved and suspended particulate constituents in the water column. The total absorption coefficient spectrum, atot(λ), is the sum of each individual absorption coefficient:
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where the subscripts ph, d, g, and w indicate contributions from phytoplankton, detritus, CDOM, and seawater, respectively. Since ad(λ) and ag(λ) have similar spectral shapes, they are often combined as adg(λ). The total backscattering coefficient spectrum, bbtot(λ), can be partitioned into the contributions by particles and water as:
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The NAAMES study allows for an investigation into the variability of not only the magnitudes of each of the constituent IOPs but their spectral shapes within the context of an annual bloom cycle, as well as their relationships to changes in ocean color.

Ocean color is quantified here using remote sensing reflectance spectra, rrs(λ), and is defined as the ratio of upwelling radiance to downwelling irradiance spectra immediately below the water surface, or:
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Values of rrs(λ) can be related to the IOPs of the water column as:

[image: image]

where f/Q is a factor describing the bidirectional structure of the upward radiance field (e.g., Morel et al., 2002). As an apparent optical property (AOP), variability in rrs(λ) comes from both IOPs and the illumination conditions as well as the roughness of the sea surface. Thus, values of f/Q are a function of solar geometries and the IOPs of the water column (e.g., Morel et al., 2002). Often, values of f/Q are set either as a constant or as a simple function of IOP values (e.g., Gordon et al., 1988; Lee et al., 1999), suggesting that rrs(λ) can be considered a quasi-inherent optical parameter.

Another useful AOP is the diffuse attenuation coefficient, Kd(λ), which is defined as the vertical attenuation coefficient for the exponential decay of surface downwelling irradiance:
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Values of Kd(λ) are used to predict the spectrum of incident spectral irradiance at depth (Smith and Baker, 1978; Morel and Maritorena, 2001) and is related to the IOPs of the water column using single scattering theory as a measure of the photons lost along a path [proportional to atot(λ) + bbtot(λ)]. Typically values of atot(λ) + bbtot(λ) are related to Kd(λ) using a constant Do (Gordon, 1989; Mobley, 1994):
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Few studies have evaluated variations in these properties using open ocean data including both IOPs and AOPs (e.g., Loisel et al., 2001; Morel and Maritorena, 2001; Reynolds et al., 2001; Kostadinov et al., 2007). NAAMES provides the opportunity to examine the quasi-inherency assumption over a range of open ocean conditions.

The primary goal of this study is to assess the relationships among in-water constituents and IOPs and their role in the variability of the AOPs of the water column in the annual North Atlantic bloom cycle. Bio-optical data from the four NAAMES cruises are used to assess the optical properties of in-water constituents and their role in driving variability in ocean color during different phases of the North Atlantic phytoplankton bloom. We use this data to (1) investigate the seasonal and spatial trends in ocean constituents and their associated IOPs and AOPs, (2) evaluate relationships between optical parameters and constituents, and (3) investigate the performance of a suite of existing empirical and semi-analytical bio-optical algorithms. We aim to improve understanding of the relationships between different optical parameters and whether current satellite algorithms are well-suited to assess changes in the optical properties of the North Atlantic Bloom ecosystem. The analysis of the field data collected as part of NAAMES will also inform the development of future bio-optical algorithms to take advantage of improved sensors such as those flown on the upcoming NASA Plankton, Aerosol, Cloud, ocean Ecosystem mission (PACE; Werdell et al., 2019).



MATERIALS AND METHODS


Cruises

Four NAAMES cruises were conducted between November 2015 and April 2018 in the western subarctic Atlantic, nominally between 40°N and 55°N along the 40°W longitude (Behrenfeld et al., 2019). Optical profiles and supporting information were collected across a latitudinal gradient over four distinct physical and biological provinces: subpolar, temperate, subtropical, and Sargasso Sea waters (Della Penna and Gaube, 2019). Details for each of the optics-related casts are shown in Table 1.


TABLE 1. Location and metadata for all optical profiles for the NAAMES Project.

[image: Table 1]
Each cruise was designed to investigate the annual cycle of phytoplankton biomass within the context of the “Disturbance-Recovery Hypothesis” (Behrenfeld and Boss, 2018). The “Winter Transition” phase of the annual bloom was sampled during NAAMES 1 (November 2015) and was characterized by deep mixed layer depths exceeding 100 m, low photosynthetically available radiation (PAR), and optically clear waters, with euphotic zone depths, Z1% (1% surface PAR) reaching 55–70 m. During the “Climax Transition,” captured in NAAMES 2 (May 2016), the northern subpolar and temperate stations were marked by low surface temperatures and shallower euphotic zone depths (25–40 m) relative to the southern subtropical stations. A unique opportunity to measure the recovery of a storm-mixed water column presented itself at Station 4, which was occupied for 4 days from 24 May through 27 May. NAAMES 3 (September 2017) occurred during the “Declining Phase” of the bloom and consisted of typically clear sky conditions and relatively shallow mixed layer depths (∼10–40 m) at all stations. There was a strong latitudinal gradient in this cruise, with warmer, optically clearer waters at the southern subtropical stations and cooler waters with shallow euphotic zone depths at the northern subpolar stations. The final cruise, NAAMES 4 (March – April 2018) sampled the “Accumulation Phase” of the bloom; however, weather conditions and ship’s equipment failure limited optical profiles to the Subtropical and Sargasso stations.

Multiple CTD Rosette casts were made at nearly all optics stations (Table 1), and discrete water samples for optics were collected before sunrise and in the late afternoon. Profiles of radiometric data and inherent optical properties were made at solar noon at each station using a profiling spectroradiometer (C-OPS described below) and the in situ IOP package. In NAAMES 2 and subsequent cruises, multiple profiles of the inherent optical properties were made throughout the day. Optical variables with different sampling resolution were matched up one-to-one with the nearest neighbor using the more sparsely sampled variable if they co-occurred within 8 h of each other. Typically, time offsets between optics and CTD casts were within 6 h.



Apparent Optical Property Determinations

A Biospherical Instruments Compact Optical Profiling System, C-OPS (Morrow et al., 2010), was used to obtain profiles of upwelling radiance, Lu(λ), and downwelling irradiance, Ed(λ) at 18 wavelengths between 320 and 780 nm. The free-falling C-OPS was deployed nominally at solar noon from the ship stern to minimize the potential impacts of solar zenith angles on the measurements. Remote sensing reflectance just below the surface, rrs(λ), was computed using Eq. 4. Remote sensing reflectance values were converted to above-water values (Mobley, 1994):
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Vertical profiles of the diffuse attenuation coefficient for downwelling irradiance, Kd(z, λ), were calculated as the log derivative of Ed(z, λ) at each depth using a 10 m bin window following Siegel et al. (1995). Mean values of Kd(z, λ) calculated over the upper 15 m were used to calculate near-surface determinations of the diffuse attenuation coefficient, Kd(λ).



In situ Inherent Optical Property Determinations

The Inherent Optical Property Package included a SBE25 CTD (SeaBird), an ECO BB9 backscattering meter (WetLabs), and an AC-S hyperspectral absorption and attenuation meter (WetLabs). One cast consisted of two deployments, with the first deployment incorporating a 0.2 μm filter on the AC-S to allow for calculations of the particulate absorption and beam attenuation coefficients. Only the downcast was used, which was selected as the minimum depth (∼5 m) after a de-bubbling protocol down to the maximum depth (∼100 m) from the SBE25 CTD time and depth data. Temperature, salinity, and conductivity profiles for the overall cast were combined and mean bin-averaged to every 2 m using a 1 m window. The upper 15 m of profile data were averaged to obtain surface IOP values.

The ECO BB9 backscattering meter was used to obtain profiles of the particulate backscattering coefficient bbp(z, λ) at λ = 412, 440, 488, 510, 532, 595, 660, 676, and 715 nm. NAAMES 1 did not include the 412 nm channel due to stability issues. After subtracting dark offsets made at the beginning of each cruise and applying a factory-derived scale factor, the BB9 measures the total volume scattering β(z, λ) at an angle of 117°. Beta measurements were mapped to the downcast determined from the SBE25 CTD and then converted to the total backscattering coefficient following Boss and Pegau (2001):
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where the seawater Beta values, βsw(z, λ), comes from Zhang et al. (2009) using temperature and salinity observations, and χp is 1.1 for 117° (Boss and Pegau, 2001). Data from both deployments were combined, then median bin-averaged to every 2 m using a 1 m window. Surface particulate backscattering spectral slopes,η, were determined using a power law fit over the all available wavelengths:
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where λ0 is set to 443 nm.

Profiles of absorption and beam attenuation coefficient spectra at 83 wavelengths between 400 and 750 nm were made with a WetLabs AC-S absorption and attenuation meter (Moore et al., 1992). A calibration independent technique (Slade et al., 2010) was used to obtain particulate absorption and beam attenuation by subtracting the 0.2 μm-filtered AC-S data from the total unfiltered AC-S data. Negative values and extreme values (> 1 m–1) were removed. A mismatch in spectral band positions between absorption and attenuation was corrected by interpolating all beam attenuation data to the absorption wavelengths. Data from each deployment was binned separately using a median filter at every 2 m with a 1 m bin window. After retrieving particulate absorption using from the total and filtered data, it was corrected for residual temperature and scattering after Slade et al. (2010). Particulate attenuation was also corrected for a residual temperature effect. Values of the total particulate scattering coefficient bp(λ) were calculated by subtracting particulate absorption spectra from particulate beam attenuation. Particulate beam attenuation spectral slopes were measured using a power law function over the entire spectrum.



Discrete Water Sample Analyses

High performance liquid chromatography (HPLC) pigment analysis was used to derive a suite of pigment concentrations in this analysis. Five water samples from the top 100 m of the morning and afternoon deep CTD Rosette casts for each station were collected in 1 L dark Nalgene bottles and filtered using 25 mm glass fiber filters (GF/F). Samples were stored in aluminum foil packets in liquid nitrogen and processed at NASA Goddard Space Flight Center (Van Heukelem and Hooker, 2011; Hooker et al., 2012).

Chromophoric Dissolved Organic Matter (CDOM) absorption spectra, ag(λ), were collected and prepared according to the UCSB CDOM protocol (Nelson et al., 2007) with recent modifications as specified by the draft NASA/IOCCG CDOM protocol (Mannino et al., 2019). Spectra were acquired from 280–700 nm and null corrected at long wavelengths (690–700 nm average). CDOM spectral slopes were determined by fitting an exponential function to ag(λ) between 300 and 450 nm.

Water samples for the decomposition of particulate absorption spectra into the detrital and phytoplankton contributions were collected and analyzed according to methods described in Mitchell et al. (2000) using a beta correction for multiple scattering effects determined from local natural populations (Nelson et al., 1998; Guillocheau, 2003). The phytoplankton absorption coefficient spectrum, aph(λ), was determined as the difference between ap(λ) and ad(λ). Detrital absorption spectral slopes were determined by fitting an exponential function to ad(λ) between 400 and 500 nm.

Particulate organic carbon (POC) samples were collected from both the inline flow-through system or from the CTD Rosette. POC concentrations were determined using a 3-volume regression method after Moran et al. (1999). Briefly, three volumes ranging from 0.5 to 2.135 L were filtered onto pre-combusted GF/F filters and wrapped in pre-combusted foil packets and stored in liquid nitrogen until analysis. Values represent the slope of the three-volume series corrected by subtracting the filter blank for each series. All POC filters were analyzed on an Exeter Analytics CE-440 elemental analyzer calibrated with acetanilide following manufacturer protocols.

For comparisons between the IOPs and AOPs, total absorption was derived by adding seawater absorption, calculated using Lee et al. (2015) between 350 and 550 nm, and Pope and Fry (1997) from 550 to 700 nm. Seawater backscattering was calculated using Zhang et al. (2009).




RESULTS AND DISCUSSION


Bio-Optical Variability

Each of the four cruises captures a snapshot of the recurring annual bloom cycle, which to first order is reflected in the surface chlorophyll concentrations along latitudinal gradients (Table 1). Low concentrations in the NAAMES 1 Winter Transition (0.48 ± 0.28 mg m–3) are associated with deep mixing and low incident irradiance. As the mixed layer depth shoals, chlorophyll concentrations steadily increase (0.58 ± 0.20 mg m–3) through the Accumulation Phase measured during NAAMES 4 before peaking (1.49 ± 1.10 mg m–3) at the Climax Transition during NAAMES 2. The timing of the NAAMES 2 and NAAMES 4 cruises coincided with the middle and peak of the spring bloom, depending on the latitude, so northern stations would have progressed farther through the cycle than southern stations (Behrenfeld et al., 2019). During the Declining Phase of the bloom in the Fall months (NAAMES 3), there is a strong latitudinal gradient, with chlorophyll concentrations reaching 1 mg m–3 in the northern subpolar stations while Sargasso Sea waters show values below 0.1 mg m–3. The range of biological states measured during NAAMES makes it a very useful data set for the testing of satellite ocean color algorithms.

Particulate beam attenuation, cp(λ) (Figure 1A) follows changes in the chlorophyll concentrations to first order (R = 0.66), suggesting that phytoplankton play a dominant role in particle optics variability in this region. Cruise means in the Winter Transition show small magnitudes and little variability [cp(443) = 0.116 ± 0.042 m–1], indicating very low concentrations of particulate material during this period. The magnitude of the particulate beam attenuation coefficient increases through the Accumulation Phase and Climax Transition of the spring bloom [cp(443) = 0.192 ± 0.077 m–1 and 0.383 ± 0.178 m–1, respectively], and shows large amounts of variability, even when stations are concentrated around Sargasso Sea waters as in NAAMES 4. During the Declining Phase of the bloom, a strong latitudinal gradient was found, with higher magnitudes of particulate beam attenuation occurring in the subpolar stations [cp(443) = 0.437 ± 0.029 m–1] than in the other stations [cp(443) = 0.134 ± 0.135 m–1].
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FIGURE 1. Surface mean values for (A) particulate beam attenuation, (B) particulate absorption, (C) particulate scattering, and (D) particulate backscattering coefficient spectra from the IOP Package for each of the NAAMES cruises (N1–N4). Note that y-axes vary to show detail.


Particulate beam attenuation can be separated into the different spectral contributions of particulate scattering and absorption (Figures 1B,C). Variability in particulate scattering largely follows the variability in particulate beam attenuation. Particulate scattering is spectrally flat at most wavelengths except near 443 nm, and, at times, the 676 nm region, where particulate absorption significantly contributes. Scattering contributes 88 (±5%) to cp(443), while it contributes 98 (±2%) to cp(555), indicating that absorption signals are more influential in the blue wavelengths than in the green.

Changes in the particulate backscattering spectrum, bbp(λ), (Figure 1D) will be directly related to ocean color variations (Eq. 5). Changes in the magnitude of bbp(490) closely follow changes in cp(490) (R = 0.92) with values of 9.7 (±3.4) × 10–4 m–1 during the Winter Transition, which increase to 16.0 (±4.5) × 10–4 m–1 and 31.1 (±18.1) × 10–4 m–1 during the Accumulation Phase and Climax Transition cruises, respectively. During the Declining Phase of the bloom, where variability strongly follows a latitudinal trend, bbp(490) decreases to values of 18.7 (±9.2) × 10–4 m–1. This suggests that to first order values of bbp(λ) are a good proxy for particle concentrations.

Particulate absorption (Figure 1B) clearly shows the chlorophyll a absorption peaks at 443 and 676 nm (Bidigare et al., 1990), indicating that phytoplankton are the main driver of particulate absorption spectra for the NAAMES region throughout the year. It is significantly higher than backscattering at shorter wavelengths, especially at stations with higher chlorophyll concentrations, but particulate backscattering plays a more prominent role in the green wavelengths.

Total non-water absorption can be decomposed into the component absorption by phytoplankton, detritus, and CDOM (Figure 2). As these are discrete samples measured in the laboratory, spectra extend to 300 nm in the ultraviolet (UV). Component absorption coefficients for phytoplankton show peaks at 443 and 676 nm due to chlorophyll a absorption as expected. The phytoplankton absorption peak near 320 nm is likely due to photoprotective pigments called mycosporine-like amino acids (MAAs), which have been related to increases in dinoflagellate populations (Morrison and Nelson, 2004; Barron et al., 2014). This also coincides with the largest concentrations of peridinin, a chemotaxonomic marker for photosynthetic dinoflagellates, from HPLC analysis found in the NAAMES dataset (R = 0.70). Observations of values were >0.3 mg m–3 for NAAMES 2 and between 0.03 and 0.07 mg m–3 for NAAMES 3, compared to cruise mean values ∼0.006 mg m–3. These peaks were found in all high latitude stations in NAAMES 2 and 3, suggesting that dinoflagellates play a large role in variability in this spectral region in the subpolar regions during both the peak of the spring bloom and its declining phase (Kramer et al., 2020). The magnitudes of phytoplankton absorption largely follow trends in particulate absorption, with the highest values occurring during the peak of the spring bloom and a latitudinal trend throughout all phases of the bloom.
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FIGURE 2. Surface mean values for (A) particulate absorption, (B) detrital absorption, (C) phytoplankton absorption, and (D) CDOM absorption coefficient spectra from discrete hydrography for each of the NAAMES cruises. Note that y-axes vary to show detail.


Detrital and CDOM absorption spectra (Figures 2B,C) have historically been approximated in bio-optical models as exponentially decaying functions with increasing wavelength (e.g., Bricaud et al., 1981; Roesler et al., 1989; Nelson and Siegel, 2013). Detrital slope values (0.0156 ± 0.005 nm–1, calculated between 400 and 500 nm) measured here are lower than CDOM slope values (0.0176 ± 0.0013 nm–1, calculated between 300 and 400 nm). Detrital absorption contributes between 20 and 50% of the total particulate absorption signal at wavelengths less than 400 nm, and between 5 and 20% of the signal between 400 and 500 nm, consistent with previous results (e.g., Roesler et al., 1989). CDOM absorption spectra are much smoother than other component absorption data and dominate UV-blue region, with values reaching over 0.5 m–1 at 300 nm, which has implications for retrievals of other absorption components using bio-optical algorithms (Nelson and Siegel, 2013; Siegel et al., 2013). The lack of spectral features in the 310–400 nm region suggests a lack of dissolved MAAs as has been observed in coastal waters during dinoflagellate blooms (Barron et al., 2014). Surface CDOM absorption shows some seasonal variability throughout NAAMES region. Absorption in the UV remains low during Winter Transition and the Accumulation Phase, particularly at the southern stations. Toward the Bloom Climax, the magnitude of CDOM absorption rises significantly, and values remain high through the decline of the bloom. However, no strong latitudinal trend is seen as with the other absorption constituents.

The relationship between chlorophyll a concentration and component absorption coefficients (Figure 3) allows for an assessment of the bio-optical assumption, where the bio-optical state of the open ocean is highly correlated with and dependent on chlorophyll concentration (e.g., Smith and Baker, 1978; Morel and Maritorena, 2001; Siegel et al., 2005). Also shown are matchups made with the NOMAD database for context with historical measurements (Werdell and Bailey, 2005). Correlation coefficients are calculated for the NAAMES dataset, the NOMAD dataset subsampled to the range of chlorophyll concentrations observed during NAAMES, and the total NOMAD dataset.
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FIGURE 3. Scatterplots of log10 absorption by (A) phytoplankton, (B) detritus, and (C) CDOM at 443 nm, all organized by the log10 chlorophyll concentration. Colors correspond to the latitude of the measurement and shapes signify the cruise. Black dots are corresponding measurements from the NOMAD database. Trendlines are shown for the NAAMES (blue), subsampled NOMAD (black dashed), and total NOMAD datasets (black solid).


Phytoplankton absorption coefficient at 443 nm [aph(443); Figure 3A] is strongly correlated with chlorophyll a concentration as expected (R = 0.91, 0.85, and 0.95 for NAAMES, subsampled NOMAD, and total NOMAD). Contrasting the strong relationships found between values of aph(443) and the chlorophyll a concentration, values of detrital and CDOM absorption coefficients at 443 nm are only weakly correlated with chlorophyll a concentration, with R-values of 0.33 and 0.44, respectively. Similar coefficients found using the entire NOMAD dataset are much higher [R = 0.87 and 0.79 for the entire NOMAD data set between the chlorophyll a concentration and ad(443) and ag(443), respectively]. Some of the poor correspondence between these measures of detrital and CDOM absorption properties and chlorophyll concentrations may be due to the decreased dynamic range of the NAAMES data set relative to the entire NOMAD database. However, there is considerably less correspondence between these factors in the NOMAD dataset subsampled to match the chlorophyll concentration range observed during NAAMES [R = 0.72 and 0.53 for ad(443) and ag(443), respectively]. This demonstrates that the processes regulating CDOM dynamics during NAAMES are largely independent of those regulating phytoplankton variations. This observed decoupling of detrital and CDOM absorption changes from chlorophyll concentration also violates the bio-optical assumption, pointing to the importance of separating their contributions from ocean color spectra (e.g., Siegel et al., 2005, 2013).

The drivers of absorption spectral variability in the NAAMES dataset can be assessed by normalizing each of the component absorption spectra to the total absorption coefficient spectra. Figure 4 shows the mean relative contributions of detritus, phytoplankton, CDOM, and water (and their standard deviations) to absorption. CDOM is the dominant driver of absorption in the UV and blue wavelengths less than 440 nm for this region, contributing to over 90% of absorption at 300 nm and 70% at 400 nm, similar to the findings of Nelson and Siegel (2013) using a global data set. Phytoplankton pigment absorption then contributes nearly half to total absorption between 450 and 500 nm, while seawater dominates the absorption signal for longer wavelengths. Detritus contributes about 5% to the total absorption in the blue wavebands (350–450 nm) and very little at other wavelengths. These results demonstrate the importance of CDOM to variations in spectral absorption and, in turn, in values of ocean color spectra (e.g., Siegel et al., 2013).
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FIGURE 4. Mean relative contributions of Detritus, Phytoplankton, CDOM, and Water to total light absorption at wavelengths between 300 and 700 nm for the NAAMES dataset. Error bars represent one standard deviation for these estimates.


The spectral slopes in particulate beam attenuation and backscattering (Figures 5A,B) have been used to discern information about the particulate size distribution (e.g., Boss et al., 2001; Kostadinov et al., 2009; Slade and Boss, 2015). Steeper spectral slopes correspond to a population of particles increasingly dominated in numerical abundance by smaller particles. The majority of the values of the power law slope of particulate beam attenuation, calculated here between 400 and 750 nm, fall between 0 and 1 (Figure 5A) and are correlated with chlorophyll concentrations (R = −0.69). Lower values were found at higher chlorophyll concentrations such as the subpolar stations during the Climax Transition, suggesting a higher relative abundance of larger particles in these regions. The highest spectral slope values were measured during the Declining Phase at southern stations.
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FIGURE 5. Scatterplots of (A) the particulate beam attenuation power law spectral slope (unitless), (B) the particulate backscattering power law spectral slope (unitless), (C) the colored detrital and CDOM absorption exponential slope (units of nm−1), and (D) the particulate backscattering efficiency at 443 nm (unitless), all organized by the log10 chlorophyll concentration (mg m−3). Colors correspond to the latitude of the measurement, and shapes signify the cruise.


Particulate backscattering slopes range between −0.4 and 1.2 and tend to aggregate by cruise, with the highest values found during winter mixing, then followed by the peak of the bloom, while the Sargasso waters during NAAMES 4 showed the lowest spectral slopes. However, there is no relationship between particulate backscattering spectral slopes and chlorophyll concentrations (R = 0.01) or the slope of the beam attenuation spectrum (R = 0.07) in this dataset. The spectral slopes of beam attenuation and backscattering incorporate different aspects of the inherent optical properties of particles (e.g., Bricaud and Morel, 1986). The beam attenuation coefficient includes total particulate scattering and absorption and hence its spectral slope would be less sensitive to significant changes in absorption than backscattering spectral slopes, particularly from algal populations (e.g., Slade and Boss, 2015). Underway data measured as part of this campaign from another group showed that particle size distributions significantly correlated with beam attenuation slopes during NAAMES 3, but not with backscattering slopes (Boss et al., 2018). Modeling of the relationship between bbp(λ) and PSD slopes by Kostadinov et al. (2009) showed the largest uncertainties in that relationship for bbp(λ) slopes < ∼0.5. Many NAAMES values are less than that, indicating a need for improvements for methods that try to quantify particle size distributions from optical data sets.

The spectral shapes and ratios of IOPs can also be used to describe the composition of absorbing and backscattering materials (IOCCG, 2006). The shapes of CDOM and detrital absorption (Figure 5C) are typically characterized as exponential decay functions and mathematically are often combined in optical inversions as the absorption by CDM, acdm(λ) (Roesler et al., 1989; Carder et al., 1991; Werdell et al., 2018). Values of the acdm(λ) slope vary between 0.013 and 0.021 nm–1 when calculated between 400 and 500 nm, which is consistent with previous analyses and suggests a higher absorption contribution from CDOM rather than detritus in this region (e.g., Roesler et al., 1989). There was a weak but statistically insignificant negative trend between chlorophyll concentrations and acdm slopes (Type II regression slope = −0.0015 nm–1 mg–1 m3, p = 0.0849). Only during NAAMES 1 are the slopes significantly steeper, which may correspond with freshly upwelled CDOM from the deep winter mixing and lower particle loads (Swan et al., 2012).

The particulate backscattering efficiency (Figure 5D), calculated as the ratio of backscattering to total scattering at 443 nm, largely varies as a function of both the particulate refractive index and size distribution (Twardowski et al., 2001). The values here fall between 0.5 and 1.5%, significantly lower than the historical Petzold (1972) measurements in the San Diego Harbor (1.8–2%) and off the coast of Southern California (1.3–1.4%), and suggest a significant contribution of larger particles or less refractive particles compared to these regions (Twardowski et al., 2001).

Values of the remote sensing reflectance spectra [rrs(λ), Figure 6A] will increase as the backscattering increases or as absorption signals decrease (Eq. 5). For ultraviolet wavelengths (<400 nm), reduction in rrs(λ) suggests that CDOM absorption dominates ocean color signals in the UV. Variability in rrs(λ) between 400 and 500 nm suggest that phytoplankton absorption dominates the ocean color signal and its variations in this spectral region. This is particularly evident in the valleys in rrs(λ) spectra during the Declining Phase associated with high phytoplankton absorption. The chlorophyll a fluorescence peak at 683 nm is also notable during both the Climax Transition of the bloom at all latitudes and at the northern stations during the Declining Phase. Reflectance spectra at all other times and regions show typical “bluer” waters associated with the oligotrophic open ocean.
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FIGURE 6. Surface mean values for (A) remote sensing reflectance and (B) diffuse attenuation coefficient spectra for each of the NAAMES cruises.


The diffuse attenuation coefficient (Figure 6B), Kd(λ), should be a strong function of both the backscattering and absorption of optical properties following Eq. (7). Kd(λ) is largely absorption driven since the total absorption coefficient is much larger than the total backscattering coefficient. The exponential shape of Kd(λ) at shorter wavelengths indicates that the CDM absorption signal, primarily from CDOM, dominates ocean color at short wavelengths throughout the NAAMES project, particularly during the Climax Transition and Declining Phase cruises. The increase in the Kd(λ) signal around 443 nm shows that phytoplankton contribute significantly to the blue-green region during the Climax Transition and at northern latitudes during the Declining Phase, but the signal is largely masked by CDM absorption.



Observations of Optical Property Variations on Daily Time Scales

Variations in the magnitude and composition of in-water constituents can also occur rapidly throughout the water column. An opportunity to sample a station during the peak bloom just after a storm occurred on May 24, 2016 during NAAMES 2 (Figure 7). Initially, the mixed layer depth was >200 m, followed by rapid shoaling to <30 m over the course of 4 days. A decoupling of phytoplankton growth and grazing allowed the accumulation of biomass (Graff and Behrenfeld, 2018; Morison et al., 2019). In the upper 25 m, chlorophyll concentrations and phytoplankton biomass increased, which in turn reduced the depth of the euphotic zone from ∼70 to ∼45 m depth (Table 1).
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FIGURE 7. Profiles of (A) particulate beam attenuation, (B) particulate absorption, (C) particulate backscattering, and (D) diffuse attenuation coefficients, measured during the 4 days of occupation of Station 4 during NAAMES 2. Also shown are surface spectra of (E) absorption coefficients of CDOM (dotted line), phytoplankton (solid line), and detritus (dashed line) and (F) remote sensing reflectance spectra.


Sequential vertical profiles of selected IOP variables and Kd(443) (Figure 7) emphasize how different parts of the water column responded to the rapid increase in phytoplankton biomass. The first day was characterized by mixed layer depths approaching 200 m. where profiles of IOPs were homogenous over the top 100 m. IOP magnitudes revealed very blue waters, with low values of particulate beam attenuation and absorption at 443 nm at the surface (Figures 7A,B). Over the course of 4 days, the magnitude of particulate beam attenuation increased almost fourfold, beginning at values of 0.112 m–1 and peaking at 0.418 m–1 in the top 15 m. Similar trends were found in particulate absorption (Figure 7B), which increased from 0.0096 to 0.0554 m–1, and particulate backscattering (Figure 7C), which increased from 0.00089 to 0.0023 m–1. Diffuse attenuation profiles (Figure 7D), which reflect the summation of changes in total absorption and backscattering in the water column, also showed a marked increase, from 0.0607 to 0.121 m–1. Particulate backscattering slopes (not shown) also significantly changed from 1.01 to 0.73 nm–1, while slopes of particulate beam attenuation did not significantly change, suggesting that the bulk particle index of refraction may be decreasing at shorter wavelengths due to higher abundances of phytoplankton (e.g., Whitmire et al., 2007).

Component absorption spectra show that phytoplankton absorption coefficients are driving the changes observed during this short duration station (Figure 7E). Large increases in phytoplankton absorption are observed for wavelengths less than 500 nm, and, in particular, near the two chlorophyll peaks at 443 and 676 nm. However, only slight increases in CDOM and detrital absorption spectra are seen. These changes in aph() correspond to a large decrease in remote sensing reflectance in the blue to blue–green spectral region due to phytoplankton absorption and increases for the green wavelengths due to phytoplankton backscattering (Figure 7F). The characteristic chlorophyll fluorescence peak at 683 nm is also much more pronounced after 4 days. Overall, in terms of ocean color reflectance, this station transitioned from a blue color, indicative of oligotrophic open ocean, to blue-green, signifying a much more productive water column. This station highlights the importance of potential changes on short time scales, as optical conditions rapidly changed from values expected during the middle of the deep winter mixing phase of the bloom back to values characteristic of the peak of the bloom.



Assessing the Controls on Ocean Color Variability

Values of the correlation coefficient between environmental conditions, selected pigments, inherent optical properties, and apparent optical properties can be used to elucidate drivers of ocean color at different parts of the spectrum (Figure 8). Most data fields were log-transformed before statistical analysis (signified with ‘∗’ next to parameter names in Figure 8). To highlight how the magnitude of optical constituents correlate with other variables, 443 nm was used as the selected wavelength for all IOPs except for CDOM, where 380 nm was used. AOPs are given at three different wavelengths (380, 443, and 555 nm) to show how optical constituents contribute to AOP variability at different wavelengths. Supplementary Table S1 in the supplementary section includes the R-values for each comparison where high correlations, defined as absolute values greater than 0.707 (R2 > 0.5) are shown in bold, and statistically insignificant values with p < 0.05 are in italics with parentheses.
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FIGURE 8. Correlation matrix (R-values) of environmental and optical variables from NAAMES. Variables are sorted by environmental data, selected pigments, inherent optical properties, inherent optical spectral slopes, and apparent optical properties. Starred variables indicate data were log-transformed prior to statistical analysis. Supplementary Table S1 shows the exact values of correlation coefficients.


Covariances in the environmental parameters help organize the variability of optical parameters within the context of the different phases of the North Atlantic Bloom (Figure 8). Colder, less saline waters were typically found in the northern stations. The higher latitude stations also showed higher contributions by particles and CDOM to inherent optical properties. The 1% light level has a strong negative correlation with particulate beam attenuation and backscattering (R = −0.88 and −0.91) as well as detrital and CDOM absorption (R = −0.79 and −0.80). Higher chlorophyll a concentration corresponds to the expected higher phytoplankton absorption as well as with particulate absorption and backscattering. However, insignificant correlations were found between chlorophyll concentrations and detrital or CDOM absorption coefficients. POC concentrations correlated strongly with particulate beam attenuation and backscattering (R = 0.73 and 0.74) as well as with detrital absorption (R = 0.73), but correlations were insignificant between POC and particulate or phytoplankton absorption.

Differences in phytoplankton pigment concentrations can be used to characterize changes in phytoplankton community structure (e.g., Kramer et al., 2020). For example, the peaks in the phytoplankton absorption spectra around 320 nm were significantly correlated with Peridinin concentrations (not shown, R = 0.70), which indicates strong influences by dinoflagellates in the high latitude regions during the peak of the bloom and the declining phase (NAAMES 2 and 3, respectively; see Figure 2C). Peridinin is also strongly correlated with particulate and phytoplankton absorption at 443 nm (R = 0.75 and 0.73) as well as with particulate backscattering at 443 nm (R = 0.81). Fucoxanthin concentrations are most strongly correlated with chlorophyll concentrations (R = 0.92), suggesting that diatoms are the dominant driver of changes in chlorophyll a concentration during the NAAMES study. Fucoxanthin concentrations are also strongly correlated with particulate and phytoplankton absorption at 443 nm (R = 0.84 and 0.86).

Correlations among the inherent optical properties give insight into the various relationships between optical constituents and the apparent optical properties. Particulate beam attenuation is strongly correlated with phytoplankton and detrital absorption (R = 0.80 and 0.79) and less correlated with CDOM absorption (R = 0.62). Phytoplankton absorption shows the highest correlation with particulate absorption at 443 nm (R = 0.99) and is strongly correlated with particulate backscattering at 443 nm (R = 0.88), which corresponds to the trend that phytoplankton are by far the dominant factor in particulate optics for this data set. Additionally, CDOM absorption is not significantly correlated with particulate or phytoplankton absorption, indicating that the processes regulating changes in CDOM are independent from processes regulating phytoplankton variations.

Spectral IOP slopes have much poorer correlations with other optical parameters or ocean constituents measured as part of the NAAMES project (Figure 8). Slopes for particulate backscattering show no strong correlations with any other parameter. As the beam attenuation slope has been found to correspond to slopes of the particle size distribution during NAAMES 3 (Boss et al., 2018), the negative correlations with total chlorophyll a concentration (R = −0.69; see also Figure 5A), POC (R = −0.42), particulate absorption (R = −0.58), and particulate backscattering (R = −0.47). This is consistent with the notion that as the particle load increases, larger particles become increasingly dominant in the total particle size distribution. Beam attenuation slopes also correlate with peridinin concentrations (R = −0.75), showing the influence of the larger dinoflagellate cells. The exponential slope of CDOM absorption shows lower values in regions with increased chlorophyll and particle loads, suggesting more recently created CDOM in the region (e.g., Swan et al., 2012). The exponential slope for detrital absorption and the particulate backscattering efficiency, the ratio of backscattering to total scattering at 443 nm, are not significantly correlated with any optical or environmental parameter.

The various shapes of the in-water constituent IOPs cause them each to affect different parts of the ocean color spectrum. CDOM absorption dominated the UV portion of the spectrum, with higher magnitudes significantly correlating with higher values of Kd(380) (R = 0.85) and lower values of rrs(380) (R = −0.87). Kd(443) and Kd(555) were positively correlated with all changes in IOPs, corresponded with higher latitude regions, and contributed to a decrease in the euphotic zone depth. Negative correlations between rrs(443) and particulate absorption, beam attenuation, and backscattering suggest that particle abundance controls remote sensing reflectance in the blue spectral region. The switch to positive correlations between rrs(555) and IOPs, especially with particulate backscattering (R = 0.94), suggest particle optics are the dominant influence in the green region.

The spectral slope of the relationship between rrs(λ) and optical constituents (Figure 9) as a function of wavelength illustrates the relative contributions of different in-water elements to the ocean color spectrum (e.g., Kostadinov et al., 2007). Negative slope spectra correspond to waters that become “darker” as the constituent increases due to more absorption in that part of the spectrum, while positive slopes correspond to a greater contribution to backscattering (Eq. 5). Increases in chlorophyll concentration and phytoplankton absorption contribute significantly to decreases in rrs(λ) in the blue wavelengths and to increases in rrs(λ) in the green wavelengths, while positive slopes at 683 nm corresponds to the chlorophyll fluorescence peak in rrs(λ) (Figures 9A,B). Detrital absorption (Figure 9C) follows a similar though weaker trend, suggesting a covariance with phytoplankton IOPs and POC concentrations as seen in Figure 8. However, there are more significant detrital contributions to rrs(λ) for the UV wavelengths where absorption by detrital particles is the strongest. Higher particulate backscattering magnitudes (Figure 9D) also results in lower rrs(λ) in the blue and higher rrs(λ) in the green due to the majority of the particulate optical signal coming from phytoplankton variability. Increased CDOM concentrations (Figure 9E) contributes strongly to absorption signals in the near-UV and blue wavelengths due to the strong exponential increase in absorption toward the shorter wavelengths, but increased reflectance in the green indicates a covariance with backscattering particles in the NAAMES dataset.
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FIGURE 9. Linear slope regressions of remote sensing reflectance on (A) log10 HPLC Chl a concentration, (B) phytoplankton absorption at 443 nm, (C) detrital absorption at 443 nm, (D) particulate backscattering at 440 nm, and (E) CDOM absorption at 380 nm, all normalized by the interquartile range of the optical constituent. Magnitudes of the optical constituents are normalized by their interquartile ranges to directly intercompare the relative importance of the variation of each element, resulting in units of sr– 1 for each plot’s y-axis. Error bars are 95% confidence intervals on the normalized value of the slope.




Testing the Quasi-Inherency of Remote Sensing Reflectance

One of the main assumptions in satellite bio-optical inversion models is that variability in remote sensing reflectance is due to the inherent optical properties, and that influences from the characteristics of the light field and sea surface properties can either be neglected or modeled. Two approaches are typically employed for modeling the f/Q parameter in Eq. 5. First, radiative transfer modeling by Gordon et al. (1988) derived a spectrally fixed, quadratic equation to link rrs(λ) to the IOP ratio, or
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The other method is spectrally varying and models the f/Q parameter as a function of solar geometry and chlorophyll a concentration (Morel et al., 2002). Here we investigate the quasi-inherency of remote sensing reflectance spectra by characterizing their relationships to IOPs in the context of the NAAMES dataset.

Generally, measurements of remote sensing reflectance vary as a function of the ratio of the backscattering coefficient to the sum of the absorption and backscattering coefficients (Eq. 5). Figure 10 shows the relationship between bb/(a + bb) and rrs(λ) at five wavelengths just below the surface. The slope of the Type 2 regression line with zero intercept (slope = 0.1078 sr–1, R2 = 0.77, p << 0.001) corresponds to the f/Q parameter (Eq. 5). The dashed reference line corresponds to the Gordon et al. (1988) set of constant f/Q parameters (G1 = 0.0949 and G2 = 0.0794, Eq. 11) made for open ocean conditions, while the dashed line corresponds to the Lee et al. (1999) parameters (G1 = 0.084 and G2 = 0.17) for higher scattering coastal waters. While most of the matchups fall near the modeled values, the significant outliers in rrs(λ) come from one cast in NAAMES 3 that had broken sky conditions which likely compromised the quality of that profile. Removal of this cast slightly improved the R2 value (0.78) but did not alter the regression slope and intercept. Nevertheless, there is a strong linear relationship between remote sensing reflectance and the IOPs of the water column across the many ecosystem states and sky conditions measured as part of NAAMES.
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FIGURE 10. Relationship between observations of remote sensing reflectance and [bb/(a + bb)] at five different wavelengths and their Type II regression line forced through the origin (blue line). Trendlines for the remote sensing reflectance correspond to the Gordon et al. (1988) f/Q open ocean constants (G1 = 0.0949, G2 = 0.0794) from Eq. 11 (dashed line) and Lee et al. (1999) f/Q coastal ocean constants (G1 = 0.084, G2 = 0.17, solid line).


The f/Q parameter may vary with environmental conditions and potentially as a function of wavelength (e.g., Reynolds et al., 2001; Morel et al., 2002; Kostadinov et al., 2007). Figure 11 shows retrievals of f/Q as well as spectrally varying f/Q retrievals from Morel et al. (2002) for the range of conditions found during NAAMES. The magnitude of observed values of f/Q (Figure 11A) is slightly higher than the Morel et al. (2002) modeled values in the blue-green wavelengths and smaller in the red wavelengths, but most wavelengths fall within the modeled range. The larger variations in the longer wavelengths could be caused by higher noise levels for rrs(λ) determinations for these wavelengths as well as transpectral processes not considered here (i.e., chlorophyll fluorescence or Raman scattering, e.g., Westberry et al., 2013).
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FIGURE 11. (A) Mean and standard deviation of the f/Q parameter with derived values of the Morel et al. (2002) f/Q as a function of the average Winter Transition and Climax Transition chlorophyll a concentration and solar zenith angles. The dashed and solid lines correspond to Chl = 0.3 and 3 mg m– 3 and sun zenith = 70 and 30°, respectively. Slope of regression of f/Q parameter on (B) incident light flux, (C) percent direct downwelling irradiance relative to total downwelling irradiance, (D) sun angle, measured as 1-cos(theta) on sunny days, defined as % Eddirect > 60%, and (E) chlorophyll concentration.


For the blue to green wavelengths, no significant relations were found between the f/Q parameter and metrics for illumination conditions such as incident light flux, the amount of direct downwelling irradiance relative to the total, or the solar zenith angle on sunny days (Figures 11B–D). Increased chlorophyll concentrations are associated with decreased f/Q in the green wavelengths, likely due to increased multiple scattering by particles (Morel et al., 2002). A positive relationship is found between the f/Q parameter near 683 nm and the chlorophyll concentration (Figure 11E), likely due to chlorophyll fluorescence. Since the f/Q parameter does not statistically depend on lighting conditions such as the fraction of direct to total incident irradiance or the solar zenith angle at shorter wavelengths, the use of a constant f/Q value, which is typical for bio-optical inversions, is valid for this data set.



Performance of Satellite Bio-Optical Algorithms Against the NAAMES Data Set

The performance of five bio-optical models that invert remote sensing reflectance spectra into optical constituents are tested using the NAAMES data set. The OC4v6 (O’Reilly et al., 1998; Werdell and Bailey, 2005) and OC6 (O’Reilly and Werdell, 2019) empirical algorithms use a 4th order polynomial and the maximum value of several blue-to-green band Rrs(λ) ratios to calculate surface chlorophyll concentrations. The Quasi-Analytical Algorithm (QAA Version 6; Lee et al., 2014) uses a combination of empirical, semianalytical, and analytical models in a step-by-step schema to that converts Rrs(λ) to the total absorption and backscattering coefficients, which are then decomposed into phytoplankton absorption, CDM (CDOM + Detrital) absorption, and particulate backscattering. The Garver–Siegel–Maritorena algorithm (GSM; Maritorena et al., 2002, 2010) relates Rrs(λ) to the IOPs just below the sea surface using Gordon et al. (1988), which are then decomposed into phytoplankton absorption, CDM absorption, and particulate backscattering assuming fixed spectral shapes to retrieve values of chlorophyll concentration, aCDM(443) and bbp(443). The GSM model parameters are optimized using a global data set. The Loisel and Stramski algorithm (L&S, Loisel and Stramski, 2000) empirically derives Kd(λ) from Rrs(λ) and inverts both to retrieve the total backscattering and absorption coefficients independently at each wavelength. The performance of the ocean color algorithms is shown in Table 2. Matchups are made between each in situ variable and a corresponding radiometry cast made within 6 h, so one inversion might map to multiple in situ products. Calculations of the bias, the mean absolute error, and the root mean square error were normalized to the interquartile range of each of the observations to more readily compare the different retrievals as errors relative to their respective distributions. Type II linear regressions are used for this analysis.


TABLE 2. Retrieval statistics for the bio-optical ocean color inversion algorithms, each normalized by the interquartile range of the retrieved parameter.
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Retrievals of derived chlorophyll concentrations allow for the comparison of empirical and semianalytical algorithms. The OC4v6, OC6, and GSM perform well, with respective R2 values of 0.73, 0.65, and 0.85. Both OC chlorophyll algorithms show slopes considerably less than one, which could be caused by the relatively higher contributions of CDOM absorption to reflectance at lower chlorophyll concentrations. The OC6 shows a larger underestimate of chlorophyll retrievals with a more negative bias and a flatter slope than OC4v6, likely due to the addition of the 412 nm band, which suggests greater sensitivity to CDOM absorption at smaller wavelengths. Semianalytical algorithms such as the GSM account for the contributions of multiple ocean constituents, such as detritus and CDOM, and thus are capable of handling more optically complex environments. The GSM has a near unity slope for the chlorophyll retrievals and the lowest mean absolute and root mean square error values, showing that it is more capable of retrieving Chl across the entire range of NAAMES values, although it does have a larger negative bias than the other chlorophyll algorithms. Of these three algorithms, the GSM performs the best with this data set, signified by the highest R2 value and the smallest mean absolute errors.

Retrievals of the total non-water absorption coefficient at 443 nm, anw(443), are very good using the QAA and L&S algorithms with R2 values of 0.85 and 0.86, respectively. The L&S has a smaller normalized bias (−0.025) and mean absolute error (0.17), while the QAA has a bias of 0.15 and a mean absolute error of 0.21. The magnitude of particulate backscattering at 443 nm was very well retrieved by all three semianalytical algorithms, with R2 values of 0.92, 0.94, and 0.94 for the QAA, GSM, and L&S, respectively. The GSM on average showed the smallest errors, with a bias value of 0.096 and a mean absolute error value of 0.18. The L&S and QAA both overestimated the contribution of bbp(λ) to ocean color across all matchups, with mean absolute errors of 0.38 and 0.43, respectively. Retrieval performances of CDM absorption at 443 nm are considerably worse on average than for the other IOP quantities, with R2 values of 0.49 for the QAA and 0.52 for the GSM. This may be due to the small dynamic range in CDM absorption in this data set relative to the global (NOMAD) data set (Figure 3).

The performance of all of the algorithms for retrieving spectral IOP shapes is much worse than retrievals of their magnitudes (Table 2). Errors in the acdm slope measured by the QAA are heavily underestimated, with a bias of −0.88 and a mean absolute error of 1.24, which has implications for the relative importance of non-algal constituents to absorption in the UV and blue wavelengths. This could partly be caused by the use of the ratio of rrs(443) to rrs(555) in the denominator of its empirical calculation of the slope, which would predict a slope decrease in clearer waters (Lee et al., 2014). Variability in the retrievals could also come from parameterizing acdm slopes as an exponential function, which often does not accurately represent the spectral shape and is highly sensitive to the choice of wavelength ranges (Twardowski et al., 2004). The errors of retrievals of the particulate backscattering slope are also large, with normalized errors of 2.03 and 1.80 for the QAA and L&S, respectively.

The normalization of the bias, mean absolute error, and RMSE to the distribution of each parameter allows for their intercomparison across the different bio-optical products for the NAAMES dataset. Typically, the initial retrievals of bulk IOPs perform the best. Across all IOP magnitudes measured during the NAAMES project, non-water absorption and particulate backscattering were the most accurately retrieved. Bio-optical retrievals of the chlorophyll concentration also showed small errors, though the semi-analytical GSM algorithm performed better than the OC algorithms (as also noted in the global analysis of Siegel et al., 2013). CDM absorption showed the most variable retrievals of the IOP magnitudes, as it also involves the accurate retrievals of more optical constituents as sub-components of total absorption. The retrievals of the spectral shapes of the IOPs performed the worst, with relative errors between 3 and 10 times higher than the IOP magnitudes.

While the suite of current satellite ocean models performs reasonably well for the NAAMES dataset, there are still several sources of uncertainty that need to be considered. One potential source comes from instrument stability and calibration issues. Observations were separated on average by 6 months to a year between cruises, each focusing on a different phase of the bloom with a large dynamic range of optical conditions. Further, more optical casts were conducted in the second and third NAAMES cruises, which could lead to artificially inflated observations at the height and decline of the bloom as opposed to during the Winter deep mixing months. Additionally, weather conditions and equipment failure limited optical profiles to the Subtropical and Sargasso stations during the Accumulation Phase measured as part of NAAMES 4. As shown in Figure 7, small variations in time and space between observations can also contribute to significant variability between optical matchups, as radiometry measurements were made at solar noon at each station, while discrete observations of in-water constituents were made using the CTD Rosette at sunrise and in the early afternoon, often with a 4–6 h time difference.

The smaller dynamic range of observed values for the NAAMES dataset relative to global distributions may also have contributed to larger performance errors. Surface chlorophyll concentrations for NAAMES varied by 1.5 orders of magnitude, compared to the nearly 4 orders of magnitude found in global observations used bio-optical models (e.g., Werdell and Bailey, 2005; O’Reilly and Werdell, 2019). Global algorithms are optimized to capture first-order changes in ocean color, which often implies that changes in optical constituents are related to changes in chlorophyll concentrations. Regional studies show much more variation from marine biological processes, which may not be captured in global algorithms.

One last source for model performance variability involves comparisons of retrieved and observed spectral shapes. The algorithm-retrieved slopes of both CDM absorption and particulate backscattering are inconsistent with field observations in the NAAMES dataset. The GSM makes the a priori assumption of fixed IOP spectral slopes, while the QAA uses empirical relationships between reflectance ratios using global datasets. The L&S algorithm retrieves optical characteristics at each wavelength independently and therefore make no assumption about the spectral shapes. However, none of these methods accurately retrieved the slopes measured during the NAAMES project. Clearly future work is necessary to help improve performance of IOP spectral shape algorithms.




CONCLUSION

An analysis of the in-water constituents of the NAAMES project and their optical properties allows for the characterization of ocean color and its drivers over the course of the North Atlantic phytoplankton bloom cycle. Relating optical constituents to their inherent optical properties revealed that CDOM drives absorption signals in the UV, while phytoplankton drives absorption variability in the blue wavelengths. Correlations between inherent and apparent optical properties show that absorption signals drive changes in ocean color in the UV and blue wavelengths, while particulate backscattering drives ocean color variability in the green wavelengths. Analysis of a recently storm-mixed station during the peak of the spring bloom showed up to fourfold changes in the magnitude of phytoplankton IOPs in the top 30 m as well as subsequent decreases in the blue wavelengths of remote sensing reflectance and increases in the green wavelengths. Matchups between remote sensing reflectance and measurements of bb(λ)/[a(λ) + bb(λ)] demonstrate the quasi-inherency of reflectance in this study region within experimental uncertainties, which has implications for the improvement of bio-optical algorithms to retrieve the IOPs of optical constituents from satellite remote sensing. Although there is significant room for improving retrievals of spectral shapes, the performance of a variety of bio-optical algorithms show their relative capabilities of retrieving the magnitudes of optical constituents through IOP retrievals.
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Marine-derived volatile organic compounds (VOCs) influence global carbon cycling, atmospheric reactions, and climate. Yet, the biogenic production (sources) and consumption (sink) rates of marine VOCs are not well-constrained and are currently excluded from global chemical transport models. We directly measured the net biogenic production rates of seven VOCs (acetaldehyde, acetone, acetonitrile, dimethylsulfide, isoprene, methanethiol, and methanol) in surface seawater during four field campaigns in the North Atlantic Ocean that targeted different stages of the phytoplankton annual cycle. All of the VOCs exhibited strong seasonal trends, with generally positive rates during May (peak spring bloom) and lower, sometimes negative rates (net consumption), during November and/or March (the winter bloom minimum transition). Strong latitudinal gradients were identified for most VOCs during May and September, with greater production observed in the northern regions compared to the southern regions. These gradients reflect the interplay between high phytoplankton and bacterial productivity. During the bloom transition stages (March and September), acetaldehyde and acetone exhibited net production rates that bracketed zero, suggesting that biogenic production was either very low or indicative of a tightly coupled system with more complex underlying microbial VOC cycling. Our data provides the first direct evidence for widespread biogenic acetonitrile production and consumption in the surface ocean and the first net biogenic production rates for methanethiol in natural seawater.

Keywords: volatile organic compounds, air/sea exchange, North Atlantic Ocean, phytoplankton bloom, acetonitrile, methanethiol, VOC cycling


INTRODUCTION

Volatile organic compounds (VOCs), such as isoprene and acetaldehyde, have high vapor pressures (US EPA, 2017) that expedite their transfer from aqueous systems into the atmosphere. VOCs produced in marine systems can ultimately influence the oxidative capability and chemistry of the atmosphere through the formation of radicals, secondary organic aerosols, and cloud condensation nuclei (Quinn and Bates, 2011). Furthermore, while it is recognized that VOCs are actively cycled in marine ecosystems, little is known about the biological mechanisms and sources of VOCs, their diversity, and the conditions that influence VOC accumulation in the surface ocean. Numerous studies have hypothesized that phytoplankton and bacterial metabolism are marine biogenic sources and sinks of VOCs, including methanol (Millet et al., 2008) and acetonitrile (de Gouw, 2003; Singh et al., 2003). Until recently, challenges in VOC detection due to instrumental limitations and VOC reactivity have resulted in relatively few VOC measurements in marine ecosystems. Dixon et al. (2013) reported the first gross production rates of methanol, acetaldehyde, and acetone (ranging from 2-103 mol L–1 d–1) from natural seawater communities in the Atlantic Ocean. However, abiotic VOC production from the photochemical degradation of chromophoric dissolved organic matter (CDOM) is known to play a significant role in the production of various carbonyl compounds in marine surface waters (Kieber et al., 1990; Mopper et al., 1991; de Bruyn et al., 2011) and distinctions between these abiotic and biogenic production processes are often overlooked. Numerous studies have revealed the capacity of marine phytoplankton cultures to produce a variety of VOCs (Moore et al., 1994; Shaw et al., 2003), although measurements of biogenic production and consumption in the natural marine environment are currently lacking.

Volatile organic compounds measured in algal cultures vary with the species employed and environmental conditions (Halsey et al., 2017; Lawson et al., 2019). Yet, a growing body of work provides evidence for VOC cycling between planktonic groups in the surface ocean. For example, the range of VOCs consumed by abundant chemoheterotrophic bacteria, Pelagibacter, includes methanol (Sun et al., 2011), acetaldehyde (Halsey et al., 2017), acetone, cyclopentanol, cyclohexanol, and other yet unidentified compounds (Moore et al., 2020), but Pelagibacter can also simultaneously produce the climate-active gases, dimethylsulfide (DMS) and methanethiol, through metabolism of dimethylsulfoniopropionate (DMSP) (Sun et al., 2016). Other bacterioplankton are known to utilize assortments of single-carbon compounds for energy production or, in the cases of methanol and formaldehyde, a carbon source for assimilation into biomass (i.e., growth) (Dixon et al., 2011a, b; Sun et al., 2011; Halsey et al., 2012). Thus, cycling patterns are emerging, where carbon-based metabolites released by phytoplankton (e.g., VOCs and DMSP) provide nutritional requirements and serve as energy sources for bacterioplankton. In a diatom-Pelagibacter co-culture, the magnitude of these cycles summed to 20% of the total carbon fixed by the diatom (Moore et al., 2020). That work revealed the potential importance of these cycles in controlling VOC accumulation in the surface ocean, but they have not been explored across large spatial and temporal scales in natural seawater plankton populations.

Marine-derived VOCs released to the atmosphere constitute a loss of photosynthetically fixed carbon. The contributions of biogenic VOCs to the marine carbon cycle are not well constrained and are often ignored in global chemical transport models. New information about the ecology of VOC production in the marine surface ocean is needed to advance models for which the underlying biological source terms for VOC air-sea exchange are unknown. Here, we present new approaches that couple proton-transfer-reaction time-of-flight mass spectrometry (PTR-ToF/MS) with incubation chambers to measure net rates of biogenic VOC production in natural seawater suspensions. Our methods build on a previously published approach (Halsey et al., 2017) to measure VOC production in axenic cultures in the laboratory. Throughout four field campaigns in the North Atlantic Ocean (November 2015, May 2016, September 2017, and March 2018), we assessed biologically mediated VOC production during different stages of the annual phytoplankton cycle. In this manuscript, we use “biogenic production” to refer to the direct (e.g., metabolism) or indirect (e.g., diffusion or cell lysis) emissions of VOCs by marine phytoplankton and bacterioplankton. We use “microbial consumption” to refer to the processes of VOC oxidation to CO2 for energy and assimilation of VOCs into bacterial biomass for growth. Our measurements allow us to discriminate between the biogenic contributions to VOC production and abiotic processes, such as the photochemical degradation of CDOM and physically driven sea-air gas exchange. This work was carried out as part of the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES), a 5-year multidisciplinary investigation into the drivers and controls on annual phytoplankton bloom dynamics and the interplay between surface ocean, marine aerosol, and cloud properties. For reference, Behrenfeld et al. (2019) provide a scientific overview and summary of the overarching NAAMES objectives, including a more detailed account of the measurement strategies and conditions encountered during each of the field campaigns.



MATERIALS AND METHODS


Study Region and Sample Collection

The NAAMES study region in the Western North Atlantic Ocean covers a wide range of both temporal and spatial ecosystem variability (18–56°N and 71–37°W). We assessed biologically mediated VOC production during different stages of the annual phytoplankton bloom through field campaigns in November 2015, May 2016, September 2017, and March 2018 (Figure 1) (Behrenfeld et al., 2019). Discrete natural surface seawater samples (∼5 m) were collected 2–5 times a day, during daylight and nighttime hours, throughout each campaign from either the in-line flow-through seawater system during transit or from overboard casts with a conductivity temperature depth (CTD) rosette system while on station. Six to eleven stations along a north-to-south transect at approximately 40°W were occupied during each campaign (Figure 1). Supplementary Table S1 provides a summary of station locations and occupation dates, as well as the physical and biological parameters characterizing each site. Lagrangian drifters were deployed upon arrival at each station and were used to maintain our position within a water mass throughout each occupation (9–97 h).
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FIGURE 1. Cruise tracks and station locations (stars) in the Western North Atlantic Ocean during the four North Atlantic Aerosols and Marine Ecosystem Study (NAAMES) field campaigns. The main sampling intensives occurred along a north-to-south transect at approximately 40°W. During March 2018, we departed from San Juan, Puerto Rico instead of Woods Hole, MA, United States.




VOC Rate Measurements

Natural seawater suspensions (100 mL) were incubated in 200 mL polycarbonate dynamic stripping chambers (Supplementary Figure S1) at temperatures and light intensities (provided from white and blue LEDs; Aqua Illumination, Ames, IA, United States) equivalent to those in the surface ocean at the time of collection. Light intensities were calibrated using a quantum scalar laboratory radiometer (Biospherical Instruments Inc., San Diego, CA, United States). Our set-up consisted of two low-temperature incubators (VWR International, Radnor, PA, United States) with the combined capacity for six dynamic stripping chambers that could be monitored and experimentally manipulated simultaneously. Abiotic controls were prepared by gravity filtration of natural seawater through 0.22 μm Sterivex filters (Millipore Sigma, Burlington, MA, United States) and the filtrate was stored in the dark prior to analysis to prevent formation of VOCs by photochemical degradation of CDOM. Each incubator contained one abiotic control chamber and two replicate natural seawater sample chambers. During measurements, synthetic air containing 320 ppm carbon dioxide was bubbled at a flow rate of 250 sccm (delivered by gas flow controllers; Sierra Instruments, Monterey, CA, United States) through sintered glass frits (2–2.5 μm) at the base of the polycarbonate chambers for 1 h (Supplementary Figure S1). Neither seawater acidification (measured by pH meter) nor significant algal lysis (assessed using flow cytometry that detected cells up to 60 μm in diameter) resulted from continuous bubbling during the measurement period. Nevertheless, we cannot discount the possibility that some VOC production was caused by bubbling-induced stress.

A PTR-TOF-1000 (IONICON Analytik GmbH, Innsbruck, Austria) was used to quantify the net biogenic production rates of seven target VOCs (acetaldehyde, acetone, acetonitrile, DMS, isoprene, methanethiol, and methanol) that are known to be present in marine environments and produced and/or consumed by marine plankton. PTR-ToF/MS data were acquired at 1 or 5 s intervals across the mass range 18–363 a.m.u. The PTR-ToF/MS can acquire data for only one chamber at a time and as such, a flow-through multiport valve (RJ Lee Group Inc., Monroeville, PA, United States) was used to sequentially switch between chambers and divert the headspace sample from the selected chamber into the PTR-ToF/MS inlet for 60 s each. Chambers were bubbled for 2 min prior to data acquisition to flush out the initial headspace and allow the bubbling to stabilize after activation of the air flow. Initiation of bubbling was also staggered by 1 min intervals so that each chamber was sampled at the same time periods relative to initial data acquisition. All sample lines between the incubators and the PTR-ToF/MS inlet were heated to approximately 60°C to prevent condensation within the tubing.

The fundamentals of PTR-ToF/MS technology have been described elsewhere (Lindinger and Jordan, 1998; de Gouw et al., 2003). Briefly, primary ions (protonated water, H3O+) are produced from pure water vapor in a hollow cathode ion source at a flow rate of 5.5 sccm. When the sample headspace reaches the PTR-ToF/MS inlet, it enters the sample drift tube, where proton-transfer reactions (ionization) occur between H3O+ and gaseous VOCs with proton affinities greater than that of water (691 kJ mol–1). The conditions within the drift tube were 2.3 mbar, 80°C, and 600 V, which equated to a field strength (E/N) of 133 Td (where Td = 10–17 cm2 V molecule–1). Reactions occurring in the drift tube are usually non-dissociative and thus, compounds do not fragment during ionization and exhibit a protonated mass of M + 1. Data analysis of the PTR-ToF/MS files was performed in PTR-Viewer version 3.2.8.0 software (IONICON Analytik GmbH, Innsbruck, Austria). Further details on the instrument mass calibration, peak fitting procedures, and calculation of mixing ratios are available in Supplementary Section 1 and Supplementary Table S2.



Calculation of Net Production Rates

Background concentrations of VOCs arising from the experimental setup were determined by monitoring the VOCs evolved from autoclaved, bubbled artificial seawater (ASW, i.e., “VOC-free” seawater) at different temperatures (Figure 2 and Table 1). Further details on the derivation and temperature-dependence of the background VOC concentrations and ASW composition are provided in Supplementary Section 1 and Supplementary Figure S2. Abiotic controls (0.22 μm gravity filtered natural seawater) were used to account for the physical removal (“stripping”) of VOCs from the seawater due to the bubbling process (Figure 2). VOC concentrations in abiotic controls were calculated for each measurement using the regression models listed in Supplementary Table S3. Additional details on the temperature-dependence and computation of abiotic control concentrations is available in Supplementary Section 1 and Supplementary Table S3. Note that isoprene was very quickly stripped from the seawater (<30 s) and as such, it was not possible to fit a regression model to the abiotic controls for isoprene.
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FIGURE 2. Flow chart showing the calculation steps to obtain net VOC production rates. The flowchart is illustrated with hypothetical data. For example, in step 1, a background acetone concentration of 1.77 ppbv was calculated for a surface seawater sample collected at 15°C (yellow shading). Temperature-dependent background concentrations determined from measurements of autoclaved and bubbled (“VOC-free”) artificial seawater (blue line) are subtracted from sample concentrations (green line) and abiotic control concentrations (gray line) to account for signals arising from the experimental setup. VOC production rates from abiotic controls are subtracted from the sample VOC production rates to account for the physical removal (“stripping”) of VOCs caused by bubbling, yielding the net biogenic production rate (yellow arrow).



TABLE 1. Linear temperature regressions used to derive background concentrations (ppbv) of target VOCs.
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Production rates (PR, nmol L–1 h–1) for samples and abiotic controls were calculated as:
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where Cnatural is the mixing ratio of the VOC in the headspace of the bubbled natural (sample) or filtered (abiotic control) seawater, CASW is the temperature-corrected mixing ratio of the VOC in the headspace of the bubbled autoclaved ASW, Q is the air flow rate bubbled through the seawater (15 L h–1), p is the atmospheric pressure (1 atm assumed), VW is the volume of seawater in the sample (0.1 L), R is the gas constant (0.0821 L atm K–1 mol–1), and T is the seawater temperature (K) at the time of sample collection. Production rates were only calculated when > 50% of the blank-subtracted sample concentrations (Cnatural - CASW) were > 0 ppbv for each VOC and were averaged over a 1-h period. Net biogenic rates of production (PRnet) for each target VOC were calculated by subtraction of the abiotic control production rates (PRcontrol) from the sample production rates (PRsample) for each experiment (Figure 2):
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Sample replicates (where n = 1–4) were averaged and where reported, standard errors are based on replicate error. Here, it is also important to note that negative net production rates could not be calculated for isoprene, because it was stripped too quickly from the seawater and it was not possible to fit an abiotic control (i.e., PRcontrol = 0).



Quality Control

Gas standards containing ∼1 ppm of acetaldehyde, acetone, DMS, and isoprene were obtained from Matheson Tri-Gas (Newark, CA, United States). Serial dilutions were performed with synthetic air that had passed through a dynamic stripping chamber filled with 100 mL of ASW media (to mimic the viscosity and relative humidity produced during the bubbling of natural seawater samples). The full dilution series (0–160 ppbv) was used to test the dynamic linear range of the instrument approximately once every fortnight. Two-point calibration curves (0 and 80–120 ppbv) were run daily to calculate multiplier factors for each target VOC from the inverse slope of the linear regression between measured and expected concentrations (Supplementary Table S4). Calibration with gas standards of known concentration enhances the quantification accuracy (±20%) (de Gouw and Warneke, 2007) because it inherently accounts for any uncertainties associated with the instrumental parameters and allows dynamic (linear) response ranges to be established. Where gas standards were unavailable or absent (e.g., acetonitrile, methanethiol, and methanol), we used the pseudo-absolute kinetic-based approach for quantification, which is typically associated with higher uncertainties (±50%) (Ionicon Analytik GmbH, 2016).



Statistical Analyses

R Studio version 1.1.463 (Boston, MA, United States) was used for all statistical analyses, including one-way analysis of variance (ANOVA) to assess seasonal trends in net VOC production rates and pairwise t-tests with Bonferroni corrections for determining statistically significant differences between seasons for target VOCs. Linear regressions were fitted to obtain Spearman’s correlation coefficients and p-values to explore spatial trends in north-to-south and west-to-east gradients.



Ancillary Data

Additional physical, chemical, and biological measurements and the underway ship data collected across all four NAAMES campaigns [e.g., net primary production (NPP), dissolved organic carbon (DOC), photosynthetically active radiation (PAR), chlorophyll-a etc.] are publically available at: doi: 10.5067/SeaBASS/NAAMES/DATA001 (National Aeronautics, and Space Administration [NASA], 2020; Werdell and Bailey, 2002). Documentation includes descriptions of collection methods, sample processing, calibration, and analysis.




RESULTS


Interpretation of Net Biogenic VOC Production Rates

Here we report net rates of biogenic VOC production from natural seawater communities (including phytoplankton and bacterioplankton). Positive net rates indicate that the biogenic production or release of VOCs by the population as a whole (directly via metabolism or indirectly due to diffusion or cell lysis) are greater than the biological losses, which may be due to microbial consumption (assimilation into biomass for growth and/or microbial oxidation to carbon dioxide for energy) or adsorption/diffusive processes. Negative net rates mean that the loss term outpaced the production term. Our abiotic controls account for physical processes leading to VOC production (e.g., photodegradation of CDOM) and losses (e.g., removal via experimental bubbling). It is also important to keep in mind that the magnitude of the net biogenic production rate is not necessarily in agreement with the magnitude of biological cycling or directly comparable between different VOCs. For example, a small, positive net production rate could be indicative of slow biogenic production or a highly active biological VOC cycle, in which the biogenic production rate is essentially equivalent to the biological loss rate. We refer to the latter phenomenon as “tightly coupled,” which results in a net biogenic production rate close to zero. Large deviations from zero in the net production rates indicate that the system is uncoupled (i.e., biogenic VOC production is > or < biological consumption). It is also important to note that negative net production rates do not preclude VOC release to the atmosphere via physical and abiotic drivers. In later sections, we explore the coupled state of VOC production in the North Atlantic Ocean and environmental factors that influence the balance between the biological VOC production and consumption terms.



Range of Net Biogenic VOC Production Rates in the North Atlantic Ocean

Rates of net biogenic VOC production in surface waters were determined across wide spatial and temporal scales in the North Atlantic Ocean. Figure 3 shows the median and range of net production rates for our seven target VOCs during four phases of the annual phytoplankton bloom cycle (monthly averages ± standard errors are available in Supplementary Table S5). Net production rates were generally positive across all seasons for dimethylsulfide, isoprene, and methanethiol, and for all target VOCs during the peak of the annual spring phytoplankton bloom in May. We observed largely negative net production rates for acetaldehyde and methanol during November and March, whereas in September, net acetaldehyde production bracketed zero. Net production rates were statistically different from zero (p < 0.05, one-sided t-test) for all target VOCs and seasons, except for acetaldehyde and acetone during March and September. The absolute net production rates of methanol were generally an order of magnitude higher than most target VOC measurements, whereas acetonitrile and methanethiol typically exhibited rates approximately one order of magnitude lower than acetone, acetaldehyde, DMS, and isoprene (Figure 3).
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FIGURE 3. Box and whisker plots showing the range, median, and interquartile range of net VOC production rates for each of four field campaigns that targeted different stages of the annual phytoplankton bloom. Outliers displayed as independent points reflect measurements greater than 1.5 times the interquartile range above and below the median. The number of measurements for each VOC in each month is displayed at the top of each box. These measurements were made from a total of 14, 56, 50, and 74 experiments in November, March, May, and September, respectively. Rates of VOC production that showed no statistical difference (p > 0.05) from zero are indicated with ×. Rates of VOC production that were significantly different between months (pairwise t-tests, p < 0.05) are bracketed and p-value significance indicated with asterisks according to the legend displayed.


Measurements of net production rates were rare during November for most targeted VOCs, as well as for acetaldehyde and acetone during March, because the sample VOC concentrations were lower than background concentrations in >50% of measurements within the 1 h incubation period. These rates were deemed below the limits of detection for our system and not calculated. In addition, we only report herein measurements carried out using the same experimental protocols. Because November was the first of the NAAMES campaigns and the first opportunity to employ our incubation system at sea, we experimented with different bubbling rates and light conditions. Thus, those experimental data are not considered, causing the coverage of net VOC production rates reported during November to be greatly reduced (14 sample measurements) compared to the other months (50–74 sample measurements).



Seasonal Variability in Net VOC Production Rates

One-way ANOVA revealed statistically significant seasonal differences in net biogenic production rates for all targeted VOCs (p < 0.01). Additional pairwise t-tests were performed to explore differences in net biogenic production between months (levels of significance are indicated with asterisks in Figure 3). Mean net VOC production rates were 4 – 45 times higher during May than September for all targeted VOCs except for methanethiol and methanol, which exhibited slightly higher net production rates during September (Supplementary Table S5). The lowest net VOC production rates were in November and March for the majority of compounds, but net production rates for acetonitrile and methanethiol were approximately two times higher during the deep seasonal mixing in November, than in March. Negative net production rates were measured for methanol during November and March and differed significantly from the positive rates measured during May and September. Net acetonitrile production rates were statistically different between each season, ranging from the most negative net production during March and September to positive net production in November and May. Isoprene was the only target VOC to exhibit higher net production rates (by 2.5 times) in March compared to September.



Spatial Variability

Our four field campaigns covered wide spatial gradients in the North Atlantic Ocean from 18 to 56°N and 37 to 71°W. Supplementary Figure S3 illustrates measurement locations and overlap between each of the NAAMES field campaigns. There was generally good overlap along the west-to-east transit periods during November, March, and September, and on the north-to-south transect during May and September. However, measurements did not overlap spatially during the November and May or March and May field campaigns. These spatial shifts could influence the interpretation and comparisons of net biogenic production rates between these months. Figure 4 shows sample locations and the relative magnitudes of net biogenic production rates observed for each of the target VOCs during all field campaigns.
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FIGURE 4. Location of measurements and relative net production rates for target VOCs during the four field campaigns in the North Atlantic Ocean. Net production rates colored purple were negative, yellow were positive, or shown as black crosses when below the experimental limit of detection (n.d.). The size of the bubbles represents the absolute magnitude of the net production rate normalized to the maximum absolute net production rate for each VOC (which were 14.4, 80.2, 1.42, 43.3, 26.3, 7.86, and 859 nmol L− 1 h− 1 for acetaldehyde, acetone, acetonitrile, DMS, isoprene, methanethiol, and methanol, respectively).


A number of spatial patterns emerge in the sign and magnitude of net VOC production rates. Net acetaldehyde production was higher in May at more northerly stations, whereas we primarily observed negative net rates in the easterly and southern locations. Acetone, DMS, and isoprene net production rates were also generally higher in the more northern latitudes during May. These three compounds were generally below the detection limits of our system at more southerly locations. Trends in net acetonitrile production were more strongly determined by seasonal differences than geography, except during September, where net production was positive toward coastal shelf waters and negative in the open ocean to the east. Net methanethiol production was more spatially consistent (largely positive net rates), except during the west-to-east transect in March, where negative production rates were observed. There was no apparent spatial variability in net methanol production. Next, we examine trends in areas of spatial overlap along the west-to-east longitudinal and north-to-south latitudinal gradients.

Table 2 and Supplementary Figure S4 show emergent relationships between net biogenic production rates and latitudinal/longitudinal gradients for our target. VOCs Net production rates of all target VOCs, except methanethiol, were more positive toward more northerly locations during May. The same was true in September for all target VOCs, except acetone and isoprene. The trends we observed with longitude were less consistent. We found that net production rates of DMS, isoprene, and methanethiol were lower nearer the coastal shelf and more positive toward the open ocean to the east during March. In September, methanethiol was positively correlated with longitude (rs = 0.71, p = 0.003), exhibiting more positive net production in the open ocean and more tightly coupled production nearer the coast. In contrast, acetonitrile was negatively correlated with longitude during September (rs = −0.55, p = 0.03) and showed more positive net production in the coastal shelf waters and tighter coupling toward the open ocean.


TABLE 2. Spearman’s rank outcomes (rs and p) for correlations between net VOC production rates and latitude (for north-to-south gradients between 44 and 38°W) or longitude (for west-to-east gradients between 40 and 44°N) during different months.
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Diel Temporal Variability

During the September field campaign, we occupied the northernmost station (S6 at 53.376°N, −39.542°W) for 97 h and performed round-the-clock measurements to investigate diel variability in VOC production rates. Figure 5 shows time series for the normalized net production rates of each target VOC during the long-term S6 occupation. Acetaldehyde, DMS, and methanethiol exhibited peaks in biogenic net production during dawn to midday on days 2 and 3. The lack of measurements during daylight hours on day 4 makes it unclear whether the morning net production peak is a consistent feature that gradually decreased in intensity over the period of station occupation. However, the last measurements collected on day 5 indicate that this pattern likely occurred for acetaldehyde and DMS (Figure 5). DMS sometimes revealed a second peak on or shortly after nightfall that decreased toward a more tightly coupled state by dawn.
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FIGURE 5. Timeseries showing diel variability in net VOC production rates during a 97-h occupation at the northernmost station (53.376°N, –39.542°W) during the September field campaign. Net production rates were normalized to the highest absolute net production rate observed for each target VOC during the long-term station. The horizontal dotted line represents a net production rate of zero and the gray shading indicates periods of darkness (∼21:00 to 08:00 UTC). The bottom panel shows the photosynthetically active radiation (PAR, μmol photons m− 2 s− 1) and seawater temperature (Tseawater, °C), also normalized to their highest values (1657 μmol photons m− 2 s− 1 and 12.1°C, respectively).


Net methanol production was very high during day 2 at station S6, with a peak during midday that was, in fact, the highest net methanol production rate recorded during the four NAAMES campaigns. During days 3 and 5, net methanol production appeared to reach a steady net production rate of approximately 100 nmol L–1 h–1, but net production increased again during nighttime on day 4. Acetone exhibited strong net production during the night and again in the early morning of day 2, but these higher production rates were not repeated throughout subsequent days on station. Instead, net acetone production stabilized near zero. Acetonitrile displayed less diel variability than the other target VOCs, with generally small negative net production rates that gradually decreased over the 5 days. Trends in diel isoprene cycling are difficult to interpret due to the lack of consistent measurements above detection limit, but it appears that net isoprene production rates decreased gradually during days 1–3, with higher afternoon production on days 3 and 5.




DISCUSSION

Net biogenic production rates for seven target VOCs varied widely across time and space in the North Atlantic Ocean, but also exhibited patterns that reveal the ecological interplay between phytoplankton emission and bacterioplankton consumption processes. Net production rates for the seven VOCs were sometimes negative, sometimes positive, and sometimes balanced, such that they were very close to zero. Thus, the plankton community in the surface ocean can act as both a net source and net sink of VOCs to/from the atmosphere, which is consistent with previous production measurements on a subset of the VOCs we measured: acetaldehyde, acetone, DMS, and methanol (Supplementary Table S6 and references therein). The net biogenic production rates we report here span ranges that are 1–2 orders of magnitude larger than previous measurements. The most likely explanations for these higher values are our measurement approach and the wide spatial and temporal variations encountered during the NAAMES campaigns (Behrenfeld et al., 2019). Our net biogenic production rates were calculated from measurements made in real-time over short, 1 h durations, compared to the more traditional 12–24 h incubation approaches that can inherently dampen peaks in VOC production caused by diel metabolic process (Figure 5) or other ecosystem interactions that have not yet been described. Nevertheless, the VOC concentrations used to calculate the net biogenic production rates are in the range of VOC concentrations reported previously in seawater (methanol > acetone, DMS > acetaldehyde, acetonitrile, isoprene, methanethiol, Supplementary Table S7).


Seasonal and Spatial Variability in Net Biogenic VOC Production Rates

Significant seasonal variations in net production rates were observed for all targeted VOCs (Figure 3). Net production rates were consistently positive and usually highest in May during the peak phytoplankton bloom transition, particularly toward the northernmost stations. In contrast, the lowest (and sometimes negative) net production rates were typically observed during November and March, during deep seasonal mixing, when the days were shortest, PAR levels were low, and NPP and bacterial abundances were low. Our results are consistent with expectations based on the body of available literature, most of which provides evidence for increased biogenic production during periods of high light and increased phytoplankton abundance/productivity (Broadgate et al., 1997; Sinha et al., 2007; Gantt et al., 2009; Iyadomi et al., 2016; Royer et al., 2016; Halsey et al., 2017). The May field campaign was characterized by the longest daylight hours, high chlorophyll-a concentrations, and high NPP and bacterial abundance (Supplementary Figure S5). For acetaldehyde, acetone, DMS, and isoprene, the trend of higher net production in the northern region during May was particularly pronounced, whereas their concentrations were often below detection limits in the south. These observations were likely driven by higher phytoplankton accumulation rates in the northern stations (Fox et al., 2020) and warmer surface seawater temperatures in the south that could increase bacterial VOC consumption rates and facilitate the diffusive loss of surface seawater VOCs to the atmosphere.

The drivers of spatial variability in VOC production are intertwined and reflect contributions from a variety of factors, such as temperature, light intensity, water mass circulation, and shifts in community composition, to name a few. The spatial gradients within each field campaign can also help reveal the relationship between VOC production and the seasonality of the massive phytoplankton bloom as we transited from north to south (or vice versa).



Biological Context for the Cycling of VOCs

In this section, we review the biological context for the net production and/or consumption rates (i.e., biological cycling) of each targeted VOC and relate these activities to the temporal (seasonal/diel) and spatial gradients encountered during the NAAMES project.


Acetaldehyde

Biogenic acetaldehyde production was initially inferred from observations above phytoplankton cultures (Collins and Bean, 1963; Collins and Kalnins, 1966) and field-based mesocosm experiments, where atmospheric concentrations of acetaldehyde were enhanced during periods of high light and increased phytoplankton abundance (Sinha et al., 2007). Net acetaldehyde production rates between 0 and 35 nmol L–1 d–1 have been reported previously in the Atlantic Ocean (Dixon et al., 2013). These rates were determined from changes in seawater concentrations of acetaldehyde attributable to both abiotic and biological processes over a 12-h light/12-h dark cycle. However, microbial oxidation of acetaldehyde was a dominant process, with rates as high as 65 nmol L–1 d–1, highlighting the role of microbial consumption in controlling VOC accumulation in surface seawater. Moreover, depth profiles of acetaldehyde concentrations in coastal shelf waters revealed a surface maximum that rapidly declined with depth, even within the mixed layer (Beale et al., 2015). The authors postulated that there is a biological source of surface acetaldehyde that is rapidly consumed within the water column before homogeneity is attained within the mixed layer (Beale et al., 2015). Thus, evidence points toward biological controls on both the production and consumption of acetaldehyde in marine surface waters. This idea was confirmed by the demonstration of an acetaldehyde cycle between a diatom and bacterium, whereby acetaldehyde was produced in a light-dependent manner by Thalassiosira pseudonana (Halsey et al., 2017) and then rapidly metabolized by an aldehyde dehydrogenase in the abundant heterotrophic bacterium, Pelagibacter ubique (Halsey et al., 2017; Moore et al., 2020).

Despite methodological differences, our finding that net microbial consumption of acetaldehyde often outcompetes its production is similar to previous observations (Dixon et al., 2013). During the NAAMES study, acetaldehyde production and consumption in the bloom-transition months (March and September) were more tightly coupled, yielding net rates that bracketed zero. The highest net acetaldehyde production rates were measured in May, coincident with the highest mean rates of net primary productivity (averaging 40.1 ± 18 mg C m–3 d–1), suggesting that periods of rapid phytoplankton growth cause acetaldehyde to be produced at rates that significantly outpace the capacity for its consumption. However, phytoplankton community growth rate alone is insufficient to explain the high net rates of acetaldehyde production in May, because phytoplankton growth rates were similar in September and May (Fox et al., 2020).

It is tempting to consider that specific members of the phytoplankton community may impact the balance of the acetaldehyde cycle. The relative abundances of pico- and nano-eukaryotic cells dominated during May, and the latter is significantly and positively correlated with net acetaldehyde production (Supplementary Figure S6). In contrast, the phytoplankton community was always dominated by Synechococcus cells in September, but phytoplankton abundance was not correlated with acetaldehyde production rates. Direct or indirect effects of seasonal and spatially variable abiotic factors, such as sea surface temperature, which correlated with net acetaldehyde production during both May and September (Supplementary Figure S6) are certain to influence acetaldehyde cycling. Conversely, net acetaldehyde consumption was common during November or concentrations of acetaldehyde were below our method’s detection limits. These observations were perhaps unsurprising, given that the winter months experienced the deepest mixing, shortest days, lowest daily maximum PAR, and the lowest rates of primary production (averaging 8.27 ± 4 mg C m–3 d–1 during November) (Supplementary Figure S5).

At the northernmost station during September, net acetaldehyde production rates peaked between dawn and midday, and returned to a more tightly coupled state with rates close to zero during the night, particularly during the latter half of our long-term occupation. Because biogenic acetaldehyde production increases with light intensity and photochemical processes (both abiotic and biological), net acetaldehyde production likely outpaces its consumption during the first half of the daylight hours (Figure 5) as acetaldehyde begins to accumulate before it can be consumed by bacterial activity or escape through the sea-air interface. We also noted that the morning production peak of acetaldehyde was clear during days 2–3 but had declined by day 5 toward a more tightly coupled state with net production rates nearer zero. These data indicate that the system experienced a disturbance event (be it physical mixing or shifts in community composition, for example), which allowed the afternoon net production peak to emerge early on in our station occupation. As the system re-stabilized, the diel production peak diminished until the acetaldehyde cycle achieved a coupled state. These data lend support to the idea that a finely tuned balance exists between the biogenic production and bacterial consumption of acetaldehyde in marine surface waters, whereby acetaldehyde can be transferred from phytoplankton to bacterioplankton, prior to entering downstream trophic cascades and/or being released to the atmosphere (Beale et al., 2015; Halsey et al., 2017).



Acetone

Numerous studies provide evidence of biogenic marine acetone production, by both phytoplankton (direct, light-dependent production) (Sinha et al., 2007; Dixon et al., 2013; Halsey et al., 2017) and bacterioplankton (released during leucine degradation) (Nemecek-Marshall et al., 1995, 1999). Indirect (abiotic) production from the photodegradation of CDOM is also a contributor of acetone in the surface ocean (de Bruyn et al., 2011; Dixon et al., 2013). The existence of a planktonic acetone sink has been postulated to maintain acetone under-saturation in surface waters and explain observations of acetone deposition fluxes (Sinha et al., 2007; Beale et al., 2015). Surface seawater concentrations of acetone were also previously found to negatively correlate with bacterial leucine incorporation and the recent identification of a widely distributed bacterial monooxygenase capable of acetone oxidation (Moore et al., in review) suggests that acetone can be actively removed by bacteria (Beale et al., 2013) at rates ranging from 1.2 to 42 pM h–1 (Dixon et al., 2014).

The strong north-to-south gradient we observed in net acetone production rates during May can be used to develop hypotheses about the factors controlling acetone production in the North Atlantic. Rates of net acetone production were always positive in May, ranging from a mean of 3.2 nmol L–1 h–1 in the south (station 5) to 37.3 nmol L–1 h–1 in the northern latitudes (stations 0). Despite the higher production rates, seawater concentrations of acetone were, in fact, lower in the northern region (Supplementary Figure S7), likely drawn down by high rates of bacterial acetone metabolism and wind-driven sea-air flux. Thus, the magnitude of the biological acetone cycle in the sub-polar region of the North Atlantic Ocean may exert significant control on acetone sea-air flux.

The lower net acetone production rates observed in the southern stations during May are associated with lower chlorophyll-a concentrations and higher seawater acetone and DOC (including amino acid substrates) concentrations compared to the northern stations (Supplementary Figures S5, S8). Acetone is unlikely to be a primary growth substrate for bacteria under high DOC conditions and thus, acetone accumulated to higher concentrations in the southern region, compared to the north. These factors combine to move the acetone cycle toward the more strongly coupled state observed in September.



Acetonitrile

The role of acetonitrile in the surface ocean has been largely overlooked. However, atmospheric acetonitrile concentrations (whose sources are dominated by terrestrial biomass burning) have been shown to rapidly decline in the marine boundary layer, leading to suppositions of a biogenic oceanic sink for acetonitrile (de Gouw, 2003; Jost et al., 2003; Singh et al., 2003). In contrast, measurements of acetonitrile flux in the tropical Atlantic Ocean provide limited evidence that the ocean may act as a source of acetonitrile (∼1.6 μM m–2 d–1) (Williams et al., 2004). Acetonitrile has also been observed in a diatom culture, suggesting that some phytoplankton could serve as sources of this VOC (Moore et al., 2020). Our results provide the first direct evidence for both biogenic sources and sinks of acetonitrile in the surface ocean. Metabolic mechanisms acting upon acetonitrile are not known in the marine ecosystem. For example, can heterotrophic bacterial populations use acetonitrile as a carbon and/or nitrogen source? Also, could bacterial degradation of complex carbon and nitrogen-rich organic matter, such as proteins and amino acids, release acetonitrile for further consumption or recycling back into the atmosphere?

Net acetonitrile production rates exhibited statistically significant seasonal trends, whereby observations were highest and positive during May and November, and lowest and most often negative during the bloom transition months of March and September. We postulate that acetonitrile is produced through bacterial metabolism of DOC, including protein-rich substrates. Interestingly, and in keeping with this protein-degradation hypothesis, rates of net acetonitrile production were higher nearer the coast than in the open ocean during September. Additionally, net acetonitrile production was more positive toward the more nutrient rich northern regions during May and September (Table 2 and Supplementary Figure S4). The small negative production rates we observed in March and September could be associated with an as yet, unidentified, bacterial metabolism pathway. Heterotrophic bacteria are known to utilize an array of small carbon-based compounds to meet energy requirements and thus, they may use methyl transferase activity and methyl group oxidation to capture the energy available in acetonitrile (Sun et al., 2011; Halsey et al., 2012).



Dimethylsulfide

Dimethylsulfide is a well-known, climate-active gas implicated in the formation of cloud condensation nuclei. It is the most prevalent and well-studied marine-derived sulfur compound and the ocean represents a major source of DMS (biogenic sulfur) to the atmosphere. In marine ecosystems, the ubiquitous precursor, dimethylsulfoniopropionate (DMSP), is produced and/or released by phytoplankton and bacteria, for regulation of osmotic pressure and protection against multiple stressors (e.g., light, temperature, nitrogen limitation, viral lysis, and grazing by zooplankton) (Stefels, 2000; Yoch, 2002). DMSP is degraded via abiotic (photochemical oxidation) or biogenic (bacterial catabolism) pathways to produce DMS and methanethiol (discussed later) (Yoch, 2002; Sun et al., 2016). The primary removal pathway for DMS in surface waters is by microbial consumption for incorporation into biomass (e.g., to meet bacterial sulfur demands for growth) or transformation/oxidation to dimethylsulfoxide (DMSO) (Lidbury et al., 2016), sulfate, and carbon dioxide (Schäfer et al., 2010).

Our data shows that biogenic production of DMS dominates over microbial consumption, particularly during the peak phytoplankton bloom in May and in the northern regions (Figures 3, 4, and Supplementary Figure S4). As already stated, phytoplankton and bacterial abundance and production were high during May and are suggestive of actively growing microbial populations, through which DMS precursors are cycled, resulting in DMS production. Our long-term occupation of the northernmost station during September revealed morning peaks in DMS production. Sometimes, secondary peaks in DMS production were observed on or shortly following nightfall, which gradually declined to a more tightly coupled state by dawn. Previous work has also identified DMS maxima in the early evening that decreased throughout the night (Omori et al., 2017). We hypothesize that the onset of zooplankton diel vertical migration up to the surface waters in the early evening leads to grazing pressure and the subsequent stress-induced production of DMSP and DMS (Wolfe and Steinke, 1996; Yu et al., 2015).



Isoprene

Light-dependent biogenic production of isoprene has been previously observed in cultures of marine phytoplankton (Moore et al., 1994; Milne et al., 1995; Shaw et al., 2003; Colomb et al., 2008; Gantt et al., 2009; Halsey et al., 2017) and inferred from patterns of emission and air-sea fluxes correlating with light intensity and phytoplankton abundance in natural seawater (Sinha et al., 2007). During November, and to a lesser extent, March and September, isoprene concentrations were often below our detection limits and thus, net isoprene production rates were not calculated. Measurements of microbial isoprene oxidation rates are not available in the literature, but a recent report showed the unexpected capacity for isoprene uptake in the abundant heterotrophic bacterioplankton, Pelagibacter ubique (Moore et al., in review). Additionally, some bacteria isolated from coastal marine waters can use isoprene as a carbon source (Mcgenity et al., 2018) and a biogenic sink was previously proposed to account for losses of isoprene observed below the mixed layer (Moore and Wang, 2006). Thus, the numerous instances of isoprene concentrations below our limits of detection and near zero net isoprene production rates provide good support for the existence of a marine isoprene cycle. Nevertheless, isoprene’s high Henry’s constant and low water solubility (Supplementary Table S8) likely also facilitated its removal to the atmosphere, preventing its accumulation in surface waters.

We speculate that the colder waters and phytoplankton bloom conditions (e.g., high chlorophyll-a concentrations and actively growing biomass – see Supplementary Table S1) allowed isoprene to accumulate in the surface ocean during May to concentrations above our background levels (allowing us to calculate net isoprene production rates). Net isoprene production rates were highest during May and in the northern regions, which exhibited the longest daylight hours and greatest chlorophyll concentrations, which have previously been associated with enhanced isoprene production. We also found some evidence for afternoon diel peaks in isoprene production during our long-term stay at the northernmost station, which coincide with periods of the highest PAR and concurs with the light-dependent biogenic isoprene production observed previously. Thus, biogenic production of isoprene by phytoplankton exceeds microbial consumption.



Methanethiol

It was recently revealed that the abundant marine bacterium, Pelagibacter, was capable of simultaneously producing DMS and methanethiol from the metabolism of DMSP (Sun et al., 2016). Furthermore, evidence suggests that a large proportion of the marine microbial community possesses the genetic capacity to degrade methanethiol (Eyice et al., 2017). Significantly less is known about methanethiol dynamics in the marine ecosystem and its role in global sulfur cycling than DMS, and we can find only one report detailing methanethiol concentrations in seawater (Eyice et al., 2017). However, recent measurements showed atmospheric methanethiol concentrations in the southwest Pacific Ocean were correlated with atmospheric DMS concentrations, particularly over a coccolithophore-dominated phytoplankton bloom, providing further evidence for the presence of a (likely biological) marine source of methanethiol (Lawson et al., 2020).

Our data provide direct evidence of biogenic methanethiol production by natural seawater populations, throughout all stages of the phytoplankton annual cycle. To the best of our knowledge, there is currently no evidence for direct methanethiol production by phytoplankton and we theorize that the net production we observe is most likely due to microbial degradation of DMSP. We observed higher net biogenic methanethiol production during November than in March and May. During March and September, we observed a longitudinal gradient whereby net biogenic methanethiol production increased away from the coast toward the open ocean. We also observed a latitudinal gradient during September, with higher net methanethiol production toward the north. Concentrations of DOC, of which DMSP is a large component (Yoch, 2002), were significantly higher in September (and in northern regions) than in other months (Supplementary Figure S5), and thus, it is plausible that bacterial degradation of DOC, further concentrated by the shallower mixed layer during September, increased methanethiol production (unfortunately, DOC concentrations were unavailable for our longitudinal cruise transects).



Methanol

The foundations for biological methanol cycling have been well-documented in recent years. Modeling and field measurements provide indications of a large biogenic source of methanol (Millet et al., 2008; Dixon et al., 2011a, b; Beale et al., 2015; Mincer and Aicher, 2016) that is not thought to originate from abiotic photochemical degradation processes (Dixon et al., 2013), but rather is a byproduct of cell wall biosynthesis (Heikes et al., 2002; Hüve et al., 2007). In addition, the model green algae, Dunaliella tertiolecta, was shown to produce methanol in the light, providing evidence for green algae serving as a source of methanol (Halsey et al., 2017). Biogenic consumption of methanol has been reported, both in culture (Sun et al., 2011; Halsey et al., 2012) and in natural seawater communities (Dixon et al., 2011a, b, 2013; Beale et al., 2015; Sargeant et al., 2016), with the proportion of methanol carbon assimilated into biomass (versus dissimilated for energy production) dependent on the microbial community (Halsey et al., 2012; Sargeant et al., 2016).

The data we present here suggest that methanol production rates were dependent on phytoplankton production, with methanol consumption causing the system to become a methanol sink with negative production rates during November and March. Low phytoplankton abundance, growth rates, and productivity during November (Fox et al., 2020) were driven by low PAR and shorter days (Supplementary Figure S5) and likely underlie the low biological methanol production rates, with any accumulated methanol rapidly consumed by the bacterial community. In contrast, the positive net methanol production in the northern region during both May and September were associated with higher growth rates and biomass compared to stations in the south (Figure 3).





CONCLUSION

We present net biogenic production rates for seven VOCs in natural seawater communities during four field campaigns in the North Atlantic Ocean that targeted different stages of the annual phytoplankton biomass cycle. We observed seasonal and spatial trends related to bloom dynamics, particularly as we transitioned from north-to-south during May and September. These findings highlight the roles of plankton communities and interactions among phytoplankton and bacteria in determining VOC accumulation and production rates. We provide the first direct evidence for biogenic acetonitrile production and consumption, and postulate mechanisms that could explain acetonitrile as a product and substrate of carbon-cycling activity of bacterioplankton. Our data illuminate multi-domain interactions among marine phytoplankton and bacterioplankton that contribute to the cycling of VOCs in the surface ocean and indicate their potential to modulate VOC release to the atmosphere. Further work is warranted to gain a more complete picture of the mechanisms governing VOC cycling in marine surface waters, the nutrient regimes or conditions that determine which carbon sources are preferentially consumed, and the magnitude of the bulk VOC pool cycled among plankton and transferred across the sea-air interface.
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Vitamin B1 (thiamin) is an essential coenzyme for all cells. Recent findings from experimental cell biology and genome surveys have shown that thiamin cycling by plankton is far more complex than was previously understood. Many plankton cells cannot produce thiamin (are auxotrophic) and obligately require an exogenous source of thiamin or one or more of 5 different thiamin-related compounds (TRCs). Despite this emerging evidence for the evolution among plankton of complex interactions related to thiamin, the influence of TRCs on plankton community structure and productivity are not understood. We report measurements of three dissolved TRCs 4-amino-5-aminomethyl-2-methylpyrimidine (AmMP), 5-(2-hydroxyethyl)-4-methyl-1,3-thiazole-2-carboxylic acid (cHET), and 4-methyl-5-thiazoleethanol (HET) that have never before been assayed in seawater. Here we characterize them alongside other TRCs that were measured previously [thiamin and 4-amino-5-hydroxymethyl-2-methylpyrimidine (HMP)], in depth profiles from a latitudinal transect in the north Atlantic in March 2018. TRC concentrations ranged from femptomolar to picomolar. Surface depletion relative to a maximum near the bottom of the euphotic zone and low concentrations at deeper depths were consistent features. Our observations suggest that when bacterial abundance and production are low, TRC concentrations approach a steady state where TRC production and consumption terms are balanced. Standing stocks of TRCs also appear to be positively correlated with bacterial production. However, near the period of peak biomass in the accumulation phase of a bloom we observed an inverse relationship between TRCs and bacterial production, coincident with an increased abundance of Flavobacteria that comparative genomics indicates could be vitamin B1 auxotrophs. While these observations suggest that the dissolved pool of TRCs is often at steady state, with TRC production and consumption balanced, our data suggests that bloom induced shifts in microbial community structure and activity may cause a decoupling between TRC production and consumption, leading to increased abundances of some populations of bacteria that are putatively vitamin B1 auxotrophs.

Keywords: thiamin, B-vitamin, bacterioplankton, phytoplankton, microbial interaction


INTRODUCTION

Vitamin B1, also known as thiamin, is an essential coenzyme required for carbon metabolism across all domains of life (Monteverde et al., 2017). Availability of vitamin B1 has the potential to control marine microbial activity, interactions, and community structure. In marine systems there are over 30 vitamin B1 dependent enzymes found in microbial genomes (Schowen, 1998; Sañudo-Wilhelmy et al., 2014). These enzymes are mainly used for carbohydrate and branched chain amino acid metabolism and include pyruvate dehydrogenase, transketolase, and oxoglutarate dehydrogenase, which catalyze key steps in the TCA and Calvin-Benson cycles (Rapala-Kozik, 2011). This coenzyme functions by stabilizing the acyl carbanion in rearrangement reactions (Jurgenson et al., 2009). Vitamin B1 has a heterocyclic structure consisting of a pyrimidine and a thiazole ring (Begley et al., 1999; Chatterjee et al., 2006; Jurgenson et al., 2009). These rings are biosynthesized by separate metabolic pathways and then ligated together to form thiamin, vitamin B1 (Jurgenson et al., 2009). The pathways for this biosynthetic process are different between bacteria (Begley et al., 1999), archaea (Maupin-Furlow, 2018), and eukaryotes (Chatterjee et al., 2006). Vitamin B1 biosynthesis is regulated by riboswitches, which are believed to be ancient regulatory structures that make B1 biosynthesis responsive to intracellular concentrations of multiple forms of vitamin B1, its precursors, and degradation products (Winkler and Breaker, 2005; Croft et al., 2007; McRose et al., 2014; Atilho et al., 2019). Cell membrane transport proteins for vitamin B1 are common in marine microbes, indicating that some members of the microbial community can assimilate exogenous vitamin B1 and its related compounds from the dissolved pool (Gómez-Consarnau et al., 2016; Donovan et al., 2018).

Despite universal metabolic requirement for vitamin B1 amongst marine microorganisms, many organisms lack the complete vitamin B1 biosynthesis pathway and are therefore vitamin B1 auxotrophs. Vitamin B1 auxotrophy in phytoplankton was identified through early cultivation efforts (Hunter and Provasoli, 1964; Provasoli and Carlucci, 1974). Carlucci et al. further confirmed these findings using a bioassay method to determine vitamin B1 concentrations both dissolved in seawater and inside phytoplankton cells (Carlucci, 1970; Carlucci and Bowes, 1972). Genome sequencing has been particularly effective for identifying vitamin B1 auxotrophy in marine systems. It has been estimated from genomes and cell culture collections that around 20% of bacterioplankton and 30–50% of phytoplankton obligately require exogenous sources of vitamin B1 (Tang et al., 2010; Sañudo-Wilhelmy et al., 2014).

Recent studies enabled by next generation sequencing and cell culture approaches have demonstrated that vitamin B1 auxotrophy is even more widespread and complex than suggested by initial reports. It now appears that many organisms have evolved gaps in canonical vitamin B1 biosynthesis pathways and therefore require one or more thiamin precursors or degradation products, hereafter called Thiamin Related Compounds (TRCs). The most abundant heterotroph in the ocean, SAR11, lacks the enzymes to synthesize thiamin's pyrimidine moiety, 4-amino-5-hydroxymethyl-2-methylpyrimidine (HMP), and must acquire HMP from the dissolved pool in surrounding seawater to complete thiamin biosynthesis (Carini et al., 2014). Similar auxotrophy has been observed in some haptophyte and stramenopile algae, where it was observed that organisms had a preference for HMP and its salvage-related analog 4-amino-5-aminomethyl-2-methylpyrimidine (AmMP) over intact thiamin (McRose et al., 2014; Gutowska et al., 2017). Auxotrophy for both the thiazole and pyrimidine moieties has been observed in marine picoeukaryotes. Genomic surveys indicate that these organisms obligately require exogenous sources of both HMP and 4-methyl-5-thiazoleethanol (HET), while they maintain the biosynthetic machinery to ligate these two scavenged moieties to meet their metabolic thiamin demand (McRose et al., 2014; Paerl et al., 2015; Gutowska et al., 2017). Interestingly, cell culture experiments indicate that these picoeukaryotes require HMP but cannot utilize HET. Instead, they can only utilize the recently identified separate thiamin precursor, 5-(2-hydroxyethyl)-4-methyl-1,3-thiazole- 2-carboxylic acid (cHET) (Paerl et al., 2016, 2018a). Metagenomic surveys of marine environments have used patterns in pathway gaps to identify several prevalent variants of vitamin B1 auxotrophy, leading to the conclusion that most bacterioplankton in nature are reliant on one or more vitamin B1 precursors or degradation products (Gómez-Consarnau et al., 2018; Paerl et al., 2018b).

The recent findings reviewed above indicate that vitamin B1 biosynthetic pathways are a locus of substantial evolutionary variation tied to interactions between plankton cells involving TRC intermediates. Explanations for this variability range from cells saving on the costs of making compounds that are available from the environment, to more complex interpretations involving trafficking of compounds as a basis for complex co-evolutionary processes (e.g., competition and mutualism).

The initial source of all TRCs in the oceanic dissolved phase is from microbial metabolic activity, which in some cases is followed by extracellular abiotic breakdown (Jurgenson et al., 2009). While there is substantial evidence of many types of vitamin B1 auxotrophy that likely lead to removal of TRCs from the dissolved pool, little is known about the rates or specific mechanisms associated with uptake and abiotic degradation (Gold et al., 1966; Carlucci et al., 1969). Likewise, the rates and mechanisms of TRC synthesis and release from the cellular phase into the dissolved phase are unclear. Genomic evidence indicates that some organisms, including members of the Cyanobacteria, are capable of de novo thiamin synthesis (Sañudo-Wilhelmy et al., 2014). However, it is unclear what the major sources of TRCs are in the marine system. Adding to this complexity is the fact that dissolved concentrations of all TRCs (thiamin, HMP, AmMP, HET, and cHET) have not been simultaneously measured in the ocean. Distributions of thiamin and, to a lesser extent, HMP have been infrequently reported (Sañudo-Wilhelmy et al., 2012; Heal et al., 2014; Suffridge et al., 2017, 2018). What has become clear is that measuring these compounds alone is not sufficient to fully understand thiamin cycling and its relationship to the microbial community.

Here we report the most comprehensive measurement of dissolved TRC concentrations yet undertaken. Five TRCs inferred to be important to B1 related interactions in plankton were simultaneously measured in vertical profiles along a latitudinal transect in the north Atlantic. Samples were collected during the accumulation phase of the north Atlantic spring bloom in March 2018 as part of the North Atlantic Aerosols and Maine Ecosystems Project (NAAMES) (Behrenfeld et al., 2019). A full suite of physical, chemical, and biological oceanographic data, including molecular community diversity data, accompanied the TRC concentration measurements. We set out to measure spatial patterns in dissolved TRC concentrations to improve understanding of the role of TRCs in structuring plankton communities. Because vitamin B1 is required by many enzymes in central metabolism, we hypothesized that increased light and mixed layer shoaling during the bloom accumulation phase would result in enhanced microbial demand for vitamin B1 and, thus, a depletion of dissolved TRCs. Furthermore, we hypothesized that growth rates and metabolic activity would be lower during pre-bloom conditions, resulting in near steady-state dissolved TRC concentrations reflecting more tightly balanced growth and loss rates within microbial communities.



METHODS


Sample Collection

Samples were collected as part of the North Atlantic Aerosol and Marine Ecosystem Study (NAAMES) aboard the R/V Atlantis in March and April 2018 (Behrenfeld et al., 2019). Samples were collected from five stations along a roughly meridional transect in the northwest Atlantic from 39 to 44°N (Figure 1). All sampling occurred in daylight hours between sunrise and solar noon. A CTD-rosette water sampler with 24 10L Niskin bottles (Seabird 911+; standard conductivity, temperature, and pressure sensors) was used to collect samples.
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FIGURE 1. Geographic, chemical, and biological context of the NAAMES4 expedition. (A) The locations of the five stations are shown within the oceanographic regions of the North Atlantic based on mean dynamic topography as defined by Della Penna and Gaube (2019). (B–F) Depth profiles of core biological and chemical parameters from each station. Only depths where TRCs were also collected are shown. The color of the profile corresponds to the color of the station in (A). The full presentation, explanation, and analysis of these data can be found in Baetge et al. (2020).


Environmental data from the NAAMES project are publicly available SeaBASS Ocean Biology DAAC (http://seabass.gsfc.nasa.gov, doi: 10.5067/SeaBASS/NAAMES/DATA001). Chl a and Phosphate samples were collected and processed as described by Mojica et al. (2020). Bacterial abundance, bacterial productivity (leucine incorporation), and dissolved organic carbon (DOC) were collected and processed as described by Baetge et al. (2020). Physical oceanography measurements including mean dynamic topography were analyzed by Della Penna and Gaube (2019).



Thiamin Related Compounds

Dissolved TRC samples were collected as described previously (Suffridge et al., 2017). Briefly, cells and particles were removed from seawater collected from the sampling rosette via gentle peristaltic filtration (30 ml/min) across a 0.22 μm Sterivex filter (PES membrane, Millipore, Burlington, MA, USA). One liter of filtrate was collected in acid-washed, methanol-rinsed amber HDPE bottles (Nalgene). Samples were immediately frozen at −20°C and were shipped frozen to Oregon State University for analysis. Samples were protected from light throughout the process. Only one sample per depth was collected due to limitations on the water budget.

TRCs were extracted from seawater as previously described (Suffridge et al., 2017). Samples were thawed and acidified to pH 6.5 using 1M HCl. TRCs were extracted from the seawater matrix using a solid phase extraction with Bondesil C18 resin (Agilent). Samples were passed over 8 ml of resin at the rate of 1 ml min−1. It was determined that all TRCs were retained on the resin. The resin was then rinsed with LCMS grade water to remove salts, and TRCs were eluted from the column using 12 ml of LCMS grade methanol. The methanol-TRC mixture was evaporated to 250 μl using a blow-down nitrogen drier (Glass Col) providing a six order of magnitude concentration factor between the environmental sample concentration and the concentration analyzed on the LCMS. Samples were then stored at −80°C until LCMS analysis.

A liquid chromatography mass spectrometry (LCMS) method was developed to simultaneously measure TRC concentrations. Analysis was conducted using an Applied Biosystems 4000 Q-Trap triple quadrupole mass spectrometer with an ESI interface coupled to a Shimatzu LC-20AD liquid chromatograph. Applied Biosystems Analyst and ABSciex Multiquant software were used for instrument operation and sample quantification. A Poroshell 120 PFP, 3 × 150 mm 2.7 μm HPLC column (Agilent) with a Poroshell 120 PFP, 2 × 5 mm, 2.7 μm guard column (Agilent) was used for chromatographic separations. The column temperature was isocratic at 40°C. HPLC mobile phases were MS grade water (Fisher) with 0.1% formic acid and MS grade acetonitrile (Fisher) with 0.1% formic acid. A 15-min binary gradient was used with a flow rate of 200 μl min−1 and an initial concentration of 3% acetonitrile ramping to 100% acetonitrile in 7 min and column re-equilibration at 3% acetonitrile for 6 min. A third HPLC pump with a flow rate of 100 μl min−1 acetonitrile (0.1% formic acid) was connected to a mixing tee post column to increase the ionization efficiency as most TRCs elute from the column in the aqueous phase of the gradient. The ESI source used a spray voltage of 5,200 V and a source temperature of 450°C. Curtain gas pressure was set at 30 PSI. The mass spectrometer was run in positive ion mode. Compound specific information including MRM parameters, column retention times, and limits of detection are presented in Table 1. The sample injection volume was 20 μl, and samples were analyzed in triplicate. Samples were indiscriminately randomized prior to analysis. To compensate for matrix effects, 13C-labeled thiamin was used as an internal standard. LCMS analysis was conducted at the Oregon State University Mass Spectrometry Core Facility.


Table 1. Compound specific LCMS parameters.
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Data analysis was conducted in the R software environment (R Core Team, 2015). The corrplot package was used for analyzing Spearman's correlations between TRCs and core parameters (Supplementary Figure 1). Data visualization was conducted using the ggplot package (Wickham, 2009) and the and the resulting figures were edited in Adobe Illustrator (Adobe) for aesthetics.



DNA Extraction and Amplicon Sequencing

Microbial biomass was collected on a 0.22 μm pore-size Sterivex filter (PES membrane, Millipore, Burlington, MA, USA) using an eight-channel peristaltic pump (flow-rate 30 ml/min). Filtrate was used for TRC analysis as described above. One milliliter of sucrose lysis buffer was added to the filters and they were stored at −80°C. Nucleic acids were extracted following the phenol:chloroform protocol described in Giovannoni et al. (1996) and Morris et al. (2005). DNA concentration was measured with Quant-iT assays (Invitrogen, Carlsbad, CA) in a Qubit flouromoter (Invitrogen).

Amplification of the V1-V2 region of the 16S rRNA gene was performed using the 27F (5′-AGAGTTTGATCNTGGCTCAG-3) and 338 RPL (5′-GCWGCCWCCCGTAGGWGT-3′) primers attached to their respective Illumina overhang adapters (Vergin et al., 2013; Illumina Inc.). Polymerase Chain Reactions (PCR) conditions and library construction were done following the NAAMES amplicon protocol as described by Bolaños et al. (2020b). Sequencing using the Illumina MiSeq platform (reagent kit v.2; 2X250 Paired-End; Illumina Inc.) was conducted at the Center for Genome Research and Biocomputing at Oregon State University as described previously (Bolaños et al., 2020a,b).



16S rRNA Gene Amplicon Analyses

Primers were trimmed from de-multiplexed fastq files using the CutAdapt software (Martin et al., 2011) removing a fixed number of bases (-u parameter). Trimmed fastq files were quality filtered, dereplicated and merged with dada2 R package, version 1.2 (Callahan et al., 2016). An Amplicon Sequence Variant (ASV) table was constructed as in Bolaños et al. (2020b). Taxonomic assignment of the ASVs was determined using a two-step approach (Bolaños et al., 2020b). First, with the assignTaxonomy command using the silva_nr_v123 dataset in dada2 package. Second, plastid, cyanobacteria, SAR11, and SAR202 ASVs were extracted and phylogenetically placed in curated reference trees (Sudek et al., 2015; Choi et al., 2017; Landry et al., 2017) using Phyloassigner version 089 (Vergin et al., 2013). A phyloseq object containing the station profile samples were constructed. Negative controls were taken from the Sucrose Lysis (SLB) and TE buffers. Only one SLB control sample (N4SLB_neg) generated amplicon results. We analyzed the prevalence of potential contamination ASVs with the decontam package (Davis et al., 2018) and determined that 18 ASVs originated from the negative control, therefore these were removed from the analysis. Bray-curtis dissimilarities were used to generate a constrained ordination (CAP) using Vegan (Oksanen et al., 2007) and Phyloseq (Mcmurdie and Holmes, 2013) packages.

The differential abundance analysis was performed with DESEq2 (Love et al., 2014). Briefly, we categorized samples at each station as low or high for each of the B1 congeners (Figure 5). Outliers were excluded using the non-parametric Numeric Outlier Test. The coefficient used to determine the distribution limits was 3 times the inner quartile range [lower limit = Q1 – (3* IQR), higher limit = Q3 + (3* IQR)]. The average concentration (without outliers) of each compound of all samples was used as threshold to determine whether these were low-concentration (below the average) or high-concentration (above the average). Each TRC was considered as an independent variable. TRC values from all the stations and depths were used to estimate the distribution. For the differential abundance analysis only samples above 75 m (spanning the euphotic zone) were tested. Only ASVs with an alpha (padj) cutoff < 0.01 were selected. Scripts used for these analyses can be found at https://github.com/lbolanos32/NAAMES_2020. Scripts and tables used to generate Figures 4, 5 can be found in Supplementary Table 1 and at https://github.com/lbolanos32/NAAMES_2020/tree/master/VitaminB1.



SAG Analysis

Protein-coding sequences from 31 single amplified genomes (SAGs) of the class of Flavobacteria were obtained from the IMG database (https://img.jgi.doe.gov; Supplementary Tables 2, 3) and were used in protein sequence searches.

Publicly available Flavobacteria SAGs (Supplementary Table 2), obtained from the IMG database, were surveyed for TRC-related biosynthesis and transporter proteins using representative profile-HMMs from the PFAM (v. 28) database. Additionally, HMM profiles built by Paerl et al. (2018a) and deposited in the TEED database (http://www.teed.uni-stuttgart.de) were included in the analysis. Sequence analysis against the tailored TRC-database was performed using HMMER and per-domain output. Hits scoring above trusted cutoffs for profiles were kept, and the highest-scoring, non-overlapping HMMs were assigned to each protein sequence. HMMER predicted domains were compared to gene annotations retrieved from IMG, and congruent assignments were kept (Supplementary Table 4). CheckM was used to estimate the level of genome completeness and contamination of the Flavobacteria SAGs. Two sets of universal marker genes, either specific to Bacteria or Bacteroidetes, were applied.

In addition to ASVs obtained during NAAMES4 cruise (Bolaños et al., 2020a), full-length 16S rRNA gene sequences were extracted from 31 Flavobacteria SAGs (Supplementary Table 2). In addition, 16S rRNA gene sequences were retrieved from the SILVA database (v.138), the North Sea dataset (Alonso et al., 2007) and the coastal North Carolina dataset (D'ambrosio et al., 2014) for multiple sequence alignments using MUSCLE (Edgar, 2004). Near full-length 16S rRNA sequences were trimmed to ~323 bp using Geneious Prime v. 2020.0.5 (https://www.geneious.com). Phylogenetic trees were inferred with the MAFFT software tool using the Neighbor-Joining algorithm. The Jukes-Cantor model was applied to calculate evolutionary distances and the bootstrap values were calculated based on 1,000 replicates.




RESULTS


Oceanographic Distributions of Dissolved Thiamin Related Compounds (TRC)

Concentrations of the five thiamin related compounds (TRCs) [i.e., thiamin (B1), HMP, AmMP, HET, and cHET] were measured in the dissolved phase at five stations during the March 2018 NASA NAAMES4 expedition (Figure 1). All TRCs were detected at each station in the northwestern Atlantic (Table 2). Across all stations and depths dissolved concentrations ranged between femptomolar and picomolar levels [7.35–353 pM B1, 0.09–3.45 pM HMP, 1.76–113.5 pM AmMP, 0.03–30.8 pM HET, and 3.76–145 pM cHET] (Table 2, Figure 2). We observed substantial variability between stations in TRC vertical distributions (Figure 3) and concentration ranges (Figure 2). This is likely a result of the variable physical, chemical, and biological characteristics of each station (Figure 1) (Behrenfeld et al., 2019; Della Penna and Gaube, 2019). This is evident in the substantial range in mixed layer depths across the five stations, ranging from 5.9 m at station 2.1 to 214 m at station 3 (Fox et al., 2020).


Table 2. Concentrations of dissolved TRCs in picomolar at all stations and depths.
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FIGURE 2. Boxplots of dissolved Thiamin Related Compound (TRC) concentrations at each station show substantial differences in concentration ranges between stations. Picomolar concentrations of each TRC are plotted on a log10 scale. The highest TRC concentrations were observed at station 2.
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FIGURE 3. Dissolved Thiamin Related Compound (TRC) depth distributions. Vertical distributions are over-plotted using separate axis to highlight the similarities in TRC distribution trends. Thiamin (B1) is plotted in black, the pyrimidine TRCs (HMP and AmMP) are plotted in shades of green, and the thiazole TRCs (HET and cHET) are plotted in shades of purple. Axis color relates to the color of the depth profile. Points and error bars are means and standard deviations of technical replicates (n = 3).


Vertical distributions of the TRCs were frequently defined by a depletion in the near-surface and deep samples (>150 m) relative to an enrichment at mid-depths (~100 m; Figure 3). For example, all TRCs at station 1 have similar vertical distributions, with low levels near the surface increasing to maximum concentration at 75 m (Figure 3). Median TRC concentrations at station 1 were 26.65 pM for B1, 0.17 pM for HMP, 6.44 pM for AmMP, 0.08 pM for HET, and 17.93 pM for cHET (Figure 2). Bacterial production, bacterial abundance, and chlorophyll a (Chl a) maxima were also at 75 m and profiles of these properties were positively correlated with TRC profiles (Figure 1, Supplementary Figure 1). The mixed layer depth at this station was 80 m, which is concurrent with the TRC and bacterial production max, suggesting that at this station increased metabolic rates cause the rate of TRC accumulation in the dissolved pool to be greater than the rate of mixing near the bottom of the mixed layer.

The highest TRC concentrations observed were at station 2 (the mixed layer depth was 65 m), with median values of 51.05 pM for B1, 0.71 pM for HMP, 21.15 pM for AmMP, 2.12 pM for HET, and 77.78 pM for cHET (Figure 2). At this station, all TRC profiles exhibited similar vertical profiles that remained constant within the mixed layer and then increased from the bottom of the mixed layer to 150 m (Figure 3). In contrast to station 1, strong negative correlations were observed at station 2 between TRC concentrations and bacterial production, bacterial abundance, DOC, and Chl a, all of which were at their highest values for the cruise (Figure 1, Supplementary Figure 1). Furthermore, all TRCs at station 2 were positively correlated with phosphate.

Similar trends in TRC distribution were observed at station 2.1, although the magnitude was substantially lower, with median TRC concentrations of 13.15 pM for B1, 0.23 pM for HMP, 6.30 pM for AmMP, 0.27 for HET, and 6.78 pM for cHET (Figure 2). The depth resolution in the upper 300 m at station 2.1 was less than at station 2, with only three depths sampled (Figure 3). TRC concentrations in two deep samples collected at 1,000 and 2,600 m were similar or lower than the lowest TRC concentrations in the upper 300 m at station 2.1 (Table 2). All TRCs were positively correlated, with minima at 25 and 300 m relative to their maximum concentration at 100 m (Figure 3, Supplementary Figure 1). HET shared 2 m minima with the other TRCs, but had a maximum at 300 m instead of 100 m. The mixed layer depth at this station was 6 m and all TRC samples were collected below that depth. In the upper 300 m, TRC concentrations were strongly positively correlated with phosphate concentrations. All TRCs were weakly negatively correlated with bacterial production, bacterial abundance, Chl a, and DOC.

In contrast to all other stations, a surface enrichment of all TRCs (except HET) was observed at station 3 (Figure 3). Below the observed surface maxima, all TRC concentrations remained low and relatively constant. Median TRC concentrations at station 3 were 11.45 pM for B1, 0.21 pM for HMP, 5.89 pM for AmMP, 0.66 pM for HET, and 9.45 pM for cHET (Figure 2). HET was positively correlated with phosphate and negatively correlated with the other TRCs and biological and chemical parameters (Supplementary Figure 1). HMP was positively correlated with phosphate, weakly negatively correlated with bacterial abundance and Chl a. The other TRCs were negatively correlated with phosphate and positively correlated with bacterial abundance, bacterial production, Chl a, and DOC. The mixed layer depth at station 3 was determined to be 214 m, which is the deepest observed in our sampling.

Station 4 was the only station at which vertical distributions of TRCs were not correlated. Three different patterns in TRC distributions can are seen in Figure 3. The distributions of HET and HMP are strongly positively correlated, exhibiting depletion at 0–25 m relative to maxima at 75 m, minima at 150 m and maxima at 300 m (Figure 3, Supplementary Figure 1). B1 and AmMP are positively correlated and depleted at 0–75 m relative to 150 m and below (Figure 3). cHet is enriched at the surface relative to 75 m (Figure 3). The median TRC concentrations were 13.4 pM for B1, 0.18 pM for HMP, 8.50 pM for AmMP, 0.15 pM for HET, and 7.41 pM for cHET (Figure 2). TRCs except cHET were negatively correlated with bacterial production, bacterial abundance, Chl a, DOC (except B1 which is positively correlated), and phosphate. In contrast, cHET was positively correlated with all core parameters except phosphate, where it was negatively correlated (Figure 1). The mixed layer depth at this station was 128 m, therefore most differences in observed distribution patterns occurred in the mixed layer.



Relationship Between TRCs and Microbial Community Composition

The relationships between TRCs, environmental parameters, and microbial community composition were examined using canonical analysis of principal coordinates (CAP; Figure 4). We generated high-throughput amplicon profiles from the particulate matter collected on the filters used to produce the dissolved TRC samples. Community composition was analyzed to the ASV level to generate highly resolved profiles of bacterioplankton and phytoplankton (cyanobacteria and eukaryotic plastids) (Bolaños et al., 2020a,b). ASV profiles exhibited two main patterns in the constrained ordination. First, clusters of samples corresponding to each station follow a dissimilarity gradient through the first component, which explains most of the variance (39.8%). This organization suggests a difference in community composition of the stations by longitude. Samples from stations 1, 2.1, and 3 grouped together (western group), while stations 2 and 4 (eastern group) are distinct and form individual clusters (Figure 1). The differentiation of stations-clusters along the second axis could be explained by their latitude, as northern stations have a more positive position along the axis than southern stations. Second, community composition in samples above 75 m (spanning the euphotic zone) grouped tightly at all stations except station 2, where the highest observed TRC concentrations and biological parameters were observed (Figures 1, 3). Communities below 75 meters are different from those in the euphotic zone. The community shift at 75 m is mainly explained by the phytoplankton ASVs (eukaryotic plastids and cyanobacteria). Community composition at southern stations was correlated with higher bacterial production, abundance, and fluorescence. Higher phosphate concentrations were associated with the eastern mesopelagic samples, and higher DOC concentrations distinguished the euphotic western samples. TRCs were the variables contributing the least to explain community differences in the linear model. However, TRC concentrations displayed specific associations with elements of community structure, as represented by differences in the arrow directions. This observation suggests that the distinct subsets of organisms within the microbial communities might be responsible for, or responsive to, dissolved TRC concentrations (Figure 4).
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FIGURE 4. Canonical Analysis of Principle Coordinates (CAP) of 16S rRNA ASV profiles constrained by physical and chemical environmental parameters, including TRC measurements. Ordination was constructed with the Bray–Curtis distances among samples. Shape of the points represent the depth origin of the samples and colors distinguish the station where these were collected. The axis represents the first and second constrained component and the percentages correspond to the fraction of the variance explained under the linear combination of the selected environmental parameters. Arrows show the variance direction of each environmental parameter.




Potential Connections Between TRC Distributions and Microbial Community Composition Through the Water Column

To further investigate the general influence of TRC concentration on microbial community composition throughout the water column, we first categorized the samples that were below the overall mean for each TRC as being “low” and above the mean as “high” (Figure 5). To define these bins the mean (excluding outliers) of each TRC's concentration in all samples across all stations was used as a threshold (22.27 pM B1, 0.28 pM HMP, 10.89 pM AmMP, 0.47 pM HET, and 11.48 pM cHET). At some stations, different congeners had the same covarying high-to-low pattern (Supplementary Figure 1). We tested geometric mean normalized ASVs abundance changes between both conditions at each station for every possible pattern of categorized TRC combinations. The largest number of ASV differences between low and high bins were observed for B1 at stations 1 and 2 (Figure 5, Supplementary Table 1). We did not detect any enrichment in ASV comparisons related to changes in the other TRC concentrations at these stations. Fewer ASVs presented differences in their abundances at station 3 and 4. In station 3, seven ASVs were differentially abundant: three responded to B1, cHET, and HMP covariation while four to HET. At station 4, five ASVs show a differential abundance to HET and AmMP covariation (Supplementary Table 1). Fewer biological signal responses (as ASVs differential abundance) at stations 3 and 4 could be explained by TRC concentrations displaying less variability at these stations through the water column (Figure 2).
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FIGURE 5. Contrasting oceanographic and microbial dynamics at stations 1 and 2. (A) Depth profiles of dissolved B1 (pM, Black), bacterial production (pmole Leu/L/hr, teal), and phosphate (μM, brown) at stations 1 and 2. (B) Heat map of differentially abundant ASVs at depths with high B1 concentration (yellow halos A) vs. low B1 concentration (green halos A). Red represents positive log2 fold changes, indicating high ASV abundance at depths with low B1 relative to high B1. Blue represents negative log2 fold changes, indicating high ASV abundance at depths with high B1 relative to low B1. ASVs with a differential abundance (log2 fold change larger than 2 and smaller than −2) between high and low concentration B1 samples at stations 1 and 2 are plotted. Only samples above 75 meters were considered for this analysis. Taxonomic assignment of the plotted ASVs are shown in the y axis. Full taxonomic information can be found in Supplementary Table 1. (C) Phylogenetic relationships of 16S rRNA gene sequences from NAAMES4 Flavobacteria ASVs abundant at 5–25 m at station 2 (red squares, type column), publicly available Flavobacteria single cell amplified genomes (SAGs; gray squares, type column), and Bacteroidetes ASVs (white squares, type column) retrieved from coastal North Sea (Alonso et al., 2007), and coastal North Carolina bacterioplankton (D'ambrosio et al., 2014). Publicly available Flavobacteria SAGs (Supplementary Tables 2–4) were queried for evidence of B1 synthesis capacity. Genomes where B1 synthesis capacity was found are labeled with teal squares in the B1 auxotroph column, while black squares indicate putative B1 auxotrophy (Supplementary Table 4). SAG genome quality is indicated in the quality column, with high quality (>90% completeness, <5% contamination) in green, medium quality (>65% completeness, <10% contamination) in purple, and low quality (<65% completeness, contamination <10%) in orange (Supplementary Table 3). All node labels, methods used for analysis, and detailed results are provided in Supplementary Figure 2, Supplementary Tables 2–4.


The relationship of vitamin B1 concentrations with ASVs at stations 1 and 2 contrasted with observations at Stations 3 and 4 (Figure 5). Stations 1 and 2 have a similar B1 vertical distributions between 0 and 75 m, but concentrations at station 2 are roughly double those at station 1 (Figures 2, 3). However, relationships between TRC distributions and both biological (bacterial production, abundance, and Chl a) and chemical (phosphate) parameters are opposite for these two stations (Figure 5). At station 1, we found 17 ASVs displaying differential abundance between low and high samples. Fifteen of these, including an abundant diatom and six SAR11 ASVs were enriched in high B1 samples (25 and 75 m) compared to the low 5 m sample. At station 2, we found 25 ASVs displaying a differential abundance between low and high samples. In contrast to station 1, the section of low B1 concentration (5 and 25 m) was enriched (compared to the 75 m community) mostly by copiotrophic ASVs belonging to Flavobacteriales (13 ASVs), Oceanospirillales (6 ASVs) and Rhodobacterales (3 ASVs).



B1 Auxotrophic and Prototrophic Types of Differentially Abundant ASV Lineages

Given the predominance of Flavobacteria and other copiotrophs in the surface B1 depleted water at station 2 (Figure 5), we further investigated their potential B1 auxotropy status to determine if they had a requirement for TRCs. To this end we searched available databases and identified 31 SAGs (Supplementary Table 2) of the class Flavobacteria and surveyed key enzymes involved in the de novo pathway to synthesize vitamin B1 (dxs, thiH, thiD, thiC, thiE, (thiN, TPK1, THI80), thiG, and thiL; Supplementary Table 4). A total of 6 high-quality SAGs (genome completion >90%) were putative B1 prototrophs, encoding all key enzymes for de novo B1 synthesis (thiC, thiE, and thiG). One SAG (Flavobacterium sp. SG815) lacked thiC and thiG, but possessed thiE and thiD which may indicate dual B1 auxotrophy and a reliance on exogenous sources of pyrimidine and thiazole precursors. Further evidence of B1 auxotrophy in Flavobacteria was revealed by surveying two high-quality SAGs (SAT105, SCGC AAA160-P02), lacking all core B1-biosynthesis genes. Depending on the marker gene set, genome completeness estimates of the selected SAGs varied between 34–72% (Bacteria) and 21–72% (Bacteroidetes), respectively, depending on the marker gene set (Figure 5, Supplementary Table 3). The remaining medium and low-quality SAGs, with an estimated genome completeness of 23–35%, did not encode core B1- biosynthesis genes, however remain inconclusive with respect to their B1 demands due to their incomplete nature (Figure 5, Supplementary Table 3).

We next searched for connections between the SAG genomes analyzed for pathway completeness and prominent ASVs in our community profiles (Figure 5). Specifically, to address whether Flavobacteria recovered at station 2 are more related to B1 auxotrophs or prototrophs, we constructed a reference tree of recovered NAAMES ASVs and 16S rRNA gene sequences obtained from Flavobacteria SAGs, the North Sea dataset (Alonso et al., 2007), and the coastal North Carolina dataset (D'ambrosio et al., 2014). ASVs from station 2 affiliated with uncultured marine clades NS2(b), NS4 (as defined by Alonso et al., 2007), and “Uncultured Atlantic Ocean Flavobacteria” (Figure 5, Supplementary Figure 2). Reference SAGs that clustered together with these marine clades either encoded thiL (AAA536-G18, AG-487_A19) or did not contain any of the B1 core synthesis enzymes (JGI 02_I17, AG-485_N06). Notably, 16S rRNA gene sequences of putative B1 prototrophic SAGs clustered together with NS3b and NS5 marine clades of Flavobacteria (Figure 5). It is important to note that only one SAG that lacked core B1 synthesis enzymes is rated as high quality, with the rest rated as medium and low quality (Figure 5). Therefore, while these finding suggest that SAGs clustering with NAAMES amplicons lack B1 synthesis capacity, these results are not conclusive. Despite these limitations these findings provide a plausible hypothesis for the depletion of B1 by abundant Flavobacteria in the near surface at station 2.




DISCUSSION

The dynamic and variable oceanographic conditions encountered across the NAAMES4 transect provided a unique opportunity to study how TRC availability influences microbial interactions and thus community structure. The north Atlantic spring bloom is the largest annually reoccurring phytoplankton bloom on earth. The NAAMES4 expedition was planned to study the accumulation phase of Disturbance Recovery Hypothesis (DRH) for spring bloom formation (Behrenfeld et al., 2019). In the DRH, the accumulation phase is described as the period between the end of convective winter mixing and the bloom climax, when phytoplankton growth accelerates (division rates outpace loss rates) and mixed layer shoaling and increased sunlight cause phytoplankton populations to increase (Behrenfeld and Boss, 2014, 2018). During the period of biomass accumulation when we made observations, mean depth-integrated phytoplankton division rates and net primary production for the surface mixed layer were 0.46 ± 0.26 d−1 and 920 ± 405 mg C m−2d−1, respectively (Fox et al., 2020). The NAAMES project used a latitudinal transect to capture different periods of the phytoplankton annual cycle during a single cruise due to the delay of seasonal change with increasing latitude (Figure 1) (Behrenfeld et al., 2019). Thus, this cruise covered a wide area of the subtropical north Atlantic Ocean capturing biological and physical variability during the accumulation phase bloom progression (Behrenfeld et al., 2019).

Vitamin B1 and related TRCs provide a seemingly excellent example of compounds that are trafficked among microorganisms and have the potential to be underlying causes of correlations that are used to build plankton network models. B1 is universally required for catabolic and anabolic carbon metabolism, yet the majority of phytoplankton and bacterioplankton are unable to synthesize this coenzyme de novo, and require an exogenous source of one or more TRCs to grow (Jurgenson et al., 2009; Sañudo-Wilhelmy et al., 2014; Gómez-Consarnau et al., 2018; Paerl et al., 2018b). Variation in TRC requirements among taxa, which in many cases can be estimated with reasonable accuracy from genomic data, has the potential to shape the structures of microbial communities.


Oceanographic Distributions of Dissolved Thiamin Related Compounds (TRC)

Oceanographic distributions of dissolved AmMP, cHET, and HET have never before been reported, and the full suite of TRCs has never before been directly and simultaneously measured in the ocean. Here we observed that concentrations in these compounds ranged from femptomolar to picomolar, with values of 7.35–353 pM for B1, 0.09–3.45 pM for HMP, 1.76–113.5 pM for AmMP, 0.03–30.8 pM for HET, and 3.76–145 pM for cHET (Table 2). For our thiamin (B1) observations, we found an inter quartile range (IQR) concentrations of 12.0–26.7 pM and a median concentration of 16.5 pM (Table 2). These values are consistent with previous observations. Specifically, of the ca. 300 discrete dissolved B1 measurements reported for the ocean, the IQR is 17.4–81.1 pM with a median of 33.9 pM (Carlucci, 1970; Carlucci and Bowes, 1972; Okbamichael and Sañudo-Wilhelmy, 2005; Koch et al., 2012, 2013; Sañudo-Wilhelmy et al., 2012, 2014; Carini et al., 2014; Heal et al., 2014; Monteverde et al., 2015; Suffridge et al., 2017, 2018). The concentration ranges that we observed for HMP, IQR 0.16–0.39 pM, are lower than the previously observed concentrations of HMP (IQR 1.53–7.02 pM). However, only about 60 discrete measurements have been reported for dissolved HMP in the ocean and all of them come from oligotrophic regions (Carini et al., 2014; Suffridge et al., 2017, 2018). Our maximum observed HMP concentration (3.4 pM) approaches the median of 2.8 pM for previously reported concentrations (Carini et al., 2014; Suffridge et al., 2017, 2018). The current study provides the first TRC samples collected during the accumulation phase of the north Atlantic spring bloom (Behrenfeld et al., 2019). We hypothesize that the low observed HMP concentrations are a result of increased microbial demand for this valuable and broadly required TRC during a period of intense microbial activity.

The depth distributions of TRCs shared similar patterns between stations despite substantial differences in concentration ranges (Figures 2, 3). The profiles were generally depleted near the surface relative to a maximum at 100 m (Figure 3). We observed this trend at all stations except station 3 and station 4-cHET, where a surface enrichment was observed (Figure 3). Stations 3 and 4 were the northernmost stations and the only stations located in the subtropical oceanographic region (Della Penna and Gaube, 2019) (Figure 1). The observed mid-depth maximum was often coincident with subsurface Chl a maxima (Figure 1). TRC concentrations generally decreased below the ~100 m maxima and no increases in TRC concentration were observed below 300 m in the two deep samples taken at station 2.1 (1,000 and 2,600 m; Table 2). The general trend of surface depletion relative to a maximum near the bottom of the euphotic zone and low concentrations at deeper depths is similar to previously reported trends in other oceanographic regions for B1 and HMP, suggesting a potential global distribution pattern for TRCs (Sañudo-Wilhelmy et al., 2012; Carini et al., 2014; Suffridge et al., 2017, 2018).



Relationship Between TRCs and Environmental Parameters

Despite the similarity in TRC distribution patterns across the transect, the relationships between TRC distributions and bacterial abundance, bacterial production, Chl a, DOC, and phosphate distributions were not universal across all stations (Supplementary Figure 1). For example, stations 1 and 2 share similar TRC patterns (Figure 3), but at station 1 bacterial abundance, bacterial production, and Chl a are positively correlated with TRCs while at station 2 these same parameters are negatively correlated with TRCs (Figure 5, Supplementary Figure 1). Similarly, TRCs and phosphate are negatively correlated at station 1, but are positively correlated at station 2. The magnitude of both TRCs and these core parameters were substantially greater at station 2 than station 1 (Figure 1), suggesting that greater biological activity causes different relationships between TRCs and core parameters. Varying relationships between TRCs and the biological and chemical parameters were observed at all stations that were either similar to station 1 (e.g., stations 2.1, 3, and 4-cHET) or station 2 (e.g., station 3-HET and 3-HMP, station 4 all but cHET) (Supplementary Figure 1).

The observations above indicate that, on the scale of the transect, TRC concentrations are decoupled from our measured core biological and chemical parameters. However, relationships between TRC distributions and core biological and chemical parameters are robust at the local scale of each individual station. In other words, while TRC distribution patterns remained similar, their relationship with biological and chemical parameters varied between stations (Figures 1, 3, 5). These observations led us to hypothesize that differences in the microbial community composition between stations are responsible for the TRC distributions patterns and their relationships with biological and chemical parameters.



Relationship Between TRCs and Microbial Community Composition

Canonical analysis of principal coordinates (CAP) indicated that the microbial ASV profiles of relatively abundant taxa found at each station are distinct between stations near the surface (5–75 m) and have some overlaps below the euphotic zone (Figure 4). We investigated the relationship between 16S rRNA ASV (including bacterioplankton, cyanobacteria, and eukaryotic plastids) based microbial community diversity (Bolaños et al., 2020a), TRC concentrations, and environmental parameters. These data were all collected in parallel on the NAAMES4 expedition to determine if differences in TRC concentrations created differences in the microbial community. Our analysis showed that microbial communities from the upper 100 m cluster closely by station. The individual station clusters ordinated into two larger groups along the first component (stations 1, 2.1, 3 vs. stations 2,4). This clustering matched the correlative relationships between TRCs and biological and chemical parameters described above (Figure 4). These observations support the interpretation that variation in the composition of the planktonic microbial communities is contributing to the observed correlations between TRC concentrations, macronutrient concentrations, and the biological status of blooms.

Having found evidence for a link between community composition and TRC concentrations, we asked whether there was evidence in genome data that could support linking B1 metabolic strategies to TRC concentrations. We identified ASVs that were differentially abundant in samples with high and low B1 concentrations (i.e., ASV's representing taxa that could explain the relationships observed in the CAP analysis). TRC concentrations were binned into “high” and “low” groups relative to the mean TRC concentration at each station. A fully factorial analysis was conducted analyzing all combinations of TRCs and ASVs. Only B1 at stations 1 and 2 display differences in the abundance of specific ASVs (Figure 5). The CAP analysis also indicated a strong differentiation between microbial communities at these two stations. The combined results from these two analyses thus suggest that B1 concentrations is an important contributor to the observed differences (Figure 4).



Stations 1 and 2 Have Contrasting Relationships Between TRCs and the Microbial Community

At station 1, oligotrophs, including SAR11, were more abundant at 25 m and 75 m (where B1 concentrations were elevated) than at 5 m (where B1 concentrations were low) (Figure 5). Conversely, at station 2, copiotrophic Flavobacteria were more abundant between the surface and 25 m (where B1 concentrations were low) than at deeper depths (Figure 5). It is worth noting that the lowest B1 concentrations at station 2 are roughly equivalent to the highest B1 concentrations at station 1, and the highest B1 concentrations at station 2 are about 5 times the highest B1 at station 1 (Figure 5). At station 1 the concentration gradient of B1 did not appear to be related to a complex restructuring of the microbial community, since only a few ASVs responded to changes in B1 concentration (Figure 5). In contrast, the number of responding ASVs in the first 25 m of station 2, their taxonomic affiliation, and the high concentrations of B1 at 75 m and below, showed how TRC availability might modify communities (Figure 5).

Station 1 and 2 are located in similar physical settings, which allowed us to search for relationships between TRC concentrations and microbial community structure. Both stations are located at nearly the same latitude and in the same oceanographic region (Figure 1) (Behrenfeld et al., 2019). Mixed layer depths were similar at station 1 and 2 (80 and 65 m, respectively), yet despite this similar physical setting our multivariant analysis and differential ASV community diversity analysis indicated potentially contrasting TRC acquisition strategies at these two sites (Figures 4, 5).

Station 1 was moderately oligotrophic, with magnitudes of TRCs, biological, and chemical parameters lower than station 2. At station 1 relationships between TRCs and other measurements was inverse to those at station 2. Specifically, TRC distributions were positively correlated with indicators of growth and biomass and were negatively correlated to phosphate (Figure 5), with depth integrated (0–150 m) phosphate being the lowest observed across the transect (Figure 1). The tight coupling between TRC concentrations and biological activity at station 1, in conjunction with bacterial production values 5-fold below those at station 2, suggests that rates of microbial TRC production and consumption are linked to microbial metabolic rates in oligotrophic environments.

The conditions encountered at station 2 were consistent with the accumulation phase of the Disturbance Recovery Hypothesis; the highest observed TRC concentrations, bacterial production, Chl a, and bacterial abundance were present (Behrenfeld et al., 2019). At this station, TRCs had nutrient-like distributions and were negatively correlated with biomass (Figure 5). Moreover, phosphate and TRC concentrations were low at the surface and increased with depth, whereas other biological parameters were maximal near surface and decreased with depth. The accumulation phase of the spring bloom is characterized by a period of enhanced growth, as we observed (Behrenfeld and Boss, 2014, 2018). Concomitant with maximum bacterial production, we observed lower concentrations of phosphate and TRCs in the upper 25 m and an abundance of ASVs corresponding to copiotrophic and fast growing bacterial lineages (Figure 5) (Kirchman, 2002; Pinhassi et al., 2004). Among these responding bacteria, Flavobacteria were the most represented taxa. This observation may suggest that uptake of B1 by Flavobacteria influenced the vertical structure of B1 concentrations observed within the mixed layer at this station.

Subsequent comparative genomic analyses revealed that the Flavobacteria ASVs that were highly abundant at 5 m and 25 m at station 2 are potentially B1 auxotrophs, supporting our above hypothesis (Figure 5). Previous genome surveys have indicated that some Flavobacteria taxa are B1 auxotrophs, and in some cases may utilize proteorhodopsin derived energy to acquire vitamin B1 from the dissolved pool (Sañudo-Wilhelmy et al., 2014; Gómez-Consarnau et al., 2016, 2018). Unfortunately, B1 auxotrophy is paraphyletic, meaning that ASV data must be paired with genomic data to accurately determine vitamin B1 auxotrophy. In order to determine the putative B1 synthesis/auxotrophy status of the differentially abundant NAAMES flavobacteria ASVs at station 2, we conducted a phylogenetic reconstruction using these ASVs, publicly available SAGs, and flavobacteria ASV sequences from the literature (Alonso et al., 2007; D'ambrosio et al., 2014). The resulting tree indicated that the NAAMES ASVs clustered into three distinct clades, and each of these clades included at least one closely related SAG for genome comparison (Figure 5). The phylogenetic placement of the NAAMES flavobacteria ASVs is consistent with previous research that has indicated that there is a high degree of niche specialization amongst these organisms (Diez-Vives et al., 2019). The SAGs were then queried for B1 synthesis capacity. It was determined that the SAGs that cluster closest with the NAAMES ASVs lacked evidence of B1 synthesis capacity, while evidence for B1 synthesis capacity was found in those that were more phylogenetically distant (Figure 5). These results suggest that the NAAMES ASVs are putative vitamin B1 auxotrophs, capable of depleting dissolved vitamin B1 from the depths where they were abundant at station 2. However, it is important to note that the SAGs where B1 synthesis was not found are generally of lower quality (completeness and contamination) than those where evidence for B1 synthesis was found (Figure 5). While there are substantial limitations to this analysis (e.g., absence of evidence is not evidence of absence), our data suggests that vitamin B1 uptake by auxotrophic flavobacteria is responsible for the depletion of B1 at 5–25 m relative to 75 m at station 2.



TRC Cycling Mediates Microbial Interactions: A Hypothetical Framework

While it is clear from cell biology and comparative genomics that TRCs are essential to the growth of many planktonic taxa, there is no clear framework for understanding how TRC cycling impacts community structure in the ocean. The data presented in this study is the most complete analysis of oceanographic TRC distribution, and its relationship with the microbial community to date. Although we consider this new information about of TRC cycling to be the beginning of the exploration of an important and complex process, based on this data we propose a hypothetical framework that could explain observations from this study. It is known that under non-bloom conditions when net plankton community production is low (as indicated by lower bacterial production, bacterial abundance, and Chl a), microbial community structure is relatively stable and diversity is relatively high (Fuhrman et al., 2006, 2015; Tai and Palenik, 2009; Teeling et al., 2012; Chow et al., 2013; Cram et al., 2015; Needham and Fuhrman, 2016). We hypothesize that under these conditions, TRC concentrations approach a steady state where production and consumption terms are balanced, and the standing stock of TRCs is positively correlated with bacterial productivity as seen at station 1 (Figure 5). In contrast, community stability is disrupted during a bloom, with the microbial community shifting toward dominance by a single group or consortia of species resulting in elevated microbial biomass and metabolic activity (Teeling et al., 2012; Behrenfeld and Boss, 2018; Bolaños et al., 2020b; Kramer and Graff, 2020; Yang et al., 2020). We hypothesize that during bloom conditions, such as those observed at station 2, TRC production and consumption terms become unbalanced and, depending on the TRC auxotrophy status of the blooming organisms, TRC demand could outpace production, and result in TRC drawdown (Figure 5). Conversely, TRC production could outpace demand leading to accumulation. It is also likely that as community succession occurs during a bloom (e.g., Teeling et al., 2012; Bolaños et al., 2020b) and one dominant species is replaced by another, relative rates of TRC production and consumption could flip. Therefore, we hypothesize that TRC production outpaced demand prior to our occupation and sampling of station 2, resulting in a surplus of dissolved TRC as indicated by increasing TRC concentrations with depth at station 2 (Figure 5). Subsequently, TRC auxotrophic Flavobacteria bloomed at 5 and 25 m resulting in TRC demand outpacing production, and ultimately TRC depletion at these depths (Figure 5). Future time series research will be required to validate these assumption-based hypotheses, but we believe the above hypothesis are consistent with the single timepoint observations from stations 1 and 2.

These environmental observations showing differential relationships between microbial groups and TRC availability support findings from cell culture studies and metagenomic surveys that demonstrate a mixture of TRC auxotrophy types are abundant in marine systems (Carini et al., 2014; McRose et al., 2014; Paerl et al., 2016, 2018a,b; Gutowska et al., 2017). Marine microbial community composition depends on multiple temporally dynamic variables, making it risky to use temporally discrete sampling to dissect the impact of multiple variables. However, the relationships we report support a plausible framework of hypotheses about the TRC impacts on communities.
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Supplementary Figure 1. Spearman's correlations between TRC concentrations and core biological, chemical, and physical parameters at each station. Spearman's correlation matrices were calculated for these parameters at depths where TRC samples were collected. The strength and magnitude of the correlation (Spearman's rho) is depicted using color. Statistical significance was not assessed due to the low sample number. Parameters were ordered using hierarchical clustering.

Supplementary Figure 2. Phylogenetic context of NAAMES flavobacteria suggest B1 auxotrophy. This is the fully annotated version of Figure 5. Phylogenetic relationships of 16S rRNA gene sequences retrieved from NAAMES4 expedition abundant at 5-25 m at station 2 labeled in red, and reference sequences from the coastal North Sea (Alonso et al., 2007) and coastal North Carolina (D'ambrosio et al., 2014) labeled in black. Single amplified genomes are highlighted in green. Single amplified genomes encoding for thiC (putative vitamin B1 auxotrophs) are denoted with a star (Supplementary Table 3). The phylogenetic tree was calculated using MAFFT software tool, Method Neighbor-Joining, Jukes-Cantor Model, Bootstrap resampling 100. Full-length sequences were trimmed to NAAMES ASVs (330 bp).

Supplementary Table 1. Significant differentially abundant ASVs in low and high TRC concentrations at each station. ASVs underlying statistics of figure HEAT are presented accompanied by the complete taxonomic assignment. A threshold of P adjusted <0.01 was set to determine a Log2foldchange > |2| as a significant change.

Supplementary Table 2. Publicly available Flavobacteria single amplified genomes obtained from the IMG database that were surveyed for TRC-related biosynthesis and transporter proteins.

Supplementary Table 3. Flavobacteria SAG Genome completeness.

Supplementary Table 4. Key enzymes for the de novo pathway to synthesize vitamin B1 determined to be present in Flavobacteria SAGs by HMMER analysis.
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To date, the relative contribution of primary marine organic matter to the subset of atmospheric particles that nucleate cloud droplets is highly uncertain. Here, cloud condensation nuclei (CCN) measurements were conducted on aerosolized sea surface microlayer (SML) samples collected from the North Atlantic Ocean during the NASA North Atlantic Aerosols and Marine Ecosystems Study (NAAMES), κ values were predicted for three representative high molecular weight (HMW) organic components of marine aerosol: 6-glucose, humic acid, and ribulose-1,5-bisphosphate carboxylase/oxygenase (RuBisCO). The predicted κ values for pure organic aerosols varied by only ±0.01 across all of the organics chosen. For the desalted SML samples, calculations assuming an organic composition of entirely RuBisCO provided the closest predicted κ values for the desalted SML samples with a mean κ value of 0.53 ± 0.10. These results indicate that it is the sea salt in the SML which drives the cloud formation potential of marine aerosols. While the presence of organic material from the ocean surface waters may increase aerosol mass due to enrichment processes, cloud formation potential of mixed organic/salt primary marine aerosols will be slightly weakened or unchanged compared to sea spray aerosol.
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INTRODUCTION

Marine aerosol-cloud interactions represent one of the largest uncertainties in understanding climate change (Carslaw et al., 2013; IPCC, 2014; Brooks and Thornton, 2018). Some aerosols act as cloud condensation nuclei (CCN) by providing sites onto which cloud droplets form. Natural events such as phytoplankton blooms may influence aerosol production and consequently have a large impact on climate. Increasing ocean temperatures, predicted to warm by +1.3 to +2.8°C globally over the twenty-first century (IPCC, 2014), are likely to increase water vapor resulting from evaporation (Held and Soden, 2000) adding further uncertainty to predictions of aerosol-cloud interactions. The warming of the ocean has the potential to change the biogenic sources of CCN as the subtropical gyres expand and phytoplankton distributions change (Rees, 2012; IPCC, 2014; Käse and Geuer, 2018). Through bubble bursting, aerosols containing large surfactants may enter the atmosphere and act as CCN to form clouds (Quinn et al., 2015; Brooks and Thornton, 2018). In addition, CCN production can occur through secondary aerosol formation resulting from chemical reactions involving gas phase marine emissions (O'Dowd et al., 2004, 2015; Sanchez et al., 2018).

Over the oceans, aerosol populations are comprised of marine aerosol and transported continental aerosol. When comparing the cloud forming potential of different aerosol populations, it is common to calculate the apparent hygroscopicity parameter, κ, of each population (Petters and Kreidenweis, 2007). Calculating κ values provides a simple way of parameterizing cloud formation which has been widely used in modeling cloud formation (Rose et al., 2010; Markelj et al., 2017). An aerosol with a low κ value requires a high supersaturation for CCN activation while an aerosol with a high κ value needs a lower supersaturation for CCN activation. Typical κ values for continental and marine regions are 0.27 ± 0.21 and 0.72 ± 0.24, respectively (Pringle et al., 2010). Variations in κ values arise due to dependence on aerosol source, composition, and aging. Table 1 shows a summary of κ values from various field campaigns and laboratory experiments.


Table 1. Summary of κ values.
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Results from a laboratory study that measured the CCN activity changes of sodium chloride or artificial seawater mixed with surfactants estimated there would be less than a 3% change in the CCN number concentrations over the remote boundary layer under simulated “bloom” conditions (Moore M. J. K. et al., 2011). The inclusion of organic matter during bubble bursting and sea spray aerosol (SSA) formation had little effect on CCN activity suggesting that phytoplankton derived organic matter had negligible effects on CCN formation. The influence of the organics was largely masked by the influence of salts on cloud formation. In a previous study, the organic concentration measured in both fresh and aged SSA indicated that the organic content did not correlate with the CCN activation of the SSA (Herich et al., 2009; Modini et al., 2010), further suggesting that the changes in the amounts of organics present had no effect on the particles propensity to activate as CCN. Oppositely, studies have shown that the enriched organic component in ambient aerosol and could have a larger impact of the CCN activation. A laboratory experiment by Rastelli et al. (2017) found that the generation of sea spray aerosol through bubble bursting produced aerosols enriched in each organic component analyzed which included lipids (enrichment up to 140,000), carbohydrates (enrichment up to 100,000), and proteins (enrichment up to 120,000). Van Pinxteren et al. (2017) found that organic carbon was enriched in the SML relative to bulk seawater on average by a factor of two and further enriched in submicron ambient aerosol by a factor of 103-104 during periods of low chlorophyll a and 105 during periods of high chlorophyll a. Another study measured the concentration of individual saccharides relative to sodium and found enrichment of 14–1,314-fold in fine SSA, 3–138-fold in coarse SSA, and 1.0–16.2-fold in SML compared to bulk water (Jayarathne et al., 2016). Schill et al. (2015) studied internal mixtures with sea salt: galactose over a range of mass mixing ratios. These results show that for an increasing concentration of organic matter within a mixture the κ values decrease. Fuentes et al. (2011) observed that the presence of marine organic matter caused a reduction of 5–24% in the cloud condensation activity of the primary marine aerosol compared to seawater not containing any marine organics. In a series of mesocosm experiments, Schwier et al. (2017) found there were little differences in the properties of submicron aerosol generated from seawaters of the control mesocosm compared to the primary marine aerosol (PMA) generated from the enriched mesocosms, indicating that artificial blooms did not strongly affect the physical or chemical properties of PMA. In summary, there is a wide range of reported marine κ values ranging from a low κ value of <0.30 to a high κ value >0.90. A clear explanation of the causes of the variations remains unknown in part because the connection between the properties of primary marine aerosol and its organic content and composition are poorly understood.

The ability of an aerosol to activate as a CCN depends on its chemical composition as well as its size. At one point it was thought that the major source of marine CCN originated from secondary sulfate aerosol (Charlson et al., 1987). It has since been recognized that the ocean also emits primary organic aerosols which may contribute to the marine CCN population (Quinn and Bates, 2011). Microorganisms (including phytoplankton) release dimethylsulfoniopropionate (DMSP) into the water. DMSP is lysed by enzymes to produce dimethyl sulfide (DMS) and its volatile nature results in a flux to the atmosphere. After a series of oxidation reactions lasting 1–2 days in the troposphere, DMS produces sulfate aerosol (Andreae, 1990; Chen et al., 2018). A recent study quantified DMS-derived CCN concentrations from primary production and reported an increase in CCN concentrations during the biologically active late-spring compared to late-autumn when biological activity was low (Sanchez et al., 2018). Contrary to these results, Bates et al. (2020) showed that the physiological state of marine phytoplankton ecosystems have little effect on SSA and hypothesized that the major source of organic SSA is the pool of background dissolved organic carbon (DOC) available in the ocean (Quinn et al., 2014). Primary marine aerosol contributions to CCN have not been quantified with the same rigor as DMS contributions to CCN. This is due in part to the lack of measurements that constrain the amount, chemical composition, and potential sources of organic matter in primary marine aerosol (Brooks and Thornton, 2018). The wide variety of marine κ values reported across experimental and field campaigns suggest that organics may be responsible for this variability.

Sea spray aerosol composed predominantly of salt enters the marine boundary layer at an estimated rate of 2,000–10,000 Tg yr−1 (Gantt and Meskhidze, 2013). SSA also contains 10 ± 5 Tg yr−1 of organic material. While this is a relatively small amount, it may have significant impacts on the cloud forming properties of aerosols. The composition of seawater, contains 35 g/L salts and 0.002 g/L organics (Mackinnon, 1981; Hansell and Carlson, 2014). These organics are mainly contributed by the marine dissolved organic carbon (DOC) reservoir which, at 662 Pg (Hansell et al., 2009) is the largest pool of reduced carbon in the ocean. DOC is operationally defined as organic matter that passes through a 0.70 μm filter and is comprised of myriad of compounds that span from dissolved solutes, to colloidal material to small cells and cell parts (Carlson and Hansell, 2015). DOC is often grouped into low molecular weight (LMW) and high molecular weight (HMW) pools, which are <1,000 atomic mass units (amu) and >1,000 amu in size, respectively (Benner and Amon, 2015). HMW DOC is typically 25–40% of the DOC pool in the surface ocean (Benner, 2002; Kaiser and Benner, 2009). Injections of fresh DOC into the atmosphere can contribute to changes in SSA composition (Miyazaki et al., 2018).

In a series of field experiments in clean regions (with minimal anthropogenic influences) of the North Atlantic and Arctic, the majority of organic mass in aerosols was classified as carbohydrate-like compounds containing hydroxyl groups from primary marine emissions (Russell et al., 2010). Similarly, another study found that chemical interactions between soluble saccharides and surface-active molecules could provide a saccharide-like composition of the SSA (Burrows et al., 2016) through a proposed mechanism of ion-mediated co-adsorption (Schill et al., 2018). Conversely, Lawler et al. (2020) determined that the alcohol functional group was a major contributor to primary sea spray organic mass and that polysaccharides represent some fraction of the alcohol group mass but do not appear to be the main contributor. Changes in molecular diversity in seawater have been shown to modulate the CCN activity of SSA (Cochran et al., 2017). However, relating the composition of SSA to organic matter in the water column is a challenge given the molecular diversity of dissolved organic material (DOM) is an estimated 1012-1015 compounds (Hedges, 2002). During a phytoplankton bloom, the composition of organic matter in the water column will depend on community composition of the phytoplankton and associated bacterioplankton, their relative abundances, production, and physiological strategy as they respond to the dynamic physical and chemical environment (Williams, 1995; Carlson et al., 1998; Kujawinski, 2011; Thornton, 2014). Consequently, the molecular diversity of marine aerosols is affected by the composition and productivity of microorganisms in the water (Cochran et al., 2017). In a mesocosm experiment it was found that only 32% of the submicron aerosol contained long-chain fatty acids at the beginning of a phytoplankton bloom (Cochran et al., 2017). Other compounds included polysaccharides (14%), siliceous material (13%), and a mixture of free saccharides and short-chain fatty acids (17%). However, at the later phases of the bloom the fraction of long-chain fatty acid particles increased significantly (up to 75%). High concentrations of CCN were measured in sea spray aerosol enriched in organic matter, suggesting this phenomenon was related to the enrichment of marine hydrogels in the SSA which contributed to the CCN population (Ovadnevaite et al., 2011). Gel-forming properties similar to those in marine hydrogels are thought to play a role in the observed dichotomous behavior of organic rich sea spray particles (Ovadnevaite et al., 2011). Primary aerosols are injected into the atmosphere through bubble bursting, in which bubbles in the ocean rise to the surface where they pass through the sea-air interface, known as the sea surface microlayer (SML). The SML is operationally defined as the uppermost 1–1,000 μm of the ocean (Liss and Duce, 1997). It is enriched in surface-active organic compounds, such as proteins, lipids, polysaccharides, and amino acids, relative to the subsurface waters (Kuznetsova and Lee, 2002; Reinthaler et al., 2008; Cunliffe et al., 2013; Thornton et al., 2016; Aller et al., 2017). Enriched organics present in the SML can be in the form of gel-like particles such as Coomassie Stainable Particles (CSP) (which contain protein) and Transparent Exopolymer Particles (TEP) (which contain acidic polysaccharides) (Alldredge et al., 1993; Passow, 2002; Wurl and Holmes, 2008; Thornton et al., 2016; Engel et al., 2017). Surface active compounds (surfactants) are emitted to the atmosphere as a major component of primary marine aerosol (Cochran et al., 2016; Chingin et al., 2018; Frossard et al., 2019) through bubble bursting (Facchini et al., 2008; Frossard et al., 2014, 2019). While bubble bursting through the SML is a source of primary marine aerosol (Russell et al., 2010; Brooks and Thornton, 2018), previous work suggests that surface active compounds are primarily emitted from the ocean directly by bubble plumes, which scavenge organics as they rise to the surface (Chingin et al., 2018; Beaupre et al., 2019; Frossard et al., 2019).

Organic carbon can be enriched by more than 100% from the subsurface waters to the SML (Van Pinxteren et al., 2017). By comparison, the enrichment of salt in the SML does not typically exceed 3% compared to the bulk water (Liss and Duce, 1997). Organic compounds common in the SML have been identified in primary marine aerosol, including HMW surface active DOM, such as polymers incorporated into microgels, TEP, and CSP (Kuznetsova et al., 2005; Orellana et al., 2011; Aller et al., 2017). HMW species are of interest because they tend to be largely surface active organics (Engel and Händel, 2011; Engel and Galgani, 2016). As such, it has been proposed that their potential role in improving CCN efficiency is high even when they are present in low concentrations, with organic mass fraction as small as 0.20 (Sorjamaa et al., 2004; Lowe et al., 2019). In addition, HMW DOM is more closely coupled to local biological activity than LMW DOM as it is generally more recently produced. Additionally, freshly produced LMW compounds are also the most labile compounds, thus the flux and associated turnover of fresh LMW can be very high resulting in little fresh LMW DOM accumulation. In contrast, LMW DOM contains more recalcitrant material that reflects the “background” DOM but can also be coupled to local biological activity (Amon and Benner, 1996).

To date, the connection between HMW organic surfactants concentrated in the SML and cloud formation is uncertain. Since HMW organic species tends to be surface active, their presence even in relatively small quantities may reduce the equilibrium vapor pressure over drops promoting the activation and growth of cloud droplets (Lohmann et al., 2016; Kubicki et al., 2019). It has been shown that after marine primary aerosol are formed they can become coated with organic surfactants, such as long-chain hydrocarbons (Djikaev and Ruckenstein, 2014; Luo et al., 2019). In this study, SML samples were collected in the North Atlantic Ocean to quantify the relative importance of the salt and organic constituents of aerosols emitted from the surface waters. Analyzing SML samples rather than directly collected SSA is a clear caveat in this study. However, previous studies have also relied on SML samples (Rasmussen et al., 2017; Irish et al., 2019; Christiansen et al., 2020; Ickes et al., 2020; Wolf et al., 2020) and even on surface water samples (Mason et al., 2016; Irish et al., 2017; Wilbourn et al., 2020) to understand the warm and ice cloud nucleating behavior of materials contained in aerosol. Christiansen et al. (2020) observed that the CCN activity of SML samples collected in the North Atlantic and Arctic Ocean was the same as artificial seawater containing only salt, within experimental error. Although seawater rather than SML samples were analyzed, Rasmussen et al. (2017) did not observe significant changes in CCN properties due to marine organics. In our study, a subset of the SML samples were desalted to remove all sea salt components leaving only the organic constituents behind. Next, both SML and desalted SML samples were aerosolized and their CCN properties were measured. Modified Köhler theory, along with supporting measurements of SML composition and surface tension, was used to evaluate the contribution of primary organic aerosols to the overall cloud formation process. The results from this modeling study determine how mixtures of marine organics and salts influence κ values. Modeled results were compared to the observed CCN properties to provide insight on which SML components drive the cloud formation potential of marine aerosols.



EXPERIMENTAL DETAILS

The National Aeronautics and Space Administration (NASA) North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) focused on the effects of phytoplankton blooms and associated ecosystem processes on the formation of marine aerosols and their effect on boundary layer cloud properties (Behrenfeld et al., 2019). NAAMES consisted of four separate research cruises on the R/V Atlantis over a 4-year span. Within the context of NAAMES, the objective of this study was to characterize the cloud-forming potential of organic compounds in marine aerosols generated by the SML, in comparison to the cloud forming potential of salts. SML samples were collected during the third and fourth campaigns, August-September 2017 and March-April 2018, respectively. Composition analysis included ion chromatography (IC), total organic carbon (TOC) measurements, and DOC measurements.


Sample Collection and Storage

SML samples were collected during cruises in August–September 2017 (NAAMES 3) and March–April 2018 (NAAMES 4) at each of the stations indicated in Figure 1. At each station, profiles of hydrographic variables including TOC, DOC, and chlorophyll a were collected in the surface 500 m as described in Behrenfeld et al. (2019) and Baetge et al. (2020). These were later compared against corresponding measurements of SML samples to determine which components were enriched in the SML. To collect a SML sample, a Garrett screen (57.5 cm2) was attached to a nylon rope and lowered over the starboard side of the ship (Garrett, 1965; Galachyants et al., 2016; Dreshchinskii and Engel, 2017; Sabbaghzadeh et al., 2017; Drozdowska et al., 2018) until it lightly touched the surface of the ocean and then it was pulled back up to the deck. During times of SML sampling, the ship was in a stationary position and the screen was lowered down to the ocean surface close to the hull of the ship. The Garrett screen was held at an angle to allow the microlayer sample to run off the screen through an acid-cleaned glass funnel and into an acid-cleaned polycarbonate bottle. Sampling was repeated until a volume of ~1.5 L was collected. Milli-Q water was used to clean the screen, funnel, and polycarbonate bottle between sampling periods. Samples were then subsampled for CCN property measurements into acid-washed storage bottles and immediately placed into a −80°C freezer to preserve the samples until they could be analyzed in laboratories at Texas A&M University and NASA Langley Research Center (LaRC). Samples were also subsampled for TOC and DOC into pre-combusted (4 h at 450C) 40 mL borosilicate glass EPA vials, fixed immediately with DOC-free 4N HCl to a pH of <3, and stored at ~14°C in an environmental chamber free of volatile organics until processing at the University of California, Santa Barbara.


[image: Figure 1]
FIGURE 1. Subset of NAAMES 3 and NAAMES 4 sampling stations. Sampling stations are indicated with red markers. The blue marker indicates the start and end point for NAAMES 3 and the end point for NAAMES 4.




Desalting Process

Prior to measuring the cloud activation potential of the organics contained in the microlayer, it was necessary to first remove the non-organic salt components from the samples. Chlorophyll a concentrations were measured using HPLC. From each field campaign, two samples were chosen from the stations with the highest and lowest chlorophyll a concentration (Table 2). To begin the desalting process, the samples were removed from the −80°C storage freezer at Texas A&M University and allowed to thaw at room temperature. Next, the salinity of each sample was determined using a portable refractometer. The samples were not filtered prior to the desalting process.


Table 2. Salt concentrations of selected samples before and after desalting.
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The desalting process was conducted using Spectra/Por 7 regenerated cellulose membrane (Spectrum Chemical) tubing with a volume to length ratio of 4.6 ml/cm. The inside and the outside of the tubing was rinsed with ultra-high purity (UHP) water to remove any associated organic or inorganic compounds. A clamp was placed on one end of the tubing and then the tubing was filled with 10 ml of sample. The other end was clamped closed and the bag was placed in a container filled with UHP water. The water in the container was stirred every 2 h and the salinity of the samples was measured after 6 h using a portable refractometer. After 6 h the water in the container was replaced with fresh UHP water and the final salinity of the samples was measured again after 24 h. The samples were poured from the dialysis tubing into VWR sterile 15 ml centrifuge tubes and frozen at −80°C until further analysis could be performed.

Dialysis membranes are characterized by their molecular weight cut-off (MWCO), which is defined by the manufacturer as the smallest solute at which 90% (by weight) is retained by the membrane. The Spectra/Por 7 membrane had a molecular weight cut-off 1,000 amu. Additionally, the efficiency of the Spectra/Por 7 membrane was determined in previous work (Thornton et al., 2007). For compounds with sizes below the MWCO, the removal efficiency will be increased. The membrane removed salts in this study by >99% as confirmed by the refractometer and ion chromatography measurements. Conversely, the representative HMW organic compounds evaluated in this study, 6-glucose (a stable oligosaccharide composed of 6 glucose units), humic acid, and RuBisCO, are each larger than the membrane MWCO. Based on the manufacturer specifications, at least 90% of the mass of these organic compounds was retained. Since it was not feasible to measure the organic composition in the desalted samples, a more accurate value cannot be reported. Fortunately, the CCN measurement procedure employed in this study is not sensitive to the total mass of material, only to the relative contributions to the mass of solutes in the aerosolized solution. It should be noted that any smaller organic compounds, i.e., the LMW organic compounds, will be largely removed during the desalting process. Since the desalting process largely removed LMW compounds, measurements after desalting reflect the HMW organic compounds.



Characterizing Organic and Salt Contributions to Cloud Formation Potential

The SML and desalted SML (DSML) samples were shipped in an insulated container with dry ice to the NASA LaRC for further analysis, including the abundance and size distribution of aerosols generated from the samples in the laboratory, the CCN activity of the aerosols, ion chromatography (IC), and surface tension.



Cloud Condensation Nucleation

The setup for CCN measurements in the NASA LaRC laboratory is shown in Figure 2. A custom built nebulizer was used to create aerosols from the SML and DSML samples. While the nebulizer generated particles, the CCN measurements in this study were not sensitive to the total mass of material, only to the relative concentrations of the mass of solutes in the aerosolized solutions. The aerosols were then passed through a desiccant drier to a differential mobility analyzer (DMA, TSI Inc. Model 3082) for size selection. The size range was set to measure aerosol sizes from 10 to 520 nm. Exiting the DMA, the flow of aerosols was split between a condensation particle counter (CPC, TSI Inc. Model 3776) and a cloud condensation nuclei counter (CCN counter, Droplet Measurement Technologies, Inc. CCNC-100). The use of the nebulizer in this study may have reduced the organic fraction in the aerosol to some degree. Other studies have reported that using the water fall method produces aerosols with more realistic marine aerosol compositions than other generation methods (Fuentes et al., 2010; Prather et al., 2013; Stokes et al., 2013; Collins et al., 2014; Lee et al., 2015; McCluskey et al., 2017; Christiansen et al., 2019).
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FIGURE 2. Experimental setup for CCN measurements.


Using the LaRC setup shown in Figure 2, a supersaturation was selected on the CCN counter. Then a series of diameters were scanned by the DMA to allow a range of particle sizes to enter the CCN counter (Moore et al., 2010). The activated fraction, which is the ratio of the concentration of particles which activate at a given supersaturation as CCN (measured by the CCN counter) to the total concentration of particles counted (measured by the CPC) was determined as a function of diameter.

The critical diameter of an aerosol is defined as the diameter an aerosol must reach for spontaneous uptake of water and cloud droplet formation to ensue. Operationally, the critical diameter was determined by plotting activated fraction against dry diameter and determining the diameter at which 50% of the particles activated as CCN (Rose et al., 2008; Ma et al., 2013). The critical supersaturation, defined as the supersaturation when the critical diameter is achieved and spontaneous growth occurs, was also determined. An example of an activated fraction vs. diameter plot is provided in Supplementary Figure 1.

Prior to the experiment, CCN instrument calibrations were performed following the procedure of Moore et al. (2010). Using data from an ammonium sulfate calibration, the critical supersaturation of ammonium sulfate determined using Köhler Theory was plotted against the temperature gradient measured within the CCN instrument. Model I regression was used to calculate an adjusted supersaturation and hence, the critical supersaturation. In the Model I regression the temperature gradient was considered the independent variable and the percentage supersaturation was considered the dependent variable.



Seawater Organic Carbon Measurements

Replicate TOC and DOC concentrations (μmol C L-1) were determined by the high temperature combustion technique using Shimadzu TOC-V or TOC-L analyzers (Carlson et al., 2010). Each batch analysis was calibrated using glucose solutions of 25–100 μmol CL-1 in low carbon blank water. Data quality was assessed by measuring surface and deep seawater references [sourced from the Santa Barbara Channel (SBC)] after every 6–8 samples. Precision for DOC analysis is ~1 μmol L-1 or a coefficient of variation (CV) of ~2%. SBC reference waters were calibrated with DOC consensus reference material provided by Hansell (2005).

For the subsurface waters TOC samples were taken directly from the shallowest Niskin bottles (5 m), and DOC samples were filtered through 0.7 μm GF/F filters from the Niskin bottles. From the SML samples, a total of six corresponding TOC and DOC samples were taken. In those samples, the mean difference between the two measurements was 3.94% (Supplementary Figure 2). All other SML samples were only subsampled for either TOC or DOC. To be able to compare subsurface samples to SML samples, the mean difference between SML TOC and DOC was applied as a correction factor to TOC samples, such that DOC in those samples equaled: TOC - (TOC × 0.0394).



Salt Concentration Measurements

To obtain measurements of the salt concentrations before and after desalting, a portable refractometer and ion chromatography (IC) were used. Ion chromatography (Dionex ICS-3000, ThermoFisher Scientific) measured the concentrations of chloride, bromide, nitrate, sulfate, sodium, ammonium, potassium, magnesium, and calcium. Two parallel systems were used to analyze anions and cations using potassium hydroxide and methanesulfonic acid eluents, respectively. Ion peaks were identified using conductometric detection and quantified against inorganic standards (Dionex combined seven anion standard II, Dionex combined six cation standard, ThermoFisher Scientific). Then, using the IC data and the stoichiometry of the most abundant salts in seawater (Morcos, 1970), the relative concentration of salts was determined by pairing cations with anions to predict concentrations of sodium chloride, magnesium chloride, magnesium sulfate, and sodium sulfate. While other compounds found in seawater were not considered, these four compounds comprised at least 95% of the mass of the salts in each SML sample. No IC data available for NAAMES 3 Station 6 sample so the composition was assumed to be the same as the NAAMES 3 Station 1 sample. For reference, the ion chromatography data is reported in Supplementary Table 1.



Surface Tension

The surface tension was measured for each SML and DSML sample using a pendant drop tensiometer (Biolin Scientific Model Attension Theta). The measured surface tension values of the SML and DSML samples were used in the predictions of the hygroscopicity parameter, κ, as discussed below. In CCN calculations, the surface tension is often assumed to be that of pure water (Ovadnevaite et al., 2017; Bzdek et al., 2020; Lin et al., 2020). However, that assumption may be inaccurate in the case of marine samples because surface active microgels, carbohydrates, proteins, and lipids can reduce surface tension and allow CCN to activate at lower supersaturations (Moore et al., 2008; Brooks and Thornton, 2018; Jenkinson et al., 2018). It has been suggested that for the surface tension of aerosols composed purely of surfactants to reach its equilibrium requires significant time (as much as 100 s or more) (Noziere et al., 2014). Fortunately, the inclusion of salts, such as in marine aerosol, reduces the equilibrium time. Therefore, in the present study, the surface tension and CCN measurements may have had sufficient time to each equilibrium, after all. Nevertheless, this should be addressed in future research.




CALCULATIONS


Calculating κ Values From CCN Measurements

Traditional Köhler Theory describes an aerosol's ability to activate as a CCN and form cloud droplets based upon the aerosol's physical and chemical properties (Köhler, 1936). The aerosol's size and composition will affect the aerosol's cloud-forming efficiency by changing the critical diameter and critical supersaturation. Petters and Kreidenweis (2007) reformulated the Köhler equation as κ-Köhler Theory to provide a single parameter, κ, to predict cloud activation based on particle hygroscopicity. Values of κ can be derived directly from CCN measurement or predicted based on physicochemical properties of the aerosols available to act as CCN.

The flow chart in Figure 3 shows the inputs required to calculate κ values directly from CCN measurements and to predict κ values based on physiochemical properties and auxiliary measurements. The critical diameter (D) and critical supersaturation (Sc) were determined experimentally as described above. Next, a κ value was determined using Equations (1) and (2) (Petters and Kreidenweis, 2007). The surface tension of SML and DSML samples was measured and used as an input in Equation (2) (also used in Equation 12) to predict the critical diameter of a droplet at thermodynamic equilibrium. In these equations, σ is the surface tension of the solution (SML or DSML sample measured in this study), MWwater is the molecular weight of water, ρwater is the density of water, R is the ideal gas constant, T is the temperature in Kelvin, D is the dry diameter of the particle, and Sc is the critical saturation ratio. The terms within the variable A are based on the physical properties of pure water, except for σ which is based on the solution.
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FIGURE 3. Flow chart for analysis to determine κ values from measurements and predicted κ values. The trapezoids and rectangles indicate the instrumentation or analysis technique used and the information collected from the specified methods, respectively.




κ Predictions Based on Organic Compounds in the SML

To predict κ values based on physiochemical properties, the measured organic and inorganic compositions and surface tension were used as inputs in combination with choices of representative organic compounds in the SML (Figure 3). The primary purpose of these predictions was to quantify how the total organic mass in marine aerosols influenced the aerosol's ability to act as a cloud forming droplet. Secondly, predicted κ values were compared to experimentally obtained κ values to evaluate which possible organic composition best matches the observations.

The SML predicted κ values were calculated using the quantity of salts (from ion chromatography) and measured DOC concentrations. According to the ion chromatography, the DSML salt concentration was reduced by >99% from the desalting process. For the predicted κ values for the DSML samples, the organic concentrations were assumed to be the same as the concentrations in the SML samples. Measured DOC concentrations were converted from [image: image] to [image: image] based on the molecular formula of the representative organic species.

Three different HMW organic compounds, 6-glucose, humic acid, and RuBisCO, were chosen to represent the marine organic compounds in the Atlantic Ocean. Properties for each of the HMW organic compounds are shown in Table 3. The theoretical κ values included in the table were calculated using modified Köhler theory, as discussed below. Six-glucose is an oligomer of glucose. Glucose is a major component of DOM (Skoog and Benner, 1997; Goldberg et al., 2011) and a main building block of polysaccharides. Carbohydrates make up about 20% of marine DOM, with the bulk being polysaccharides (Benner et al., 1992). Humic acid is known to contribute to marine surfactants, both can be enriched in the SML (Drozdowska et al., 2017). RuBisCO is a key enzyme in carbon fixation in plants, algae, cyanobacteria, and phototrophic and chemoautotrophic bacteria, and is responsible for carbon fixation during 95% of marine photosynthesis (Orellana and Hansell, 2012; Dai et al., 2018; Bar-On and Milo, 2019). RuBisCO is the most abundant protein on Earth (Ellis, 1979).


Table 3. Properties of inorganic and organic compounds.
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As described above, the desalting process removed ~90% of any LMW compounds which may have been present in the initial samples, while leaving at least 90% of the HMW compounds in the samples. Therefore, a direct comparison between the desalted field samples and calculations for LMW compounds cannot be made. Nonetheless, several LMW compounds are included in Table 3 to provide insight on how cloud properties vary with organic composition. Along with humic acid, fulvic acid contributes to DOM (Drozdowska et al., 2017). Triolein was chosen because in unpolluted surface microlayers 40–65% of the lipids are fatty acids and triacylglycerols (Arts, 1999). Triolein is a triglyceride formed from oleic acid which has been measured in the North Atlantic Ocean waters and also from aerosol measurements sampled over the North Atlantic Ocean (Duce et al., 1983). The photosynthetic pigment chlorophyll a was chosen because of its ubiquitous distribution and relatively high concentrations in the surface ocean, and because it is used as an indicator of phytoplankton biomass.

To predict a κ value for the SML and DSML samples, the concentration of salts and organics within the aerosol must be considered (Rogers and Yau, 1989). First, the salts were considered independently from the organics. The individual salt ions measured by the IC were paired together to form ionic compounds (sodium chloride, sodium sulfate, magnesium sulfate, magnesium chloride, and calcium sulfate) that are typically found in seawater (Supplementary Table 1). Next, the number of moles and mole fraction of each compound in the seawater were determined. The mole fraction (mole fractionsalts) and the molecular weight (molecular weight) of each compound were used to find the weighted molecular weight of the salts (MWsalts), shown in Equation (3). Using the mole fraction and the van't Hoff factor, the weighted van't Hoff factor for each compound was determined. The van't Hoff factor is a ratio between the actual concentration of dissolved ions produced when the substance is dissolved and the molar concentration of the substance. The weighted density of the salts (ρsalts), is shown in Equation (4), which includes the volume fraction of the salts (volume fractionsalts) and the density (density). We refer to the mixture of ionic salt compounds present in the microlayer samples as salts.
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For samples containing organics and salts, the salt concentration was determined as a weighted average as above, and for simplicity we assumed the molar C equivalent of the SML DOC concentration was composed of a single organic compound. We recognize that this is an oversimplification of the complexity of naturally occurring DOC, but it is useful as a first order evaluation of whether a compositional shift in DOC had an impact on κ values. The measured DOC concentration was converted from [image: image], which is the number of μmoles of carbon per liter, to g/L of the single representative organic compound. This conversion is shown in Equation (5) where N is the number of carbon atoms in the chosen organic compound and MWorg is the molecular weight of the chosen organic compound. Since the number of carbon atoms in the molecules varies between samples, the term N is used to normalize the organic concentration between the different organic compounds considered.
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Since the SML samples contain both salts and organics, the next step was to determine the volume fraction for the salts and the organics in the SML aerosols. In calculating the volume fractions, it was assumed that the volume of the solute plus the volume of water equals the total volume (volume additivity assumption), which uses the pure water density to determine the partial molar volume of the water. One volume fraction was used to determine the concentration of salts present in the aerosol and another volume fraction was used to determine the concentration of organics present in the aerosol. In these equations Wsalts is the volume fraction for the salts, Worg is the volume fraction for the chosen organic compound, ρsalts is the weighted density of salts, organic concentration is determined using Equation (5), and ρorg is the density of the chosen organic compound.
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The density of the particle was determined as a volume-weight average of the pure component densities. In this equation ρparticle is the density of the particle, Wsalts is the volume fraction for salts, ρsalts is the weighted density of salts, Worg is the volume fraction for organics, and ρorg is the density of the chosen organic compound.
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Similarly, the mass of the organic in the SML aerosol was determined using the density of the organic and the volume of the particle. The volume of the particle was determined assuming the particle was a sphere. In these equations D is the critical diameter, massorganic is the mass of the organic, ρorg is the density of the organic, and V is the volume of the particle.
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Once the density of the particle was known, the mass of the mixture within the aerosol generated from the SML was calculated. In this equation massmixture is the mass of the mixture, ρparticle is the density of the particle determined using Equation (8), and V is the volume of the particle determined using Equation (9).
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Since the SML aerosol was a mixture of salts and organics, the factors to calculate a κ for the aerosol must be weighted based on the concentration of salts and organics present in the aerosol. These variables include a weighted van't Hoff factor, iweighted, and a weighted molecular weight, MWweighted. Using Equations (6) and (7) above, a weighted van't Hoff factor and a weighted molecular weight were calculated for the mixture of salts and organics within the particle. For the weighted van't Hoff factor, a van't Hoff factor of 1 was used for each organic composition assuming the organic was unlikely to dissociate in water.

Using Equation (12) (Rogers and Yau, 1989), the critical supersaturation was calculated.
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In Equation (13), σ is surface tension of the solution measured in the experiments, ρwater is the density of water, R is the ideal gas constant, and T is the temperature in Kelvin. In Equation (14), i is the van't Hoff factor, masss is the mass of the solute, MWwater is the molecular weight of water, ρwater is the density of water, MWs is the molecular weight of the solute.

In calculating the parameter c for an internally mixed composition, the weighted factors calculated above are needed. For the SML aerosols containing both salts and organics, the weighted factors adjust the calculations to reflect the concentrations of salts and organics present in the mixed aerosol. When determining κ for the aerosols generated by the desalted SML samples, the weighted factors were also needed, due to the fact that a reduced concentration of salt remained in the samples following the desalting process. These remaining salts were quantified using IC data. Therefore, the aerosols generated by the DSML samples must also be treated as a mixture of salts and organics but the concentration of salts has been greatly reduced. When the aerosol was treated as organic only, the κ values predicted were too low and did not match the κ values derived from the CCN measurements. Equations (14a) and (14b) include chemical composition data that is needed to calculate a κ value for the aerosols generated by the DSML and SML samples. Equations (14a) and (14b) show how the equation is modified depending on if the aerosol is considered pure organic or mixed (salts and organics). In these equations MWwater is the molecular weight of water, ρwater is the density of water, co is a parameter for organic composition only, iorg is the van't Hoff factor for the organic, massorganic is the mass of the organic, MWorg is the molecular weight of the chosen organic compound, cm is a parameter for a mixture of organics and salts, iweighted is the weighted van't Hoff factor, massmixture is the mass of the mixture, and MWweighted is the weighted molecular weight. The mixture mass is the organics plus the salts measured before or after desalting.
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After the critical supersaturation has been calculated, it is used in variations of Equations (1) and (2) to determine the κ values.




RESULTS AND DISCUSSION


CCN Measurements

The critical diameters and κ values derived from CCN measurements of aerosolized SML and DSML samples are shown in Figures 4A,B, respectively. As expected, the mean critical diameter for SML samples decreased with an increase in supersaturation (SS), ranging from 48.6 ± 0.5 nm at 0.32% SS to 20.3 ± 0.3 nm at 1.24% SS. Rasmussen et al. (2017) determined the critical diameters of aerosolized SML to be 70.9 nm at 0.2% SS and 30.6 nm at 0.76% SS. Christiansen et al. (2020) found the critical diameters of aerosolized SML to be 100 nm at 0.11% SS and 50 nm at 0.32% SS. The DSML critical diameters ranged from 73.9 ± 5.7 nm at 0.32% SS to 27.9 ± 1.0 nm at 1.24% SS. At every supersaturation, a t-test was performed to compare the SML and DSML critical diameters. In all cases, the critical diameter was different at the 5% significance level. The mean κ value for SML samples ranged from 0.83 ± 0.09 at 0.63% SS to 1.1 ± 0.03 at 0.32% SS. The mean κ values for DSML samples ranged from 0.32 ± 0.07 at 0.32% SS to 0.39 ± 0.04 at 1.24% SS. From station to station the SML κ value observed at each supersaturation varied at most by ±0.09 and the DSML κ value varied at most by ±0.07. These data suggested that the desalting process affected κ values more than the variation in organic matter between stations.
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FIGURE 4. (A) Measured critical diameters of aerosols generated from SML and DSML samples. (B) Hygroscopicity parameter, κ, values derived from CCN measurements for aerosols generated by SML and DSML samples. The black, red, green, and blue symbols indicate measurements at 0.32% 0.63% at 0.93%, and 1.24% supersaturation, respectively. The open symbols indicate DSML samples and the solid symbols indicate SML samples. Error bars show error calculated using error propagation analysis.


The results suggest that aerosols containing relatively more HMW organic material and less salt require more initial aerosol mass for spontaneous droplet growth to occur. In previous studies, indirect evidence has suggested that HMW marine organic compounds are surface active and efficient CCN (O'Dowd et al., 2004; Facchini et al., 2008; Ovadnevaite et al., 2011). However, the results indicate that the concentration of organics present in this study weaken rather than strengthen the cloud-nucleating properties of sea spray aerosol, in that the organic compounds required growth to larger critical diameters prior to activation. Amongst the DSML samples, the highest critical diameter, 81.2 nm at 0.32% SS was observed for the NAAMES 3 Station 6 sample, compared to a lower critical diameter of 67.9 nm at the same SS at NAAMES 4 Station 2. The reason for variations from station to station could not be determined.

SML aerosols were more hygroscopic with κ values of 0.96 ± 0.12 compared to the DSML aerosols which had κ values of 0.36 ± 0.05 (Figure 4B). In the DSML samples, the κ values were significantly lower than those from the SML samples. As above, a t-test was performed on the κ values from the SML and DSML samples at the 5% significance level which concluded that the SML κ values were statistically higher than the DMSL values. Collins et al. (2016) found global marine κ values ranged from 0.70 to 1.4 with an average of 0.95 ± 0.15. The κ values from the present study are higher than those observed along the coast of Southern California which averaged 0.22 ± 0.12; however, this study reported that pollution and other anthropogenic sources led to possible decreases in κ values (Gaston et al., 2018). To our knowledge, this is the first study to determine κ values directly from aerosols generated by SML samples. Broadly speaking, the κ values in this study were in good agreement with a modeling study which estimated global mean κ for marine regions of 0.72 ± 0.24 (Pringle et al., 2010). However, their modeling results exhibited a narrower standard deviation than the range of values in our study. The current study is novel in that the aerosolized SML samples were analyzed to determine κ values directly from aerosols generated by SML samples, and it must be noted that the difference in techniques may contribute to different values of κ. To our knowledge, the only previous study on κ values of SML samples was that by Christiansen et al. (2020). They report κ values of 1.03–1.16, though these were taken in the Arctic Ocean unlike our own.



Comparison of Variables Between SML and Water Column

The station averaged DOC concentrations in the SML samples are shown in Figure 5. These concentrations were used to calculate the total mass of organics present in the aerosols generated by the SML and DSML samples. In all cases, the SML had a higher concentration of DOC than the subsurface water, which was sampled at 5 m using the conductivity, temperature, depth (CTD) rosette. The enrichment factor for DOC in the SML ranged 1.2–3.2 compared to the subsurface water. The SML chlorophyll a concentrations at each station are also shown in Figure 5. SML DOC concentrations were not directly coupled to phytoplankton biomass, indicated by the fact that the lowest SML chlorophyll a concentration was associated with the highest SML DOC concentration. The lack of correlation between SML DOC and chlorophyll a concentrations is unsurprising given that DOC is comprised of a myriad of compounds of varying lability and turnover times that is dominated by large and old refractory background pool (Carlson, 2002; Hansell, 2013).
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FIGURE 5. Station averaged dissolved organic carbon (DOC) and chlorophyll a concentrations in SML samples. The blue and green bars represent the DOC concentrations and chlorophyll a concentrations, respectively. The black lines on each blue and green bar represent the standard deviation across measurements of DOC and chlorophyll a at each station.




Salt Concentration

A comparison between the salt concentrations measured using portable refractometer and ion chromatography (IC) data is included in Table 2. The portable refractometer was used to monitor the salinity of the samples during the desalting by dialysis. The limit of detection for the portable refractometer was 1.7 parts per thousand by volume (pptv). The refractometer was used as an initial measurement technique to determine if the desalting process would be effective at decreasing the concentration of salts in the SML samples. Since the refractometer is not a high resolution instrument, IC was used to determine the concentration of the individual salts in the samples. The IC data was used to calculate the weighted molecular weight, weighted van't Hoff factor, and the weighted density of the total salts present in the samples. By comparing the concentrations of inorganics measured before and after the desalting, it was clear that dialysis was effective (Table 2). Desalting removed >99% of the mass of salts from the SML samples.



Surface Tension

The mean surface tension of the SML and DSML samples were 69.4 ± 1.8 mN/m and 70.4 ± 2.0 mN/m, respectively, which are indistinguishable from one another at the 5% significance level. Overall, the surface tension measurements of the SML and DSML samples were small variations from the surface tension of pure water (72.8 mN/m). This result was in contrast to other studies which showed that surface active microgels, carbohydrates, proteins, and lipids can reduce the surface tension and allow CCN to activate at lower supersaturations (Moore et al., 2008; Brooks and Thornton, 2018; Jenkinson et al., 2018). However, the surface tension measured and discussed in this study was performed using the SML and DSML samples. The surface tension of the aerosol generated from the SML and DSML samples was not evaluated. Nevertheless, for accuracy in the calculations, the surface tension measured from the SML and DSML samples (Figure 6) was used in the calculations of κ. The measured surface tension values were utilized in Equations (1), (2), (12), and (13) to determine the critical saturation ratio used when predicting κ values for the aerosols generated by the SML and DSML samples.
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FIGURE 6. Surface tension measurements of SML samples, DSML samples, and pure water. Black, red, and blue symbols indicate measurements from SML samples, DSML samples, and pure water, respectively. Error bars represent the standard deviation (n = 21, 16, and 7 for SML samples, DSML samples, and pure water respectively) of the measurements taken.




CCN Modeling Variation in Organic Composition and Resulting κ Values

Figures 7A–C show the κ values from the CCN measurements compared to the κ values from predictions based on specific HMW organic composition within the SML samples. The composition and concentration of salt used in κ value predictions was based on the IC data of the SML samples. The concentration of the organic compound was based on the DOC measurements. No IC data was available for the NAAMES 3 Station 6 sample so the relative composition was assumed to be the same as the NAAMES 3 Station 1 sample. Adjusting the selected HMW compound used in predicting the SML κ values resulted in no significant difference in κ (5% significance level) (Figures 7A–C). The predicted κ values varied, at most, by ±0.01 across all of the organics chosen. The predicted κ values assuming each organic composition are shown in Table 4 along with the error calculated using error propagation analysis for the κ value prediction. The small variation between different HMW organic compositions was due to large concentration of salt present in the SML samples. The relatively small concentration of organic matter in these samples did not make a significant contribution due to the large concentration of salt.
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FIGURE 7. Measured and predicted κ values for SML and DSML samples using IC data for composition of salts. The different symbols represent the SML and DSML samples collected at different stations. The dark blue symbols indicate the κ values calculated from direct CCN measurements. κ values predicted by assuming a single organic composition of 6-glucose, humic acid, and RuBisCO are presented in green, light blue, and red symbols, respectively. (A–C) show the predicted κ values and the κ values from CCN measurements for the SML samples. The predicted κ values are also provided in Table 4. The white lines on each symbol show the error associated with that measurement which was determined using error propagation analysis. The gray box presents the uncertainty in the κ value for seawater salts, represented by NaCl (upper boundary, 1.34) and calcium sulfate (lower boundary, 0.62), both of which are components in seawater. (D–F) show the predicted κ values and the κ values from CCN measurements for the DSML samples. These κ values include the small amount of salt remaining after dialysis. Error bars were calculated using error propagation analysis. The purple box indicates a range of κ values calculated for the organics assuming the organic molecular weight, density, and number of carbons may independently vary by +50% relative to RuBisCO, as described in Table 5 (Cases 2–7).



Table 4. Predicted κ values for SML samples varying organic composition.
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When discussing aerosols generated in a marine environment, the κ values for the aerosol are often compared to the κ values of salts. The κ values for salts contained in a seawater mixture are shown in Table 3. The highest κ value for these compounds is sodium chloride (1.34) while the lowest κ value is for calcium sulfate (0.62). The range of κ values calculated for inorganics between sodium chloride and calcium sulfate are shown on Figures 7A–C in the purple shaded area. This provides a range of κ values that are reasonable for samples containing a high concentration of sea salts. The κ value for artificial seawater, 1.1, determined in one lab experiment is also reported (Zieger et al., 2017). By comparison, the κ values from the SML samples (0.96 ± 0.12) fall below sodium chloride and only slightly below the artificial seawater κ values but are above the calcium sulfate κ values. In a comparison of field and laboratory measurements, Collins et al. (2016) determined a similar mean κ value (0.95 ± 0.15), whereas Atwood et al. (2017) estimated a much lower marine κ value of 0.65 for the ambient atmosphere. The SML κ values calculated based on measurements in the present study were comparable to the uncertainty range of global marine κ values stated by the modeling study of Pringle et al. (2010) of 0.72 ± 0.24.

Figures 7D–F show the κ values calculated directly from the CCN measurements and the predicted κ values for the DSML samples. Error bars for each measurement are included on Figures 7D–F. The error was calculated using error propagation analysis which included error for different measurement and analysis techniques used in the κ value predictions. Compared to the untreated SML samples, DSML samples were less effective at forming clouds, with a mean κ value of 0.36 ± 0.05. The HMW organic composition which predicted κ values close to the measured DSML κ values was RuBisCO.

While the modeling results found the most representative single organic compound to be RuBisCO, a caveat of this study is the treatment of the organic material as a single compound. In the microlayer there are many different organic species present. In particular, there are many HMW organic compounds present in the ocean that may have similar characteristics to RuBisCO. Next, a thought experiment was conducted to evaluate the sensitivity of predicted κ values to changes in the organic's properties including molecular weight, density, and number of carbon atoms in the organic compound (Table 5). The reported κ values were calculated assuming that each parameter (molecular weight, density, number of carbon atoms) was varied independently, while the unchanged parameters in each test were assumed to have RuBisCO values. Therefore, the actual range in these κ values could be even larger. Decreasing the density by 50%, Case 4 in Table 5, or decreasing the number of carbon atoms in the organic compound by 50%, Case 6 in Table 5, produces predicted κ values that fall within the standard deviation of the κ values derived from CCN measurements. Case 8 used the properties of RuBisCO from Control Case 1 (same molecular weight, density, and number of carbon atoms) but assumed an enrichment in organic concentration from the SML. The original organic concentration measured in the SML sample was increased by a factor of 104 based on observations that DOC in aerosols can be enriched by as much as factor of 104 relative to the SML, even in low chlorophyll a conditions (Van Pinxteren et al., 2017). Case 8 shows how dramatically the organic concentration can influence the marine κ values if the organic concentration is high enough. Table 5 provides a range of κ values for potential organics that could improve the predicted κ values for the DSML samples.


Table 5. Organic properties and their influence on predicted κ values.
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The intercomparison between measured and predicted κ values in this study focused on HMW organic compounds. However, the impact of the estimated 10% of the LMW organic mass that remained within the desalted sampled could be substantial, particularly if its cloud forming potential is vastly different than the HMW material. However, marine LMW organic compounds including glucose, fulvic acid, triolein, and chlorophyll a all exhibit low κ values similar to the HMW organic compounds studied, and much lower than the salts (Table 3). While future work will consider additional marine organic compounds and internal mixtures of multiple organic compounds, the results of this study do not contain any evidence that the presence of organic materials enhances the cloud forming potential of marine sea spray.




CONCLUSIONS

The potential for organic surfactants produced in the ocean's surface waters to modulate the formation and properties of low-lying marine clouds has been suggested many times. Nevertheless, since ocean waters also contain high concentrations of salts, quantifying the influence of the organics on cloud-forming aerosol production has remained elusive. In this study, the cloud forming potential of aerosolized SML samples were evaluated before and after salts were removed from the samples to untangle the cloud forming properties of salts from those of organics.

By comparing the CCN activity of SML samples to that of DSML samples, the influence of organics on marine aerosol CCN activation was determined. The diameter a droplet must reach prior to becoming large enough to activate spontaneously as a cloud drop increased from a mean value of 48.6 ± 0.5 nm to 73.9 ± 5.7 nm and 20.3 ± 0.3 nm to 27.9 ± 1.0 nm at 0.32% SS and 1.24% SS respectively, following the desalting procedure in the SML and DSML samples, respectively. Removal of the salts reduced the κ values calculated using the CCN measurements by 62.5% ± 15.6%. The remaining, predominately organic samples, had low κ values consistent with weakly hygroscopic compositions. In contrast to some previous studies, the present study indicates that organics present in the samples will not enhance cloud droplet formation but rather suggest that aerosols with higher concentrations of organic materials relative to salts will have reduced ability to form cloud droplets.

Theoretical predictions of κ, which employed composition and surface tension as inputs, were largely driven by the concentration of salts. The predicted κ values for SML samples varied only from 1.29 ± 0.01, depending on the assumed molecular formula of the organic material. In all cases, these κ values predicted for the SML samples were higher than the κ values calculated from the CCN measurements. Since the organics contributed such a small proportion of the aerosol mass, their effect was negligible and therefore, variation in the composition of the organic matter in the aerosols did not make a significant difference in estimates of the SML κ values.

In contrast to the untreated SML, once the salts were removed, variations in cloud potential were sensitive to the different organic compounds assumed. Assuming the organic material was RuBisCO resulted in predicted the κ values (0.53 ± 0.10) most closely matched to the measured DSML results. The κ values calculated for the DSML samples using the CCN measurements were 0.36 ± 0.05. Even in the DSML samples, which had a reduced salt concentration of >99%, the concentration of salt remaining after the desalting process exhibited a strong influence on the κ values for the aerosols generated by the DSML samples. The κ for pure RuBisCO assuming no other salts or organics are present is 5.16E-05 (Table 3). This is significantly smaller than the predicted κ values for the DSML samples containing the organic RuBisCO and the remaining salt after desalting, 0.53 ± 0.10, indicating the salt concentration is capable of raising the κ value significantly. While using RuBisCO as the representative organic provided the closest predicted κ values compared to the κ values calculated using CCN data, the actual organic composition in the microlayer would contain multiple types of organics. Selecting a singular organic compound is an oversimplification of the microlayer organic matter composition used to evaluate how organic matter characteristics can potentially alter κ values for marine CCN. This study revealed that salt overwhelmingly controls the κ values of marine clouds. Additionally, the organic matter composition in marine CCN serves to reduce cloud forming potential of marine aerosols.
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CCN, Cloud Condensation Nuclei; CPC, Condensation Particle Counter; CTD, Conductivity, Temperature, Depth; DOC, Dissolved Organic Carbon; DOM, Dissolved Organic Matter; POC, Particulate Organic Carbon; PMA, Primary Marine Aerosol; CTD, Conductivity, Temperature, and Depth; MWCO, Molecular Weight Cut-Off; DMA, Differential Mobility Analyzer; DSML, Desalted Sea Surface Microlayer; HPLC, High Performance Liquid Chromatography; κ, Apparent hygroscopicity parameter; RuBisCO, Ribulose-1,5-bisphosphate carboxylase/oxygenase; SML, Sea Surface Microlayer; SSA, Sea Spray Aerosol; SS, Supersaturation; TOC, Total Organic Carbon; LaRC, Langley Research Center; SBC, Santa Barbara Channel; HMW, High Molecular Weight; LMW, Low Molecular Weight; D, Critical dry particle diameter; Sc, Critical supersaturation; σ, Surface tension of solution; σmeasured, Measured surface tension of samples; MWwater, Molecular weight of water; R, Universal gas constant; T, Absolute temperature; MWsolution, Molecular weight of solution; MWsalts, Molecular weight of salts in artificial seawater; ρsalts, Density of salts in artificial seawater; ρwater, Density of water; ρsolution, Density of solution; MWorg, Molecular weight of organics; ncarbons, Number of carbons in organic molecule; Wsalts, Volume fraction of salts; Worg, Volume fraction of organics; Wsaltsmole, Mole fraction of salts; Worgmole, Mole fraction of organics; ρparticle, Density of the particle; ρorg, Density of the organic; V, Volume of particle; isalts, van't Hoff factor for salts in artificial seawater; i, van't Hoff factor; iorg, van't Hoff factor for the organic; massmixture, Mass of inorganics and organics; massorganic, Mass of organics; b, Parameter; c, Parameter; co, Parameter to calculate κ for organic composition only; cm, Parameter to calculate κ for mixture of inorganics and organics; N, Number of carbon atoms in the organic molecule; Sc, Critical saturation ratio.
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This work presents an overview of a unique set of surface ocean dimethylsulfide (DMS) measurements from four shipboard field campaigns conducted during the North Atlantic Aerosol and Marine Ecosystem Study (NAAMES) project. Variations in surface seawater DMS are discussed in relation to biological and physical observations. Results are considered at a range of timescales (seasons to days) and spatial scales (regional to sub-mesoscale). Elevated DMS concentrations are generally associated with greater biological productivity, although chlorophyll a (Chl) only explains a small fraction of the DMS variability (15%). Physical factors that determine the location of oceanic temperature fronts and depth of vertical mixing have an important influence on seawater DMS concentrations during all seasons. The interplay of biomass and physics influences DMS concentrations at regional/seasonal scales and at smaller spatial and shorter temporal scales. Seawater DMS measurements are compared with the global seawater DMS climatology and predictions made using a recently published algorithm and by a neural network model. The climatology is successful at capturing the seasonal progression in average seawater DMS, but does not reproduce the shorter spatial/temporal scale variability. The input terms common to the algorithm and neural network approaches are biological (Chl) and physical (mixed layer depth, photosynthetically active radiation, seawater temperature). Both models predict the seasonal North Atlantic average seawater DMS trends better than the climatology. However, DMS concentrations tend to be under-predicted and the episodic occurrence of higher DMS concentrations is poorly predicted. The choice of climatological seawater DMS product makes a substantial impact on the estimated DMS flux into the North Atlantic atmosphere. These results suggest that additional input terms are needed to improve the predictive capability of current state-of-the-art approaches to estimating seawater DMS.

Keywords: dimethylsulfide, North Atlantic, marine aerosol, DMS, artificial neural network


INTRODUCTION

The surface oceans are universally supersaturated with DMS relative to the overlying atmosphere, inducing a flux of approximately 28 Tg S yr –1 into the atmosphere (Lana et al., 2011). The sea-to-air flux of DMS is the largest biological source of sulfur to the marine atmosphere and the principle precursor of non-sea-salt sulfate in marine aerosols. These non-sea-salt sulfate aerosols are a significant contributor to cloud condensation nuclei (CCN) number and influence cloud radiative properties (Charlson et al., 1987). DMS in surface waters is the product of numerous biotic and abiotic processes, and surface ocean levels reflect production and destruction in the water column as well as loss to the atmosphere (Galí and Simó, 2015). Regional and seasonal variations of DMS in seawater reflect both physical (mixing, light, temperature) and biological (community structure, physiology) processes.

The North Atlantic Ocean experiences a widespread and highly productive seasonal phytoplankton bloom. Previous observations show large seasonal changes in North Atlantic surface ocean DMS concentrations (Lana et al., 2011) and DMS-derived sulfate is a significant component of the North Atlantic mass of submicron marine aerosol (Sanchez et al., 2018; Quinn et al., 2019). Models also indicate a strong climate sensitivity to regional DMS emissions (Carslaw et al., 2013; Woodhouse et al., 2013; Mahajan et al., 2015). Correlations between satellite remote sensing of cloud radiative properties and ocean color in the North Atlantic region have been used to argue in support of a biological impact on cloud properties (Falkowski et al., 1992). However, documenting the linkages between surface ocean biological activity and overlying aerosol/cloud properties with direct observations is challenging in the highly dynamic North Atlantic environment. The mechanistic links between atmospheric DMS and new particle formation are uncertain (see Quinn and Bates, 2011), particularly given the recent identification of novel DMS oxidation products (Veres et al., 2020).

One of the objectives of the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) was to explore ecosystem/aerosol/cloud linkages in the North Atlantic Ocean (NAAMES; see Behrenfeld et al., 2019). As part of that study, surface ocean DMS concentrations were measured continuously during four shipboard field campaigns in the NW Atlantic over a 4 year period (2015–2018). The cruises targeted the key stages of the annual phytoplankton bloom (the winter transition, accumulation, climax, and declining phases). Reduced sulfur cycle measurements have been made in the same region in May, July, and October 2003 (Scarratt et al., 2007; Lizotte et al., 2008, 2012; Merzouk et al., 2008). The authors demonstrated a link between plankton community composition and the major biological precursor to DMS (dimethylsulfoniopropionate, DMSP). Environmental parameters such as photosynthetically active radiation (PAR), sea surface temperature (SST), and mixed layer depth (MLD) were also important in determining seawater DMS.

The aim of this paper is to present an overview of the seawater DMS observations during NAAMES and some of the environmental factors that influence DMS variability. In particular, we focus on ancillary observations that can be made from space. NAAMES DMS measurements are also compared to estimates of DMS variability using a semi-empirical algorithm (Galí et al., 2018) and a neural network model (Wang et al., 2020). A future study will focus on how the NAAMES data can be used to improve predictions of seawater DMS.



MATERIALS AND METHODS


Field Data Collection

Four field campaigns were conducted in the NW Atlantic on the R/V Atlantis: NAAMES1 (5th November–2nd December 2015), NAAMES2 (11th May–5th June 2016), NAAMES3 (30th August–24th September 2017) and NAAMES4 (20th March–13th April 2018). The cruises began and ended in Woods Hole (Massachusetts, United States), with the exception of NAAMES4, which started in San Juan, Puerto Rico and ended in Woods Hole (Figure 1). A complete description of the participants and methodologies employed on NAAMES is given by Behrenfeld et al. (2019). Each NAAMES expedition spent about 2 weeks occupying 5–7 stations in the region from 40 to 50°N along 40°W. The latitudinal gradients along this transect enabled a space-for-time approach that provided samples at different developmental stages of the phytoplankton annual cycle (Behrenfeld et al., 2019).
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FIGURE 1. Data collection locations on all NAAMES cruises. NAAMES1 (5th November–2nd December 2015; red), NAAMES2 (11th May–5th June 2016; blue), NAAMES3 (30th August–24th September 2017; green), and NAAMES4 (20th March–13th April 2018; cyan).


CTD profiles and water samples were collected at each station for analysis of plankton stocks, rates, physiology and community composition, and seawater physico-chemical and optical properties. Analyses were also carried out on seawater sampled from the continuously pumped, non-toxic underway supply of the Atlantis. A peristaltic pump for the non-toxic seawater supply was specifically installed during the NAAMES cruises to minimize disruption to the biological community. Samples were collected to characterize the plankton, with Chl estimated from hyperspectral particulate attenuation and absorption (Wetlabs ACS). Chl concentration was derived from the continuous optical data after tuning to the NAAMES region with pigment (HPLC) data (see Fox et al., 2020, for more details). SST measurements were made at 1 Hz with a hull sensor (Seabird SBE 48).

Seawater DMS measurements were made continuously on the underway seawater supply on all four cruises, except during periods of instrument downtime (Figure 1). Seawater DMS data were thus collected before, during, and after the CTD stations.



Seawater DMS Measurements

DMS was measured using a miniCIMS: an atmospheric pressure chemical ionization mass spectrometer coupled to a counterflow membrane equilibrator (for details, see Saltzman et al., 2009). The equilibrator consists of a porous PTFE membrane tube housed within a larger non-porous PFA Teflon tube. High purity air flows inside the porous membrane and seawater counterflows around it. DMS exchanges across the permeable membrane, causing the exiting air stream to approach equilibrium with the entering seawater. The air flow to the equilibrator is mass flow controlled at 0.4 L min–1. The seawater flow rate is approximately 4 L min–1, continuously logged with an ultrasonic flow meter (Cynergy3 UF08B). Upon exiting the equilibrator, the air flow is passed through a Nafion membrane drier, and diluted with 1.1 L min–1 high purity air. The air stream is directed into the heated (300°C), atmospheric pressure ion source of the mass spectrometer. Ionization is carried out by passage of the air over a radioactive 63Ni foil. The ionized gas stream is drawn into the mass spectrometer through a pinhole, and declustered at approximately 1 Torr. A modified residual gas analyzer (Stanford Research Systems RGA-200, containing a quadrupole, and ion multiplier) is used to mass filter and detect DMS as the (CH3SCH3).H+ ion.

A primary, isotope-labeled, aqueous standard (triple deuterated DMS: 43.2 mM d3-DMS) was made prior to each cruise in a gas tight bottle using ethanol as the solvent. DMS is highly soluble in ethanol and thus very little DMS is lost into any headspace that develops. Fresh working standards were prepared daily by diluting 150 μl of primary standard in deionized water. A gas-tight Hamilton syringe was used to pierce the butyl rubber septa of the primary standard bottle and transfer d3-DMS into a working standard syringe containing 50 mL deionized water. Working standard (130 μM d3-DMS) was continuously delivered at 30 μL min–1 by a syringe pump (New-Era NE300) into flowing seawater before it reached the equilibrator.

Variations in the d3-DMS signal demonstrate that the standard was stable. The signal before/after daily syringe changes indicate working standard stability over the course of a day. The signal from newly made working standard was indistinguishable from the 24 h-aged standard signal. Primary standards were kept away from the light and there is no indication that the primary standard degraded over the course of a cruise. The non-isotopic DMS and d3-DMS signals gradually increased during the cruise compared to the signals at the beginning. Overall positive trends in DMS signals were observed during every NAAMES cruise and we attribute this to a gradual improvement in instrument sensitivity. Contaminants with a high proton affinity such as ammonia efficiently scavenge protons from charged water clusters and suppress the DMS signal. High purity air flowing continuously through the measurement tubing and instrument gradually removes contaminants attached to the tubing and instrument walls and the DMS signal increases commensurately.

Seawater DMS concentration (DMSSW) is calculated as follows:
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where Sig63 and Sig66 represent the average blank-corrected ion currents (pA) of protonated DMS (CH3SCH3H+; m/z = 63) and d3-DMS (CD3SCH3H+; m/z = 66), respectively, CStd is the concentration of d3-DMS liquid standard (nM); FStd is the syringe pump flow rate (L min–1); and FSW is the seawater flow rate (L min–1).

DMS and d3-DMS were monitored in single ion mode at a frequency of at least 0.5 Hz. NAAMES1 measurements are reported as 5 min averages. The miniCIMS was also used to monitor seawater acetone concentrations during subsequent cruises (NAAMES2–4, results to be discussed in a later publication). The measurements during NAAMES2–4 are 10 min averages, with the instrument alternating between a dried (DMS measurements) and undried (acetone measurements) sample gas stream every 20 min.

A previous intercomparison compared DMS concentrations from the UCI miniCIMS system with results from another seawater measurement technique (Walker et al., 2016). A purge and trap system coupled to a sulfur chemiluminescence detector analyzed discrete water samples from the underway system of a research vessel in the Southern Ocean. The miniCIMS measured DMS in the underway water at the same time as the discrete samples were collected. The data from the two techniques compared well, with a mean residual difference of 1.2 nM (<15% bias). Previous seawater DMS intercomparison exercises have shown agreement within ± 25% (Bell et al., 2012; Swan et al., 2014).



Satellite Data for Seawater DMS Prediction

The following MODIS-Aqua level 3 remote sensing products (10.5067/AQUA/MODIS/L3M) were utilized in this study: SST, Chl, and daily PAR. Monthly composite data were used for NAAMES1 (November 2015), NAAMES2 (May 2016), and NAAMES3 (September 2017). NAAMES4 began in March and ended in April, so a composite product was generated from three 8 day data retrievals (collected between 22nd March 2018 and 14th April 2018). The composite data were required to minimise the patchiness due to clouds in individual 8 day data retrievals. Regional North Atlantic data were extracted from the remote sensing products for statistical analysis. Two areas, a rectangle (36–65°W, 39–43°N) and a square (36–51°W, 43–57°N), were selected and combined to encompass the majority of the NAAMES cruise tracks and to cover the wider North Atlantic region. MODIS SST, Chl, and PAR data were extracted along the NAAMES cruise tracks using the SeaDAS software package (Baith et al., 2001). Gridded sea surface height anomalies (SSHA) are derived by the NASA JPL MEaSUREs project using reference data from TOPEX/Poseidon, Jason-1, Jason-2, and Jason-3 (Zlotnicki et al., 2016).



In situ and Regional DMS Predictions Using Empirical and Neural Network Models

Galí et al. (2018) parameterized seawater DMS using PAR and total DMSP (DMSPt):
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where PAR is the daily mean along-ship track MODIS product and DMSPt was predicted using in situ SST, Chl, euphotic zone depth (Zeu), and MLD data (Galí et al., 2015). The choice of DMSPt algorithm is dependent on euphotic zone depth (Zeu) and MLD, which were used to determine whether the water column was stratified (Zeu/MLD > 1) or mixed (Zeu/MLD < 1):
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Euphotic zone depth (Zeu) was estimated as a function of Chl, following Morel et al. (2007):
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where ζ = log10(Chl). Galí et al. (2015) also estimated Zeu from Chl using Eqn. 5. We chose this in preference to the satellite-derived estimate of Zeu used by Galí et al. (2018). An estimate of Zeu using in situ measurements should be more accurate over smaller spatial and temporal scales than a satellite-derived estimate. Note that Galí et al. (2018) will be referred to as G18 for the rest of this paper.

CTD profiles were collected when the ship was on station, such that there are only relatively few in situ MLD estimates. In addition, MLDs were extracted from a climatology generated using profiles from the Argo float program and a density algorithm for MLD detection (Holte and Talley, 2009; Holte et al., 2017). The MLD input term in Galí et al. (2018) was the Monthly Isopycnal / Mixed-layer Ocean Climatology (MIMOC), which uses multiple data streams including the Argo float data (Schmidtko et al., 2013). All MLD estimates (for in situ CTD, Argo climatology, and MIMOC data) were made using the same density algorithm.

For NAAMES1–3 there was reasonable agreement between the MLDs derived from CTD and Argo profiles (Supplementary Figures S1, S2). The agreement was not as good for NAAMES4. CTD data were only available from the first half of NAAMES4, during which Argo MLDs are much deeper than the CTD MLDs. G18-predicted DMS was calculated using CTD MLDs as well as using Argo MLDs. The G18 predictions calculated using in situ and climatological MLD products are compared and discussed in the Results.

An artificial neural network model was used to estimate DMS concentrations. We use an adapted version of the (Wang et al., 2020) neural network model, with sampling time and location parameters, SST, salinity, Chl, PAR, and MLD all used as potential predictors. The major notable change from Wang et al. (2020) is that we chose not to use nutrients as input variables. Excluding climatological nutrient fields from the analysis ensured that the G18 and neural network predictions used similar input variables and were driven by variables that can be retrieved using satellite and autonomous assets. Model output was not substantially changed by excluding nutrients.

The neural network model was developed using 93,571 data points: 86,785 from the global DMS database1 and 6,786 from NAAMES project. Not all data was used to develop the model, with a certain proportion initially left out for internal testing (∼10%) and external validation (∼13%). The internal testing and validation datasets were not selected at random because using near-neighbor values produces an overfitted model (as discussed in Wang et al., 2020). In situ SST and salinity data collected concurrently with DMS measurements were used for the model wherever possible. Average monthly climatological products were used when in situ data were not available. In addition to the in situ data, the model was developed with climatological Chl and PAR data from satellite and MLD from the MIMOC climatology (Schmidtko et al., 2013). For further detail on the artificial neural network model, the reader is referred to Wang et al. (2020) and to the model code (available at2).

G18 and the neural network model were used to produce regional maps of predicted DMS. The regional map predictions used climatological input fields of SST, Chl and PAR (MODIS), salinity (Garcia et al., 2013) and MLD (MIMOC). The MODIS satellite data products are those detailed in the previous section so the regional DMS outputs match the observation periods of the NAAMES cruises. North Atlantic surface ocean DMS was also extracted from the global seawater DMS climatology (Lana et al., 2011; hereafter referred to as L11).



DMS Flux Calculation

The DMS flux (FluxDMS) calculation uses the thin film model first proposed by Liss and Slater (1974):
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where K is the gas transfer velocity and ΔDMS is the air-sea concentration difference. Atmospheric DMS levels were orders of magnitude lower than those in water during NAAMES (Quinn et al., 2019). We thus omit atmospheric DMS from our calculations and assume DMSSW ≈ΔDMS. The gas transfer velocity (K) is estimated as a function of wind speed adjusted to a 10 m measurement height and a neutral stability atmosphere (U10n) following Goddijn-Murphy et al. (2012):
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where U10n is calculated from in situ wind speed observations and the COAREG model (Fairall et al., 2011). The in situ Schmidt number for DMS (ScDMS, the diffusivity of DMS through seawater) is used to adjust K at a reference Schmidt number (Sc = 660) to a K specific to DMS at the in situ SST. ScDMS is dependent upon seawater temperature (SST, °C) and was calculated from Saltzman et al. (1993) as follows:

[image: image]



RESULTS


North Atlantic Regional Features

Composite MODIS SST (Figure 2) and Chl (Figure 3) provide a spatial context for data collected along each NAAMES cruise track. The satellite products and shipboard data clearly show the strong North-South SST gradient and the transport of warm, sub-tropical water toward the European continent by the Gulf Stream during all four cruises. Gulf Stream meandering generates warm and cold water eddies and temperature fronts along its boundary. The mesoscale and sub-mesoscale variability driven by meanders, eddies and fronts affects phytoplankton abundance and community composition (McGillicuddy, 2016). Oceanic (sub)mesoscale variability has a strong influence on the physical, chemical and biological properties of waters along the NAAMES 40°W North-South transects (see Della Penna and Gaube, 2019).


[image: image]

FIGURE 2. Composite MODIS sea surface temperature (SST, °C) data products for each cruise. (A) NAAMES1: November, 2015; (B) NAAMES2: May 2016; (C) NAAMES3: September 2017; and (D) NAAMES4: March/April 2018. Locations where DMS data were collected are shown (solid white line) with black dots indicating the ship position (labels indicate the Day of Year, DOY).
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FIGURE 3. Composite MODIS chlorophyll (Chl, mg/m3) data products for each cruise. (A) NAAMES1: November, 2015; (B) NAAMES2: May 2016; (C) NAAMES3: September 2017; and (D) NAAMES4: March 2018. Black regions correspond to locations where clouds obscured the satellite view for the entire period of data collection. Locations where DMS data were collected are shown (solid white line) with gray dots indicating when the ship was on station (corresponding to the gray bars at the top of each panel in Figures 4–7).


Stations occupied during NAAMES1–3 sampled six cyclonic eddies with upwelling nutrients and seven anti-cyclonic eddies with downwelling nutrients (Della Penna and Gaube, 2019). NAAMES4 was less successful at sampling colder North Atlantic waters, mainly because storms hampered access to the higher latitude stations. The storms meant that the ship spent relatively more time in the Gulf Stream at around 40°N and was only able to sample one cyclonic eddy on Day of Year 92.5 (DOY 92.5; Figure 2D).

The seasonality in phytoplankton biomass is evident in Figure 3. Chl concentrations in May (Figure 3B) and March/April (Figure 3D) were higher than in November (Figure 3A) and September (Figure 3C). North Atlantic MODIS Chl shows strong spatial variability during March/April, May and November. Spatial variations in MODIS Chl during September when the phytoplankton bloom is declining (i.e., post-peak Chl) are much reduced compared to the other cruises. The major Chl features in the North Atlantic were sampled during NAAMES1–3. NAAMES4 was unable to sample the intensely productive region in the North Atlantic (∼50°W, 40–55°N), although multiple features with elevated Chl were encountered in the South. For example, waters within the cyclonic eddy on DOY 92.5 were enhanced in Chl (40.343°W, 43.015°N; Figure 3D).

Time series of ship observations of SST and Chl are presented for all four NAAMES campaigns (Figures 4–7, panels A,B), including MODIS SST and Chl data extracted along the cruise track (solid lines). There is general agreement between in situ observations and the spatially coincident SST and Chl satellite products, despite the inherent temporal mismatch (Figures 4–7, panels A,B). In situ DMS observations are plotted with the along-track, extracted data from L11 and the predictions from the G18 algorithm and the neural network model (Figures 4–7, panel C). Gaps in the G18 predictions of DMS during NAAMES1 and NAAMES4 are periods when there are no available in situ Chl data. The following sections briefly summarize the characteristics of Chl, SST, seawater DMS, wind speed and DMS flux during each cruise.
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FIGURE 4. Timeseries of SST (A), Chl (B), seawater DMS (C), and wind speed (U10n)/DMS flux (D) during the NAAMES1 field campaign (November 2015). In situ observations of SST (blue dots) and Chl (black dots) are plotted alongside satellite observations extracted along the cruise track (red and green lines for SST and Chl, respectively). Seawater DMS measurements during the cruise (red dots) are shown alongside data extracted from the Lana et al. (2011) climatology for November (L11, black line), data extracted from neural network model output (green line) and the Galí et al. (2018) estimate (G18, solid purple line). Cyan triangles are the G18 prediction using MLD estimated from in situ CTD (temperature and salinity) profiles. Gaps occur in G18-predicted DMS when there is no available in situ Chl data (e.g., Day of Year 322.2–329.6). Gray bars at the top of each panel indicate periods when the ship was on station. DMS flux (red dots) is calculated from in situ observations of U10n (black line), seawater DMS and SST.
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FIGURE 5. Timeseries of SST (A), Chl (B), seawater DMS (C), and wind speed (U10n)/DMS flux (D) during the NAAMES2 field campaign (May 2016). In situ observations of SST (blue dots) and Chl (black dots) are plotted alongside satellite observations extracted along the cruise track (red and green lines for SST and Chl, respectively). Seawater DMS measurements during the cruise (red dots) are shown alongside data extracted from the Lana et al. (2011) climatology for November (L11, black line), data extracted from neural network model output (green line) and the Galí et al. (2018) estimate (G18, solid purple line). Cyan triangles are the G18 prediction using MLD estimated from in situ CTD (temperature and salinity) profiles. Gray bars at the top of each panel indicate periods when the ship was on station. DMS flux (red dots) is calculated from in situ observations of U10n (black line), seawater DMS and SST.



[image: image]

FIGURE 6. Timeseries of SST (A), Chl (B), seawater DMS (C), and wind speed (U10n)/DMS flux (D) during the NAAMES3 field campaign (September 2017). In situ observations of SST (blue dots) and Chl (black dots) are plotted alongside satellite observations extracted along the cruise track (red and green lines for SST and Chl, respectively). Seawater DMS measurements during the cruise (red dots) are shown alongside data extracted from the Lana et al. (2011) climatology for November (L11, black line), data extracted from neural network model output (green line) and the Galí et al. (2018) estimate (G18, solid purple line). Cyan triangles are the G18 prediction using MLD estimated from in situ CTD (temperature and salinity) profiles. Gray bars at the top of each panel indicate periods when the ship was on station. DMS flux (red dots) is calculated from in situ observations of U10n (black line), seawater DMS and SST.
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FIGURE 7. Timeseries of SST (A), Chl (B), seawater DMS (C), and wind speed (U10n)/DMS flux (D) during the NAAMES4 field campaign (March/April 2018). In situ observations of SST (blue dots) and Chl (black dots) are plotted alongside satellite observations extracted along the cruise track (red and green lines for SST and Chl, respectively). Seawater DMS measurements during the cruise (red dots) are shown alongside data extracted from the Lana et al. (2011) climatology for November (L11, black line), data extracted from neural network model output (green line) and the Galí et al. (2018) estimate (G18, solid purple line). Gaps occur in G18-predicted DMS when there is no available in situ Chl data (e.g., prior to Day of Year 83.8). Cyan triangles are the G18 prediction using MLD estimated from in situ CTD (temperature and salinity) profiles. Gray bars at the top of each panel indicate periods when the ship was on station. DMS flux (red dots) is calculated from in situ observations of U10n (black line), seawater DMS and SST.




NAAMES1 (November 2015)

NAAMES1 took place during the early winter transition that initiates the annual phytoplankton bloom (Behrenfeld and Boss, 2014, 2018). The ship stopped to occupy seven stations during the cruise (gray dots in Figure 3, gray bars in Figure 4). The second station was the most northerly (54.1°N, DOY 318) and the last station was the most southerly (40.6°N, DOY 329). The data collected while on station typically show less variability than when the ship was underway. For example, large variations in SST, Chl, and DMS occurred while the ship moved in and out of a region of biologically productive, cold water over ∼21 h (DOY 331; range of 12.5°C, 1.2 mg/m3 and 4.1 nM for SST, Chl, and DMS, respectively). DMS and Chl levels appear to co-vary during the transit into cold waters and back into warm Gulf Stream waters, but the data are only weakly correlated (Spearman’s ρ = 0.32, p < 0.001, n = 168).

Mean DMS concentration was 1.4 nM during NAAMES1, and ranged from 0.4 to 5.3 nM. The variations in seawater DMS occur over relatively small spatial scales and appear to be associated with rapid changes in SST (Figure 4). Variations in surface Chl were sometimes coincident with the DMS changes. For example, DMS increased from 0.75 to 2.6 nM over 40 min on DOY 316.75. SST reduced by 2.9°C over this period and the Chl increased by 0.3 mg/m3. The ship speed was 10.5 knots during the changes in DMS, Chl and SST, corresponding to a distance of ∼13 km. On DOY 322, SST increased rapidly by 4°C and DMS reduced abruptly from 3.4 to 1.0 nM. The change in Chl (−0.2 mg/m3) was not quite as pronounced as on DOY 316.75.

There have been few observations of seawater DMS in the western North Atlantic during November prior to NAAMES1. The L11 climatology uses extrapolation and interpolation of existing data and predicts low levels for the region. The extracted L11 data agree quite well with the seawater DMS observations (Spearman’s ρ = 0.63, p < 0.001, n = 3930; Figure 4C). The L11 data are a climatological product and thus the extracted L11 data do not show a lot of spatial variability. The G18 prediction is spatially variable, but does not fully capture the observed DMS variations and tends to under-predict observed levels. The neural network model output provides a closer approximation to the typical observed DMS concentrations and variability, but tends to underestimate DMS when observed concentrations are elevated (e.g., DOYs 317, 322, and 331).

Wind speed variations had an important influence on the DMS flux during NAAMES1 (Figure 4D). The wind speed during the cruise averaged 9.8 m sec–1 and ranged from close to 0–23.8 m s–1. The calculated flux of DMS into the North Atlantic atmosphere during NAAMES1 ranged from 0.1 to 18.5 μmol m–2 day–1 (NAAMES1 mean flux = 4.4 μmol m–2 day–1).



NAAMES2 (May 2016)

NAAMES2 targeted the climax of the annual phytoplankton bloom. Stations at the northern end of the 40°W transect were targeted at the beginning of the cruise. The second station (S1) was the furthest North (56.3°N, 46.0°W; DOY 139). Measurements made between DOY 136 and 144 (including the first four stations, S0–S3) were in waters with elevated biological activity (mean ± SD Chl = 3.0 ± 1.3 mg/m3) and DMS concentrations (mean ± SD = 3.9 ± 2.7 nM). The latter part of the cruise (after the final station, S5, and during the transit back to Woods Hole) took place in lower latitude waters (<45.1°N). The southern, warmer waters during NAAMES2 were less productive (0.8 ± 0.5 mg/m3) with lower DMS concentrations (2.0 ± 0.8 nM). Rapid changes in DMS associated with rapid SST and Chl changes were sometimes observed during NAAMES2. On DOY 144.4, for example, Chl and DMS reduced by 3.6 mg/m3 and 4.9 Nm, respectively, as the SST increased rapidly from 6.6 to 13.4°C.

The effect of wind-driven mixing on surface Chl and DMS levels is particularly evident in the NAAMES2 data. Station S4 (DOY 145) was targeted because it had recently experienced an intense wind-driven mixing event. The surface layer had been mixed to ∼250 m and this diluted the near-surface with low concentration sub-surface waters (Graff and Behrenfeld, 2018). The mixed layer dilution coupled with the sea-to-air loss of DMS resulted in surface concentrations of Chl (0.4 mg/m3) and DMS (0.6 nM) that were low for the time of year. Calm conditions persisted during the occupation of S4 and the mixed layer shallowed to < 30 m after 3 days. A shallower MLD coincided with a gradual increase in Chl up to 1.5 mg/m3 by DOY 149. The DMS response was slower than the Chl response, but DMS levels had increased to 1.7 nM by DOY 149 when the ship left station. A large, Eastward-moving storm (wind speeds up to ∼25 m sec–1) affected the final station (S5; 44.4°N, 43.4°W). DMS levels during S5 were 11.6 nM on DOY 150.5 but rapidly reduced to 1.0 nM during the storm on DOY 152.4.

The extracted L11 data are typically in good agreement with in situ observations during the first half of the cruise (mean DMS: L11 = 3.3 nM, observed = 3.9 nM; Figure 5). The agreement between in situ and L11 data worsens in the second half of the cruise when storms reduced the in situ DMS concentrations (mean DMS: L11 = 5.2 nM, observed = 2.2 nM). Storms encourage ventilation to the atmosphere and deepen the MLD, reducing light exposure, diluting near-surface concentrations and potentially transporting DMS-producing organisms below the photic zone.

The increase in DMS throughout DOYs 145–149 is relatively well-predicted by the G18 algorithm, which responds to the increase in biomass during this period (Spearman’s ρ = 0.67, p < 0.001, n = 248; Figure 5). The in situ MLD shallowed to 30 m on DOY 148 and this change is not reflected in the Argo MLD (Supplementary Figure S2). The sensitivity of the G18 prediction to MLD is highlighted by the contrast between predictions made using in situ CTD MLD estimates vs. predictions made using monthly averaged Argo MLD (Figure 5). The G18 estimate using the climatological Argo MLD makes a better prediction of in situ DMS than if the in situ MLD was used (Figure 5).

The neural network model predictions throughout NAAMES2 are similar to the G18 predictions (Figure 5). The DMS prediction by the neural network model responds to the change in biomass during DOYs 145–149 and effectively captures the variability (Spearman’s ρ = 0.69, p < 0.001, n = 248; Figure 5). Neither of the predictions from G18 and the neural network are accurate on DOY 150, both underestimating in situ DMS levels by as much as 50%. After the storm passed over the ship during station S5, DMS levels were over-estimated by the G18 algorithm. G18 continued to over-predict DMS while the ship traveled West through storm-influenced waters (until approximately DOY 155). The neural network DMS prediction was lower than the G18 estimate during DOYs 152–155, and in better agreement with the observed DMS levels.

The average wind speed during NAAMES2 (U10n mean = 8.2 m s–1) was lower than NAAMES1 although the large storm on DOY 151 resulted in the strongest winds observed during all NAAMES cruises (U10n max. = 27.4 m s–1). The variation in DMS concentrations was large (from 0.4 to 17.4 nM) and had an important influence on the variability and magnitude of the calculated DMS flux (0.1–47.5 μmol m–2 day–1; Figure 5). The mean flux of DMS into the North Atlantic atmosphere during NAAMES2 is calculated as 6.6 μmol m–2 day–1.



NAAMES3 (September 2017)

NAAMES3 took place during the declining phase of the phytoplankton bloom (Behrenfeld and Boss, 2014, 2018). The 40°W transect began at the southern-most extent and headed North. The first three Stations (S1a, S1, and S1.5) were not sampled for DMS due to instrument problems. DMS measurements began at 44.4°N (during Station S2, DOY 249). Six additional stations were briefly occupied and the final and most northerly station (S6, 53.4°N) was occupied for 4 days. The ship returned to Woods Hole following a route that was relatively close to the coast to avoid the heavy seas associated with Hurricane José (see Behrenfeld et al., 2019). Instrument problems and the return transit close to the coast meant that warmer North Atlantic waters were not sampled for seawater DMS. The maximum SST encountered while measuring seawater DMS was 20.9°C, in contrast to when the ship was South of S2 (maximum SST = 28.0°C).

A range in Chl was encountered during the seawater DMS measurement period of NAAMES3 (DOY 249–266). Station S2 Chl (0.2 mg/m3) was lower than Chl during the northern Station S6 (0.9 mg/m3). The majority of in situ and MODIS Chl data compare well during all the NAAMES cruises. However, in situ Chl data are notably lower than the MODIS Chl retrieval on DOY 264 (Figure 6B). The disagreement between in situ and MODIS Chl occurred as the ship passed through a phytoplankton bloom on the return leg to Woods Hole (Figure 3C, 45.5°N, 58.0°W). The MODIS and in situ Chl levels both increase and decrease as the ship moves in and out of the bloom (Figure 6B). The most likely explanation for the difference is that the ship arrived at the bloom location after the peak in biomass and missed the high Chl levels captured by the monthly MODIS data product.

The average seawater DMS during NAAMES3 (mean ± SD = 3.1 ± 1.0 nM; Figure 6C) was substantially higher than either the extracted L11 data (1.2 ± 0.5 nM) or the G18 prediction (1.7 ± 0.5 nM). In situ SST did not change rapidly during NAAMES3 (Figure 6A) and DMS variability cannot easily be linked to SST fronts (as was possible during NAAMES1 and NAAMES2). Seawater DMS did not show a lot of variability during the cruise, with the exception of the bloom encountered on DOY 264 (Figure 6C). In situ DMS levels increased to 8.6 nM in the center of the bloom on DOY 264. The G18 algorithm also predicts increased DMS, but with a maximum of only 3.3 nM. G18 predictions throughout NAAMES3 were similar irrespective of the choice of in situ MLD or Argo climatological MLD.

DMS predicted by the neural network model is higher than the L11 or the G18 prediction. The neural network model DMS and in situ DMS observations during the cruise are comparable, but the neural network model mean (2.6 nM) is lower than the observations (3.2 nM) mainly because the model poorly represents the periods when DMS is elevated. The neural network model fails to predict the elevated DMS levels on DOY 254 and in particular the high DMS associated with the phytoplankton bloom on DOY 264 (Figure 6C). The neural network model and G18 estimates both under-predict observed DMS on DOY 264 by a similar magnitude (∼5 nM).

The majority of the variability in calculated DMS flux during NAAMES3 is driven by variations in wind speed because seawater DMS did not vary substantially (mean ± SD = 3.2 ± 1.0 nM; Figures 6C,D). Wind speed ranged from 0.6 to 16.5 m s–1 (mean U10n = 7.6 m s–1) with peak wind speeds driving the peak DMS fluxes. NAAMES3 DMS fluxes ranged from 0.4 to 31.6 μmol m–2 day–1 (mean = 7.5 μmol m–2 day–1).



NAAMES4 (March/April 2018)

NAAMES4 took place during the accumulation phase of the phytoplankton bloom (Behrenfeld and Boss, 2014, 2018). As previously discussed, the cold, productive waters at the northern end of the 40°W transect were not sampled because the ship departed from Puerto Rico and storms restricted sampling at higher latitudes. The highest latitude station was S4 (DOY 91; 44.5°N). SST did not vary a lot (mean ± SD SST = 18.5 ± 5.7°C) with few oceanic temperature fronts (i.e., rapid SST changes). Eight stations were sampled during NAAMES4, but only Station SE4 (DOY 92.5) sampled an eddy (Della Penna and Gaube, 2019).

Chl was quite variable during NAAMES4 (0.7 ± 0.4 mg/m3), with lots of spikes that do not correspond to changes in SST (Figures 7A,B). There were fewer spikes in DMS than in Chl, particularly during the first half of the cruise when DMS levels were lower (mean ± SD DMS prior to DOY 92 = 3.0 ± 1.5 nM). The ship moved through waters that were more biologically productive after DOY 92. DMS levels were higher and more variable after DOY 92 (mean ± SD DMS = 5.0 ± 3.3 nM; Figure 7C) and this coincided with a region containing greater variability in sea surface height anomaly (Figure 8A). A high Chl feature was sampled inside a cyclonic eddy before, during, and after Station SE4 (DOY 92.5, Figure 8B). DMS and Chl co-varied within the cyclonic eddy, with elevated DMS when Chl concentrations were high (max. Chl = 2.5 mg/m3 and max. DMS = 13.2 nM; Figure 8C). Note that there were also periods during NAAMES4 when elevated DMS levels did not correspond to high Chl levels (e.g., DOY 93.5 during Station S2RD: DMS = 13.7 nM; Chl = 0.7 mg/m3).


[image: image]

FIGURE 8. High Chl feature within a cyclonic eddy targeted on DOY 92.5 during NAAMES4 (Station SE4). Cruise track is shown in white. Left panel: Gridded sea surface height anomaly derived from radar altimeter measurements. Middle panel: MODIS Chl spatial distribution within the eddy. Right panel: Latitudinal variation in in situ Chl and DMS within the eddy.


DMS estimates from the extracted L11, neural network model and G18 algorithm are consistently lower than the observed DMS levels, particularly during the latter half of the cruise (DOY 92 onwards; Figure 7C). The G18 DMS prediction improves when in situ CTD MLD can be used (DOY 86–92) instead of climatological Argo MLD. There was no significant correlation between the Argo MLD climatology and MLD from in situ CTD profiles during NAAMES4, whereas there was a moderate correlation for NAAMES1–3 (Spearman’s ρ = 0.37, p < 0.001, n = 106; see Supplementary Figures S1, S2). A winch failure during NAAMES4 (Behrenfeld et al., 2019) meant that CTD profiles were unfortunately only collected prior to DOY 92. The Argo-based G18 prediction and the neural network model underestimate the observed DMS concentrations by up to 15 nM during DOY 92–95. The period of substantial DMS underestimation includes stations with high Chl (Station SE4, DOY 92.5: high Chl, cyclonic eddy, Figure 8) and low Chl (Station S2RD, DOY 93.5). It is not possible to determine whether using in situ MLDs would have substantially improved the G18 and neural network estimates of seawater DMS during this period.

NAAMES4 encountered higher wind speeds on average compared to the other NAAMES cruises (mean U10n = 10.7 m s–1). Winds blew consistently throughout NAAMES4 and, when combined with elevated seawater DMS levels in the latter half of the cruise, resulted in the highest average DMS flux to the atmosphere of all NAAMES cruises (mean = 13.7 μmol m–2 day–1). Variability in DMS concentration (range = 0.9–20.1 nM) dominated the variability in calculated DMS flux (range = 0.3–71.1 μmol m–2 day–1; Figure 7D).



Seasonal Variability in Chl and DMS

The NAAMES cruises span 4 years (2015–2018 inclusive), but can be used to represent the stages of the seasonal phytoplankton bloom over a virtual year (i.e., November → March/April → May → September). The seasonal variation in Chl and DMS is evident when the data are summarized with box and whisker plots (Figure 9). The waters encountered during the NAAMES field campaigns contained similar Chl distributions (mean, median, range and distribution shape) as the MODIS distribution extracted from the wider North Atlantic region (Figure 9A). The similarities between along-track MODIS Chl and regional North Atlantic MODIS Chl suggests that any insight gained from the NAAMES data could be applied to the wider region. Note that alternative measures of the biological community may not show the same spatial and temporal patterns as the Chl, and this is a caveat to any large scale interpretation of the NAAMES data.
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FIGURE 9. Box and whisker summary of seawater Chl (A) and DMS (B) during the NAAMES cruises (Nov., 2015, NAAMES1; March/April 2018, NAAMES4; May 2016, NAAMES2; September 2017, NAAMES3). The central horizontal line on each box is the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points not considered outliers. Outliers (gray dots) are identified as data that is > 1.5 times the interquartile range above the top or below the bottom of the box. The data are presented in an order that highlights the seasonal changes in North Atlantic seawater Chl and DMS (winter through to fall) rather than the chronological order in which the cruises were conducted. In situ NAAMES data are shown in red. Additional plots in (A) are the MODIS Chl data extracted along the cruise track (blue) and from the wider North Atlantic (region limits defined in the text, green). The Y-axis scale has been limited to 8 mg/m3 for clarity. Additional plots in (B) are the DMS data extracted from the Lana et al. (2011) climatology (L11, black), the Galí et al. (2018) prediction (G18, purple) and the artificial neural network prediction (green).


Box and whisker plots provide an overview comparison between DMS observations, extracted L11, and the G18 and neural network model output (Figure 9B). Cruises in March and May encountered DMS concentrations that were higher than the November cruise. Seawater DMS levels during the late summer cruise (September) were also higher than the winter observations, and higher than predicted by either L11 or G18 (Figure 9B). The neural network model did fairly well at predicting the average seasonal cycle in DMS.

The seawater DMS measurements from each NAAMES cruise have a strong skew with a positive tail (i.e., the infrequent occurrence of higher DMS concentrations, Figure 9B). None of the L11, G18 and neural network predictions of DMS have distributions with as strong a skew as the in situ observations. For example, G18-predicted and observed DMS in May are similar in the mean (3.1 and 2.9 nM, respectively), but the skew in the observed data is highlighted by the substantially different median values (G18 = 3.1 nM; observed DMS = 2.0 nM).

The extracted L11 does a particularly poor job at representing the NAAMES DMS data distribution/shape (Figure 9B). The extracted L11 data have a normal distribution, which is in sharp contrast to the skewed distribution of the in situ observations. The characteristics of the L11 data highlight the techniques used to generate the DMS climatology. L11 sorted the DMS database into monthly sub-datasets, calculated the average (mean), then interpolated and smoothed over large spatial scales to produce a seasonal climatology with continuous spatial coverage.



Spatial Variability in Seawater DMS

Spatial variability in seawater DMS predicted by L11, G18, and the neural network model highlights the differences between estimates of DMS in the North Atlantic (Figures 10–13). The spatial variation in the L11 climatological DMS is substantially lower than the G18 and neural network climatologies. All three DMS estimates share some common features such as elevated DMS levels in March in waters southeast of Newfoundland, Canada (Figure 11). Elevated DMS in Atlantic waters North of 40°N in May are predicted by all three climatologies, although the spatial extent of the high DMS region in the L11 climatology is much bigger (Figure 12). Elevated DMS levels in other waters and/or months are only predicted by one or two of the climatologies. For example, the G18 and neural network climatologies predict a large swathe of elevated DMS (> 2 nM) in low latitude waters in March, whereas the L11 does not (Figure 11). The L11 and neural network climatologies predict DMS > 2 nM in low latitude waters in September, whereas the G18 estimate is lower (Figure 13).
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FIGURE 10. Predicted spatial distribution of seawater DMS in the North Atlantic during November. Climatological maps are extracted from Lana (L11, left panel), the Galí et al. (2018) prediction (G18, middle panel) and the neural network model prediction (right panel). G18 and the neural network output are specific to the NAAMES1 field campaign period because they use MODIS Chl and SST from November 2015, whereas L11 is not specific to a certain year. Scales are capped at 3.5 nM to maintain spatial contrast and aid comparability between panels. Some L11 data exceed the cap (maximum value of 4.2 nM). Pixels with no data/land are filled black.
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FIGURE 11. Predicted spatial distribution of seawater DMS in the North Atlantic during March. Climatological maps are extracted from Lana (L11, left panel), the Galí et al. (2018) prediction (G18, middle panel) and the neural network model prediction (right panel). G18 and the neural network output are specific to the NAAMES4 field campaign period because they use MODIS Chl and SST from March/April 2018, whereas L11 is not specific to a certain year. Scales are capped at 3.5 nM to maintain spatial contrast and aid comparability between panels. Some G18 and W20 data exceed the cap (maximum values of 7.2 and 5.0 nM respectively). Pixels with no data/land are filled black.
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FIGURE 12. Predicted spatial distribution of seawater DMS in the North Atlantic during May. Climatological maps are extracted from Lana (L11, left panel), the Galí et al. (2018) prediction (G18, middle panel) and the neural network model prediction (right panel). G18 and the neural network output are specific to the NAAMES2 field campaign period because they use MODIS Chl and SST from May 2016, whereas L11 is not specific to a certain year. Scales are capped at 7.0 nM to maintain spatial contrast and aid comparability between panels. Some G18 data exceed the cap (maximum value of 38.5 nM). Pixels with no data/land are filled black.
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FIGURE 13. Predicted spatial distribution of seawater DMS in the North Atlantic during September. Climatological maps are extracted from Lana (L11, left panel), the Galí et al. (2018) prediction (G18, middle panel) and the neural network model prediction (right panel). G18 and the neural network output are specific to the NAAMES3 field campaign period because they use MODIS Chl and SST from September 2017, whereas L11 is not specific to a certain year. Scales are capped at 3.5 nM to maintain spatial contrast and aid comparability between panels. Some G18 data exceed the cap (maximum value of 29.2 nM). Pixels with no data/land are filled black.


The input parameters common to the G18 algorithm and neural network model are Chl, SST, PAR, and MLD. The G18 and neural network DMS plots contain features that appear like the ocean (fronts, eddies, etc.). The “oceanic DMS features” are generated by spatial variations in MODIS Chl and SST (Figures 2, 3). A climatological average product was used for MLD and for PAR. The relative sensitivity of the G18 and neural network model estimates to the inputs of Chl and SST is evident when comparing certain regions. For example, the neural network model predicts higher DMS levels in the Gulf Stream in November 2015 than the G18 estimate (Figure 10). The G18 estimate in May 2016 for the same region is higher than the neural network model (Figure 12). The G18 parameterization tends to produce high DMS estimates close to the coast where Chl levels are high, with maximum predictions in May and September of 38.5 and 29.2 nM, respectively (Figures 12, 13).

Observed DMS is consistently under-predicted by the G18 algorithm and neural network model (Figure 14). The G18-predicted average (mean) for November, March/April and September plot below the 1:1 line (Figure 14A). Some of the differences between G18-predicted and observed DMS may be driven by an imperfect estimation of the MLD, although in situ MLDs, and climatological Argo MLD compare well for November and September (Supplementary Figures S1, S2). G18-predicted DMS and observed DMS in May agree well on average (Figure 14A), but this is due to both under and over-prediction at different stages of the cruise. The neural network model under-predicts seawater DMS for all four cruises (Figure 14B), but the agreement with observations is substantially better than the G18 prediction (G18 R2 = 0.17; neural network model R2 = 0.58).
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FIGURE 14. Comparison between observed and predicted seawater DMS concentrations during all four NAAMES cruises (red = November, NAAMES1; cyan circles = March/April, NAAMES4; blue downward triangles = May, NAAMES2; green upward triangles = September, NAAMES3). Mean and uncertainty (error bars are ± 1 SD) DMS for each cruise are identified in yellow (square = November; circle = March/April; downward triangle = May; upward triangle = September). The 1:1 line (dashed gray line) is shown for reference. X and Y-axis limits have been adjusted slightly to maximize clarity, which has resulted in the exclusion of a small number of outlying data points (Figure 9b shows the full extent of the data). DMS predicted by (A) the G18 algorithm (Galí et al., 2018) and (B) a neural network model.




DISCUSSION

The NAAMES DMS data illustrate the interplay of physical and biological forcing on the reduced sulfur cycle in seawater. The qualitative association between DMS and Chl during NAAMES is clear, but the statistical correlation is weak (Spearman’s ρ = 0.32, p < 0.001, n = 4,374) and very little DMS variability is explained by Chl (R2 = 0.15). Physical processes confound the links between DMS and biology, but the correlation of DMS with parameters such as SST and MLD is also weak (DMS vs. SST: Spearman’s ρ = 0.21, p < 0.001, n = 7,043, R2 = 0.004; DMS vs. MLD: Spearman’s ρ = −0.30, p < 0.001, n = 7,061, R2 = 0.02). Elevated surface water DMS are rapidly reduced when the MLD is deepened by wind-driven mixing (e.g., the NAAMES2 high wind speed event on DOY 150, Station S5). Low DMS levels observed on DOY 145 and DOY 152 during the annual bloom climax (NAAMES2, Figure 5) are good examples of how storms can impact DMS levels during a period of the year typically associated with enhanced biological production/DMS. DMS levels are low during the November cruise, with variability associated with frontal variations in SST and Chl (e.g., DOY 322, NAAMES1, Figure 4). The same phenomena is observed during the accumulation phase of the bloom when Chl levels in the North Atlantic are much higher (DOY 92.5, NAAMES4, Figure 7).

The cyclonic eddy sampled in March 2018 during NAAMES4 (Figure 8) is a good example of how environmental conditions can occasionally be conducive to a predictable relationship between DMS and Chl. The conditions that influence the biological community are relatively stable within an eddy. Eddy circulation limits lateral mixing of the phytoplankton community with surrounding waters. Eddy circulation is also an important factor for the depth of the mixed layer. Mixed layer stratification influences the upwelling of sub-surface waters and the supply of nutrients. Pigment analysis suggests that the dominant phytoplankton within the NAAMES4 eddy were the haptophyte group (Kramer et al., 2020). Haptophytes produce a lot of DMS and DMSP relative to other phytoplankton groups (Stefels et al., 2007). It is likely that DMS and Chl levels co-varied because haptophyte biomass and DMS production changed in proportion to the changes in total Chl. DMS levels inside the eddy were high relative to the rest of the March cruise (>10.0 nM at the eddy center, compared to the NAAMES4 mean DMS = 3.9 nM). The NAAMES4 eddy had a retentive surface area of ∼5,000 km2 according to Della Penna and Gaube (2019). The eddy was a substantive feature in the NAAMES study region and features such as this will have a strong influence on the spatial distribution of DMS and make a significant contribution to regional DMS production.

The L11 data are extracted from a smoothed, monthly product and cannot reproduce the observed spatial variability during the NAAMES cruises (Figures 4–7). The L11 climatology infers high seawater DMS concentrations in certain areas of the North Atlantic throughout the year, which does not agree with the predictions from the neural network model or the G18 algorithm (Figures 10–13, also discussed in Galí et al., 2018). The L11 climatology has been invaluable to Earth System modelers, but is ultimately unable to provide a realistic spatial representation of seawater DMS. The L11 climatology is unable to capture DMS spatial variability across ocean temperature fronts in winter, across large mesoscale features such as eddies, or due to short term temporal variability in MLD (e.g., recovery from a strong wind event). The climatological DMS plots predicted by the G18 algorithm and the neural network model clearly demonstrate the impact that using in situ or remotely sensed data (MODIS Chl, SST) would have upon our understanding of spatial variability in seawater DMS (Figures 10–13). The G18 algorithm and neural network model have similar input variables. The differences between the spatial distribution of the G18 and neural network model outputs demonstrate the relative sensitivities that the predictions have to the input variables. The DMS climatologies (Figures 10–13) and SST fields (Figures 2A–D) were used to calculate the sea-to-air DMS flux. The flux calculation uses the mean wind speed from each cruise. The total North Atlantic regional flux estimates can be compared in Table 1. The impact of choosing different climatologies to calculate the DMS flux into the atmosphere is large.


TABLE 1. Total sea-to-air flux of DMS (Mmol S day–1) in the North Atlantic region (20°–57°N, 72°–38°W) as estimated using the L11 climatology and the G18 and neural network models.

[image: Table 1]The links between biology and physics are key within many algorithms that use MLD and Chl to predict DMS (e.g., Simó and Dachs, 2002; Vallina and Simó, 2007; Galí et al., 2018). Chl and MLD are also key input variables to the neural network model for DMS presented by Wang et al. (2020). The G18 algorithm and neural network model attempt to resolve DMS variability due to the collective impact of biological and physical processes. An accurate predictive approach coupled with Earth Observation data has enormous potential (Galí et al., 2019). Accurate MLD and Chl are necessary for an accurate prediction, which is highlighted by the difference between the NAAMES4 G18 predictions using in situ MLD vs. climatological MLD.

The neural network model and G18-prediction consistently underestimate the NAAMES in situ DMS data. The underestimation of DMS by these models may be because they were developed using climatological input parameters, which inevitably smooth out the episodic extremes in the predictor variables (Wang et al., 2020). Alternatively, additional parameters may be needed to improve predictive capability. The G18-prediction and neural network model do not explicitly include biological processes that are important in the oceanic reduced sulfur cycle (Stefels et al., 2007): (i) the influence of phytoplankton species composition on DMSP/DMS production; (ii) biological conversion of DMSP to DMS via grazing and algal/bacterial enzyme activity;, and/or (iii) microbial consumption of DMSP and DMS to non-volatile sulfur products.

Previous work in the NW Atlantic has demonstrated the importance of plankton community composition in the DMS/DMSP cycle (Lizotte et al., 2012). Only some of the phytoplankton species that produce DMSP do so in large amounts (e.g., coccolithophores, dinoflagellates), but understanding their spatial distribution may be the key to improving predictions of DMSP and thus DMS (McParland and Levine, 2019). Satellite observations of phytoplankton diversity are improving (see Bracher et al., 2017) and are likely to be required to improve future predictions of seawater DMS from space. Current predictive models are not well-equipped to represent changes in biological community composition and its impact on seawater DMS.



CONCLUSION

Four cruises in the North Atlantic during the NAAMES project provide a large amount of surface seawater DMS data throughout the different stages of the seasonal phytoplankton bloom. Elevated seawater DMS levels were observed during the seasons of high biological productivity (March/April, May, and September) and lower levels were observed during November. The DMS climatology (Lana et al., 2011) captures the seasonal progression well but, unsurprisingly, does not accurately represent the substantial variability in DMS over short spatial/temporal scales in the North Atlantic. The high frequency data collected during the wintertime transition (November, NAAMES1) and the bloom climax (May, NAAMES2) highlight the interaction between physics (fronts, storms) and biology.

The intention of this paper is to present an overview of the NAAMES seawater DMS observations along with environmental variables that have been shown to influence DMS variability. Previous work has discussed upper water column mixing timescales and the MLD definition that is most relevant to DMS dynamics (Simó and Dachs, 2002). DMS predictions using the G18 algorithm driven by either Argo MLD or in situ MLD during NAAMES4 highlight that an appropriate representation of water mass mixing history may help improve seawater DMS prediction. However, the G18 algorithm and neural network model outputs under-predict measured DMS levels, even when in situ and climatological MLD estimates are consistent with each other (NAAMES1–3). The G18 algorithm and neural network model output may be limited because their input variables do not encapsulate all of the key biological processes. Future work will focus on whether biological measurements can be used to improve satellite-based estimates of seawater DMS.
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Supplementary Figure 2 | Timeseries comparison of in situ CTD estimates of mixed layer depth (MLD, blue circles) with MLDs extracted from Argo data (climatological MLD, red line) for each NAAMES cruise. MLDs were detected using the density algorithm (Holte and Talley, 2009; Holte et al., 2017).
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Planktonic communities constitute the basis of life in marine environments and have profound impacts in geochemical cycles. In the North Atlantic, seasonality drives annual transitions in the ecology of the water column. Phytoplankton bloom annually in spring as a result of these transitions, creating one of the major biological pulses in productivity on earth. The timing and geographical distribution of the spring bloom as well as the resulting biomass accumulation have largely been studied using the global capacity of satellite imaging. However, fine-scale variability in the taxonomic composition, spatial distribution, seasonal shifts, and ecological interactions with heterotrophic bacterioplankton has remained largely uncharacterized. The North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) conducted four meridional transects to characterize plankton ecosystems in the context of the annual bloom cycle. Using 16S rRNA gene-based community profiles we analyzed the temporal and spatial variation in plankton communities. Seasonality in phytoplankton and bacterioplankton composition was apparent throughout the water column, with changes dependent on the hydrographic origin. From winter to spring in the subtropic and subpolar subregions, phytoplankton shifted from the predominance of cyanobacteria and picoeukaryotic green algae to diverse photosynthetic eukaryotes. By autumn, the subtropics were dominated by cyanobacteria, while a diverse array of eukaryotes dominated the subpolar subregions. Bacterioplankton were also strongly influenced by geographical subregions. SAR11, the most abundant bacteria in the surface ocean, displayed higher richness in the subtropics than the subpolar subregions. SAR11 subclades were differentially distributed between the two subregions. Subclades Ia.1 and Ia.3 co-occurred in the subpolar subregion, while Ia.1 dominated the subtropics. In the subtropical subregion during the winter, the relative abundance of SAR11 subclades “II” and 1c.1 were elevated in the upper mesopelagic. In the winter, SAR202 subclades generally prevalent in the bathypelagic were also dominant members in the upper mesopelagic zones. Co-varying network analysis confirmed the large-scale geographical organization of the plankton communities and provided insights into the vertical distribution of bacterioplankton. This study represents the most comprehensive survey of microbial profiles in the western North Atlantic to date, revealing stark seasonal differences in composition and richness delimited by the biogeographical distribution of the planktonic communities.
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INTRODUCTION

The phytoplankton spring bloom in the North Atlantic is the climax of an annual cycle driven by the seasonality of physical, chemical and biological features (Sieracki et al., 1993; Behrenfeld and Boss, 2018). This massive pulse in biological productivity is a key mediator of the strength of the biological carbon pump (Martin et al., 2011; Sanders et al., 2014). The phytoplankton spring bloom represents a pathway by which atmospheric CO2 is biologically converted to organic matter and subsequently exported vertically to depth via sinking particles, vertically migrating zooplankton, and the physical mixing of suspended organic particles and dissolved organic matter (DOM) (Ducklow et al., 2001).

A dynamic ecological system underlies the annual cycle of phytoplankton biomass in the western North Atlantic. Phytoplankton composition has been observed to undergo major seasonal shifts (Choi et al., 2020; Kramer et al., 2020; Yang et al., 2020). Communities dominated by cyanobacteria, prasinophytes and pelagophytes in the early winter give way to a more diverse eukaryotic phytoplankton community in the spring. Major contributors over this period include haptophytes, diatoms, and prasinophytes (Bolaños et al., 2020). The magnitude and composition of springtime diversity captured depends on the successional stage of the phytoplankton bloom that is sampled, which is strongly influenced by both timing and location. Assessing the role of the spring phytoplankton bloom in the biological carbon pump and how it may change in future climate scenarios requires better understanding of the composition, functioning, and interactions of the microbial community.

Bacterioplankton composition in the surface waters of the ocean is influenced by multiple environmental factors and biological interactions (Bunse and Pinhassi, 2017). Seasonality of bacterioplankton has been well documented with inter-annual time-series in different oceanic regions (Giovannoni and Vergin, 2012; Cram et al., 2015). Transect surveys have provided insights on how bacterioplankton assemblages are biogeographically defined (Milici et al., 2016), and vertical profiles have shown that a high degree of bacterioplankton specialization exists in the water column macro- (Giovannoni et al., 1996; Field et al., 1997; DeLong et al., 2006; Treusch et al., 2009) and micro-environments (Moeseneder et al., 2001; Liu et al., 2018). Bacterioplankton community composition can be influenced by changes in phytoplankton composition, as demonstrated by a bloom study in which cultures of either diatoms or dinoflagellates were inoculated into mesocosms (Camarena-Gómez et al., 2018). Shifts in bacterioplankton composition are likely, largely determined by variance in the quality and bioavailability of DOM produced by phytoplankton (Aluwihare and Repeta, 1999; Meon and Kirchman, 2001). Variability in DOM composition may result not only from differences in the DOM that distinct phytoplankton release, but also from food-web processes stimulated by phytoplankton community structure. Phytoplankton direct release, grazer-mediated production, solubilization of sinking and detrital particles, and cell lysis by viral or bacterioplankton infection all affect the magnitude and quality of DOM production (Thornton, 2014; Carlson and Hansell, 2015). Bacterioplankton communities are sensitive and respond to such variability in DOM composition (Massana et al., 2001; Carlson et al., 2002; Liu et al., 2020a). Indeed, microbial DOM remineralization experiments have demonstrated that the amendment of DOM derived from distinct primary producers can differentially affect the responding bacterioplankton community (Nelson et al., 2013; Wear et al., 2015b; Liu et al., 2020b). Coastal surveys observed that bacterioplankton responses to phytoplankton blooms consisted of a succession of different phylogenetic groups driven by the availability of specific classes of algal primary products (Teeling et al., 2012; Wear et al., 2015a). As physicochemical gradients shape phytoplankton communities, these studies collectively demonstrate that shifts in phytoplankton community composition can dictate bacterioplankton species succession on time scales as short as days (Wear et al., 2015a; Needham and Fuhrman, 2016). In this analysis, we hypothesize that seasonal shifts and regional differences in phytoplankton communities through annual cycles shape the composition of heterotrophic bacterioplankton in the North Atlantic.

The North Atlantic Aerosols and Marine Ecosystems Study (NAAMES) was designed to study the plankton ecosystem dynamics over four stages of the annual phytoplankton productivity cycle: early winter (“winter transition”: November–December), early spring (early “accumulation phase”: March–April), late spring (“climax transition”: May–June), and early autumn (“depletion phase”: September) (Behrenfeld et al., 2019). Meridional transects sampled water masses originating from the Sargasso Sea, subtropical, temperate and subpolar subregions (Della Penna and Gaube, 2019). In this study, we demonstrate seasonality in microbial composition within the NAAMES region. A near complete view of bacterioplankton and eukaryotic phytoplankton is provided by high-throughput amplicon sequencing of 16S rRNA genes of bacterioplankton and eukaryotic chloroplasts. Samples were collected from eight different depths spanning the euphotic zone (5–100 m) and upper mesopelagic (150–300 m) at each station. Ecological analyses of Amplicon Sequence Variants (ASVs) maximized the taxonomic resolution of the microbial community variation. Furthermore, ASV co-variability was examined by network analysis to identify large-scale trends in microbial community structure.



MATERIALS AND METHODS


Sampling and DNA Extraction

Microbial biomass was sampled along the meridional transects of the four seasonal NAAMES field campaigns (Figure 1). In early winter (NI; November 2015) and late spring (NII; May 2016), transect sampling covered the subpolar, temperate and subtropical subregions. One station in subtropical waters in the late spring (NII-S4) was sampled daily for 4 days, capturing a local bloom resulting from mixed-layer stratification following a storm-induced deep-mixing event (Graff and Behrenfeld, 2018; Morison et al., 2019; Della Penna and Gaube, 2020). In early autumn (NIII; September 2017), stations covered all four subregions. During this field campaign, one station in the subpolar subregion (NIII-S6) was sampled daily for 4 days. In early spring (NIV; March–April 2018), all stations were located south of 45°N (Figure 1c), spanning the subtropical and Sargasso Sea subregions. Full description of NAAMES campaigns, locations of the stations, hydrographic and environmental data can be found in Behrenfeld et al. (2019). At all stations, 8 nominal depths (5, 25, 50, 75, 100, 150, 200, and 300 m) were sampled at dawn from 10 L Niskin bottles affixed to a standard Conductivity-Temperature-Depth (CTD, Sea-Bird 911+) rosette. At each depth, 4 L of water were collected into a polypropylene carboy (rinsed 3 times with sample water prior to collection). Seawater was then filtered inline using an eight-channel peristaltic pump at a flow-rate of 30 mL/min through a 0.22 μm pore-size Sterivex filter cartridge (polyethersulfone membrane, Millipore). One ml of sucrose lysis buffer (SLB) was added to each cartridge and filters were stored at −80°C until further processing. DNA was extracted from the filters using a phenol:chloroform protocol (Giovannoni et al., 1996). DNA concentration was measured using Quant-iT assays (Invitrogen, Carlsbad, CA) in a Qubit fluorometer. Negative controls consisted of one ml aliquots of the SLB used to preserve the samples for each cruise. DNA extractions, amplicon library preparation, and sequencing of negative controls were performed using the same parameters and protocols used for the samples. Environmental data, as well as data for total chlorophyll a concentration and bacterioplankton abundance, were obtained from the publicly available SeaWiFS Bio-optical Archive and Storage System (SeaBASS)1.
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FIGURE 1. Map of the sampled stations in the western North Atlantic overlapped with the subregions established by Mean Dynamic Topography analysis. Panels in clockwise direction: (a) early autumn (NAAMES field campaign NIII: September 2017) (b) early winter (NAAMES field campaign NI: November 2015) (c) early spring (NAAMES field campaign NIV: April-March 2018) (d) late spring (NAAMES field campaign NII: May 2016).




Library Preparation and Amplicon Sequencing

The hypervariable V1-V2 region of the 16S rRNA gene was amplified with the 27F (5′-AGAGTTTGATCNTGGCTCAG-3) (Lane, 1991) and 338 RPL (5′-GCWGCCWCCCGTAGGWGT-3′) (Daims et al., 1999; Vergin et al., 2013) primers attached to Illumina overhang adapters (Illumina Inc.). These primers retrieve V1-V2 16S rRNA gene sequences from bacteria and plastids of multiple phytoplankton lineages in one round of amplification (Rappé et al., 1998). Libraries for each reaction product were constructed by attaching dual indices with the Nextera XT Index Kit (Illumina Inc.) using a second PCR amplification (following manufacturers conditions). Library PCR size was confirmed in a Bioanalyzer DNA 1000 chip (Agilent, Santa Clara, CA, United States). All PCR reactions were purified using AMPure XP beads (Beckman Coulter, Brea, CA, United States). Purified libraries were pooled in equimolar concentrations for each campaign. Each pool was sequenced using the Illumina MiSeq platform (reagent kit v.2; 2 × 250 PE; Illumina Inc.) at the Center for Genome Research and Biocomputing (Oregon State University, Corvallis, Oregon, United States).



Bioinformatics Analysis

Primer sequences from de-multiplexed raw paired-end fastq files were cut using the CutAdapt software (Martin, 2011), removing 20 bases from forward files and 18 from reverse files that matched the 27F and 338 RPL primer lengths, respectively. Trimmed fastq files were quality filtered, dereplicated and merged with dada2 R package, version 1.2 (Callahan et al., 2016) following the pipeline described in Bolaños et al. (2020). Taxonomic assignment was determined aligning the sequences to the silva_nr_v123 database (Quast et al., 2012). ASVs assigned as plastid and cyanobacteria were extracted and placed in curated reference trees (Sudek et al., 2015; Choi et al., 2017) using Phyloassigner version v6.166 (Vergin et al., 2013). Of the negative controls, only the SLB from NAAMES 4 (NIV-SLB_neg) retrieved amplicon sequences. We analyzed the prevalence of potential contamination ASVs with the decontam package (Davis et al., 2018). For phytoplankton community composition, only samples shallower than 100 m that had ≥ 1,600 plastid and cyanobacteria reads were considered. Bacterioplankton sequences of SAR202 clades were further classified using Phyloassigner and custom phylogenetic trees (Vergin et al., 2013; Landry et al., 2017). SAR11 sequences were assigned using a 16S rRNA full-length custom phylogenetic tree. Briefly, we retrieved all SAR11 sequences from SILVA database version SSU r138 which fulfilled the following conditions: taxonomy = “SAR11 clade”, sequence length > 1,200 bp, sequence quality > 90. The retrieved set of sequences were aligned using Clustal W (Thompson et al., 1994) and cropped to the last base pair of the 27F primer and position 1,355. Sequences not spanning this region were discarded. Final dataset was composed of 1,181 sequences including those used as outgroup. For the SAR202 tree, we referenced the phylogenetic tree shown in the Figure S1 supplementary data of Landry et al. (2017). We used the setupdb.pl script provided in Phyloassigner to create both phylogenetic databases. SAR11 (Supplementary Figure 1) and SAR202 (Landry et al., 2017) phylogenetic databases along with a metadata table of the SAR11 sequences are available at https://www.github.com/lbolanos32/NAAMES_2020. For bacterioplankton analysis we included all amplicon datasets composed of ≥ 15,000 reads.

Hierarchical clustering (method = “ward.D2”) of the phytoplankton fraction was performed with normalized counts using the variance stabilizing transformation in DESEq2 (Love et al., 2014) with fixed zero-tolerant geometric means. Chao1 index and Bray-Curtis dissimilarities were calculated using rarefied datasets (1,600 for phytoplankton and 30,000 for bacterioplankton) with Phyloseq (McMurdie and Holmes, 2013). For SAR11 richness estimation (Chao1), the dataset was rarefied to the minimum in the sample (6,740 sequences). Ordinations were constructed with the MDS method using the Bray-Curtis dissimilarities. Relative contribution barplots and supporting plots were done in R using ggplot2 (Wickham, 2016) and edited in inkscape2 for aesthetics.



Network Analysis, Visualization, and Module Identification

Co-variation network analysis was performed using a reduced dataset to reduce the noise of low abundance ASVs. ASVs with less than 6 counts in at least 10% of the samples for the phytoplankton and in 40% of the samples for bacterioplankton were removed. After separately filtering the phytoplankton and bacterioplankton, both datasets were embedded in phyloseq objects and merged. The covarying network was calculated with the SPIEC-EASI function in the SpiecEasi package v.1.0.7 (Kurtz et al., 2015) in R using the Meinshausen-Buhlmann Neighborhood Selection method (50 repetitions). Log2 of the mean of each ASV was calculated to represent the size of the nodes. The network visual representation was achieved with igraph v.1.0.1 (Csárdi and Nepusz, 2006) and ggnet v.0.1.0 (Butts, 2019) packages. Modules were defined using the igraph fast greedy modularity optimization algorithm. The network visualization of each module was done using igraph v.1.0.1 and ggnet v.0.1.0 packages. Supporting heatmap and barplots were generated in R using ggplot2 and edited for aesthetics in inkscape2.



RESULTS


Phytoplankton Composition Displays Subregional Seasonality

Profiles of phytoplankton community composition in the euphotic zone (upper 100 m) were analyzed along the meridional transects of the four campaigns, each capturing distinct stages of the phytoplankton productivity annual cycle (Figure 1). Previous observations from the early winter (Figure 1b) and late spring (Figure 1d) campaigns revealed two distinctive phytoplankton communities (Bolaños et al., 2020). One group was characterized as subpolar for samples collected in the subpolar and temperate subregions, the other as subtropical for samples collected in the subtropical and Gulf stream-Sargasso Sea subregions. The present study adds the analysis of phytoplankton composition datasets from the early autumn (Figure 1a) and early spring (Figure 1c). Clustering based on the ASV profiles revealed that early spring and early autumn phytoplankton communities generally differentiated into the two groups matching the previously described subpolar and subtropical community types (Supplementary Figure 2). However, the early autumn subtropical samples did not cluster with the other seasons from the subtropical subregion, instead clustering more closely to the subpolar grouping.

Multidimensional scaling (MDS) based on Bray-Curtis dissimilarities (beta diversity) supported the observed clustering pattern in phytoplankton surface communities, resolving further details of each campaign (Figure 2A and Supplementary Figure 3). In early autumn and early winter, sample clustering followed a north to south organization, represented by the second axis (Figure 2A). Early autumn samples showed a gradient of latitudinal distribution with some overlaps between the subtropical and subpolar communities. During early winter, a larger separation clearly distinguished the subpolar and subtropical communities. The latitudinal ordination observed in the early autumn and early winter communities was shifted in the early spring. Subtropical early spring samples organized by longitude, with stations 1 and 3 (43°W, 42°W, respectively) being more similar to each other than either with 2 and 4 (41°W, 38°W, respectively).
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FIGURE 2. Multidimensional scaling (MDS) ordination based on Bray-Curtis dissimilarities (A) Phytoplankton fraction of the datasets (0–100 m) (B) Bacterioplankton fraction of the datasets (0–300 m). Ordinations were divided in four panels representing each of the sampled seasons (clockwise: early autumn, early winter, early spring, late spring). Datasets in both panels are colored based on the MDT subregion.


Total chlorophyll a concentration was used as a proxy for phytoplankton biomass and remained below 2 mg/m3 throughout all sampled stations (Figure 3), with one exception. In the subpolar late spring, surface chlorophyll a concentrations were maximal, increasing southward from 56° N to 50° N. This pattern reflects the general timing phenomenon where the peak of the bloom shifts to later dates with increasing latitude. Phytoplankton-derived 16S rRNA gene copies retrieved from the total dataset did not follow the same pattern as chlorophyll a concentrations. Low chlorophyll samples were not necessarily associated with a low number of phytoplankton gene copies, as shown by the early autumn subtropics (Figure 3). Of the total sequences recovered, the percentage represented by phytoplankton ranged from ∼5% in the subpolar autumn and winter samples to a maximum of 60% in the subtropical late spring.
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FIGURE 3. Environmental metadata and stacked bar plots of the taxonomic relative contributions to the phytoplankton fraction for each station within each seasonal campaign. Top three panels: Chlorophyll a concentration (uppermost), phytoplankton relative contribution to the total sequences (middle) and Chao 1 richness (bottom). Data points in the three line graphs are aligned to the phytoplankton community composition representation below. Bottom panel: stacked barplot representing the relative contributions of the different taxonomic groups to the phytoplankton fraction. Bars are organized by station from left to right in a north to south direction indicated by the straight arrow (subpolar) and the dashed arrow (subpolar), except early winter where S2 was the most northern station. Only depths 5–100 m were analyzed and plotted for the phytoplankton fractions. Within each station, depths are organized in a descending order from 5 to 100 m in a left to right direction. Blank columns represent samples that did not overcome the minimal sequences threshold or where sample failed to generate amplicon sequences. Temperature and depth heatmap cells and data points in the three line charts correspond to the sample represented by the aligned barplot below these. Gray background shading indicates that the profile is biologically categorized as subpolar (physically located in the subpolar and temperate), while no shades represents subtropical (physically located in the subtropical and Sargasso Sea).


Patterns in phytoplankton ASV richness through the water column differed at each station, likely due to the influences of subregional and seasonal conditions (Figure 3). During the subpolar late spring bloom, ASV richness increased in parallel to chlorophyll a concentration. No other season showed a similar effect, indicating that spring bloom conditions allowed a diverse set of phytoplankton to succeed. The lowest richness was observed in samples from both the subpolar early winter and the surface (5–25 m) of the early autumn subtropics. The low ASV richness in these environments at these times reflects different types of limiting conditions to phytoplankton. In the subpolar early winter, low temperature, deep mixing, and low light may restrict the range of phytoplankton species that can thrive. Comparatively, in the thermally stratified water column characteristic of the early autumn subtropics, nutrient depletion may be a more influential factor that skews community composition toward groups better adapted to oligotrophic conditions.

Subpolar phytoplankton communities shifted sharply through seasons. In early autumn, a diverse set of eukaryotic phytoplankton, including cryptophytes, prymnesiophytes, pelagophytes, and bacillariophytes dominated the communities. The remaining sequences were represented by cyanobacteria, specifically Synechococcus ecotypes I and IV. Early winter was dominated by Synechococcus ecotypes I and IV and prasinophytes. During the late spring bloom, cyanobacteria relative abundances decreased, while eukaryotic phytoplankton dominated and were particularly represented by haptophytes, rappemonads, prasinophytes, and bacillariophytes.

Subtropical phytoplankton communities displayed seasonal patterns. Cyanobacteria dominated in the early autumn; Prochlorococcus contributions made up to 95% of the phytoplankton reads at the two most southern stations of the subregion. Prochlorococcus dominance decreased northward, while the relative abundance of Synechococcus clades I and IV increased. In early autumn, eukaryotic sequences were most pronounced at depths greater than 25 m and were primarily composed of prasinophytes. In early winter, prasinophytes increased relative to early autumn throughout the euphotic zone and, with cyanobacteria, dominated the communities. The cyanobacterial fraction at this time was dominated by Prochlorococcus HL l and Synechococcus IV. In the early spring, Synechococcus (clades II and IV) and prasinophytes dominated, but bacillariophytes and prymnesiophytes increased to comprise up to 25% of the ASVs. In the late spring, the two stations that were sampled in the subtropical subregion had distinct communities from each other. NII-S4 was a unique station in that it was homogeneously mixed to > 250 m upon the first day of occupation and stratified to < 50 m over the next 4 days of occupation. As the water column stratified at NII-S4, the relative abundance of phytoplankton sequences became dominated by prasinophytes and diatoms, both of which increased in cell number. In contrast, the subtropical station NII-S5, which was thermally stable and stratified, showed an increase in the relative contribution of Synechococcus, which made up to 35% of the sequences.

Overall, the annual phytoplankton seasonality showed two distinct patterns of community succession specific to each subregion. In the subpolar subregion, eukaryotes displayed broad taxonomic shifts accompanied with a variable season-dependent contribution of cyanobacteria, specifically constrained to the co-occurrence of Synechococcus clades I and IV. Cyanobacteria contribution in this subregion displayed a maximum in winter. Comparatively, eukaryotic phytoplankton composition was broad and relatively stable in the subtropics throughout the year, mostly being of prasinophytes (Bathycoccus, Ostreococcus, and Micromonas) and bacillariophytes. In this subregion, the contribution of cyanobacteria shifted sharply between seasons, reaching a maximum in early autumn. Common to both subregions, eukaryotes displaced cyanobacteria to marginal contributions and dominated phytoplankton bloom communities during the late spring.



Bacterioplankton Community Composition

Bacterioplankton profiles spanning the surface 300 m were analyzed by subregions and seasons to assess whether or not similar spatiotemporal patterns exist between phytoplankton and bacterioplankton community composition (Figure 2). MDS ordination, based on Bray-Curtis dissimilarities, showed that bacterioplankton communities geographically clustered in a similar pattern as the phytoplankton communities. Subtropical and Gulf stream – Sargasso Sea communities clustered together (i.e., subtropical community), while subpolar and temperate communities clustered together (i.e., subpolar community) (Figure 2B and Supplementary Figure 4). As expected, bacterioplankton communities were structured by depth at almost all seasons and stations, with samples from the euphotic zone (<100 m) generally ordinating distantly from those in the upper mesopelagic (150–300 m; Axis 2). However, the magnitude and depth of the transition differed by station and with season. In early autumn, bacterioplankton communities clustered by subregion and depth, but an overlap in community structure between subregions was observed, similar to the phytoplankton ordination. In the early winter, communities clustered clearly and distantly by subregion and by location within the water column. Samples from the wintertime subtropical mesopelagic clustered tightly to each other and distally from others, reflecting a similarly unique composition in their community structure, while the wintertime subpolar samples showed a more subtle differentiation between the euphotic and upper mesopelagic. In early and late spring, bacterioplankton communities transitioned gradually from the euphotic zone to the mesopelagic. An exception to this was at NII-S4, where a mostly homogeneous community was observed over 200 m due to a recent storm-induced deep mixing event (mixed layer depth of > 250 m), mentioned previously.

Bacterioplankton abundance (cells/L) near the surface (5 and 25 m) was lower in the early winter and early spring compared to late spring and early autumn (Figure 4). Bacterioplankton ASV richness was lower in subpolar subregions than subtropical subregions (Figure 4). Seasonality and latitude influenced richness patterns throughout the water column for both subregions. In early autumn, all stations displayed similar richness profiles to each other, increasing gradually with depth. Early winter displayed a different pattern where subtropical communities showed the highest richness of all samples, especially in the upper mesopelagic. In contrast, the early winter subpolar stations had the lowest richness. The two most northern subtropical stations in the early spring showed constant richness throughout the water column, while richness increased with depth at the southern stations. In the late spring, richness increased southward and followed the phytoplankton bloom progression.
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FIGURE 4. Environmental metadata and stacked bar plots of the taxonomic relative contributions to the bacterioplankton fraction for each station within each seasonal campaign in the euphotic zone. Top two panels: bacterioplankton abundance and Chao 1 richness. Temperature and depth heatmap cells and data points in the three line charts are aligned to the bacteria community composition representation below. Base barplots depict the relative contributions of the different taxonomic groups within the bacterioplankton fraction. Bars are organized by station from left to right in a north to south direction indicated by the straight arrow (subpolar) and the dashed arrow (subpolar), except early winter where S2 was the most northern station. Depths 5–100 m were analyzed and plotted for the bacterioplankton fractions. Within each station, depths are organized in a descending order from 5 to 100 m following a left to right direction. Blank columns represent samples that did not overcame the minimal sequences threshold or which sample was unsuccessful to generate amplicon sequences. Gray background shading indicates that the profile is biologically categorized as subpolar, while no shades represents subtropical.


The SAR11 clade was the dominant fraction of the bacterioplankton community across space and time (Figures 4–6). However, SAR11 ASV richness was lower in the subpolar subregion compared to the subtropics, following the total bacterioplankton abundance (Figures 4, 5) and richness (Figure 6). SAR11 subclades, thought to be ecotypes with specialized adaptations, displayed different spatiotemporal distributions in the euphotic zone and the upper mesopelagic (Figure 6). Subclades Ia.1 and Ia.3 dominated the community in the euphotic zone through most seasons, with clear subregional differences in relative abundances. SAR11 subclade Ia.1 was co-occurrent with Ia.3 in the subpolar subregion regardless of the season, while the relative contribution of subclade Ia.3 dominated throughout the subtropics. In the subpolar subregion, subclades IIa.B and IV made the rest of the SAR11 fraction. These subclades showed a decreasing contribution from more than 30% of the SAR11 clade in the early autumn to less than 10% in the late spring, when Ia.1 and I.a3 dominated the subpolar euphotic zone. Throughout the year in the subtropics, multiple subclades including Ia.4, Ib.1, Ib.2, Id, IIa.A, and IIa.B accompanied the dominant Ia.1. Of these subclades, Ib.1 and Ib.2 were the most sensitive to seasonal changes, being abundant in early winter and spring and then decreasing in the autumn to a negligible fraction of the SAR11 clade.
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FIGURE 5. Environmental metadata and stacked bar plots of the taxonomic relative contributions to the bacterioplankton fraction for each station within each seasonal campaign in the upper mesopelagic. Top two panels: bacterioplankton abundance and Chao 1 richness. Temperature and depth heatmap cells and data points in the three line charts are aligned to the bacteria community composition representation below. Base bar plots depict the relative contributions of the different taxonomic groups within the bacterioplankton fraction. Bars are organized by station from left to right in a north to south direction indicated by the straight arrow (subpolar) and the dashed arrow (subpolar), except early winter where S2 was the most northern station. Within each station, depths are organized in a descending order from 150 to 300 m following a left to right direction. Blank columns represent samples that did not overcame the minimal sequences threshold or which sample was unsuccessful to generate amplicon sequences. Gray background shading indicates that the profile is biologically categorized as subpolar, while no shades represents subtropical.



[image: image]

FIGURE 6. SAR11 richness (Chao1) and stacked bar plots of the subclades relative contributions for each station within each seasonal campaign. Top panel represent the richness (Chao 1 index) of the bacterioplankton fraction (gray line) and the specific to SAR11 ASVs (red line). Base barplots depict the relative contributions of the SAR11 subclades in the euphotic zone (left side) and the upper mesopelagic (right side). Bars are organized by station from left to right in a north to south direction indicated by the straight arrow (subpolar) and the dashed arrow (subpolar), except early winter where S2 was the most northern station. Within each station, depths are organized in a descending order. Blank columns represent samples that did not overcame the minimal sequences threshold or which sample was unsuccessful to generate amplicon sequences. Gray background shading indicates that the profile is biologically categorized as subpolar, while no shades represents subtropical.


Subclades Ia.1 and Ia.3 dominated the upper mesopelagic and displayed similar ratios between subregions. In early autumn, the SAR11 composition across the subpolar and subtropical regions were homogenous. Notably, sequences belonging to the subclade II made more than 30% of the SAR11 clade in the upper mesopelagic. By the early winter in the subtropics, subclade II increased up to 40%. Subclade 1c.1 was also observed to increase to more than 10% at this time within the upper mesopelagic. In the early and late spring, SAR11 composition was similar between the upper mesopelagic and the euphotic zone. In station NIV-S3 of early spring, the distribution of SAR11 subclade relative abundance was uniform from 5 to 300, while at stations 1 and 2, clade II relative abundance gradually increased with depth. At NII-S4 in the late spring, an initially homogenous SAR11 composition through the water column changed, with the relative contribution of subclades II increasing to the end of the occupation as the water column stratified.

Over the annual cycle in both subregions, bacterioplankton taxa within Flavobacteriales, Oceanospirilalles, SAR406, Acidomicrobiales, and Rhodospirillales, were the next most abundant ASVs after SAR11 in their relative contributions to total bacterioplankton. However, SAR202 became an abundant contributor at subtropical stations in the winter, making up to 53% of the total sequences (300 m, NI-S4; Figure 5). SAR202 sharply increased in depths greater than 100 m, but with shifting subclade composition (Figures 4, 5). For example, SAR202 clade 1 dominated in the euphotic zone, while SAR202 clades 2 and 3 became more prominent in the upper mesopelagic (Figures 4, 5). Additionally, the absence of OCS116 and the reduction of Oceanospirillales in the upper mesopelagic contributed to the sharp shift in vertical community composition in the subtropics during the early winter.

At the most southern stations in early spring, NIV-S1 and NIV-S2, Flavobacteriales made up to 25% of the community in the surface 50 m, but dropped drastically at depths deeper than the euphotic zone. At stations NIV-S3 and NIV-S4, Flavobacteriales were distributed homogenously throughout the water column. During the late spring, Oceanospirillales composed between 10 and 35% of the community at all stations and were the major responders to the increase in phytoplankton biomass in the euphotic zone, but were also prevalent in the upper mesopelagic. In the early autumn, large gradients in community structure across depth were observed. For example, at subpolar NIII-S6, Desulfobacterales and SAR324 increased from being nearly absent in the surface 25 m to together contributing up to 17% of the sequences at 300 m. Notably, from the early spring to the early autumn, SAR202 were marginalized or even absent in the euphotic zone and at 150 and 200 m, but made up between 5 and 9% of the community at 300 m.



Co-variation Network Analysis and Modularity of ASVs

To identify patterns of co-variation among ASVs that might indicate interactions among planktonic taxa or among sets of taxa with adaptations to very similar environments, we constructed a network using the most abundant 292 bacterioplankton (representing 71.2% of the total bacterioplankton reads) and 128 phytoplankton (representing 92.1% of the total phytoplankton reads) ASVs from samples of the upper 100 m of the water column (Figure 7 and Supplementary Figure 5). Overall, the network had a clustering coefficient of 0.1414 indicating it is a sparse network and a graph average degree of 13.295 (total edges/total nodes).


[image: image]

FIGURE 7. Covariation network of the 128 phytoplankton and 292 bacterioplankton most abundant ASVs and modularity analysis. (A) Visual representation of the non-directed ASVs covariation network. Nodes are color-coded by phylum. (B) Visual representation of the non-directed ASVs covariation network with the nodes color-coded by module. Size of the nodes in both panels depicts the log2 of the represented ASV average.


The co-varying network was compartmentalized into 14 modules (Figures 7, 8 and Supplementary Figure S5). Sixty five percent of the phytoplankton ASVs could be found in only three modules (4, 2, and 9). These modules dominated by phytoplankton ASVs were strongly associated with subregions. Phytoplankton covarying module 4 was mainly constrained to the subpolar subregion and linked with bacterioplankton ASVs related to Oceanospirillales, SAR11 subclade II, and Verrucomicrobia (Figure 8, Supplementary Figure 6, and Supplementary Table 1). Phytoplankton covarying module 2 was associated to the subtropical subregion and linked with bacterioplankton ASVs related to Flavobacteriales, SAR406, and SAR11 subclade II (Figure 8, Supplementary Figure 6, and Supplementary Table 1). Phytoplankton covarying Module 9 was associated with the most southern stations under the influence of the Gulf Stream and the Sargasso Sea. In this module we found bacteria ASVs belonging to SAR202 clade 1 and SAR86 (Figure 8, Supplementary Figure 6, and Supplementary Table 1). This distinction between subtropical and Sargasso Sea phytoplankton dominated modules indicates a southern ecological boundary not captured by the ordination (Figure 2B) or clustering (Supplementary Figure 2). The more highly resolved sampling of the southern latitudes in early spring and early autumn compared to our previous analysis of the early winter and late spring (Bolaños et al., 2020) helped to define the boundary in the network analysis.
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FIGURE 8. Heatmap depicting the relative contributions in the euphotic zone of each network’s module to the total dataset. Modules are organized in sequential numbers from top to bottom in the x-axis. Samples are displayed in the y-axis; organized following the same order as in Figures 3–6. Only ASVs from the upper 100 m samples were analyzed. The percentage represented by the heatmap is restricted to the total reads of ASVs used in the network analysis. Aligned barplots on the right side of the heatmap represent the taxonomic relative contribution of the ASVs to the module.


Modules dominated by bacterioplankton ASVs also showed subregional and seasonal differences in addition to differences according to depth (Figures 7, 8). Modules 3 and 10 were found in the subpolar subregion and some subtropical stations in early autumn. These were mainly composed of Proteobacteria and Bacteroidetes. Subtropical modules 5, 8, and 11 were present in all four seasons. Modules 5 and 8 followed similar distributions, except in early autumn. Module 11 was detected in subpolar samples and one of the few that overlapped between geographical subregions. Two ubiquitous modules were found: module 1, composed mainly of abundant SAR11 ASVs, and module 6, which contained Micrococcus, Bathycoccus, and Alphaproteobacteria AEGAN-169 ASVs (Supplementary Figure 6 and Supplementary Table 1).

While the observed network modularity indicates a strong influence of geographical subregions on the phytoplankton community composition, other factors likely influence the high degree of variability between bacterioplankton modules. Phytoplankton underwent major changes over the annual cycle in the subpolar subregion, but these changes could be tracked to a single covarying set of ASVs that were grouped in module 4. Comparatively, the dominant bacterioplankton modules in the subpolar subregion could also be found in the subtropical stations. Bacterioplankton assemblages are not only associated to season or subregion but also with depth (Figure 8).



DISCUSSION

The temperate and subpolar latitudes of the western North Atlantic are dynamic regions that have been under-sampled compared to the eastern region of the basin (Behrenfeld et al., 2019). There is a paucity of microbial community structure data for the western North Atlantic outside of those provided by the large-scale survey projects such as Bermuda Atlantic Time-series Study (BATS), Tara Oceans (Karsenti et al., 2011; Sunagawa et al., 2020) and Malaspina (Duarte, 2015). The NAAMES field campaign provided the most comprehensive temporal and spatial view of the microbial communities for this region between 39 and 56° N. The sequencing strategy we selected targeted the 16S rRNA V1-V2 hypervariable region and provided information on the relative abundance of heterotrophic bacterioplankton, cyanobacteria and eukaryotic phytoplankton (by means of the plastid 16S rRNA gene) in a single experiment.

Our previous analysis revealed a strong correlation between phytoplankton communities and the hydrographic origin of the water masses where the samples were collected (Bolaños et al., 2020). Although seasonality generates a sharp shift in phytoplankton composition, communities are constrained by the environmental conditions specific to the subregions including the degree of stratification, availability of macronutrients and temperature regime. ASV co-variation network analysis confirmed the strong boundaries that define the communities in this region. Cyanobacteria, prasinophytes and stramenopiles were the phytoplankton groups that shifted the most between seasons. Research based on pigment data extended this observation to Dinoflagellates, which were not efficiently detected by the PCR primers used previously (Kramer et al., 2020). Prasinophytes (green algae picoeukaryotes) had high relative abundance during winter and spring (early and late) but declined in autumn. Photosynthetic picoeukaryote communities have been shown to be sensitive to temperature, light intensity and nutrient concentrations (Kirkham et al., 2011). Furthermore, increasing numbers of cyanobacteria and their expansion to higher latitudes are predicted as a consequence of global warming (Morán et al., 2010; Flombaum et al., 2013). The contributions of cyanobacteria reported in this study suggests that they may be more competitive than prasinophytes in the oligotrophic and highly stratified subtropical conditions that characterized the most southern autumn NAAMES stations (∼42–47° N). One biological characteristic that might favor cyanobacteria is the high surface area to volume ratio of these cells that can make them more competitive at low nutrient concentrations.

Our results add support to the notion that the seasonal succession in ocean bacteria is constrained by the biogeographical distribution of the communities (Bunse and Pinhassi, 2017), but also shows that the succession manifests differently between the euphotic and the upper mesopelagic zones within our study region. The euphotic and upper mesopelagic zones were dominated by SAR11 but the dynamics of SAR11 subclades differed between subpolar and subtropical subregions. The subpolar SAR11 composition was dominated by the co-occurrence of subclades Ia.1 and Ia.3 in all seasons, while only Ia.3 was predominant in the subtropics. It is well documented that subclade Ia.1 is associated with cold environments and Ia.3 to temperate and tropical (Brown et al., 2012; Eren et al., 2013). However, the co-occurrence in the subpolar subregion suggests that subclade Ia.3, or specific phylotyopes within it (Delmont et al., 2019), are adapted to a broader range of temperatures. In the subtropics, SAR11 subclades followed a similar spatiotemporal dynamic as previously reported at BATS site (Carlson et al., 2009; Vergin et al., 2013; Giovannoni, 2017). For example, subclade Ib peaked in the euphotic zone during the period of water column instability from early winter to spring, while subclade II dominated the upper mesopelagic zone following deep convective overturn in the late winter and early spring. Comparatively, SAR11 composition in the subpolar subregion was less dynamic and diverse: subclades Ia.1 and Ia.3 dominated, with subclades IIa.B and IV comprising the remainder of the SAR11 fraction and varying only slightly in relative contributions throughout the seasons.

During the subtropical autumn and winter, upper mesopelagic bacterioplankton differentiated sharply from the euphotic communities, while in the spring (early and late) community composition transitioned more gradually through depth. The largest difference between euphotic and upper mesopelagic communities was in the early winter subtropics. At these stations, SAR202 subclades 2 and 3, which are commonly found in the bathypelagic (Saw et al., 2020), dominated the upper mesopelagic zone. SAR202 genomes encode for paralogs hypothesized to oxidize remnant recalcitrant DOM (Landry et al., 2017; Saw et al., 2020). In the subtropical water masses, where diatoms are displaced by cyanobacteria during highly stratified period, net DOC accumulation is observed (Hansell et al., 2009; Carlson et al., 2010; Romera-Castillo et al., 2016). In the subtropics a greater percentage of net community production is partitioned as accumulating DOC, which can lead to a greater export potential from the surface into the mesopelagic at latitudes that also experience deep winter convection (Baetge et al., 2020). The differences in DOC accumulation between regions with distinct phytoplankton communities may lead to differences in the quality of organic matter exported to the mesopelagic, contributing to the observed response of SAR202 during or shortly following deep winter convection in the subtropical realm (Treusch et al., 2009).

In autumn, SAR324 and Desulfobacterales increased in the upper mesopelagic. SAR324 are well-known deep ocean chemolithotrophs that have C1 metabolism and a particle-associated lifestyle (Swan et al., 2011), while Desulfobacterales are sulfate-reducing strict anaerobes. Both taxa are well-known inhabitants of the dark ocean, but seasonality has not been documented in these bacteria (Treusch et al., 2009; Nelson et al., 2014; Yilmaz et al., 2016).

In spring, bacterioplankton communities transitioned with depth without the sharp shifts observed in other seasons. These results may suggest that primary production from the euphotic zone creates a gradient of DOM flux. In spring, when primary production was greatest, Flavobacteriales and Oceanospirillales had a high relative contribution in the euphotic zone. The increase in abundance of these taxa concomitant to phytoplankton bloom progression has been reported in other systems, including the northern Antarctic peninsula (Signori et al., 2018) and Antarctic islands in the Southern Indian Ocean (Landa et al., 2016). This suggests that these bacteria might respond to the DOM produced as a result of numerous food web processes that occur during the periods of high primary production. During this season in the subpolar subregion (highest chlorophyll concentrations), bacterioplankton richness represented by the Chao1 index reached the lowest values, while bacterioplankton abundance, phytoplankton biomass, and phytoplankton richness were at their highest values. This suggests that during the peak of primary productivity, specific copiotrophic Rhodobacterales and Flavobacteriales may be responding to the flux of fresh labile DOM, outcompeting other community members as observed during phytoplankton blooms (Buchan et al., 2014; Luria et al., 2017).

Biotic interactions are increasingly recognized as a major influence on planktonic community composition (Lima-Mendez et al., 2015). We analyzed the organization of the communities in co-varying modules using a network analysis. The network delineated 14 covarying modules among the most abundant phytoplankton and bacteria ASVs. These modules reflected subregional and seasonal variation and were congruent with the results of ordination and community clustering. However, the modules were insufficient to resolve potential phytoplankton-bacteria interactions at a local spatial and temporal scales. The tightly varying phytoplankton communities influenced by subregion contrasted to the atomized co-varying bacterioplankton modules, which showed an additional set of patterns, mostly influenced by depth. This evidence may suggest that bacterioplankton are more sensitive to local gradients or disturbances, or that the diversity of heterotrophs is arranged in additional dimensions by factors such as DOM quality and of flux from food web sources.

Our results provide evidence of the profound effect of water mass origin and inherent physical/chemical features on the seasonal dynamics of plankton community composition. In previous work phytoplankton communities have been ordered in reference to large-scale subregions of the North Atlantic (Bolaños et al., 2020). Although bacterioplankton composition is restricted by the same ecological borders as phytoplankton, seasonal fluctuations in the water column and primary production determine how the community transitions are shaped through depth. This effect creates a dynamic system, sensitive to phytoplankton community changes but not strictly correlated in the same temporal scale.
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Supplementary Figure 1 | SAR11 16S rRNA Phylogenetic tree. Maximum likelihood phylogeny used as the database reference for the taxonomic placement of the retrieved SAR11 ASVs. Subclades are labeled following Giovannoni (2017) and Haro-Moreno et al. (2020) classification.

Supplementary Figure 2 | Hierarchical clustering of the samples based on the phytoplankton ASV profiles. ASVs dendrogram (top) defined by hierarchical clustering of the phytoplankton fraction in the euphotic zone (5–100 m). Heatmap (bottom) represents the relative contribution of each major taxonomic group to the phytoplankton fraction. Based on the dendogram and the samples origin subgroups were defined as indicated by the dashed lines in the heatmap. From left to right: subtropical autumn, SA (subtropical autumn) DCM (Deep-chlorophyll maximum), subpolar autumn, subpolar winter, subpolar late spring, subtropical late spring, subtropical winter, and subtropical early spring.

Supplementary Figure 3 | Phytoplankton multidimensional scaling (MDS) ordination based on Bray-Curtis dissimilarities. Top panel represents the original MDS without the seasonal subdivision presented in Figure 2A (4-panel split). Datasets are colored based on the MDT subregion. Bottom panel represents the original MDS color-coded by the determined biological division of the subregions (Subpolar and Subtropical). In both panels, 50% ellipses are depicted around the centroids of the sample categories. Below we presented the stress analysis of the ordination and the Permutational Multivariate Analysis of Variance that support the described differences between subregions and seasons for the phytoplankton.

Supplementary Figure 4 | Bacterioplankton multidimensional scaling (MDS) ordination based on Bray-Curtis dissimilarities. Top panel represents the original MDS without the seasonal subdivision presented in Figure 2B (4-panel split). Datasets are colored based on the MDT subregion. Bottom panel represents the original MDS color-coded by the determined biological division of the subregions (Subpolar and Subtropical). In both panels, 50% ellipses are depicted around the centroids of the sample categories. Below we presented the stress analysis of the ordination and the Permutational Multivariate Analysis of Variance that support the described differences between subregions and seasons for the phytoplankton.

Supplementary Figure 5 | Covariation network of the 128 phytoplankton and 292 bacterioplankton most abundant ASVs and modularity analysis color coded by Order. Visual representation of the non-directed ASVs covariation network. Nodes are color-coded by Order or the lowest taxonomical hierarchy available in case order was not determined. Congruently to Figure 7, the visual representation of the non-directed ASVs covariation network with the color-coded nodes by module is presented in the bottom panel. Size of the nodes in both panels depicts the log2 of the represented ASV average.

Supplementary Figure 6 | Non-directed covariation networks of each of the modules defined by the modularity analysis of the global network. Nodes are color coded by phylum and labeled using the name of the ASVs these represent and the higher taxonomy resolution (full taxonomy classification available in Supplementary Table 1).

Supplementary Table 1 | Taxonomy table of the ASVs used in the covariation network.
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High-resolution ocean biophysical models are now routinely being conducted at basin and global-scale, opening opportunities to deepen our understanding of the mechanistic coupling of physical and biological processes at the mesoscale. Prior to using these models to test scientific questions, we need to assess their skill. While progress has been made in validating the mean field, little work has been done to evaluate skill of the simulated mesoscale variability. Here we use geostatistical 2-D variograms to quantify the magnitude and spatial scale of chlorophyll a patchiness in a 1/10th-degree eddy-resolving coupled Community Earth System Model simulation. We compare results from satellite remote sensing and ship underway observations in the North Atlantic Ocean, where there is a large seasonal phytoplankton bloom. The coefficients of variation, i.e., the arithmetic standard deviation divided by the mean, from the two observational data sets are approximately invariant across a large range of mean chlorophyll a values from oligotrophic and winter to subpolar bloom conditions. This relationship between the chlorophyll a mesoscale variability and the mean field appears to reflect an emergent property of marine biophysics, and the high-resolution simulation does poorly in capturing this skill metric, with the model underestimating observed variability under low chlorophyll a conditions such as in the subtropics.
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INTRODUCTION

Mesoscale variability of phytoplankton biomass and chlorophyll a, including “patchiness,” has long been observed in the global ocean, where mesoscale is defined here as O(10–100 km) and weeks-months (e.g., Mackas et al., 1985; McGillicuddy, 2016). Much debate has centered around marine phytoplankton stock variability as either being a passive reflection of the mesoscale turbulent physical flow or a response to biological rate heterogeneity arising from the resulting variable nutrient, light, stability fields, and mobile grazers (Denman and Platt, 1976; Currie and Roff, 2006). Sorting through impacts of biological, chemical, and physical interactions varying in space and time is an active area of research (McGillicuddy, 2016), and it is increasingly clear that the impacts of currents, fronts, and eddies on marine ecosystems are dynamic, evolving as a function of geography, season, and biological state. Understanding these interactions and their biogeochemical impacts ultimately informs fisheries management and also the quantification of export production and the biological pump (Harrison et al., 2018).

The complexity of biophysical variability is often difficult to resolve in observational studies, so our understanding can benefit from the use of numerical models (McGillicuddy and Franks, 2019). Within these models, realistic representations of chlorophyll a are necessary for accurate estimates of primary production. At global or even basin scales, resolving mesoscale ocean processes has been limited by computing power, and thus the physical ramifications of mesoscale eddies often have been accounted for by parameterizations of isopycnal mixing and eddy-induced transport in low-resolution simulations (Gent and Mcwilliams, 1990). These low-resolution ocean models have been used for most multi-decadal hindcasts of marine ecosystem and ocean biogeochemical dynamics, as well as almost all century-scale coupled Earth System Model projections of future climate change (e.g., Bonan and Doney, 2018). With the emergence of routine, high-resolution, global-scale simulations comes new opportunities to test the impact of parameterizations in more computationally accessible low-resolution simulations and to investigate specific science questions on mesoscale biophysical dynamics.

Before we can use the model to evaluate the origins of biological patchiness, we need to validate the model skill of not only reproducing the mean field but also of simulating the variability. The physical oceanography community has invested considerable effort in developing, comparing, and evaluating the model skill of ocean simulations across horizontal scales. Studies on paired ocean simulations from eddy-resolving (nominally 1/10th degree and smaller) through eddy-permitting to non-eddy resolving (nominally 1 degree and larger) demonstrate how mesoscale processes affect physical variability as well as the modeled ocean mean state (e.g., thermocline depth, overturning circulation, location, and strength of boundary currents; Bryan et al., 2007). Standard ocean physical metrics have been developed for assessing the magnitude and spatial and temporal patterns of simulated mesoscale variability, including comparisons against drifter and satellite-derived eddy kinetic energy, sea surface height anomalies, and sea surface temperature variability (Hurlburt et al., 2009).

Ocean biological tracers have different source and sink patterns and time-scales than physical tracers, and thus parameterizations, horizontal resolutions, and scale closures that are adequate for physics may still be insufficient for simulating ocean biology and biogeochemistry (Doney, 1999). Therefore, a similar systematic assessment of mesoscale biophysical simulations is warranted, examining both model dynamics and evaluating model skill of biological metrics relative to observational constraints from ships, autonomous platforms, and satellite remote sensing (Capotondi et al., 2019). Such efforts build on experience with biophysical model-data evaluation of simulated seasonal cycles, spatial climatologies, and interannual variability in low-resolution global and regional models (Doney et al., 2009; Stow et al., 2009) and require increasing focus on specific techniques for characterizing the behavior simulated mesoscale variability at a global scale.

Early studies on basin-scale mesoscale biophysical simulations illustrated how mesoscale features alter vertical stratification, mixed layer depths, and upwelling velocities, thus modulating nutrient and light supply for phytoplankton and biological productivity (Oschlies and Garçon, 1998; McGillicuddy et al., 2003). Recent work has continued down this thread, showing that improved representation of the mean ocean circulation at high-resolution changes the simulated biophysical interactions, altering regional primary production (Clayton et al., 2017) and bringing regional carbon export more in line with observations (Harrison et al., 2018). Harrison et al. (2018) showed that simulations without mesoscale resolution can over- or underestimate local export production by 50%, particularly in energetic regions. Mesoscale modeling simulations are also used to explore large-scale patterns and variability of properties ranging from air-sea gas fluxes to plankton community structure and biodiversity.

Because of data limitations, the possible metrics for directly evaluating simulated mesoscale biophysical dynamics is rather limited. Following previous studies (e.g., Hurlburt et al., 2009), we focus on the variability of surface ocean chlorophyll a, where there is a wealth of data from underway ship observations, moorings, autonomous platforms, and satellite remote sensing. Model mesoscale variability in surface chlorophyll a manifests as an emergent property of coupled physical-biological processes, and explicitly examining simulated chlorophyll a variability may provide insight into whether the hypotheses underlying the model’s formulation are not incorrect—and would enable studies using the model to evaluate the origins of phytoplankton patchiness.

We focus here on analyzing the skill of a high-resolution, eddy-resolving biophysical ocean simulation in capturing magnitude and length scales of observed phytoplankton variability using structure function (variogram) analysis (Journel and Huijbregts, 1978; Clark, 1987). This geostatistical technique (Cressie, 1993) has been used in the past to characterize variability in ocean surface chlorophyll a observations (Denman and Freeland, 1985; Yoder et al., 1987; Doney et al., 2003; Tortell and Long, 2009; Glover et al., 2018), and importantly, does not require gap-filling as is required for spectral analysis of chlorophyll a variability (Platt, 1972; Denman and Platt, 1976; Steele and Henderson, 1979; Gower et al., 1980; Weber et al., 1986; Denman and Abbott, 1988, 1994). Structure function analysis reveals the magnitude of spatial variability resolved in the data (sill), the spatial length scales at which the observations become independent (range), and the unresolved noise in the data (nugget).

We concentrate our analysis on the western North Atlantic Ocean where pronounced mesoscale eddies are thought to play a large role in controlling the total magnitude of the annual phytoplankton bloom, the largest spring bloom in the world (McGillicuddy et al., 2003; McGillicuddy, 2016; Behrenfeld et al., 2019). The region encompasses a range of environments, each with its own dynamical regime from the oligotrophic subtropical gyre to the Gulf Stream to the subpolar gyre (Della Penna and Gaube, 2019). This study is aided by ship and airborne observational data from field campaigns in this region carried out through the North Atlantic Aerosols and Marine Ecosystems Study [NAAMES, (Behrenfeld et al., 2019)] and prior satellite ocean color remote sensing analysis by Glover et al. (2018).



MATERIALS AND METHODS


Numerical Simulation

We analyzed output from an eddy-resolving, 0.1° (∼10 km), global simulation of the ocean and sea-ice components of the Community Earth System Model (CESM; Harrison et al., 2018). The CESM ocean component used was the Parallel Ocean Program version 2 (Smith et al., 2010), and biogeochemistry was simulated with the Biogeochemical Element Cycle model (Moore et al., 2013). The model was initialized with World Ocean Circulation Experiment temperature and salinity and global climatology of biogeochemical variables [see Harrison et al. (2018) for more complete details on model parameterizations, initialization, spin-up, forcing, and integration]. Following initialization, the simulation was integrated for 5 years, with model output data saved as 5-day means. We analyzed output from years 4 and 5 of the simulation, subset for the western North Atlantic Ocean (25–55°W, 30–60°N), and used the surface total chlorophyll a concentration as the biological tracer for the geostatistical analysis.

Simulated chlorophyll a concentrations from this model have been shown to match observed mean fields reasonably well for basin-scale to global patterns (Harrison et al., 2018), but the model has not been evaluated at the regional scale. Yang et al. (2020), who compared aspects of the simulated bio-physical seasonal cycle against observations from profiling floats and satellite ocean color imagery in the NAAMES region of the western North Atlantic, pointed to potential model deficiencies, but the comparison was hindered by challenges matching data in space and time. Specifically, the high-resolution ocean model generates its own independent mesoscale turbulent field, hindering the utility of point-to-point comparisons but illustrating the value of statistical skill metric comparisons for mesoscale variability (Doney, 1999).



Observations

Ship-based observations of surface ocean chlorophyll a concentration were acquired as part of the four campaigns of NAAMES in the western North Atlantic (Behrenfeld et al., 2019). The cruises took place November 6 -December 1, 2015 (NAAMES 1), May 11 -June 5, 2016 (NAAMES 2), August 30-September 24, 2017 (NAAMES 3), and March 20-April 13, 2018 (NAAMES 4) to capture different bloom stages at different times in the seasonal cycle. Surface-water spectral absorption was measured continuously underway on the research ship using an ac-s hyperspectral absorption and attenuation meter (Sea-Bird Scientific), and particulate absorption was determined using a calibration-independent method by differencing total and dissolved absorption each hour (Slade et al., 2010). Chlorophyll a concentrations were derived using the line height method (Roesler and Barnard, 2013), where the particulate absorption in the red (676 nm) is regressed against independently-derived chlorophyll a concentration from extracted pigment samples; the relationship was calculated specifically for the NAAMES data. Data, originally collected at an average frequency of one measurement per 0.3 km, was then interpolated using a piecewise cubic interpolation onto a 9 km grid for comparison to model and satellite products. This interpolation shows no appreciable impact on the resolved variability (Supplementary Figure 1).



Satellite Ocean Color Data

Geostatistical analysis of remotely sensed surface chlorophyll a was completed in Glover et al. (2018) and those results are used for comparison here. They considered global surface chlorophyll a concentration derived from 13 years of SeaWiFS (1998–2010) to 8 years of MODIS/Aqua (2003–2010) using OC4 and OC3M algorithms (O’Reilly et al., 2000), and we have subset results from the western North Atlantic here. SeaWiFS and MODIS/Aqua level-3 imagery have a nominal resolution of 9 km. The same mathematical approach (detailed below) and programming scripts (in MATLAB®) were used in our analysis as in Glover et al. (2018) for a consistent comparison.



Variogram Analysis

Variogram, or structure function analysis, is a geostatistical approach that provides us with an analytical expression of how the spatial variance/covariance of a field changes as a function of distance and direction, even if the sampled data has gaps as is common with satellite and field observations (Cressie, 1993; Doney et al., 2003; Glover et al., 2018). The empirical semivariance (γ∗) in 1 dimension is given by:
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Where h is the vector of distances between data pairs, N(h) is the number of data pairs at each distance, C’ is the data anomaly from a Reynolds decomposition involving the removal of a large-scale spatial mean field, and xk is a spatial location in the data set (Cressie, 1993). The semivariogram is applied in 2-D using the full vector of potential data pairs.

The C’ anomaly field is assumed to contain variance from two sources, spatially-correlated variability from sub-mesoscale and mesoscale process and spatially uncorrelated noise. Generally, as data pairs get further apart they are less likely to be influenced by small-scale spatial correlations, and therefore the semi-variance is expected to increase with h. The lag distance at which that increase saturates at a plateau is the distance at which the data becomes independent, i.e., do not covary. To identify the height of that plateau (the sill) and the distance at which it occurs (the range), we fit the empirical variogram with a nonlinear regression model. Here we use a spherical model (Cressie, 1993):
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Where co is the unresolved variance (or nugget) from spatially uncorrelated noise and/or sub-grid scale processes, c∞ is the total variability (the sill) at distances exceeding the correlation length scale, d is the decorrelation length scale (range). The relative sill, which represents the resolved variability, is then the difference between c∞ and c0. Relative sill (resolved variability) is reported as directly computed from Eq. 2 unless explicitly stated to be in terms of the coefficient of variation (CV equal to standard deviation divided by the mean) or the arithmetic standard deviation (Glover et al., 2018).



Processing and Analysis

Our analysis approach matched that of Glover et al. (2018). Before geostatistical analysis, all surface chlorophyll a estimates were log10 transformed to follow past convention (e.g., Glover et al., 2018) and because, to first order, it produces roughly normal distributions for the time and space sub-domains used to compute geostatistics (Campbell, 1995). To isolate anomalies, we used a 200 km spatial low-pass filter with a 31-day Hamming window in the N-S and E-W directions to remove variability larger than mesoscale and subtract the large-scale mean. Model output was divided into 5° × 5° boxes, and fully 2-dimensional empirical variograms were computed for each 5-day time step using a Fast Fourier Transform-based variogram approach (Marcotte, 1996). A 1-D spherical model (forced with a zero nugget for the CESM model output) was then fit to monthly composites of those empirical variograms using a Levenberg-Marquardt nonlinear regression routine to find a monthly composite sill and range in the North-South and East-West directions for each grid box.

Underway field observations of chlorophyll a were interpolated onto a 9 km grid to more closely match that of the model (∼9 km) and satellite (9 km) data. At this resolution, both the resolved and unresolved variability recovered are a combination of mesoscale and submesoscale variability, with most of the latter likely being found in the nugget. The gridded field observational data were then split into linear segments to avoid zig-zags in the path, and a linear detrend was applied. We then calculated the 1-D empirical variogram and fit that using a spherical model.




RESULTS

The western North Atlantic region of focus here spans from the upwelling-favorable subpolar gyre to the seasonally stratified subtropical oligotrophic gyre separated by a temperate zone and energetic Gulf Stream (see Della Penna and Gaube, 2019). Overall, regional surface ocean chlorophyll a concentrations in the model and in field observations peak in May with a pronounced seasonal cycle in the northern sector [Figure 1; see also Behrenfeld et al. (2019) and Yang et al. (2020)]. Surface chlorophyll a concentrations remain relatively low (<0.15 mg/L) year-round in the subtropical gyre, but the northern extent of the oligotrophic region varies over time, pushing northward in the Spring and Fall. The model produces high chlorophyll a bands near the coast in the temperate region surrounding the core of the subpolar gyre. Previous work, including a recent study by Yang et al. (2020), has shown that the model may be overestimating productivity at that frontal region. In contrast, field observations document higher chlorophyll a in May in the more central subpolar region than is seen in the model results (Figure 2). Field observations closely resemble SeaWiFS and MODIS climatology for the region.
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FIGURE 1. Monthly average Log10 surface chlorophyll a concentration for March, May, September, and November from year 5 of the CESM simulation. Black rectangle on the western side of the left panel (March) indicates region displayed in Figures 3, 4.
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FIGURE 2. Field measured Log10 surface chlorophyll a concentration for the four NAAMES campaigns, organized by month. Ship-based, underway measurements shown in closed circles. Grayed rectangle indicates grid region displayed in Figures 3, 4.


Geostatistical analysis of the CESM simulation shows that simulated mesoscale surface chlorophyll a variability is generally isotropic, meaning the magnitude of the resolved variability and the spatial scale (range) of variability are similar in the North-South and East-West directions (Figure 3). A seasonal cycle is detectable in the subpolar and temperate regions with higher resolved variability (sill) during the peak of the Spring bloom (average sill CV, of 0.54) compared to the Fall/Winter (average sill CV 0.04). The seasonal cycle is much less pronounced south of 35°N, corresponding to the oligotrophic region. Here the range in relative sill values in terms of CV is 0.03–0.19. Resolved variability is highest (CV near 1 in May) in the boundary current front around Newfoundland (Figure 4).
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FIGURE 3. Geostatistical analysis of chlorophyll a from the Community Earth System Model (CESM). Simulated monthly average chlorophyll a resolved variability as computed from Eq. 2 (sill, top) and range (bottom) for March, May, September, and November in 5° × 5° grid boxes for the western North Atlantic sub-region denoted in Figure 1.
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FIGURE 4. Geostatistical analysis of annual average surface chlorophyll a resolved variability as computed in Eq. 2 (sill, top) and range (bottom) from CESM, MODIS, and SeaWiFS in 5° × 5° grid boxes.


Both modeled and remotely sensed surface chlorophyll a show higher annually-averaged resolved variability in the northern portion of the study region as compared to the south, particularly north of 35° (Figure 4). The regional change in resolved sill is more pronounced in the CESM results than in satellite imagery, which shows a more gradual transition from a resolved sill of approximately 0.14 to 0.04. While we might expect the range or decorrelation length scale to be longer in the subtropics than in the subpolar region due to changes in physical stirring length scales with the Rossby radius (Doney et al., 2003), we see no clear difference in range in the model (annual mean 86 km North of 35°N and 88 km South of 35°) in contrast to a decreasing trend of range with latitude (Figure 4).

The patterns shown in the spatial maps were further analyzed by plotting the resolved arithmetic standard deviation from the resolved sill against the mean chlorophyll a concentration with lines of constant CV overlain (Figure 5; see Glover et al., 2018). Arithmetic standard deviation increases with mean chlorophyll a values for both observed and model data sets. The CV of ship-based field observations hovers around 0.3 for all cruise months and all locations along the cruise transect, relatively invariant of the mean chlorophyll a concentration. The CV of satellite remotely-sensed surface chlorophyll a is also uniform and slightly lower, approximately 0.2 for all months and all 5° × 5° grid boxes, and again does not correlate strongly with chlorophyll a concentration. For log-normal variables, CV is expected to depend on the variance of the log-transformed variable but not the mean data value [see Appendix, Glover et al. (2018)], similar to the pattern observed in the ship underway and remote sensing data.
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FIGURE 5. Resolved arithmetic standard deviation of surface chlorophyll a variability against Log10 surface chlorophyll a concentration for CESM (blue), field observations from NAAMES underway ship data (orange), and MODIS and SeaWiFS satellite ocean color (green) over study region in the western North Atlantic. Dotted lines indicate lines of constant coefficient of variation (CV).


In contrast to the field and satellite observations, modeled surface chlorophyll mesoscale field has CVs ranging from 0.01 to 1.0, with CV generally increasing with the mean chlorophyll a value. Thus, when comparing CESM to observations, CESM CV is lower than expected at low chlorophyll a (in winter and the subtropical gyre) and higher than expected at high chlorophyll a (such as in the boundary front and in peak bloom conditions; see also Supplementary Figure 2).



DISCUSSION AND CONCLUSION

Improved measures of mesoscale biological variability in the surface ocean are needed both to address scientific questions and test the skill of eddy-resolving marine biophysical simulations. Geostatistical approaches, such as the variogram techniques used here, have some distinct advantages in that they can be applied to both 1-D and 2-D fields with data gaps (e.g., clouds in satellite remote sensing), partition resolved spatial variability from unresolved instrument and algorithm noise and sub sample-resolution scale biophysical processes, and provide a measure of the spatial correlation scale or range (Doney et al., 2003; Glover et al., 2018). Geostatistical techniques complement more eddy-centric compositing techniques (Chelton et al., 2011; Gaube et al., 2013; Rohr et al., 2020a, b) by incorporating frontal features as well as well-defined mesoscale eddies.

The geostatistical analysis of the NAAMES field observations from the western North Atlantic generally indicated similar patterns of resolved, mesoscale variability in surface chlorophyll a from ship-based underway data and satellite ocean color imagery, providing further support for the satellite results presented in Glover et al. (2018). Both the field and satellite data indicate relatively uniform, though somewhat offset, levels of CV (arithmetic standard deviation divided by the mean value) across a wide span in mean surface chlorophyll a concentrations, from oligotrophic to bloom conditions. The observational results indicate that the fractional variability of surface chlorophyll is similar across a wide range of ecosystem states, from oligotrophic to bloom conditions and across time from bloom initiation, peak, and termination; effectively, there is a similar normalized width of the local bell curve distribution for surface chlorophyll. The result of uniform CV is not simply an artifact of statistics for a log-normal variable but reflects an emergent property of marine biophysics likely arising from some combination of physical stirring and stimulation of biological production.

Differences in resolved variability across observational data sets may reflect differences in the fundamental spatial resolution of the sampling techniques and thus differences in the degree to which submesoscale variability is captured. The slightly higher mean CV for the underway ship data, when compared to MODIS and SeaWiFS, might arise because the ship observations are capturing more submesoscale variability. The influence of these small-scale processes is retained even after we interpolate the ship observations onto a 9 km grid, as indicated by the lack of change in resolved variability when going from raw data at approximately 0.3 km resolution to the gridded data (Supplementary Figure 1).

The eddy-resolving (1/10th degree horizontal resolution) CESM ocean bio-physical simulation (Harrison et al., 2018) created mesoscale biological patchiness at roughly the same magnitude and spatial decorrelation scales as observed in the field and with remote sensing. However, the simulation exhibits a striking difference from the field and remote sensing data in the relationship of the arithmetic standard deviation of mesoscale surface chlorophyll anomalies and the background mean field. In striking contrast to the relatively uniform CV found across a wide range of observed chlorophyll levels, the simulated CV of resolved mesoscale variability increases steeply with mean surface chlorophyll a levels. The model-resolved arithmetic standard deviation is biased low relative to observations while surface chlorophyll a concentrations are low and is too high where chlorophyll a is high.

Some of this discrepancy could arise because the underlying distribution of log chlorophyll a values in the region is further from “normal” for the model when compared to observations (Figure 6). However, within regional (5° × 5° bins) and temporal (monthly) domains relevant to the variogram analysis, the data is also approximately log-normal with the median skewness in each domain within ±1.6 (Supplementary Figure 3). Further, if we exclude results when the skewness is outside the bounds of ±1, consistent with best practices detailed in Kerry and Oliver (2007), the model’s variable CV with chlorophyll still holds (Supplementary Figure 4). While some of the issues likely reflect errors in the mean state of the model [see Harrison et al. (2018)], there are likely additional dynamical issues. The CV biases represent a clear deficiency in the mesoscale variability predicted by the model and one that would not be as obvious from simple visual comparisons of observed and simulated maps of the standard deviation of surface chlorophyll that combine mesoscale and mean field skill.
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FIGURE 6. Normalized histograms of Log10 Chlorophyll a concentration from the CESM model (top, colored by latitudinal band), satellites (middle), and ship observations (bottom).


The model resolution is 1/10th of a degree, which is approximately 9 km at this latitude in the temperate/subpolar North Atlantic. Thus, based on a regional Rossby radius of deformation of 10–35 km (Chelton et al., 1998), the model only resolved mid- to large mesoscale eddies and frontal features (10 s to 100 km) but did not capture smaller mesoscale and submesoscale processes. The effective spatial resolution of model biophysical dynamics may be larger than the nominal grid resolution such that smaller simulated mesoscale features generate overly weak chlorophyll anomalies in oligotrophic conditions. Also, ocean turbulence and biophysical variability extend well down into the submesoscale domain O(1–10 km) and smaller scales (Lévy, 2008; Lévy et al., 2018) that is not captured in the model. While the submesoscale variability in the observations would be partitioned into the variogram’s unresolved variance term, some of the submesoscale biophysical processes could be being rectified into the resolved mesoscale variability. Those unaccounted-for processes may be particularly important in generating spatial variability while background chlorophyll a is low, such as in fall/winter and in the oligotrophic gyre. This could point to problems with capturing physical nutrient supply mechanisms driving eddy-scale anomalies. In contrast, under high chlorophyll a conditions, the model arithmetic standard deviation is biased high. This could potentially be driven by boundary current processes rather than open-ocean mesoscale eddies.

As biophysical and biogeochemical ocean models continue to drill down to finer resolution, we need metrics to assess the skill of the predicted time/space variance fields, not simply the mean fields. In addition to standard bio-physical metrics such as mean state of bloom magnitude (e.g., Doney et al., 2009; Stow et al., 2009), we also need to include an assessment of a model’s ability to reproduce chlorophyll a variability seen in the real world, leveraging the wealth of satellite and autonomous platform data. Without this diagnostic, mesoscale simulations lose some of their utility in determining the mechanisms of bio-physical coupling driving chlorophyll a patchiness. The observation-tested simulations will also provide an avenue for developing improved parameterizations of sub-gridscale biophysical dynamics (e.g., nutrient injection by episodic upwelling events) that would complement efforts on dynamically consistent physical mixing parameterizations across resolution that are already under development (e.g., Jansen et al., 2019).
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The oceans teem with heterotrophic bacterioplankton that play an appreciable role in the uptake of dissolved organic carbon (DOC) derived from phytoplankton net primary production (NPP). As such, bacterioplankton carbon demand (BCD), or gross heterotrophic production, represents a major carbon pathway that influences the seasonal accumulation of DOC in the surface ocean and, subsequently, the potential vertical or horizontal export of seasonally accumulated DOC. Here, we examine the contributions of bacterioplankton and DOM to ecological and biogeochemical carbon flow pathways, including those of the microbial loop and the biological carbon pump, in the Western North Atlantic Ocean (∼39–54°N along ∼40°W) over a composite annual phytoplankton bloom cycle. Combining field observations with data collected from corresponding DOC remineralization experiments, we estimate the efficiency at which bacterioplankton utilize DOC, demonstrate seasonality in the fraction of NPP that supports BCD, and provide evidence for shifts in the bioavailability and persistence of the seasonally accumulated DOC. Our results indicate that while the portion of DOC flux through bacterioplankton relative to NPP increased as seasons transitioned from high to low productivity, there was a fraction of the DOM production that accumulated and persisted. This persistent DOM is potentially an important pool of organic carbon available for export to the deep ocean via convective mixing, thus representing an important export term of the biological carbon pump.
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INTRODUCTION

Phytoplankton are prolific in the world’s oceans and are recognized to be a critical source of fresh organic matter for marine food webs and subsequently play a key role in the biogeochemical cycling of elements. Despite representing less than 0.2% of Earth’s photosynthetic biomass, marine phytoplankton have rapid turnover times and consequently are responsible for nearly half of the planet’s annual net primary production (NPP), consuming CO2 and elemental nutrients while generating oxygen and new organic matter (Field et al., 1998). The organic matter that is produced is partitioned as particulate organic matter (POM) and dissolved organic matter (DOM). This partitioning has a profound impact on the fate and contribution of organic matter to the biological carbon pump.

The biological carbon pump represents a combination of processes that spatially separate organic matter (particulate and dissolved) production from its remineralization (Passow and Carlson, 2012; Boyd et al., 2019), including the passive sinking flux of POM (McCave, 1975), physical deep mixing of DOM (Copin-Montégut and Avril, 1993; Carlson et al., 1994), or suspended POM (Dall’Olmo et al., 2016; Lacour et al., 2019), and zooplankton-mediated transport by vertical migration (Steinberg et al., 2000). These three export pathways can transport organic carbon to depths where a portion remains sequestered from the atmosphere for decades to centuries (Ducklow et al., 2001b).

Food web processes that control the production of DOM include direct extracellular release by phytoplankton, viral-induced or autolysis of phytoplankton cells, grazing activity (i.e., sloppy feeding, excretion, and egestion by microzooplankton grazers), and solubilization of organic particles (see review in Carlson and Hansell, 2015). Heterotrophic bacterioplankton production (BP) is the primary conduit for the uptake of bioavailable DOM and its passage to higher trophic levels or remineralization, processes key to defining the microbial loop as an important carbon-flow pathway that can modify the ocean carbon cycle (Azam et al., 1983; Azam, 1998).

The cumulative organic carbon flux through heterotrophic bacterioplankton, or gross BP [also termed bacterioplankton carbon demand (BCD)], can be estimated as the sum of net BP and the carbon that is respired as CO2 (Del Giorgio and Cole, 1998; Ducklow et al., 2000; Carlson and Hansell, 2015). Comparing BCD to NPP provides a useful index for evaluating the degree to which NPP can support BCD (BCD:NPP) (Cole et al., 1988). Reported values of BCD:NPP have been as low as 0 (Pomeroy and Deibel, 1986; Pomeroy and Wiebe, 2001) and have also exceeded 1 (Duarte and Agustí, 1998; Hoppe et al., 2002). The BCD:NPP ratio is an important index that can be used to identify regions of net heterotrophy, where the net out-gassing of CO2 can occur (Hoppe et al., 2002), and it can also serve as a harbinger of dissolved organic carbon (DOC) accumulation on diel to seasonal time scales. For instance, the enhanced primary production during a phytoplankton bloom in the Antarctic Ross sea was matched by an increase in BCD, which limited DOC accumulation during the phase of the bloom when phytoplankton division outpaced loss rates (Carlson and Hansell, 2003). Conversely, over three bloom seasons in the Sargasso sea, nearly half of the seasonally produced DOC escaped rapid microbial degradation (i.e., low BCD:NPP), resulting in DOC accumulation (Carlson et al., 1998).

The condition where BCD:NPP is low (i.e., DOC consumption is unable to match the rate of DOC release) has been termed the “malfunctioning microbial loop” (Thingstad et al., 1997). This “malfunctioning” can arise for a number of reasons. It can result from phytoplankton growth exceeding the metabolic capacity of heterotrophic consumption (Ducklow et al., 1993), the production of recalcitrant compounds (Aluwihare et al., 1997) or precursors to recalcitrant compounds (Arakawa et al., 2017), or the inability of a bacterioplankton assemblage to grow on specific types of organic matter due to community composition or gene expression (Teeling et al., 2012). It can also result from bacterioplankton–phytoplankton competition leading to nutrient limitation on BCD (Zweifel et al., 1995; Cotner et al., 1997; Church, 2008) or from predation limiting BP (Thingstad et al., 1997). It is also possible that BCD may more closely track grazer or viral-mediated release of DOM instead of instantaneous phytoplankton production (Kirchman et al., 1994). Lastly, some BCD may be supported by volatile organic compounds which are not captured in estimates of NPP measured by contemporary methods (Davie-Martin et al., 2020; Moore et al., 2020). A disconnect between BCD and NPP can arise from the combined effects of any or all of these mechanisms and can lead to the seasonal accumulation of DOC in the surface waters, i.e., the accumulation of DOC in the euphotic zone that is greater than the annual minimum concentration observed during deep winter mixing. If the fraction of accumulated DOC that is produced as, or transformed into, recalcitrant compounds persists long enough to be vertically exported to depth during the next winter’s convective mixing event, it can represent an important pathway of the biological carbon pump in systems that experience deep convective mixing or subduction (Carlson et al., 1994).

The Western North Atlantic Ocean is a region characterized by both massive seasonal phytoplankton blooms (Behrenfeld, 2010) and deep convective overturning events that can physically deliver dissolved and suspended organic matter to depth (Carlson et al., 1994; Dall’Olmo et al., 2016; Baetge et al., 2020). The bloom conditions in the Western North Atlantic provide an ideal system to explore the cumulative influence of microbial processes on the accumulation, bioavailability, and persistence of DOC, and ultimately, on the biogeochemical role of DOC in the biological carbon pump. Here we present data collected over a seasonal cycle as a part of the NASA North Atlantic Aerosols and Marine Ecosystems Study (NAAMES). We combined observations from in situ bacterioplankton measurements and experimental DOC remineralization experiments with estimates of net community production (NCP) partitioned as DOC (Baetge et al., 2020): (1) examine the efficiency at which bacterioplankton use DOC, (2) examine seasonal variability in the fraction of NPP supporting BCD, (3) assess the bioavailability of the seasonally accumulated DOC, and (4) evaluate how export potential of seasonally accumulated DOC varies over a bloom cycle in the Western North Atlantic.



MATERIALS AND METHODS


Study Region

The NAAMES program, detailed in Behrenfeld et al. (2019), comprised of four field campaigns in the Western North Atlantic involving ship transects between 39 and 56°N latitude and −38 to −47°W longitude all aboard the R/V Atlantis. NAAMES was designed to resolve the dynamics and drivers of the annual phytoplankton bloom and their subsequent impacts on the atmosphere. Each cruise accordingly took place at a different time of the year at four different phases of the annual phytoplankton bloom cycle. NAAMES 1 occurred in the early winter (“winter transition”: November–December 2015), NAAMES 2 in the late spring (“climax transition”: May 2016), NAAMES 3 in the early autumn (“depletion phase”: September 2017), and NAAMES 4 in the early spring (“accumulation phase”: April 2018). Station locations for all cruises are overlaid on a map of 8-day composite chlorophyll data from NASA’s Moderate Imaging Spectroradiometer (MODIS) collected during May 2016 (Figure 1). These data (ID: erdMH1chla8day) were retrieved from NOAA’s ERDDAP servers1 using the package rerddap (v 0.7.4) in R (v.0.4.0).
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FIGURE 1. Station locations for all cruises are overlain on a map of 8-day composite log-transformed chlorophyll data from NASA’s Moderate Imaging Spectroradiometer (MODIS) collected during May 2016. NAAMES 1 occurred in the early winter (“winter transition”: November–December 2015, orange points), NAAMES 2 in the late spring (“climax transition”: May 2016, green points), NAAMES 3 in the early autumn (“depletion phase”: September 2017, red points), and NAAMES 4 in the early spring (“accumulation phase”: April 2018, blue points).




In situ Environmental Data

All processed data, analyses, and code presented here are available on GitHub2. NAAMES field cruise data are available through NASA’s SeaWiFS Bio-optical Archive and Storage System (SeaBASS)3 and the Biological & Chemical Oceanography Data Management Office (BCO-DMO, DOI: 10.26008/1912/bco-dmo.824623.1). All seawater samples were collected on the R/V Atlantis from 24 10-L Niskin bottles affixed to a Sea-Bird Scientific SBE-911+ Conductivity-Temperature-Depth rosette.



Bacterioplankton Abundance

Bacterioplankton abundance (BA; cells l–1) were determined over four to eight depths throughout the euphotic zone, which ranged from 52 to 236 m. Cells were enumerated via flow cytometry on NAAMES 1 and via epifluorescence microscopy on the remaining cruises. Whole seawater was collected into sterile conical centrifuge tubes. Flow cytometry samples (2 ml) were preserved with 40 μl of 8% paraformaldehyde (Electron Microscopy Sciences) added to each sample to a final concentration of 0.2%. Samples were then mixed by inversion, flash frozen with liquid nitrogen, and stored at −80°C until analysis (Halewood et al., 2012). Microscopy samples were preserved with certified ACS formalin to a final concentration of 1% (vol:vol) and stored at 4°C until slide preparation within 36 h of collection. These preserved samples were filtered under gentle vacuum (∼34 kPa) onto 25-mm 0.2-μm polycarbonate (PC) membrane filters stained with Acid Black 107 (Irgalan Black) (Hobbie et al., 1977). Cells were stained with 4’,6-diamidino-2-phenylindole dihydrochloride (5 mg ml–1, DAPI) under minimal lighting according to Porter and Feig (1980). Filters were mounted onto slides with high-viscosity immersion oil (Thermo Scientific Richard-Allan Scientific Resolve) and stored at –20°C until enumeration at sea and at a shore-based laboratory. An Olympus BX51 epifluorescence microscope with ultraviolet excitation at 1,000× magnification was used to enumerate bacterioplankton cell abundances following Parsons et al. (2012). Briefly, 12 fields of view were counted for each slide and, on average, 50–60 cells were counted for each field of view.

Flow cytometry was performed following Halewood et al. (2012) using an LSR II equipped with a 488-nm blue laser and a high-throughput sampler [Becton Dickinson (BD) Biosciences]. Upon analysis, the LSR II was prepared according to the manufacturer’s guidelines. Spherotech Rainbow calibration beads (RCP-30-5) were used according to the manufacturer’s recommendations to diagnose cytometer laser detection performance. Samples were processed in batches of 45, which were thawed, vortexed, transferred to a 96-well plate, and stained with SYBR Green (100× dilution of commercial stock, Molecular Probes, Inc.) to a final concentration of 1:10,000 (vol:vol). To ensure complete staining of bacterioplankton cells, the plate was incubated for 15–30 min in darkness prior to analysis on the LSR II. Each well was analyzed for up to 90 s, with the minimum green FITC (fluorescein isothiocyanate) threshold set to 200 nm. The population of bacterioplankton cells (events) on the flow cytograms was interactively defined with a gate based on the relationship between side scatter and FITC fluorescence using FACSDiva software (BD Biosciences). Bacterioplankton abundance was calculated from the volume analyzed and the number of events in the gate. Internal references, consisting of a five-point serial dilution (dilution factor of 0.5) of surface Santa Barbara Channel seawater, were used to diagnose machine performance prior to staining NAAMES samples. This dilution series was prepared using whole seawater and 0.2 μm filtrate, and each dilution was enumerated via both flow cytometry and microscopy at the time of preparation. Several hundred 2-ml aliquots of the dilution series were fixed with 40 μl 8% paraformaldehyde and frozen at −80°C. Enumeration of these archived samples provided a means to assess daily machine performance such that large deviations between cell counts of original and archived samples indicated potential issues with machine fluidics or lasers. The slope (0.8) between the flow cytometry counts of these internal references at the time of sample analysis and the corresponding microscopy counts attained at the time of collection were used as a correction factor to align counts from the two enumeration methods. BA was integrated and normalized to the depth of the euphotic zone (i.e., 1% light level) for each station to obtain mean volumetric values.



Net Bacterioplankton Production

Net BP rates were estimated by 3H-leucine (3H-Leu) incorporation using a modified version of the microcentrifuge method (Smith and Azam, 1992). For each depth, a killed control [killed immediately with 100 μl of 100% trichloroacetic acid (TCA)] and replicate 1.6-ml seawater samples were spiked with 3H-Leu (20 nM; specific activity 50.2–52.6 Ci/mmol; Perkin Elmer, Boston, MA, United States) and incubated for 2–3 h in the dark at ±2°C of in situ temperature. Incubations were terminated by adding 100 μl of cold 100% trichloroacetic acid (TCA) and were subsequently spun on a microcentrifuge at 20,800 × g for 7 min. The supernatant from each incubation tube was decanted, leaving a pellet that was then resuspended in 1.6 ml of 5% TCA. A second 7-min centrifugation step was performed, the supernatant again decanted, the remaining pellet resuspended in 1.6 ml of 80% ethanol (vol/vol), and finally centrifugation performed as described in Ducklow et al. (2001a). Ethanol was decanted and 1.6 ml of Ultima Gold scintillation cocktail added to each tube. Radioactivity was measured using a Hidex 300 Scintillation Analyzer and was corrected for quenching using an external gamma source and a quench curve. The coefficients of variation (CV) of assays performed following this protocol were generally 1–15% for replicate incubations; however, the deep samples generally had lower incorporation rates and CVs were often between 20 and 30%. 3H-Leu incorporation rates were converted to carbon units (μmol C l–1 d–1) using a conversion factor of 1.5 kg C (mol leucine incorporated)–1 (Simon and Azam, 1989). BP was integrated and normalized to the depth of the euphotic zone for each station to obtain mean volumetric values.



Net Primary Production

Net Primary Production values (μmol C l–1 d–1) were determined using the photoacclimation productivity model (PPM) as reported in Fox et al. (2020). The PPM is based on quantitative understanding of shifts in phytoplankton chlorophyll synthesis in response to available light and nutrients (Behrenfeld et al., 2016). These photoacclimation responses were used to estimate depth-resolved phytoplankton growth rates and NPP at each NAAMES station. The PPM results exhibited strong agreement with 24-h 14C-uptake measurements of NPP determined at all stations occupied during the NAAMES campaign (Fox et al., 2020). NPP was integrated and normalized to the depth of the euphotic zone for each station to obtain mean volumetric rate values.



Dissolved Organic Carbon Remineralization Experiments

At each station, experiments were conducted to determine the magnitude and rate of DOC remineralization using water collected from within the surface 10 m (see Figure 2 for experimental design and sampling scheme). Data from DOC remineralization experiments are available from BCO-DMO (doi: 10.26008/1912/bco-dmo.824623.1). Water was gently gravity-filtered through 142-mm PC filtration cartridges (Geotech Environmental Equipment, Inc.) loaded with either a 1.2- or a 0.2-μm mixed cellulose ester membrane filter (EMD Millipore). The 1.2-μm filtrate was retained as a bacterioplankton inoculum, and the 0.2-μm fraction was retained as particle-free media. The 1.2-μm filtrate retained on average 78 ± 16% of the bacterioplankton population in whole seawater (Supplementary Table 1). When possible, the filter cartridge was attached directly to Niskin bottles with platinum-cured silicone tubing, and the filtrate was collected into PC carboys. Otherwise, unfiltered water from the Niskin was first drawn into an acid-washed (10% HCl) and sample-rinsed PC carboy and then filtered into another acid-washed and sample-rinsed PC carboy. Each experiment was initiated by combining the 1.2-μm filtrate (inoculum) with the 0.2-μm filtrate at a 3:7 ratio. A pair of acid-washed PC incubation bottles (modified 5-l Nalgene Biotainer, Supplementary Material) was then rinsed with this water and subsequently filled. All carboys, tubing, and filtration rigs were rinsed with 10% HCl, then with Nanopure water, and finally with sample water three times before use. Membrane filters were flushed with a minimum of 1 l of Nanopure water followed by 0.5 l of sample water prior to collecting filtrate to minimize DOC leaching from the filters.
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FIGURE 2. Schematic of the initiation and incubation conditions of the DOC remineralization experiments conducted on NAAMES 2–4, detailed in section “Dissolved organic carbon Remineralization Experiments.” Also included is a table of the sampling frequency for the incubations, in which bacterioplankton abundance is denoted by “BA,” bacterioplankton organic carbon by “BOC,” total organic carbon by “TOC,” and dissolved organic carbon by “DOC.” “T0” refers to the initial condition of the experiment while “TStationary” refers to the stationary phase of cell growth determined by the bacterioplankton abundance curve. Note that T0 BOC was collected from the inoculum while TStationary BOC was collected from the bottle incubations.


The experiments performed incubation in the dark and within ±1.5°C of in situ temperatures using refrigerated incubators (Fisherbrand Isotemp BOD). On NAAMES cruises 3 and 4, precombusted (4 h at 450°C) 40- and 60-ml borosilicate glass incubation vials (Thermo Scientific) were also rinsed and filled with initial incubation water and served as parallel incubations to monitor changes in organic carbon. After returning to port, the vials were shipped overnight in coolers to UC Santa Barbara, transferred to incubators at in situ temperatures, and periodically sampled for up to 110 days (TEnd) after the initiation of the experiment.

Throughout the duration of each experiment, samples for BA, bacterioplankton organic carbon (BOC), total organic carbon (TOC), and DOC, were collected using the positive pressure displacement system (Supplementary Material; Liu et al., 2020). While at sea, Bacterioplankton abundance samples were monitored daily, BOC samples were collected at the initiation time for each experiment (T0) and during the stationary phase (TStationary) of the bacterioplankton growth curve, and TOC and DOC samples were collected three to six times within the first 14 days. DOC samples were also collected after returning to port from NAAMES 2 and 4 at the 1-, 2-, and 3-month marks. TOC samples were collected at the 1- and 2-month marks after returning to port from NAAMES 3 and after the 1-, 2-, and 3-month marks after NAAMES 4. Bacterioplankton abundance and BOC were not collected after returning to port from the different cruises.

For each experiment, BOC samples were collected from the 1.2-μm filtrate (inoculum) at T0 and from each incubation bottle at TStationary of the bacterioplankton growth curve. T0 BOC samples were collected from the 1.2-μm filtrate instead of from the mixed experimental water (3:7 inoculum: particle free water) to ensure that enough cellular material was collected for later CHN analysis, described below. Thus, T0 BOC in the incubation bottles was estimated as 30% of the BOC measured from the 1.2-μm filtrate. For each BOC sample, 1 l of seawater was drawn from a Biotainer and filtered through a polypropylene inline filter cartridge (Cole-Parmer) loaded with two combusted Advantec Grade 25-mm 0.3-μm glass fiber filters (GF75) (Stephens et al., 2020). Two filters were used to increase cell retention (mean 78 ± 9%). Each filter was folded twice, with the sample material on the inside, placed into separate precombusted (450°C for 4 h) 20-ml borosilicate glass vials (Wheaton), and frozen at −20°C. Filters were analyzed on a Costech ECS 4010 CHNS-O elemental analyzer by Bigelow Analytical Services, which has a detection limit of 0.1 μg C (Bigelow Laboratory for Ocean Sciences, Maine). At each station of NAAMES 2 and 4, 1 l of either 0.2-μm or 30-kDa tangential flow-filtration (TFF, EMD Millipore) 10-m seawater filtrate was also filtered through a pair of stacked GF75s. The TFF filtrate did not contain any particles greater than 30 kDa; thus, any organic matter retained on the GF75 filter after passing 1 l of TFF filtrate through it was considered absorbed DOC. There was no significant difference between absorbed DOC estimates from filters treated with 0.2 μm or 30 kDa TFF seawater (Wilcoxon p = 0.1). The average absorbed DOC estimate, 2.7 μg, was used as a universal blank. For reference, the average carbon value on the second (i.e., bottom) GF75 filter of the experimental samples was 5.1 ± 3.5 μg, indicating the utility of using two GF75 filters to increase the retention of cell carbon.

Both a filtered DOC sample and a TOC sample were collected to monitor changes in organic carbon over the course of each experiment. TOC samples were corrected by the contribution of BOC at T0 and TStationary, hereafter referred to as DOC∗ (Stephens et al., 2020; Wear et al., 2020). BA was observed to fall to low densities by TEnd (Supplementary Figure 1), so we considered TOC and DOC to be interchangeable by TEnd. In the absence of BOC collections after TStationary, we did not calculate DOC∗ at TEnd because doing so may have artificially enhanced estimates of DOC removal. On NAAMES 2, filtered DOC samples were displaced by positive pressure from each 5-l Biotainer through an inline set of two precombusted GF75 filters and into two pre-combusted 40-ml borosilicate glass vials. The collected volume was then immediately fixed by adding 50 μl of DOC-free 4-N HCl to a pH of ∼3. We not only observed relatively clean sampling of DOC filtered directly from the Biotainers during NAAMES but also found greater variability in the temporal trends of DOC concentration when the incubation water volume was less than half of the original incubation volume, after large volumes were removed for DNA and BOC samples at TStationary (Supplementary Figure 2). In order to address this issue and reduce potential contamination by handling on subsequent cruises (NAAMES 3 and 4), parallel 40- and 60-ml borosilicate glass incubation vials were added to monitor changes in bulk TOC and DOC. The adoption of these vials not only helped address potential contamination from handling but also permitted the long-term monitoring of DOC removal as vials were sampled periodically until TEnd (Stephens et al., 2020). A direct comparison conducted on both NAAMES 3 and 4 indicated that the filtered DOC concentrations and corresponding DOC∗ estimates were within 10% of one another, with a systematic positive bias of the filtered DOC measurements relative to DOC∗ (Supplementary Figure 3). On NAAMES 4, bacterioplankton abundance and DOC estimates from the large-volume Biotainer and the parallel vials at corresponding timepoints were within 7 and 5% of one another, respectively, indicating that both incubation containers tracked similar microbial dynamics (Supplementary Figure 4). Thus, all analyses described below used filtered DOC for NAAMES 2 experiments and DOC∗ for NAAMES 3 and 4 experiments.

Organic carbon concentrations were determined via the high-temperature combustion method using modified Shimadzu TOC-V or TOC-L analyzers as described in Carlson et al. (2010). Concentrations were quantified using standard solutions of glucose and ultrapure (low-carbon) water. All samples were systematically referenced against surface (5-m) water and deep (<2000-m) Atlantic seawater that were calibrated against consensus reference material (Hansell SSR Lot#08-18) and run every six to eight samples (Hansell and Carlson, 1998). Typical run sizes were kept under 35 samples to reduce salt accumulation and instrument drift. The precision of the Shimadzu analyzers for surface samples was within 2% CV.



Calculations of Derived Variables


Seasonally Accumulated DOC Bioavailability and Persistence

The microbial dynamics and DOC bioavailability detailed in this manuscript are placed in the context of seasonally accumulated DOM for each station and cruise. The magnitude of DOC that accumulated in excess of the annual DOC minimum that corresponded to the maximal deep winter mixing was determined for each station and is referred to as seasonally accumulated DOC (DOCSA). The annual DOC minimum was approximated for each 1° latitudinal bin of the NAAMES study region according to and as reported by Baetge et al. (2020). Briefly, observed profiles of DOC concentration at each station were redistributed over their corresponding local maximum MLD that were retrieved from ARGO float observations between May 5, 2014, and December 2, 2018 (Table 1). For each DOC remineralization bioassay, DOCSA, μmol C l–1 was then calculated as the difference between the initial DOC concentration and the annual DOC minimum. Bioavailable DOC (ΔDOC) for each DOC remineralization experiment was calculated as the total removal of DOCSA over the short term (T0 – TStationary) and long term (T0 – TEnd), expressed as both concentration (μmol C l–1) and percentage of initial DOCSA. ΔDOC removal rates (μmol C l–1 d–1) for the DOC remineralization experiments were calculated as ΔDOC divided by the number of elapsed days. DOCSA that persists was calculated as concentration (μmol C l–1) and percent of DOCSA remaining at TEnd. It is important to note that DOCSA may be comprised of DOC compounds that had accumulated in previous seasons. Thus, DOC removal observed in the early autumn experiments may have reflected the removal of DOC that had accumulated earlier in the spring, not necessarily solely DOC produced in the autumn.


TABLE 1. BGEs and DOC bioavailability from DOC remineralization experiments.
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Bacterioplankton Growth Efficiencies

Bacterioplankton growth efficiency (BGE) was determined by assessing changes in BOC from T0 to TStationary relative to the drawdown of DOC over the same time frame in each DOC remineralization experiment. BGE was determined by the following equation:
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where the difference in BOC between T0 and TStationary (ΔBOC) was calculated as the change in the total carbon concentration captured on the GF75 filters divided by the simultaneous change in DOC or DOC∗ (ΔDOC). The change in BOC (ΔBOC) was not calculated for experiments conducted at Station 3 in the late spring because of a lack of a BOC sample at TStationary. BGEs are highly sensitive to changes in DOC and can be artificially inflated when ΔDOC is small; thus, we chose to be conservative by only calculating BGEs for experiments where the removal of DOC was greater or equal to 2 μmol C l–1.



Bacterioplankton Carbon Demand

For each cruise, BCD (μmol C l–1 d–1) was calculated as integrated, depth-normalized in situ BP divided by the campaign-wide mean BGE (0.26) calculated from all cruises. The fraction of in situ NPP that can potentially support in situ BCD is expressed as BCD:NPP.



Statistics

All statistical analyses were performed using packages in R (v 4.0.0). Bland–Altman/Tukey mean-difference analyses were used to assess the agreement between corresponding experimental measurements of DOC and DOC∗ as well as the dynamics between experimental incubation containers. Agreement statistics were computed using the function blandr.statistics from the package blandr (v 0.5.1). The correlation between these measurements was also evaluated using standardized (reduced) major axis model II linear regressions. Standardized (reduced) major axis model II linear regressions were also used to explore the relationship between BCD and NPP. Regressions were computed using the function lmodel2 from the package lmodel2 (v 1.7-3). Model fits with p-values >0.05, ≤0.05, or ≤0.01 are described as “not significant,” “significant,” and “highly significant,” respectively.

A non-parametric Kruskal–Wallis test (one-way ANOVA on ranks) was performed on each bacterioplankton growth metric, as well as on NPP, to assess if means across all seasons were equivalent. If they were not equivalent, a nonparametric Wilcoxon test was then performed post hoc to assess whether means between two seasons were equal. Kruskal–Wallis and Wilcoxon tests were both performed using the compare_means function in the package ggpubr (v 0.3.0). For both tests, group means that were likely equal, significantly different, or highly significantly different are indicated by p-values >0.05, ≤0.05–0.01, and ≤0.01, respectively.



RESULTS


Bacterioplankton and DOM Dynamics in the Remineralization Experiments

Bacterioplankton generally followed the logistic model of growth (Figure 3A). While bacterioplankton cell production was highly variable within each season, the general trend indicated a greater change in cell abundance in late spring relative to the other seasons. It is notable, however, that the change in BOC measured from T0 to TStationary was not statistically different between seasons (Table 1, p = 0.44). This may result from differences in cell size (not measured) or carbon per cell between different seasons.
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FIGURE 3. Time series of station mean log10 cell abundance (A) and DOC/TOC (B) from DOC remineralization experiments. Data represent the change in bacterioplankton log10 cell abundance from T0 up to 17 days or change in DOC concentration throughout the long-term incubation of up to 110 days. Late-spring organic carbon data are from filtered DOC samples, while early spring and early autumn organic carbon data are from unfiltered TOC samples. Error bars indicate the standard deviation between the means of replicated experiments.


Dissolved organic carbon remineralization was also variable within each season and between seasons (Figure 3B). Total short-term DOC removal, between T0 and TStationary (5–10 days of incubation) in each experiment, was limited to a range of 2.1–4.3 μmol C l–1 across all seasons (Figure 3B), with no statistical difference in the mean magnitude of DOC removed between seasons (Figure 3B, Table 1, Kruskal–Wallis p = 0.13).



The Bioavailable Fraction of Seasonally Accumulated DOC From DOC Remineralization Experiments

On average, the magnitude of DOC above annual surface minimum DOC concentration (i.e., DOCSA) increased as stratification of the water column intensified from the early spring (2.9 ± 1.4 μmol C l–1), to late spring (6.3 ± 2.9 μmol C l–1), and to early autumn (13.3 ± 3.6 μmol C l–1) (Table 1). Here, we used the DOC removal from remineralization experiments to assess the bioavailable fraction of this surface accumulated pool (ΔDOC, Figure 3B). Over the spatial extent of the NAAMES study region and the temporal period between the early spring and early winter, the magnitude of short-term ΔDOC (i.e., short-term DOC removal within 10 days) lacked any clear seasonal trends, as noted above. Latitudinal trends in short-term ΔDOC were also absent within individual seasons (Kruskal–Wallis p = 0.22 [early spring], p = 0.68 [late spring], p = 0.19 [early autumn]). Long-term ΔDOC (T0–TEnd, 13–110 days) for the spring averaged 3.4 ± 0.9 and 4.8 ± 1.0 μmol C l–1 for early autumn (Table 1). The long-term ΔDOC was not significantly different from spring to autumn; however, there were large seasonal differences in proportion of the ΔDOC relative to the amount of accumulated DOC (ΔDOC:DOCSA). ΔDOC in the short term was greatest in the early spring, representing on average 211 ± 197% of the DOCSA pool, before decreasing to 50 ± 24% in the late spring and then to 29 ± 10% in the early autumn. Over the long term, a similar trend was observed in the incubations whereby the percentage of DOCSA that was bioavailable was greatest in early spring (>140%) and lowest (∼40%) in early autumn (Table 1). ΔDOC greater than 100% in our experiments indicated that the responding heterotrophic bacterioplankton community was not only able to degrade all of DOCSA but also able to remove some fraction of the presumably lower-quality background DOC pool represented by the annual DOC minimum. It should also be noted that DOC contamination during post-cruise sampling in several of the late spring (NAAMES 2) experiments precluded accurate resolution of long-term DOC removal in four of the six sets of experiments for that cruise (Table 1). The source of DOC contamination in the long-term incubations remains unclear but may be related to the increase in container surface area to seawater volume ratio as incubation volume was drawn below 50% of initial volume (Supplementary Figure 2). Regardless, the trend of decreasing ΔDOC:DOCSA from the early spring to the early autumn is evident from both the short-term and long-term estimates of DOC removal within the remineralization experiments.

The seasonal progression of the relative percentage of DOCSA that was bioavailable or that persisted was best exemplified at latitude 44°N, which was occupied for each of the early spring, late spring, and early autumn cruises (Figure 4). The initial condition of these experiments demonstrates the increasing magnitude of the total DOCSA pool as well as the ΔDOC fraction from spring to early autumn. As described above, however, the relative contribution of ΔDOC was greatest in early spring and decreased by late spring and early autumn. Conversely, the fraction of the DOCSA pool persisting after ∼60 days increased from spring to early autumn. In many cases, all of the DOCSA determined in the spring was bioavailable on the time scales of the remineralization experiment, whereas up to 73% of the DOCSA pool determined for early autumn persisted over the experimental incubation period (Table 1).


[image: image]

FIGURE 4. Bioavailability and persistence of seasonally accumulated DOC (DOCSA) at the 44°N latitudinal bin of the NAAMES study region based on DOC remineralization experiments. Experiments were conducted at two different stations corresponding to 44°N in the early spring and are denoted by the solid (station 3) and dashed lines (station 4). Data represent measurements for each incubation bottle, with error bars representing the standard deviations. The horizontal line intersecting the y-axis at 0 represents the baseline after the annual minimum DOC concentration corresponding to the maximal deep winter mixing (Baetge et al., 2020) has been subtracted from the measured surface DOC concentration for each season.




Bacterioplankton Growth Efficiencies From DOC Remineralization Experiments

The ratio of the change in BOC from T0 to TStationary to the corresponding change in DOC over the time frame of the short-term incubations was used to derive estimates of BGE for each experiment (Figure 5 and Table 1). Although there was considerable variability in BGE within and between seasons, ranging from 0.13 to 0.52 with a mean of 0.26, no significant difference in BGE was found between seasons (Kruskal–Wallis p = 0.37) or latitudinal range (Kruskal–Wallis p = 0.15).
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FIGURE 5. Bacterioplankton growth efficiency (BGE) estimates derived from the DOC remineralization experiments. Filled circles represent individual incubations, and filled colors represent the station where the experiment was conducted (see Table 1 for corresponding station latitudes). Boxes represent the 1.5 interquartile range, with the internal solid line representing the median. p-values are reported for the nonparametric Kruskal–Wallis test (one-way ANOVA on ranks), which tests if the means of all groups are equal.




In situ NPP and Bacterioplankton Growth Metrics

Average NPP rates estimated over the euphotic zone, ranged from 0.11 to 3.34 μmol C l–1 d–1 and declined significantly from late spring to early winter (Figure 6 and Table 2). Metrics of bacterioplankton abundance and production over the euphotic zone demonstrated similar seasonal trends, such that the range of variability and the magnitude of rates or cell densities were greatest in late spring and lowest in autumn/winter. Significant temporal differences in each of the bacterioplankton growth metrics were primarily driven by the decline of those parameters from the spring to the early autumn. Bacterioplankton abundance ranged from 3.04 × 108 to 2.12 × 109 cells l–1, increasing from the early to late spring before decreasing in early autumn (Figure 6). Net BP, ranging from 0.015 to 0.155 μmol C l–1 d–1, never exceeded NPP, and overall net BP represented 3–25% of NPP (Figure 6 and Table 2).


TABLE 2. NPP, BP, and BCD.
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FIGURE 6. Averages of net primary production [NPP (A)], bacterioplankton production [BP (B)], and bacterioplankton abundance (C) within the euphotic zone for each station. Boxes represent the 1.5 interquartile range, with the internal solid line representing the median. Circles represent data points. p-values are reported for the nonparametric Kruskal–Wallis test (one-way ANOVA on ranks), which tests if the means of all groups are equal. Level of significance is also reported for the nonparametric two-sample Wilcoxon test, which tests whether the means between two groups are equal.


BCD was calculated for each station by dividing measurements of net BP by the campaign-wide mean BGE of 0.26. The seasonal change in the magnitude of BCD rates exhibited similar patterns as NPP where rates were greatest and most variable in the spring compared to autumn/winter (Table 2 and Figures 7, 8). BCD ranged from 0.06 to 0.60 μmol C l–1 d–1 and never exceeded NPP (0.11–3.34 μmol C l–1 d–1). However, BCD:NPP significantly differed between seasons (Kruskal–Wallis p < 0.01), being driven by significant decreases from the maximum of 70 ± 14% in early winter to 19 ± 5% in early spring (Wilcoxon p = 0.05) and to 22 ± 10% in the late spring (Wilcoxon p = 0.01).
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FIGURE 7. Seasonally accumulated DOC from the initial condition of the DOC remineralization experiments, which were conducted using water from the surface at 10 m (A). BGEs were applied to in situ measurements of net bacterio plankton production to estimate bacterioplankton carbon demand [BCD (B)] and the fraction of NPP it represents (C,D). Error bars represent standard deviations.
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FIGURE 8. Standardized (reduced) major axis model II linear regression between NPP and BCD. Dotted gray lines indicate the 2.5 and 97.5% confidence intervals.




DISCUSSION

This work evaluates both the ecological and biogeochemical contribution of DOM over the progression of a composite annual phytoplankton bloom cycle in the western North Atlantic. Of ecological interest is the instantaneous flux and fate of the most labile constituents of DOM through the bacterioplankton community, whether incorporated into new biomass with potential for trophic transfer or respired into inorganic constituents. Of biogeochemical interest is the portion of DOM that is produced as or transformed into more recalcitrant compounds that can persist and potentially be exported via mixing or subduction. Many previous studies have investigated either the instantaneous flux of DOC (e.g., Teira et al., 2003; Alonso-Sáez et al., 2007) or the seasonal accumulation of a persistent pool of DOC (e.g., Copin-Montégut and Avril, 1993; Carlson et al., 1994; Børsheim and Myklestad, 1997). This study is unique in that it evaluates both fluxes in order to better elucidate and link how heterotrophic bacterioplankton mediate carbon cycling in the NAAMES study region.


Assessment of BGE in the Western North Atlantic

After DOC is assimilated by bacterioplankton, a fraction is used to fuel anabolism while the rest is catabolized used to generate the ATP necessary for the remaining cellular energetic demands, such as membrane transport, cellular maintenance, and motility. The efficiency by which natural bacterioplankton assemblages repackage DOC into cells and transfer energy to higher trophic levels is partially controlled by BGE (Del Giorgio and Cole, 1998; Carlson and Hansell, 2015). The greater the BGE, the greater the trophic link, the lower the BGE, and the greater the energetic sink within the microbial food web (Ducklow et al., 1986).

Bacterioplankton growth efficiencies used to estimate gross BP are either empirically determined as changes in DOC and cell biomass (e.g., Carlson et al., 1999; Lønborg et al., 2011; Halewood et al., 2012; Wear et al., 2015) or from measures of BP and respiration (e.g., Reinthaler and Herndl, 2005; Alonso-Sáez et al., 2008; Del Giorgio et al., 2011; Lønborg et al., 2011), adopted from the literature (Marañón et al., 2007) or derived from empirical models (Del Giorgio and Cole, 1998; Rivkin and Legendre, 2001; Hoppe et al., 2002). Empirically determined BGE calculations often necessitate the use of carbon conversion factors (CCFs) to express changes in bacterioplankton cell abundance as changes in cell carbon or O2 consumption as CO2 production. Converting cell abundance to biomass CCFs previously reported for open ocean bacterioplankton range from 5 to >20 fg C cell–1 (Lee and Fuhrman, 1987; Fukuda et al., 1998; Gundersen et al., 2002). The calculation of BGE is sensitive to the CCF chosen to estimate cell carbon (Alonso-Sáez et al., 2007), and it can be problematic to apply a single CCF across all data within a DOC remineralization experiment, such as those presented here, as cell sizes can change with cell growth (e.g., Liu et al., 2020; Stephens et al., 2020). Thus, CCFs are a significant source of uncertainty for budgets of ocean carbon flux that rely on constrained estimates of BGEs (Lochte et al., 1993; Burd et al., 2010). Here we circumvent the need for CCFs by directly measuring the change in BOC collected on GF75 (nominal 0.3 μm cutoff, mean cell retention 78 ± 9%) between the initiation of the experiment (T0) and stationary phase (TStationary) of growth in each of the DOC remineralization experiments.

The BGEs empirically determined here occupied a small range, with a mean of 26 ± 10% across three different seasons and the broad spatial range of the NAAMES study region (Table 1). These BGEs fall within the range reported for the open ocean (1 to >60%, Del Giorgio and Cole, 1998) and from previous phytoplankton bloom studies (5–62%, (Carlson and Hansell, 2003; Wear et al., 2015). In the Ross Sea, Carlson and Hansell (2003) reported that BGEs increased from ∼5% during the early phase of a phytoplankton bloom to 30–40% in the late stage of phytoplankton bloom senescence, leading the authors to hypothesize that the bioavailable fraction of DOM near the end of the bloom is of a quality that readily meets the metabolic demands of the responding in situ bacterioplankton community. Comparatively, BGEs in the southern North Sea were reported to decrease from 25% in the spring and summer to 14% in the fall and 5% in winter (Reinthaler and Herndl, 2005). The authors hypothesized that the corresponding decreases in BGE and NPP was due to a coincident decrease in DOM lability from spring to winter. BGEs in the NW Mediterranean ranged from 3 to 42% and were highest in the winter and spring when chlorophyll a concentrations and rates of NPP were elevated, suggesting that relatively high primary productivity was a source of sustained flux of bioavailable DOM (Alonso-Sáez et al., 2008). Wear et al. (2015) also observed a similar relationship between the physiological state of a phytoplankton bloom and BGE variability in the coastal upwelling system of the Santa Barbara Channel (CA, United States). BGEs were observed to be low (min 17%) in early bloom and then increase later (max 62%) as phytoplankton became Si stressed. Over the same time period, in situ DOC concentrations, DOC bioavailability, and DOC persistence increased.

In contrast to the previous studies discussed above, our estimates of BGE over the entire study region in the western North Atlantic did not reveal a statistically significant seasonal pattern (i.e., early spring [27 ± 5%], late spring [22 ± 1%], and early autumn [30 ± 15%]; Figure 5 and Table 1). It is possible that the heterogeneity of the physical and chemical environment over the large geographical realm of the NAAMES region obscured linkages between BGE dynamics and phytoplankton bloom stages and their associated processes. In other words, the spatial heterogeneity of the NAAMES region may overwhelm seasonal differences. Thus, seasonality in BGE may have been more pronounced if the empirical determinations were focused on temporal dynamics within narrower geographic regions, each of which may be characterized by differences in DOM availability and bioavailability, community composition (both phytoplankton and bacterioplankton), and nutrient availability. We were not able to resolve significant seasonality in BGE at ∼44°N (21%), the one station occupied in early spring, late spring, and early autumn. Due to logistical limitations, we do not have a similar seasonal DOM remineralization experiments at other latitudinal regions. Thus, there are insufficient data in this study to directly assess seasonal changes in BGEs for other localized regions or mesoscale features (e.g., eddies) of the Western North Atlantic, a topic for future investigation.



Seasonality in BCD and BCD:NPP Reflect Changes in the Accumulated DOM Pool

Due to the narrow range of empirically derived BGE estimates during the NAAMES cruises, we adopted a universal campaign mean BGE of 26% to estimate BCD. We acknowledge that the application of a universal BGE oversimplifies estimates of BCD and can affect the interpretation of ocean carbon cycling and budgets (Ducklow et al., 2002; Marañón et al., 2007; Burd et al., 2010). Furthermore, our use of a theoretical leucine to CCF to estimate BP also neglects variability in the fate of incorporated leucine in bacterioplankton cells, whether used for biomass production or respiration (del Giorgio et al., 1997). Despite these caveats, we consider our estimates of BCD to be conservative yet realistic of the flux of the most labile DOM required to support gross BP for the NAAMES campaign.

Over the composite annual cycle of the broad NAAMES study region, bacterioplankton abundance, production, and BCD were positively correlated with seasonal variability in NPP (Figures 6, 7B,C, 8 and Table 2). However, while the rates of NPP and BCD were each greatest in the spring, a relatively smaller fraction of NPP was diverted to labile DOM flux compared to autumn, as revealed by the lower BCD to NPP ratio in the spring (Figures 7B,C,D and Table 2). Interestingly, the spatial variability in the scaling of BCD:NPP showed a marked decrease as NPP increased northward in the early autumn (Figures 7C,D and Table 2). This pattern may be due to a general timing phenomenon where blooms peak and decline earlier in southern latitudes than northern latitudes (Bolaños et al., 2021). Living phytoplankton cells can release up to 80% of their primary production as DOM via direct extracellular release, although most studies report that extracellular release ranges between 5 and 20% of NPP (Nagata, 2008; Carlson and Hansell, 2015). If extracellular release truly falls between 5 and 20%, then food web interactions and DOM production processes other than direct phytoplankton release are sources of organic matter that support heterotrophic demand on rapid timescales. Thus, although the organic carbon available for heterotrophic BP was largely constrained by NPP, it is important to recognize that there are many food web processes that result in the production of DOC (Carlson and Hansell, 2015) and volatile organic compounds (Buchan et al., 2014); thus, instantaneous measures of BCD may lag the instantaneous measures of NPP (Billen, 1990; Ducklow et al., 2002).

The greater overall rates of net BP and BCD as well as the elevated bacterioplankton abundances observed in the spring periods indicate that there was a greater flux of labile DOM to bacterioplankton at that time. However, the corresponding low BCD:NPP suggests that a greater fraction of bloom produced organic matter was either partitioned as POM or was exported from the euphotic zone with a smaller fraction accumulating as DOM. During post-bloom periods (autumn/winter), both NPP and BCD rates decreased yet the ratio of BCD:NPP increased, indicating that the flux of the most labile DOC became more strongly coupled to NPP.



Seasonality in DOCSA Bioavailability and Its Implications

The fraction of primary production partitioned as DOC that is not readily available for rapid consumption by the existing heterotrophic community can accumulate and persist over time. The seasonal accumulation of this DOC, termed DOCSA, represents a portion of NCP (i.e., export production) and, as such, represents the DOC that is potentially available for vertical or horizontal transport (Hansell et al., 1997; Carlson et al., 1998; Hansell and Carlson, 1998). As previously described for the NAAMES study region, the fraction of NCP represented as DOCSA increased from late spring to early autumn. This seasonal change in DOCSA:NCP indicates that a smaller fraction of NCP is partitioned as DOC during the bloom condition (∼11%) and becomes greater under the non-bloom conditions (∼20%) (Baetge et al., 2020).

The successional pattern from bloom to non-bloom states demonstrates that while there was a consistent flux of labile DOM to fuel heterotrophic BP, there were other components of the bulk DOC pool that were produced but remineralized on longer timescales and subsequently accumulated over time. The present study shows that as DOCSA:NCP increased from the “climax transition” to the “depletion phase” of the phytoplankton bloom cycle in the NAAMES study region (Baetge et al., 2020), the proportion of ΔDOC:DOCSA decreased and led to the buildup of a semi-labile DOC pool (Figure 4 and Table 1). From a biogeochemical perspective, it is this semi-labile DOC pool that resists or escapes microbial degradation on short time scales and persists long enough to be mixed or subducted from the epipelagic to the mesopelagic during annual deep convective mixing at some latitudes that represents a DOC export pathway of the biological carbon pump (Copin-Montégut and Avril, 1993; Carlson et al., 1994; Børsheim and Myklestad, 1997; Hansell and Carlson, 2001; Baetge et al., 2020).

The factors that regulate DOC accumulation and its persistence remain elusive in DOM biogeochemistry (Benner and Amon, 2015; Carlson and Hansell, 2015). One hypothesized factor is the “malfunctioning microbial loop” in which heterotrophic DOC consumption is unable to match DOC release due to inorganic nutrient limitation/competition or from predation (Cotner et al., 1997; Thingstad et al., 1997). The production and release of recalcitrant DOM compounds that are intrinsically resistant to heterotrophic utilization by eukaryotes (Aluwihare and Repeta, 1999; Mitra et al., 2014) and prokaryotes (e.g., McCarthy et al., 1998; Kawasaki and Benner, 2006) is another way that DOC can accumulate. The microbial carbon pump posits that as labile DOC compounds are utilized by heterotrophic bacterioplankton, recalcitrant DOM by-products are produced and accumulate (Jiao et al., 2010; Benner and Herndl, 2011). However, DOC may accumulate not just because of its intrinsic resistance to biological uptake and oxidation but also because the “economics” of oxidizing a compound may vary depending on the community structure of the heterotrophic community (Carlson et al., 2009; Treusch et al., 2009; Giovannoni, 2017; Landry et al., 2017; Saw et al., 2020) and the growth factors required to optimize hydrolytic enzyme production or transport regulation (Reintjes et al., 2020; Arnosti et al., 2021). The alternative “molecular diversity hypothesis” proposes that it is not the inherent stability of a DOC compound that results in its accumulation but rather that any one of the millions of DOM compounds is maintained at a concentration too low for a microbe to detect or invest in uptake mechanisms for consequently allowing the compound to accumulate (Arrieta et al., 2015). The vast diversity of DOM molecules may control the accumulation of otherwise bioavailable compounds, precluding any individual molecule from approaching the chemoreceptive threshold of prokaryotes (Kattner et al., 2011), facilitating low encounter rates between substrate and bacteria via molecular diffusion (Stocker, 2012), and/or demanding more energy from heterotrophs to acquire a particular substrate than they may receive from that substrate (thermodynamic inhibition) (LaRowe et al., 2012). Whatever the mechanisms, ΔDOC:DOCSA for the NAAMES campaign decreased from spring to early autumn and resulted in the accumulation of a DOC pool that persisted, potentially becoming available for vertical export during deep winter convective mixing (Baetge et al., 2020) and episodic deep mixing events (Omand et al., 2015; Lacour et al., 2019).



CONCLUSION

This study allowed us to resolve the fate of DOM production in the western North Atlantic over various temporal scales. By combining field observations of net BP and DOC variability (Baetge et al., 2020) with DOC remineralization experiments, we demonstrated seasonality in the BCD:NPP ratio as well as changes in the magnitude and bioavailability of the seasonally accumulated DOC pool. On shorter timescales, the flux of the most labile DOC compounds that supported instantaneous BCD rates was greatest in the spring despite a lower BCD:NPP ratio. During periods of low productivity (i.e., early autumn “depletion phase” and early winter “winter transition”), rates of NPP and BCD decreased yet a greater fraction of the daily NPP supported BCD. Our results also demonstrated that during the high-productivity periods (i.e., early spring “accumulation phase” and late spring “climax transition”) of the phytoplankton bloom, a relatively smaller fraction of NCP was partitioned as DOCSA. However, the DOC that did accumulate had a larger bioavailable fraction than the DOCSA present during periods of low productivity.
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For nearly a century, phytoplankton spring blooms have largely been explained in the context of abiotic factors regulating cellular division rates (e.g., mixed-layer light levels). However, the accumulation of new phytoplankton biomass represents a mismatch between phytoplankton division and mortality rates. The balance between division and loss, therefore, has important implications for marine food webs and biogeochemical cycles. A large fraction of phytoplankton mortality is due to the combination of microzooplankton grazing and viral lysis, however, broad scale simultaneous measurements of these mortality processes are scarce. We applied the modified dilution assay along a West-to-East diagonal transect in the North Atlantic during spring. Our results demonstrate positive accumulation rates with losses dominated by microzooplankton grazing. Considering the dynamic light environment phytoplankton experience in the mixed surface layer, particularly in the spring, we tested the potential for incubation light conditions to affect observed rates. Incubations acted as short-term ‘light’ perturbations experiments, in which deeply mixed communities are exposed to elevated light levels. These “light perturbations” increased phytoplankton division rates and resulted in proportional changes in phytoplankton biomass while having no significant effect on mortality rates. These results provide experimental evidence for the Disturbance-Recovery Hypothesis, supporting the tenet that biomass accumulation rates co-vary with the specific rate of change in division.

Keywords: phytoplankton, bloom dynamics, North Atlantic, Disturbance Recovery Hypothesis, light perturbation


INTRODUCTION

Nearly half of the net primary production on Earth is due to phytoplankton in the ocean (Field et al., 1998; Friend et al., 2009). The North Atlantic Ocean is a particular “hot spot” for production, accounting for 20% of the global net ocean CO2 uptake (Deser and Blackmon, 1993). Much of this productivity occurs during the recurrent vernal (spring) phytoplankton bloom and accordingly this event has been thoroughly studied for the past century. Traditionally, this bloom has been attributed to elevated springtime phytoplankton division rates caused by mixed-layer shoaling and increased incident sunlight (Gran and Braarud, 1935; Sverdrup, 1953; Follows and Dutkiewicz, 2002; Siegel et al., 2002; Henson et al., 2009). In other words, phytoplankton accumulation rates (r), i.e., changes in biomass, are proportional to division rates. However, satellite, in situ, and modeling studies have recently revealed that phytoplankton accumulation rates are, in fact, independent of the absolute value of division rate (Behrenfeld, 2010; Behrenfeld and Boss, 2014, 2018). Accumulations in biomass reflect the net balance between the specific rates of phytoplankton division (μ) and loss (l) (i.e., r = μ – l), thus r can be independent of μ if μ and l covary (Behrenfeld and Boss, 2014, 2018).

Phytoplankton mortality has traditionally been attributed to grazing by zooplankton and the loss of cells from the euphotic zone due to sinking. However, viruses and microzooplankton grazers can also be important sources of mortality (Sherr and Sherr, 2002; Brussaard, 2004; Baudoux et al., 2006). Short micrograzer generation times and viral replication cycles, combined with high rates of micrograzer predation and viral infection, allow these predators to rapidly respond to increases in prey/host abundance. Accordingly, microzooplankton and viruses have the capacity to rapidly collapse a bloom following its climax (Matsuyama et al., 1999; Schroeder et al., 2003; Nagasaki et al., 2004), or even prevent a bloom from happening (Gallegos et al., 1996; Brussaard, 2004; Brussaard et al., 2005). The rapid response time of phytoplankton mortality factors also promotes a tight temporal coupling between phytoplankton division and loss rates, such that daily phytoplankton production in the Northeastern Atlantic during summer is closely matched by collective daily losses of grazing and vial lysis (Caceres et al., 2013; Mojica et al., 2016). Temporal perturbations in growth conditions can cause disturbances in the phytoplankton division-loss balance and be largely responsible for changes in phytoplankton concentrations (Behrenfeld, 2014; Behrenfeld et al., 2017; Behrenfeld and Boss, 2018). Accordingly, in the spring, once the mixed layer stops deepening, phytoplankton and their mortality factors rise in concentration in a parallel fashion. Light-driven increases in division rate and slight lags in the response of predators to these changes in division maintain a growth-loss imbalance allowing for positive accumulation rates that culminate with the annual phytoplankton biomass maximum around May–June (Behrenfeld and Boss, 2014, 2018). However, broad scale simultaneous measurements of microzooplankton grazing and viral lysis during the spring are scarce, particularly in the North Atlantic Ocean, limiting our ability to understand these nuances of phytoplankton bloom dynamics. Moreover, the capability of microzooplankton and viruses to respond to changes in phytoplankton biomass on similar timescales remains unknown. There is evidence, however, that the partitioning of phytoplankton mortality amongst these two modes may be related to mixing processes (Mojica et al., 2016). The impact on marine food dynamics and elemental cycling varies substantially between mortality types (Suttle, 2007; Brussaard et al., 2008; Calbet and Alcaraz, 2009). Therefore, the partitioning of photosynthetic biomass during the accumulation phase has important implications for ecosystem functioning over the entire annual cycle.

During the spring of 2018, we conducted modified dilution experiments along a West-to-East diagonal transect across the North Atlantic providing simultaneous rates of growth and loss of phytoplankton over a range of oceanic provinces and conditions. This allowed us to evaluate whether the balance between division and loss during the spring tends toward positive values for accumulation rates (r) within phytoplankton populations. Moreover, concurrent measurements of viral- and grazing-mediated mortality of phytoplankton populations provided information on how phytoplankton mortality was partitioned between these two mortality pathways. Finally, we examine the implications of altering the light environment experienced by phytoplankton by removing phytoplankton from a deeply mixed surface layer and incubating them under static simulated in situ conditions.



MATERIALS AND METHODS


Sampling and Physicochemical Variables

In April (6–28th) of 2018, 17 stations were sampled in the North Atlantic during Leg 8 of the NICO (Netherlands’ Initiative for Changing Oceans) expedition on the R/V Pelagia. The stations traversed diagonally across the North Atlantic Ocean from ∼29°N just off the coast of New Providence (Bahamas) to 54°N off the coast of Galway, Ireland (Figure 1). Water samples were collected at each station using a 24-bottle rosette sampler equipped with 12 L GO-Flow (General Oceanics, Miami, FL, United States) bottles, a standard conductivity, temperature, and depth (CTD) sensor package (Sea-Bird Electronics, Bellevue, WA, United States), and an auxiliary sensor for chlorophyll-a (Chl a) autofluorescence (Chelsea Aqua 3 sensor, Chelsea Instruments, West Molesey, United Kingdom). Downcast CTD data were processed using SeaSave software and interpolated to a uniform vertical resolution of 1 m. Sigma-theta (σθ; kg m–3), potential temperature (θ;°C), and Brunt-Väisälä frequency (N2, s–2) were computed using MATLAB in conjunction with the TEOS-10 Gibbs SeaWater (GSW) Oceanographic toolbox (v3.3) (Morgan, 1994; McDougall and Barker, 2011). Sigma-theta is defined as σθ = ρ(S,θ,0)−1000, where ρ(S,θ,0) is the density of seawater calculated with in situ salinity, potential temperature, and a reference pressure of zero. Mixed layer depth (MLD) was defined based on the dynamic threshold method according to Mojica and Gaube (in revision). Specifically, MLD was defined as the depth at which the change in potential density was greater than the standard deviation (σ) of potential density for a vertical profile, given that σ is less than 0.01 kg m–3. This method yielded related (current study; r = 0.96) but shallower (current study; bias = –11.8 m) estimates compared to the traditional fixed threshold of 0.03 kg m–3 (Brainerd and Gregg, 1995; de Boyer Montégut et al., 2004). Moreover, the dynamic threshold method provided more robust estimates of MLD with an average quality index (Lorbacher et al., 2006) of 0.73 compared to 0.55 using the fixed threshold. Water column stratification conditions at each station were classified as “non-stratified” when the average N2 value for the upper 100 m ([image: image]) was <2 × 10–5 s–2, as “weakly stratified” when 2 × 10–5 < ([image: image]) < 5 × 10–5 s–2, and as “strongly stratified” when ([image: image]) > 5 × 10–5 s–2 (Mojica et al., 2015).
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FIGURE 1. Leg 8 NICO cruise transect in the North Atlantic Ocean. Bathymetric map depicting stations sampled during April of 2018. Modified dilution assays to simultaneously determine viral lysis and microzooplankton grazing rates of phytoplankton were performed at stations (numbered) indicated by white diamond symbols. Figure was prepared using Ocean Data View version 4 (Schlitzer, 2002).


Discrete water samples for dissolved inorganic phosphate (PO4), ammonium (NH4), nitrate (NO3), and silicate were gently filtered through 0.2 μm pore size polysulfone Acrodisk filters (32 mm, Pall Inc.), after which samples were stored at –20°C until analysis. Dissolved inorganic nutrients were analyzed onboard using a Bran + Luebbe QuAAtro AutoAnalyzer for dissolved orthophosphate (Murphy and Riley, 1962), inorganic nitrogen (nitrate + nitrite: NOx) (Grasshoff, 1983), ammonium (Koroleff, 1969; Helder and de Vries, 1979), and silicate (Strickland and Parsons, 1968).



Phytoplankton Abundance

A Becton–Dickinson (Erembodegem, Belgium) FACSCalibur flow cytometer (FCM) equipped with an air-cooled 488 nm (15 mW) excitation wavelength Argon laser was used on fresh samples to enumerate photoautotrophic prokaryotic cyanobacteria and eukaryotic phytoplankton (<20 μm cell diameter; size cutoff based on sample injection port diameter). Samples were measured for 10 min using a high flow rate with the discriminator set on red chlorophyll autofluorescence. Phytoplankton populations were distinguished using bivariate scatter plots of autofluorescent properties (orange autofluorescence from phycoerythrin for the cyanobacteria Synechococcus spp. and certain cryptophytes and red autofluorescence from Chl a for photoautotrophs) against side scatter. The list mode files obtained from FCM were analyzed using the software package FCS Express (v6).

Size-fractionation was performed regularly to provide average cell size for the different phytoplankton subpopulations. Specifically, a whole water sample (15 mL) was size-fractionated by sequential filtration through 12, 10, 8, 5, 3, 2, 1, 0.8, and 0.6 μm pore size polycarbonate filters mounted in a manifold filtration system (Millipore, MA, United States). Each fraction was then analyzed using FCM as described above. The equivalent spherical diameter for each population was determined as the size displayed by the median (50%) number of cells retained for that cluster.

In total, seven different phytoplankton populations were considered in the analysis based on statistically significant abundances within dilution experiment incubation bottles. Phytoplankton populations included two cyanobacterial populations, i.e., Synechococcus spp. (average size range of 0.8 ± 0.2 μm) and Prochlorococcus (0.7 ± 0.0 μm) and five eukaryotic populations. The photosynthetic eukaryotic populations, differentiated based on variations in side scatter, included two pico-sized groups (≤3 μm): Pico I (0.8 ± 0.2 μm) and Pico II (1.2 ± 0.4 μm) and three nano-sized groups (>3 μm): Nano I (3.3 ± 0.9 μm), Nano II (5.1 ± 0.8 μm), and one group identified as Cryptophycea based on size and presence of phycoerythrin (Crypto; 4.0 ± 0.8 μm). Pico I was distinguished from Prochlorococus by a shift in the fluorescence signature (i.e., based on the bivariate plot of red fluorescence versus side scatter) and by its slightly larger size range (Biller et al., 2014).



Modified Dilution Experiments

At 9 stations along the transect (white diamonds in Figure 1), modified dilution experiments (Kimmance and Brussaard, 2010; Mojica et al., 2016) were conducted onboard to provide simultaneous estimates of viral lysis and microzooplankton (<200 μm) grazing rates for the different photoautotrophic groups. Experiments were conducted using water samples obtained from depths where Chl a autofluorscence was maximal [that is, either at the deep chlorophyll maximum (DCM) or within the mixed layer (ML)]. Accordingly, at the two southernmost stations, phytoplankton were sampled from the deep chlorophyll maximum (as determined from subsurface maxima of CTD Chl a autofluorescence) and at the seven remaining stations, phytoplankton were sampled from within the mixed layer at ∼15 m. For each experiment, natural seawater was gently passed through a 200-μm mesh to remove mesozooplankton (while retaining microzooplankton) and combined with 0.45 μm diluent or 30 kDa ultrafiltrate in proportions of 100, 70, 40, and 20% to create gradients in microzooplankton and viral-induced mortality, respectively. The 0.45 μm filtrate (microzooplankton grazers removed) was achieved by gravity filtration of natural seawater through a 0.45-μm Sartopore capsule filter with a 0.8-μm prefilter (Sartopore 2300, Sartorius Stedim Biotech, Göttingen, Germany). The 30-kDa ultrafiltrate (microzooplankton grazers and viruses removed) was generated by tangential flow filtration using a polyethersulfone membrane (Vivaflow 200, Sartorius Stedim Biotech, Göttingen, Germany). After preparation of the two parallel dilution series (12 bottles each), a 3-ml subsample was taken and phytoplankton were enumerated by FCM (see above). The sample volume was replaced with water of identical dilution and closed with a convex inlayed cap to prevent the introduction of air bubbles that cause turbulence and reduce grazing activity. The 1-L polycarbonate bottles were then mounted onto a slow turning incubation wheel (manufactured for C.P.D.B. by the National Marine Facilities at NIOZ) in an on-deck flow-through seawater incubator and incubated for 24 h at in situ temperature and at a light level approximating the in situ light intensity at the depth of sampling (incubation light levels were created using neutral density screen). After the 24 h incubation period, a second FCM phytoplankton count was conducted and the resulting apparent growth rate for each phytoplankton group was determined.

Microzooplankton grazing rate was estimated from the regression coefficient of the apparent growth rate versus fraction of natural seawater for the 0.45 μm series. Similarly, total mortality rate (i.e., combined rate of viral-induced lysis and microzooplankton grazing) was determined from a regression of the 30 kDa series (Baudoux et al., 2006; Kimmance and Brussaard, 2010). A significant difference between the two regression coefficients for each series (assessed by analysis of covariance, i.e., ANCOVA) indicates a significant viral lysis rate. Phytoplankton gross division rate (μ, no mortality) was derived from the y intercept of the 30 kDa series regression.

The viral lysis and grazing rates were analyzed with a two-way analysis of variances (ANOVA) with type III sum of squares to assess differences between the two sources of mortality (i.e., viral lysis versus grazing) and among the different phytoplankton groups (i.e., cyanobacteria, picoeukaryotes, and nanoeukaryotes). Model assumptions were confirmed using the Brown–Forsythe test for homogeneity of variance and Shapiro–Wilk test for normality.

Mortality rates were (y)–2 transformed to fit model assumptions. Statistical analysis was implemented in R (R Development Core Team, 2012) using the “car” package (Fox et al., 2016) with a significance level (α) of 0.05. Total mortality and division rates were also analyzed with a two-way ANOVA with type III sum of squares to assess differences between rates (and therefore significance of accumulation rates) and among the different phytoplankton groups. Rates were square root transformed to fit model assumptions. Post hoc comparisons of significance were evaluated based on Tukey’s honest significant differences test.



Light Conditions

Daily photosynthetically available radiation (PAR; mole photons m–2 day–1) from the Moderate Resolution Imaging Spectroradiometer (MODIS) was downloaded from the OceanColor Web1 and extracted at a resolution of 1/12 degree latitude × 1/12 degree longitude for each station location. Diffuse attenuation for PAR [Kd(PAR)] was calculated from shipboard fluorescence-based Chl a measurements following Morel et al. (2007). In situ growth irradiance was defined as PAR at the depth of sampling (PARz) for samples from the DCM and as the median mixed layer light level (PARmld) for samples within the ML (Behrenfeld et al., 2005). PARz and PARmld were then calculated as:
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where 0.975 is the surface reflectance correction (Austin, 1974), [image: image] is the average daily PAR for a given location over the 3 days prior to station arrival, day length (dayL) is the number of hours of daylight at the station location, and depth (z) is either the DCM sampling depth or MLD/2 for samples originated from the ML. Here, we used the 3-day average PAR because we are interested in division rates for populations acclimated to their variable in situ light conditions.

Incubation light levels were calculated as:

[image: image]

where [image: image] is the daily average PAR at the station location during incubation and %Irr is the percentage of PAR transmitted through the neutral density screening applied to a given incubation bottle (i.e., measured in incubator after neutral density screening) relative to PAR just below the surface (i.e., measured in situ). Light levels for incubations (i.e., %Irr) were based on ambient light conditions at the depth of sampling (i.e., DCM depth for DCM samples and 15 m for ML samples) (Table 1). Light measurements for %Irr were determined from onboard measurements obtained using LI-COR LI 193SA Underwater Spherical Quantum Sensor. In order to get sufficient satellite PAR data for each station (which are not always available), [image: image] for incubations was calculated using PAR values averaged over 48 h. Delta PAR (ΔPAR) was calculated as the difference between PAR for the incubations and the in situ PAR (PARz or PARmld).


TABLE 1. Station location, day of year (DOY), sampling depth, and in situ biological and physiochemical characteristics, including mixed layer depth (MLD), 100 m depth averaged Brunt–Väisälä frequency (N2), and stratification of the water column during the spring NICO leg 8 cruise.

[image: Table 1]



RESULTS


Environmental Variability

In April 2018, the water column along the Leg 8 NICO cruise track was characterized as weakly stratified to well-mixed (Table 1). Physicochemical parameters were relatively uniform with depth at a given station in the upper 200 m, but varied significantly with latitude (Figure 2 and Table 1). In the southern half of the transect (28–36°N), potential temperature (θ), salinity, and sigma-theta (σθ) averaged 20.7 ± 1.3°C, 36.7 ± 0.1, and 25.9 ± 0.3 kg m–3, respectively. Dissolved inorganic nutrient concentrations in the surface were low and uniform in this region, with averages of 0.50 ± 0.40 μM for nitrate, 0.04 ± 0.02 μM for phosphate, 0.70 ± 0.10 μM for silicate. North of 38°N, nutrients increased gradually to reach maximal concentrations of 10.3 μM for nitrate, 0.60 μM for phosphate, and 4.30 μM for silicate. The region between 36 and 44°N exhibited the largest horizontal gradients in physical parameters (Figure 2), with average θ, salinity, and σθ of 17.5 ± 1.7°C, 36.3 ± 0.4, and 26.4 ± 0.1 kg m–3, respectively. In the north (44–54°N), θ and salinity were minimal and σθ maximal, with averages of 11.1 ± 1.4°C, 35.3 ± 0.4, and 27.0 ± 0.2 kg m–3, respectively. MLDs were highly variable, ranging from 19 to 245 m (Table 1). The first two stations were classified as weakly stratified based on 100 m depth averaged Brunt–Väisälä frequencies ([image: image]) of 2.5 and 2.9 × 10–5 s–2, respectively. Accordingly, these stations exhibited relatively shallow mixed layer depths of 19 and 32 m and an average subsurface fluorescence maximum of 0.27 centered around 75 m (Figure 2). The remaining stations were classified as non-stratified. Stations 5 and 10 were the most unstable, with low and negative ([image: image]) and MLD greater than 200 m. Fluorescence was uniformly distributed over the mixed layer at both stations, averaging ∼0.30 ± 0.01 μg L–1. Of the non-stratified stations, 3 and 8 had the highest ([image: image]) and shallowest MLD of 23 and 50 m. Fluorescence in the mixed layer averaged 0.23 ± 0.01 and 0.87 ± 0.03 μg L–1, respectively. Station 4 had an intermediate MLD of 76 m and a fluorescence of 0.21 μg L–1. Stations 12 and 14 had MLDs of 69 and 78 m, with relatively high fluorescence values of 0.78 and 0.72 μg L–1, respectively.


[image: image]

FIGURE 2. Physical and chlorophyll fluorescence characteristics of the water column during the April 2018 Leg 8 NICO expedition. Black dots represent individual sampling points. White numbers are station numbers where modified dilutions experiments were performed. Yellow points indicate MLD of stations.




Phytoplankton Abundance and Composition

Highest phytoplankton concentrations were measured in the DCM of weakly stratified stations (9.6 and 7.3 × 104 cells mL–1 for stations 1 and 2, respectively). The phytoplankton populations in the DCM were dominated by cyanobacteria species with Prochlorococcus comprising 80 and 51% and Synechococcus 19 and 36% of the total counts of Station 1 and 2, respectively. At non-stratified stations, the ML was sampled. At station 4, the ML was comprised mainly of Prochlorococcus (46%) and Synechococcus (44%). The deep mixed layer of station 5 was predominately comprised of Pico II at 49% of the total counts, followed by the cyanobacteria at 41% and Nano I at 7%. North of 44°N, Prochlorococcus was no longer present and Pico I emerged. However, Synechococcus continued to comprise a large portion of the phytoplankton community in the ML for the remaining stations. At stations 8 and 10, Synechococcus comprised 61 and 69% of the total counts, followed by Pico I at 29 and 26%, respectively. The prevalence of Synechococcus decreased to 49% at station 12 and 14, trailed closely by Pico I at 45%. Nano II and Cryptophytes comprised ∼1% or less of the total counts at all stations and depths measured. In general, the total phytoplankton abundance and the relative abundance of the different phytoplankton groups were consistent between communities in incubations and in situ (≥96%). One notable exception was station 12, where the incubation community was enriched with Synechococcus (i.e., 93% compared to 49% in situ) and completely depleted of Pico I (i.e., compared to 45% in situ). The water samples used for in situ phytoplankton community analysis and for the dilution experiments did not originate from the same CTD bottle, which may have caused this discrepancy.



Growth Versus Loss of Phytoplankton

Phytoplankton gross division rate (μ) and the contribution of viral lysis and grazing to the mortality of the different phytoplankton groups were assessed at 9 stations of the Leg 8 NICO cruise using the modified dilution method. Results were evaluated for evidence of negative effects of the experimental manipulations on phytoplankton performance (e.g., changes in community composition, dilution induced nutrient limitation, dilution induced losses in growth, etc.). Based on this analysis, the experiment at station 3 was deemed unsuccessful across all phytoplankton groups, as all groups exhibited lower growth rates with increased dilution. In addition, we found reductions in growth in the 20% fraction at 3 stations north of 35°N (i.e., 4, 5, and 15). Interestingly, reductions were consistent across all phytoplankton groups and not restricted to the 30 kDa series where potential enhanced nutrient limitation would be greatest due to reduced remineralization (i.e., due to removal of bacteria and grazers), nor were they restricted to nutrient limited regions of the transect. At these stations, the 20% fraction was excluded from analysis.

Phytoplankton gross growth (or division) rates ranged from 0.16 to 1.66 day–1 and were in excess of total mortality (i.e., viral lysis + grazing) which ranged from 0.05 to 0.88 day–1 (Figure 3A). This resulted in predominately positive accumulation rates with a median value of 0.38 day–1 and range of –0.17 to 0.88 day–1 (Figure 3B). Phytoplankton mortality was generally dominated by microzooplankton grazing, which comprised on average 77 ± 25% of the total phytoplankton mortality. Individual grazing rates varied from 0.01 to 0.65 day–1 (Supplementary Figure 1A) with a median value of 0.36 day–1. In addition, there was very little variation in the average rates between the different phytoplankton size classes (Figure 4A). Indeed, two-way analysis of variance of the mortality rates revealed a significant main effect of mortality source (F = 34.4, p < 0.001), whereas the main effect of phytoplankton group (F = 0.0, p > 0.05) and the interaction term (F = 1.6, p > 0.05) were both non-significant. In other words, individual mortality rates were comparable across the different phytoplankton groups (Figure 3A). Viral lysis rates, which varied from 0.0 to 0.48 day–1 (Supplementary Figure 1B), were significantly lower than microzooplankton grazing rates with a median value of 0.09 day–1. The two-way ANOVA of total mortality and division rates revealed a significant main effect of rate type (F = 5.5, p = 0.02) and phytoplankton group (F = 7.4, p = 0.001) with no significant interaction (F = 2.7, p > 0.05). That is, division rates were significantly greater than total mortality rates, indicating significant positive accumulation rates (Figure 4B). Additionally, rates of division and total mortality of nano-sized eukaryotes were significantly higher than cyanobacteria, with average rates of 1.01 ± 0.05 and 0.48 ± 0.02 day–1 compared to 0.61 ± 0.06 and 0.41 ± 0.05, respectively.


[image: image]

FIGURE 3. The balance between division and loss rates of the seven phytoplankton groups (<20 μm). (A) Relationship between the total loss rate (grazing + viral lysis) and gross growth rate of phytoplankton obtained from the modified dilution method. The dotted line indicates a 1:1 relationship. (B) Accumulation rates (i.e., μ – l) of phytoplankton across the latitudinal transect. The dotted line indicates no net accumulation.



[image: image]

FIGURE 4. Average rates of division and loss obtained from the modified dilution method for cyanobacteria, and pico- and nano-eukaryotic phytoplankton groups. (A) Grazing and viral lysis rates. (B) Gross division, total mortality (i.e., grazing and viral lysis), and accumulation rates of the different phytoplankton groups. The different phytoplankton groups include cyanobacteria (cyanos, sample size N = 12), picoeukaryotes (picos, N = 10), and Nano I (N = 17). Error bars represent standard error. In each panel, bars with different letters are significantly different (p < 0.05), as tested by two-way analysis of variance. In panel B, line and associated letter represent the results of post hoc comparison of the means using Tukey’s honest significant difference. The asterisks represent the significance of the positive accumulation rates as revealed by two-way ANOVA.




Light and Phytoplankton Growth

At all stations, aside from Station 1, irradiance levels in the modified dilution incubations were higher than calculated in situ growth irradiance (Supplementary Figure 2). Thus, ΔPAR values (i.e., PAR of incubation - PAR in situ) were predominately positive, ranging from 0.14 to 0.89 mole photons m–2 h–1. The exception was Station 1, which had a ΔPAR of –0.04 mole photons m–2 h–1. The average division rates of the phytoplankton community increased in proportion to PAR at values less than 0.5 mole photons m–2 h–1 (Figure 5). Station 12, however, had a lower μ than would be expected from this relationship, presumably due to alternations in the composition of the incubation community (see section “Phytoplankton Abundance and Composition”). At larger PAR values, such as those measured at Station 4 and Station 8, associated μ values averaged 0.8 day–1. The trend in division rate with PAR is reminiscent of a typical photosynthesis-irradiance (P-I) curve used to describe photosynthesis by phytoplankton as a function of light. Such curves are characterized by an initial light-limited linear response that subsequently saturates at higher light and then often exhibits a downturn from photoinhibition at very high light. For our relationship between μ and incubation light level (Figure 5), a type II geometric mean regression model (Legendre and Legendre, 1998) was applied to define the predicative functional relationship between the division rate and PAR for data less than 0.5 mole photons m–2 h–1 (Supplementary Figure 3). This relationship was then applied to estimate gross division rates under in situ light conditions. At all stations, except Station 1, the resulting in situ μ values were lower than incubation μ (Figure 6). At Station 1, in situ μ was 2-fold higher than incubation μ.


[image: image]

FIGURE 5. The average gross division rate of phytoplankton groups versus the light level during experimental incubations. The solid line is a fit of the photosynthesis-irradiance (P-I) model of Platt et al. (1980) to our division rate versus PAR data. Station numbers are indicated on plot. Error bars represent standard error.



[image: image]

FIGURE 6. The relationship between accumulation rate and gross division rate of phytoplankton communities subjected to a light disturbance during experimental incubations (gray squares). Station number are indicated on plot. Error bars represent standard error. A geometric mean regression of division rates within the phytoplankton community during dilution incubations and PAR levels <0.5 mole photons m–2 h–1 was used to calculate the growth of the phytoplankton at in situ light levels (black squares). Station numbers associated with in situ division rates are shown in bold.


We observed no significant effect of PAR on measured loss rates (l) (grazing; p = 0.22, R2 = 0.04 and viral lysis rate; p = 0.39, R2 = 0.02). Accordingly, incubation l values were used to calculate in situ accumulation rates (r). No significant relationship was found between in situ values for r and μ (R2 = 0.25, p = 0.20, black symbols in Figure 6), indicating a coupling between phytoplankton division and loss rates in situ. However, a strong linear relationship (R2 = 0.76) is observed between r and μ for the incubation light levels (Figure 6). As incubation light levels were almost always greater than calculated in situ (Supplementary Figure 2) and l was unaffected by these light changes, this finding suggests that associated accelerations in division rate defined resultant accumulation rates. For stations 2 through 14, these accelerations [i.e., positive specific rate of change in growth (Δμ = incubation μ – in situ μ)] ranged from 0.04 to 0.63 day–1 (Figure 7). Conversely, at Station 1 where incubation PAR was less than in situ, Δμ was –0.31 day–1. Measured accumulation rates during the incubations were linearly related to Δμ across this range of measured values.


[image: image]

FIGURE 7. The relationship between the rate of change in division rate (Δμ) and measured accumulation rates of the phytoplankton communities within experimental incubations. Station numbers are indicated on plot. Error bars represent standard error.




DISCUSSION

During the spring of 2018, the water column along our diagonal cruise track in the North Atlantic ranged from weakly stratified to non-stratified, resulting in fairly uniform vertical profiles of physicochemical parameters down to around 200 m. This is consistent with observations of high latitude regions of the North Atlantic remaining well-mixed in the upper 200 m between December and April (van Aken, 2000). Mixed layer depths in this study were in the range of the climatological monthly mean values and variability expected for the North Atlantic (Monterey and Levitus, 1997; de Boyer Montégut et al., 2004; Carton et al., 2008). In accordance with the Disturbance Recovery Hypothesis (DRH) (Behrenfeld and Boss, 2018), once the mixed layer stops deepening, phytoplankton growth increases due to elevated irradiance and at the same time losses increase as more phytoplankton cells allow for enhanced contact rates between predators (zooplankton or viruses) and phytoplankton. Positive accumulation rates are then the result of a combination of light driven increases in phytoplankton division and slight temporal lags in the response of mortality agents to these changes in division (Behrenfeld and Boss, 2014, 2018; Smith et al., 2015). Indeed, our results revealed a relatively strong coupling between division and total mortality rates (i.e., viral lysis + microzooplankton grazing), with loss accounting for an average of 60–70% of phytoplankton growth. Moreover, despite the broad geographical range of our measurements, phytoplankton generally possessed positive rates of accumulation (r).


Partitioning Phytoplankton Mortality

Phytoplankton mortality was dominated by microzooplankton grazing. Absolute grazing rates were comparable to Chl a-based grazing rates for the North Atlantic, as well as rates measured during the May–June blooming period (Verity et al., 1993; Gifford et al., 1995; Schmoker et al., 2013; Morison et al., 2019). In addition, we found no significant difference in the specific grazing rates of the different phytoplankton populations, suggesting non-selective grazing. Conversely, rates of viral mediated mortality were nearly 2-fold lower than the average rates reported during the summer in the northeastern North Atlantic (Mojica et al., 2016). Moreover, the average viral lysis to grazing rate ratio (V:G) of phytoplankton groups decreased significantly over the latitudinal gradient (r = –0.73, p-value = 0.02) (Supplementary Figure 1C), consistent with decreased depth-averaged N2. This finding corresponds well with results of Mojica et al. (2016), which demonstrated a shift from viral-lysis dominated mortality at low latitude regions to a grazing-dominated mortality at high latitude regions of the North Atlantic during the summer. In that study, the decrease in viral lysis rates was inversely associated with the vertical mixing coefficient (KT; temperature eddy diffusivity). Accordingly, increased vertical mixing appears to be proportionally disadvantageous for effective viral control of phytoplankton populations.

The activity of microzooplankton grazers and viruses are ultimately regulated by the rate at which they encounter/contact a phytoplankton cell (Talmy et al., 2019). Thus, when the mixed layer deepens and entrains phytoplankton-free water, it dilutes the mixed layer population and mortality will be negatively affected as a consequence of reduced encounter rates. As obligate parasites, however, viruses are also completely dependent upon their host for all their metabolic needs (i.e., molecular building blocks and energy). Consequently, suboptimal host growth conditions may negatively affect virus infection and progeny production (Mojica and Brussaard, 2014). This is highlighted by the roles in which light can regulate viral infection dynamics in photosynthetic hosts. Light availability can influence viral adsorption, latent period and burst size, with low light prolonging the latent period and reducing burst size (Cseke and Farkas, 1979; Juneau et al., 2003; Brown et al., 2007; Baudoux and Brussaard, 2008; Jia et al., 2010; Maat et al., 2016; Thamatrakoln et al., 2019). Consequently, phytoplankton experiencing light-limited conditions within a deep mixing layer would likely be inadequate hosts for efficient viral production. Viruses typically have a narrow host specificity, with most viruses infecting only one host species, and therefore can be also be affected by factors regulating phytoplankton diversity (Ostfeld and Keesing, 2012; Short, 2012). Disturbance is expected to initially increase diversity by favoring the less competitive faster growing organisms (Behrenfeld et al., 2021). Indeed, a recent study in the North Atlantic reveals phytoplankton diversity, based on amplicon sequence variants of the V1–V2 region of the 16S rRNA gene, was highest during the accumulation phase of the annual cycle (March–April) and declined during the bloom phase (May–June) (Karp-Boss et al., 2020). Accordingly, viruses would have a lower percentage of success arising from contact to a phytoplankton cell relative to their grazing counterparts (i.e., mainly restricted by size limitations) during the accumulation phase. Viral infection is most effective when their host abundance is high and growth conditions are optimal, and host diversity is relatively low. The impact of viruses can therefore be expected to be most noticeable during enhanced phytoplankton density, such as found during the final stages of blooms development. As such, viruses may play a particularly important role in closing the gap between division and loss as phytoplankton transition from the spring accumulation phase to the summer equilibrium phase (i.e., division and losses in a near balanced state) of the annual phytoplankton cycle, driven by the efficiency of infection rising in parallel to the shoaling of the mixed layer.



Implications of Light Conditions

As anticipated for spring, the balance between phytoplankton division and loss tends toward positive accumulation rates. A notable attribute of the measured accumulation rates is that their projection in time would indicate that full bloom climax concentrations would be reached on the order of days. This timescale implies a major decoupling of phytoplankton division and loss rates and is surprising given that bloom development in the North Atlantic typically takes place over much longer time periods (commonly months) (Behrenfeld et al., 2013). While we acknowledge that this projection does not account for the likelihood that viral induced mortality increases in parallel with light driven-increases in phytoplankton division, our results indicate that increased light availability in incubations relative to in situ could largely account for this discrepancy. Phytoplankton within the mixed layer are continually exposed to changes in their light environment as they are moved vertically through the water column by turbulent mixing. Consequently, the more static light conditions of incubations (only reflecting natural light fluctuations by cloud cover) targeting the light level at the depth of sampling, resulted in changes in PAR that were by-in-large positive. The division rate of the phytoplankton communities within the incubations responded to the change in PAR relative to their in situ light level in a manner reminiscent of a typical photosynthesis-irradiance (P-I) curve (Figure 5). Indeed, a positive linear relationship between PAR (i.e., incubation PAR) and gross division rate (μ) can be seen for PAR less than 0.5 mole photons m–2 h–1, suggesting that these phytoplankton populations were light limited in situ. At supersaturating PAR, division rate declined to 0.8 day–1, most likely as a consequence of photoinhibition.

During the phytoplankton annual cycle, accelerations and decelerations in division arise from “bottom up” factors (i.e., light or nutrient availability) and can act as a form of disturbance influencing the balance between division and loss rate (Behrenfeld and Boss, 2018). In the present study, our incubations essentially emulated the effect of accelerating division rates through ‘light perturbations’ that caused incubation division rates to differ from in situ rates. The influence of these perturbations on the balance between division and loss was apparent in the lack of a corresponding response in phytoplankton mortality. In other words, phytoplankton growth was accelerated and decoupled from mortality, resulting in enhanced accumulation rates. These results provide a clear experimental demonstration of a central element of the Disturbance Recovery Hypothesis, specifically that phytoplankton accumulation rates (r) are quantitatively linked to the rate of change in division (Δμ) (Behrenfeld and Boss, 2018).
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Submicron atmospheric primary marine aerosol (aPMA) were collected during four North Atlantic Aerosol and Marine Ecosystem Study (NAAMES) research cruises between November 2015 and March 2018. The average organic functional group (OFG) composition of the aPMA samples was 72–85% hydroxyl group mass, 6–13% alkane group mass, and 5–8% amine group mass, which is similar to prior observations and to aerosol generated from Sea Sweep. The carboxylic acid group had seasonal averages that ranged from 1% for Winter, 8% for Late Spring, and 10% for Autumn. The carboxylic acid group mass concentration correlated with nitrate mass concentration and weakly with photosynthetically active radiation (PAR) above 100 W m–2, suggesting a substantial secondary organic aerosol contribution in sunnier months. The three sizes of aPMA aerosol particles (<0.18, <0.5, and <1 μm) had the same four organic functional groups (hydroxyl, alkane, amine, and carboxylic acid groups). The aPMA spectra of the three sizes showed more variability (higher standard deviations of cosine similarity) within each size than between the sizes. The ratio of organic mass (OM) to sodium (OM/Na) of submicron generated primary marine aerosol (gPMA) was larger for Autumn with project average of 0.93 ± 0.3 compared to 0.55 ± 0.27 for Winter, 0.47 ± 0.16 for Late Spring, and 0.53 ± 0.24 for Early Spring. When the gPMA samples were separated by latitude (47–60°N and 18–47°N), the median OM/Na concentration ratio for Autumn was higher than the other seasons by more than the project standard deviations for latitudes north of 47°N but not for those south of 47°N, indicating that the seasonal differences are stronger at higher latitudes. However, the high variability of day-to-day differences in aPMA and gPMA composition within each season meant that seasonal trends in organic composition were generally not statistically distinguishable.

Keywords: aerosol, North Atlantic Aerosols and Ecosystems Study, seasonal, North Atlantic, marine aerosol chemical composition, Fourier transform infrared spectroscopy, organic composition


INTRODUCTION

Composition of the organic components of atmospheric marine aerosol (aMA) particles can influence aerosol direct and indirect effects on radiative budgets (Tsigaridis et al., 2013). This influence makes the quantification of the organic fraction an important property for accurately modeling aerosol effects in the marine environment (Randles et al., 2004). Sea spray aerosol is a mixture of water and sea salt and contains a significant fraction of organic material (Blanchard, 1964). The composition and concentration of the organic mass (OM) can vary between different ocean basins and seasons (Liu et al., 2021), but observations constraining these seasonal differences are rare (Saliba et al., 2020).

There are a few coastal sites with multiple seasons of observations of organic aerosol mass concentrations and one of the most studied is Mace Head, a coastal site in the eastern North Atlantic. Three years of continuous measurements showed that the aerosol non-refractory organic mass observed in polar air masses arriving at Mace Head is highest in summer (0.36 μg m–3) and reaches a minimum in winter (0.05 μg m–3) (Ovadnevaite et al., 2014). At the same site, the organic mass fraction of submicron marine aerosol varied from 15% during low chlorophyll periods (winter) to 63% during high chlorophyll periods (spring through autumn) (O’Dowd et al., 2004). Sea salt was the largest signal, regardless of chlorophyll concentrations, in sizes larger than 1 μm, but the organic fraction was consistently the largest component in the smaller sizes. During high chlorophyll periods, the organic signal was up to 80% of the total mass for particles <0.25 μm diameter (O’Dowd et al., 2004).

Biological activity [often represented by chlorophyll-a (Chl a) concentration] has been shown to covary with the organic composition of seawater (Carlson et al., 1994; Gaston et al., 2011; Collins et al., 2013; Prather et al., 2013; Rinaldi et al., 2013; Wang et al., 2015), but the extent to which these changes are reflected in ambient sea spray composition is an open question (Meskhidze et al., 2013). Actively bubbling seawater during open ocean studies provides one technique for linking seawater properties to emitted sea spray aerosol (Keene et al., 2007; Bates et al., 2012). Sea Sweep (Bates et al., 2012) is a commonly deployed seawater bubbling system and, here, we refer to aerosol particles produced by this system as “generated primary marine aerosol” (gPMA). Observations during previous deployments of Sea Sweep showed that the organic functional group composition of both seawater and gPMA were similar in the Atlantic, Arctic, and Pacific during spring and summer (Frossard et al., 2014) and that no significant differences exist between submicron organic mass fractions for five separate cruises in the North Atlantic (Bates et al., 2020). In all, while there are coastal observations that have shown links between marine biological activity and atmospheric organic aerosol (O’Dowd et al., 2004; Sciare et al., 2009; Mansour et al., 2020), there are very few remote marine observations that show a difference in the organic composition of gPMA under different biological conditions (Facchini et al., 2008).

There is even less information about changes in the composition of marine aerosol organic mass over the seasonal cycle. The composition of atmospheric primary marine aerosol (aPMA) in the Arctic, Atlantic, and coastal Pacific has been found to be remarkably consistent, with the hydroxyl organic functional group being the largest by mass followed by roughly equivalent contributions of alkane and amine groups (Russell et al., 2010; Frossard et al., 2014). Saliba et al. (2020) used the contribution of the hydroxyl group as a marker of seawater organics in ambient aerosol and showed a difference in the fraction of organic components by season. Higher sea spray organic mass was present when wind speed and sea salt concentration were higher. However, their work did not assess the seasonal differences in contributions of other organic functional groups.

The size distribution of marine particles is well-documented (Hoppel et al., 1990; Russell et al., 1996; Meskhidze et al., 2013), but there is very limited size-dependent composition information. The organic mass fraction has been shown to increase with decreasing particle diameter (O’Dowd et al., 2004; Keene et al., 2007; Facchini et al., 2008; Prather et al., 2013). One of the few seasonal marine studies that included size resolved information showed that water soluble organic carbon and total carbon in fine mode particles have maximum concentrations in early- to mid-summer, which coincides with the typical time for high biological activity (Yoon et al., 2007). Different particle sizes have also been shown to be chemically distinct from each other, such as the bimodal distribution of transparent exopolymer particles (<180 and >5,000 nm) and size-specific saccharides (Leck et al., 2013; Aller et al., 2017).

There is very limited information on seasonal differences in particle composition, the relationship of seawater source to primary aerosol, or differences in organic composition of marine aerosol particles with size, all of which have an influence on the direct and indirect effects of aerosol particles (Tsigaridis et al., 2013). For the current study, co-located atmospheric and seawater measurements were conducted to examine how ocean properties and atmospheric aerosols are linked. Samples were collected during four research cruises corresponding to four different seasons as part of the North Atlantic Aerosols and Marine Ecosystems Study (NAAMES; Behrenfeld et al., 2019). Understanding how the organic fraction and composition of ambient and bubble-generated marine aerosol particles change with size and season is an important first step in assessing these linkages. This study shows the dependence of marine organic composition on size and season by comparing organic compositions from Fourier transform infrared spectroscopy (FTIR) for generated and ambient aerosols under clean marine conditions.



MATERIALS AND METHODS


North Atlantic Aerosols and Marine Ecosystems Study

North Atlantic Aerosols and Marine Ecosystems Study was an interdisciplinary investigation conducted in the western North Atlantic to improve understanding of Earth’s ocean ecosystem-aerosol-cloud system. NAAMES consisted of four 26-day cruises on the R/V Atlantis occurring in November 2015 (NAAMES 1, Winter), May–June 2016 (NAAMES 2, Late Spring), September 2017 (NAAMES 3, Autumn), and March–April 2018 (NAAMES 4, Early Spring). The ship traveled from Woods Hole, MA, to ∼55°N for the first three cruises and returned again to Woods Hole (Figure 1). For the last cruise, the ship traveled from San Juan, Puerto Rico, to ∼44.5°N and finished at Woods Hole. During each cruise, the ship occupied 5–7 multi-day sampling stations to conduct ecological and atmospheric measurements.
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FIGURE 1. Map of the NAAMES study region with intensives sampling locations indicated with asterisks. The air mass categories are shown for each cruise with continental air masses (black) and marine air masses [Winter (red), Late Spring (orange), Autumn (green), and Early Spring (blue)]. The Winter, Late Spring, and Autumn cruises departed from Woods Hole, MA and the Early Spring cruise departed from San Juan, Puerto Rico.




Sea Sweep

Sea Sweep is a marine aerosol generator that has been used to simulate bubble bursting at the ocean surface and identify properties of primary marine aerosol (Bates et al., 2012). Aerosols produced by Sea Sweep are identified here as gPMA to distinguish them from naturally occurring sea spray. Sea Sweep consists of a stainless-steel frame attached to two inflatable pontoon floats and was deployed off the port bow of the R/V Atlantis. A stainless-steel hood on top of the Sea Sweep frame maintains a laminar flow air curtain of particle-free air (charcoal and HEPA filtered) at the bow and stern ends of the frame (Bates et al., 2012). Stainless steel frits, 200 μm in size, were positioned below the sea surface at approximately 0.75 m. The resulting particles were then transported to a variety of instruments for analysis.



Filter Collection

Ambient and Sea Sweep (gPMA) aerosol particles were collected through a temperature- and humidity-controlled inlet during NAAMES. Ambient and gPMA particles were dried using diffusion driers filled with silica gel and collected on 37 mm Teflon filters (Pall Inc., 1 μm pore size) at a sample flow rate of 8.3 L min–1 (1 μm) or 10 L min–1 (0.18, 0.5, and 1.1 μm size cut). The total <1 μm cyclone flow was 16.7 L min–1. The <0.18, <0.5, and <1.1 μm Berner impactor total flows were 30 L min–1. Filters were collected for 12–23 h for ambient samples (<0.18, <0.5, and <1 μm) and 2 h for Sea Sweep samples (<0.18, <1, and <1.1 μm), resulting in filtered air volumes of 1.0–13.8 m3. After collection, the filters were immediately unloaded, stored in petri dishes, and frozen for offline analysis at Scripps Institution of Oceanography.



FTIR Spectroscopy and Algorithm

Field samples were analyzed using FTIR spectroscopy (Bruker Tensor 27 spectrometer with a deuterated triglycine sulfate, DTGS, detector) to measure the infrared transmission using 2 cm–1 resolution (Takahama et al., 2013). Sea Sweep filters that showed hydrate peaks were dehydrated in a temperature and humidity controlled clean room (between 2 and 5 weeks) until the hydrate signature was no longer present (Frossard and Russell, 2012). Dehydration was required for 17 Sea Sweep (gPMA) filters from Winter, 27 from Late Spring, none for Autumn, and 10 from Early Spring. The FTIR spectrum for each filter was analyzed using an automated fitting algorithm (Maria et al., 2002; Russell et al., 2009b; Takahama et al., 2013). When the baselining procedure resulted in degenerate spectra (defined as spectra that have no discernable peaks and low signal to noise), they were excluded from further analysis. Five organic functional groups were quantified from these mixtures (alkane, hydroxyl, amine, carboxylic acid, and non-acidic carbonyl) and summed together to quantify organic mass (OM) concentration, with groups below detection limits excluded. Organic mass group concentrations were considered above detection if they met three criteria: (1) the fitted peak area for the individual functional group exceeded the minimum observable peak area (defined below), (2) the fitted peak area for the individual functional group exceeded twice the standard deviation of the pre-scan background area, and (3) the alkane functional group was one of the groups that met the first two criteria. Forty-four percent of <0.18 μm, 77% of <0.5 μm, and 63% of <1 μm ambient samples were above the detection limit. The low percentage of above detection limit <0.18 μm filters is due to the low mass collected in this size range.

The minimum observable peak areas for the five functional groups reported here were determined based on comparison of peak areas fitted by the algorithm to visual determination of which peaks could be distinguished from the noise by trained analysts (Russell et al., 2009b). Alkenes, aromatic compounds, and organo-sulfates were below detection limit for 90% of the samples and, thus, are not included in our analysis. Organic mass from this technique has an uncertainty of ±20% due to functional groups that overlap the Teflon absorption, unquantified functional groups, and semi-volatile properties (Maria et al., 2002; Russell, 2003; Russell et al., 2009a, b; Takahama et al., 2013). To account for different bubbling rates, OM concentrations from Sea Sweep samples are reported here as normalized to Na mass concentrations from IC measurements on synchronous samples.



Marine Air Mass Criteria

Ambient samples were divided into three main categories: continental, mixed, and marine. A solenoid valve was used to redirect flow from the sample filters when particle counts exceeded thresholds set between 1,000 and 2,000 particles cm–3, depending on proximity to the port. This conditioned sampling was used to ensure that filters were not contaminated by local shipboard emissions. Ambient samples were considered to be “marine” when 90% or more of the filter sampling time met the following criteria from Saliba et al. (2020): (1) HYSPLIT 48 hour back trajectories (Draxler and Hess, 1998) originated from the North or tropical Atlantic and did not pass over land during that time, (2) ammonium (NH4+) concentrations were below 0.1 μg m–3, (3) particle concentrations were below 2,000 particles cm–3, (4) the relative wind direction was within 90° of the bow, and (5) 50% or more of the filter sampling time must not exceed a black carbon (BC) threshold of 50 ng m–3. Forty-eight hour back trajectories were used because they provide the best tradeoff between longer time-periods with higher uncertainty and shorter time periods showing fewer upwind contributions (Quinn et al., 2019; Saliba et al., 2020). Sampling time was defined as the time between the start and stop time of the filtration, excluding times when filter sampling was shut off by the solenoid valve. This resulted in categorizing 19 <1 μm filters as aMA during the four NAAMES cruises. Continental filters were defined as times when 48 hour HYSPLIT back trajectories originated from North America, a relative wind direction within 90° of the bow, and sampling 10% or less during marine periods. Fourteen <1 μm filters were categorized as continental for the four NAAMES cruises. Eleven <1 μm filters fell between the “marine” and ‘continental’ categories and were thus categorized as “mixed filters.” These “mixed filters” corresponded to sampling for 10–90% under marine conditions and the remaining time under continental conditions. These aMA samples include contributions from other sources present in marine areas, such as ship emissions and transported constituents from coastal or continental emissions (Frossard et al., 2014).

Atmospheric primary marine aerosol, a sub-category of aMA, was defined to better isolate ocean sources of particles that result from bubble bursting at the sea surface. aPMA filters were defined as <1 μm aMA filters that had cosine similarity values >0.9 with the aPMA spectrum from Frossard et al. (2014) (Figure 2). The aPMA sub-category represented more than half of the aMA samples overall, including 8 of 8 samples in Winter, none of 1 in Early Spring, 3 of 6 in Late Spring, and 3 of 6 in Autumn. Similarity to the Frossard et al. (2014) aPMA spectra was used as a criterion because that spectrum had a high cosine similarity to the gPMA of that earlier study and that observed during NAAMES. This similarity provides a strong indication that aPMA samples are largely “primary” because they have a composition similar to bubbled seawater previously measured during five separate campaigns in different clean marine regions (Frossard et al., 2014). Cosine similarity (namely the dot-product cosine of two normalized spectra) was used to quantify spectral similarity because it has been shown to be sensitive to small spectral differences in FTIR (Stein and Scott, 1994; Wan et al., 2002; Frossard et al., 2014; Liu et al., 2017). Filters for size cutoffs smaller than 1 μm (<0.5 and <0.18 μm) were defined as aPMA if their start and stop time was within 2 h of <1 μm aPMA filters. There are no filters that met the aPMA criteria during Early Spring, likely due to substantial continental influences at the lower latitudes sampled during this cruise. A similar issue was not encountered during the other three seasons (Figure 1).
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FIGURE 2. Fourier transform infrared spectroscopy (FTIR) spectra normalized to the alcohol group peak of the <1 μm atmospheric primary marine aerosol (aPMA) seasonal averages (Winter in red, Late Spring in orange, and autumn in green) and generated primary marine aerosol (gPMA) (black) averages with the individual aPMA spectra shown in gray. The pie charts show the average organic functional group (OFG) composition with hydroxyl (pink), alkane (blue), amine (orange), and acid (green) groups. The spectral peak locations for the OFG are indicated with the hydroxyl region in the shaded pink area, four alkane peaks (vertical blue lines), carbonyl (both acidic and non-acidic, vertical teal line), and amine (vertical orange line).




RESULTS


aMA Composition and Seasonal Differences

The aMA filters had variable spectra, and therefore variable OFG composition, that may have reflected the different aerosol transport patterns sampled during each cruise (Behrenfeld et al., 2019). The aMA category includes aPMA filters and other filters that fulfilled the marine airmass trajectory and low continental tracer concentration requirements (see section “Materials and Methods”).

Organic composition of <1 μm aMA samples for the four cruises are summarized in Table 1. Winter aMA had the highest average OM concentration (0.30 ± 0.22 μg m–3) when average wind speed was high and there were minimal contributions from other sources. These conditions generally corresponded to sampling of air masses of polar origin. Winter samples had the highest hydroxyl group mass (85 ± 5%) of the four cruises (Table 1) and had similar composition to a previous cruise in the Arctic (ICEALOT) (Frossard et al., 2014).


TABLE 1. Average organic functional group composition and organic mass (OM) averages of <1 μm filters from four different air mass categories during the four NAAMES campaigns.

[image: Table 1]Early Spring had one aMA filter above the detection limit with an OM concentration of 0.1 μg m–3 (Table 1). The number of aMA samples during Early Spring was limited because the majority of the ship time was sampling continental air masses (69%) (Supplementary Table 1). Early Spring aMA filters had a higher alkane group amount (35%) than the other campaigns, which is likely due to the persistent continental influence in the marine environment during this campaign (Table 1 and Supplementary Table 1).

The Late Spring campaign coincided with the climax of the annual phytoplankton bloom and samples collected during this period had the second highest average OM during clean marine periods (0.25 ± 0.17 μg m–3) (Table 1). The contribution of carboxylic acid group to aMA OM was substantially higher during this cruise than in Winter or Early Spring (18% vs. 1 and 0%, respectively), but similar to Autumn (Table 1).

The Autumn campaign corresponded to the declining phase of the phytoplankton bloom. Samples collected during this period had an aMA OM average of 0.23 ± 0.17 μg m–3 (Table 1) and a relatively high carboxylic acid group mass fraction of aMA OM with an average of 15% (Table 1).

The aMA OM concentrations were not statistically different between seasons (p ≫ 0.01 and Supplementary Table 9), but the maximum value was observed in Winter (0.30 ± 0.22 μg m–3, n = 8) and the minimum in Early Spring (0.1 μg m–3, n = 1) (Table 1). Hydroxyl group concentrations were strongly correlated (r = 0.9) with Na concentrations obtained from thermal desorption chemical ionization mass spectrometry (TDCIMS) (Lawler et al., 2020; Saliba et al., 2020). This finding supports the interpretation that the hydroxyl group is from a marine source (Bahadur et al., 2010; Russell et al., 2010, 2011; Frossard et al., 2014). Furthermore, hydroxyl group OM for all four campaigns did not correlate with BC (Saliba et al., 2020; Supplementary Figure 4), providing additional evidence that the hydroxyl group is a primary marine compound rather than a combustion or secondary product. High wind speeds and consistent polar air masses during the Winter campaign likely resulted in the stronger marine signature, which was dominated by hydroxyl group contributions (Russell et al., 2010) and less continental mixing compared to others seasons.

There were no statistical differences in the OM mass concentrations between the different seasons, though Winter did have the strongest marine signal with the highest hydroxyl group concentration. Overall, these results show that aMA filters are a complex mixture of marine and continental components, with the marine components comprising the majority of the signal.



aPMA Composition and Seasonal Differences

The aPMA category is likely most representative of ocean sea spray sources. aPMA had a broad range of OM concentrations (0.07–0.83 μg m–3), even though condensation nuclei (CN) number concentrations were consistently below 500 cm–3 for 96% of the sampling time. The average aPMA OM concentrations for Winter, Late Spring, and Autumn were not statistically different from each other (p > 0.01, two-sample Student’s t-test (Walpole et al., 2012; Supplementary Table 9), with the Late Spring only nominally different from Autumn (p = 0.0103) and the other seasons indistinguishable (Winter vs Late Spring p = 0.66, Winter vs Autumn p = 0.21, Supplementary Table 9). Late Spring had the highest average aPMA OM concentration at 0.37 ± 0.08 μg m–3, Winter had an average aPMA OM concentration of 0.3 ± 0.22 μg m–3, and Early Spring had the lowest aPMA OM concentration of 0.12 ± 0.04 μg m–3 (Table 1).

Three cruises had half or more of the aMA samples classified as aPMA because of their similar composition, with an average of 78 (±6)% hydroxyl, 10 (±4)% alkane, 6 (±2)% amine, and 7 (±5)% OFG (Table 1). Campaign mass averages for OFG of aPMA were within one standard deviation of each other, but we note here that the acid group standard deviation was high relative to the average (Winter: 1 ± 4%, Late Spring: 8 ± 7%, and Autumn: 10 ± 17%). The aPMA and aMA filters have high acid group mass concentration in Late Spring and Autumn, whereas Winter and Early Spring (aMA only) showed little to no acid group mass concentration (Table 1). Since the Early Spring aMA category included only one sample, this result is not assumed to be representative of the entire season. The aPMA composition is generally comparable to measurements from prior North Atlantic and Arctic sampling (Russell et al., 2010), with the hydroxyl group mass ranging from 70 to 85% followed by alkane group masses ranging from roughly 5 to 10%, and amine groups ranging from 5 to 8% (Table 1). More specifically, the NAAMES aPMA filters were slightly more enriched in hydroxyl groups and slightly more depleted in alkane groups in comparison to values reported for ocean cruises in Frossard et al. (2014) (Western Atlantic in 2012, North Atlantic and Arctic in 2008, and the Eastern Pacific in 2010 and 2011), which had an average hydroxyl mass of 65 ± 12% and alkane mass of 21 ± 9%.

The spectral averages of aPMA for each NAAMES cruise are similar to each other with cosine similarity values ranging from 0.89 to 0.94 (Supplementary Table 6). Winter had consistent spectra with the highest cosine similarities and low standard deviation (0.97 ± 0.02), whereas Autumn was more similar to other seasons (0.9 ± 0.08) than to itself (0.82 ± 0.1, Supplementary Table 6). These high cosine similarities result from the spectral characteristics of the <1 μm filters, which were similar for all seasons. The NAAMES aPMA seasonal averages show a persistent maximum hydroxyl peak at 3,380 cm–1 (Figure 2), which is consistent with the aPMA hydroxyl peak location identified previously (Frossard et al., 2014). C–H alkane absorption was present for all seasons, with the 2,925 cm–1 peak consistently being the sharpest peak throughout the alkane region (Figure 2). As expected given the aPMA selection criteria, the aPMA spectra had a cosine similarity >0.9 for <1 μm filters (thus OFG mass fractions from different seasons were within one standard deviation of each other) (Supplementary Table 6). This result is somewhat surprising given that the biological conditions corresponding to the aPMA filters were highly variable between seasons and that chlorophyll concentrations ranged from 0.2 in Autumn to 5.3 mg C m–3 in Late Spring (Behrenfeld et al., 2019; Fox et al., 2020).

The relative invariability between seasons of aPMA composition (Figure 2) is consistent with the hypothesis that the organic fraction of aPMA is influenced more by dissolved organic carbon (DOC) than particulate organic carbon (POC) (Quinn et al., 2014; Kieber et al., 2016; Bates et al., 2020), as DOC is a larger and less variable fraction of ocean carbon than is POC (Hansell et al., 2009).



gPMA Composition and Seasonal Differences

Average <1 μm OM concentrations of gPMA normalized to Na showed a maximum during Autumn (0.93 ± 0.3) and a minimum in Late Spring (0.47 ± 0.16) (Supplementary Table 5). gPMA composition was relatively constant, with the hydroxyl group having the largest amount of OM relative to the quantified OM for all four seasons. Autumn had the highest average gPMA hydroxyl organic functional group mass (87 ± 5%) and Early Spring had the lowest (61 ± 22%) (Supplementary Table 5). The average gPMA alkane group mass varied from 8 to 27% of the quantified OM, with a maximum in Early Spring. Average amine group mass varied from 5 to 12% for gPMA. The <1 and <1.1 μm gPMA had the highest hydroxyl contribution to masses in Autumn (87 and 86%, respectively) and the highest alkane group contributions to masses in Early Spring (27 and 22%, respectively). The <0.18 μm filters also had the highest OM contribution during Autumn (0.85 ± 0.71). The highest hydroxyl group concentration for <0.18 μm gPMA filters (83 ± 5%) was observed during Early Spring (Supplementary Table 5).

Campaign average values of OM/Na for <1.1 μm gPMA (Supplementary Table 5) showed that Autumn was statistically different from the other seasons (p < 0.01, Supplementary Table 9). Less than 0.18 μm gPMA filters had no seasons that were statistically different and only Late Spring compared to Autumn was statistically different for <1 μm gPMA filters (p < 0.01, Supplementary Table 9). While these differences were statistically significant, within-campaign standard deviations for each size class were greater than observed between-campaign (i.e., seasonal) differences. Additionally, gPMA number size distributions and cloud condensation nuclei (CCN) activity exhibited campaign averages varied less between seasons than within seasons (Bates et al., 2020). However, the low number of samples with OFG above detection during each season (Supplementary Table 5) means that such averages may not be statistically representative of each season.

The gPMA samples had a large range of average OFG fractions and OM/Na values and, statistically, the 1.1 μm Autumn OM/Na was significantly different than the other campaigns (p < 0.01). However, the variations within each campaign were larger, on average, than the differences between seasons for all sizes.



DISCUSSION

Here we discuss the seasonal carboxylic acid group contribution in aMA and aPMA filters and their possible sources, compare the composition of different sized aPMA samples, and investigate the effect of latitude on organic functional group composition. Finally, we compare and contrast gPMA and aPMA composition to identify the extent to which gPMA accounts for the composition of aPMA.


aPMA and aMA Carboxylic Acid Group Contribution

Carboxylic acid groups were only present in 1 of 8 aMA filters in Winter and 0 of 1 in Early Spring, but they were present in 5 of 5 aMA filters in Late Spring and 2 of 5 in Autumn. This difference between seasons was also present in the aPMA filters, where only 1 of 8 filters in Winter contained acid groups, whereas 3 of 3 in Late Spring and 1 of 3 in Autumn had detectable acid group mass. The average aPMA acid group concentration for Winter (0.002 μg m–3) was an order of magnitude less than the Late Spring average (0.027 μg m–3), and the average acid group mass concentration in Autumn was 0.014 μg m–3. There is a large standard deviation in the average acid group mass fraction for the <1 μm aPMA and aMA filters in Late spring and Autumn (Table 1). While some carboxylic acids are measured in seawater (Gagosian and Stuermer, 1977), seawater concentrations (relative to Na) that have been reported are much lower than what could be measured by FTIR for either ambient or Sea Sweep. This finding suggests that the measured acid groups have an atmospheric source. The lack of carboxylic acid groups in gPMA and presence of a substantial acid group fraction in aMA and aPMA for Late Spring and Autumn both support a secondary source. A strong correlation with the carboxylic acid group fraction of OM and photosynthetically active radiation (PAR) above 100 Wm–2 was found in a previous study, indicating recent formation of secondary organic aerosol (SOA) (Frossard et al., 2014). The carboxylic acid group concentration for aMA from NAAMES had a weak (r = 0.26) correlation with PAR above 100 W m–2 (Supplementary Figure 1). This weak correlation to sunlight may have been caused by conditions during NAAMES being less homogeneous regionally than during previously reported studies (Frossard et al., 2014). In addition, there could have been a longer or variable time lag between photooxidation and acid group mass concentrations that would have prevented a correlation (Gantt et al., 2011). NAAMES also had a large range of locations, sea surface temperature, biological activity, and other variables that could have confounded an acid-group-to-PAR relationship.

Black carbon (BC) can be a useful anthropogenic tracer since it is a combustion product that has no natural ocean source. The range of correlations between BC and carboxylic acid group mass concentration varies from no correlation (r = −0.01) in Early Spring to moderate correlation (r = 0.58) in Late Spring (Supplementary Figure 4). The inconsistency of this correlation could indicate that the acid group is associated with local ship emissions in Late Spring but not in Early Spring or Autumn, or it could suggest a greater contribution from transported continental emissions. Marine and mixed filters had high correlations of acid group mass concentration with nitrate mass concentration (marine filters r = 0.80, mixed filters r = 0.71), but continental filters had only weak correlations (r = 0.20) (Supplementary Figure 8). The clean marine atmosphere has few sources of nitrate (Prospero et al., 1995; Jickells et al., 2003), making it likely that the nitrates are from continental sources or ship emissions. Gaseous nitrate radicals could be contributing to the acid group concentrations present in the aPMA filters by oxidizing larger unsaturated hydrocarbons or fatty acids (Kawamura and Gagosian, 1987; Monks, 2005). It is interesting that the acid group is negligible in the continental air masses in both Winter and Early Spring, but the acid group fraction is present in all ambient filter categories (aPMA, aMA, mixed, and continental) for both the Late Spring and Autumn (Table 1). The acid group mass concentration weakly correlates with PAR and strongly correlates with nitrate concentration (Supplementary Figures 1, 8). Since nitrate likely has continental sources that are co-located with continental VOCs, this correlation is consistent with SOA with some contribution from continental sources. Together, these results show that the carboxylic acid group is likely SOA resulting from continental VOCs reacting in the marine atmosphere during sunny seasons.



aPMA and gPMA Size Differences

Three different sizes of ambient aerosol particles (<0.18, <0.5, and <1 μm) were collected simultaneously and analyzed during the NAAMES campaigns. The aPMA subset was classified based on back-trajectory restrictions and high spectral similarity with the Frossard et al. (2014) aPMA cluster of <1 μm filters. The <0.18 and <0.5 μm samples were identified as aPMA if they were concurrent with <1 μm aPMA filters, where we defined concurrent as start and stop times within 2 h. There were eight aPMA filters in Winter for <1 μm, but only two of those had times in which all sizes were sampled. The other seasons had the same number of <1 μm and smaller size aPMA samples. All three size filters generally have the same four OFG: hydroxyl, alkane, amine, and acid groups, but in varying relative amounts. For paired sets of samples, the <0.18 and <0.5 μm filters often have sharp double-peaked alkane group absorbances, but the hydroxyl group absorbance was frequently below detection for the <0.18 μm filters.

The <1 μm filters have higher cosine similarity values within each season (0.82, 0.94, 0.97 from Supplementary Table 8) and lower standard deviations (<0.1) than do the filters in the smaller sizes, which had lower cosine similarity values for Late Spring and Autumn (<0.8, Supplementary Table 8). Not surprisingly, cosine similarity values were below 0.9 for six of the seven comparisons between different size cuts (Figure 3 and Supplementary Table 8). There is a lot of variability within the individual seasons of <0.18 and <0.5 μm spectra with lower cosine similarity values and higher standard deviations (Supplementary Table 8). The smaller size cut filters were more similar with higher cosine similarities (>0.9) during Late Spring. The low cosine similarity values of the smaller samples indicates that the OFG composition is more varied filter-to-filter than the <1 μm filters, which is likely due to a more dynamic mixture of sources including sea spray, long-range transport, and local ship emissions.
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FIGURE 3. Fourier transform infrared spectroscopy (FTIR) spectra normalized by volume of concurrently sampled filters in three size ranges: <1 μm (green), <0.5 μm (black), and <0.18 μm (purple) during clean marine periods. The spectral peak locations for the OFG are indicated with the hydroxyl region in the shaded pink area, four alkane peaks (vertical blue lines), carbonyl (both acidic and non-acidic, vertical teal line), and amine (vertical orange line). The times of sampling are as follows: (A) 11/12/15 10:00–11/13/15 8:00, (B) 11/24/15 22:00–11/25/15 8:00, (C) 5/15/16 10:00–5/17/16 8:00, (D) 6/1/16 10:50–6/2/16 9:00, (E) 9/9/17 8:00–9/10/17 7:00, and (F) 9/17/17 8:00–9/18/17 7:00.


Ocean biogenic sources from a variety of campaigns included high relative amounts of oxidized functional groups, with hydroxyl being the largest functional group by relative mass (typically >50% of quantified OM being hydroxyl group mass) (Russell et al., 2011). The similarity in composition among the gPMA filters in which the OFG fraction averages are within one standard deviation of each other, regardless of size (except for the <0.18 μm Winter filter, Supplementary Table 5), suggests that there is not a clear size-related difference in gPMA composition when the particles are initially emitted, although the OM/Na ratio is generally lower for <0.18 μm relative to <1 and <1.1 μm size cuts.

Differences in composition between the simultaneously collected filters at different sizes may be due to sizes smaller than 1 μm being disproportionately affected by sources other than sea spray. Higher variability in cosine similarity values for the <0.5 and <0.18 μm aPMA filters indicates that the smaller particles may be more influenced by a mix of sea spray, long-range transport, and regional ship emissions than by more homogeneous ocean sea spray sources.



Latitudinal Dependence

To investigate whether regional effects, such as weather and phytoplankton bloom dynamics, could be influencing composition, samples from individual days were binned by low and high latitude with a cutoff of 47°N latitude (Bolaños et al., 2020; Fox et al., 2020). The 47°N latitude cutoff was chosen because it was close to the average latitude (47.5°N) of the Winter, Late Spring, and Autumn cruises (Early Spring was excluded from this average since it started at a much lower average latitude). The median <1 μm gPMA OM/Na above 47°N showed a maximum during Autumn and a minimum during Winter (Figure 4). However, the low latitude gPMA showed little to no change between seasons, with less variability within each campaign (Figure 4). The median value of OM/Na in Autumn is higher than the standard deviation of the other seasons for high latitudes, but this difference is not seen in the low or combined latitudes. The higher variability and fewer seasonal differences at low latitudes means that the differences at high latitudes are dampened in the combined average. Additionally, there are more samples below 47°N than above, which also weights the combined average toward the low latitude results of no seasonal differences. In addition to OM/Na, three other variables were separated by latitude to investigate seasonal differences: hydroxyl group mass (%), amine group mass (%), and the ratio of alkane group mass to hydroxyl group mass. Unlike OM/Na, there is no seasonal difference in these other variables at the high latitudes, as all medians fall within the standard deviations of the other seasons (Figure 4). Some minor differences with latitude are evident, although the variability within the campaigns may be masked by the project averages. The differences in OM/Na medians between high and low latitudes persist when the campaigns are separated by project median latitude rather than 47°N, indicating that the lack of seasonality in the combined average is not a result of the higher number of low-latitude samples (Supplementary Figure 2).
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FIGURE 4. Less than 1 μm gPMA OM, normalized by Na, hydroxyl group percentage, amine group percentage, and alkane group percentage divided by hydroxyl group percentage (top to bottom) from each campaign (W, Winter; ES, Early Spring; LS, Late Spring; and A, Autumn): above 47°N, 47°N or below, and with no latitudinal separation (left to right). There were no filters above 47°N for Early Spring. The data are presented as box-whisker plots. The solid red line is the median and boxes cover the 25–75% percentile in the data. Red circle datapoints (individual measurements) are shown on top of box plots.


The aPMA and aMA OM seasonal medians were all within their standard deviations when separated by latitude (Supplementary Tables 6, 7). The lack of difference in ambient samples could reflect the more direct relationship between seawater properties and aerosol composition in gPMA, whereas aPMA and aMA filters are not produced where sampling occurs, leading to a less direct relationship to seawater properties. Differences between gPMA results at low and high latitudes suggests that the ocean properties at these different latitudes (SST, phytoplankton composition, etc.) could drive some differences in sea spray composition, but more localized sampling for longer time periods would be needed to substantiate those trends.



gPMA and aPMA Comparison

The <1 μm NAAMES gPMA and aPMA filters have cosine similarity >0.85 within each cruise (Supplementary Table 7). The similarity of gPMA and aPMA to each other supports the idea that aPMA mass is largely sea spray aerosol during these seasons. The <1 μm gPMA and aPMA have similar spectral shapes, with a prominent hydroxyl peak at 3,380 cm–1 (Figure 2) and most of the quantified organic mass being attributed to the hydroxyl group (72–87%, Table 1 and Supplementary Table 5). The <0.18 μm gPMA filters also have the largest mass contribution from the hydroxyl group (60–83%, Supplementary Table 5). The alkane group peaks in the <0.18 μm gPMA filters are visually sharper than in the <1 μm gPMA filters, but in both cases the alkane group mass contributions are substantially smaller than the hydroxyl group mass when the former is above the detection limit. There are only three <0.18 μm aPMA filters that are above the OM detection limit and those three filters have hydroxyl groups as the largest OFG by mass as well (Figure 5). The <0.18 μm gPMA and aPMA have high cosine similarity during Late Spring (>0.8), but lower values during Autumn (<0.7) (Supplementary Table 7). This is reflected in the <1 μm gPMA and aPMA comparison as well, although the Autumn difference is not as pronounced.
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FIGURE 5. Comparison of two sizes, <0.18 and <1 μm, and two different sampling methods—ambient (aPMA) and generated (gPMA) throughout the four seasons. The average composition percentage is shown with the following functional groups: hydroxyl (pink), alkane (blue), amine (orange), and acid (green) groups. Less than 0.18 μm aPMA filters have a larger alkane group fraction than the gPMA filters whereas <1 μm filters have similar alkane group fractions in both aPMA and gPMA. Numbers above each bar indicate the number of samples available for each average. Less than 0.5 μm aPMA filters are not included because there are no complementary <0.5 μm gPMA.


When comparing gPMA and aPMA, the gPMA for sizes <0.18 and <1 μm shows a more consistent composition of three functional groups (hydroxyl, alkane, and amine groups), with hydroxyl group mass comprising over 75% of the quantified OM for the majority of samples (Figure 5). There were more samples in the gPMA category than the aPMA category due to the limited sampling of clean air masses. The aPMA subset showed more variability in composition than the gPMA filters, including the consistent presence of four functional groups (hydroxyl, alkane, amine, and acid groups), with hydroxyl groups ranging from 30 to 85% of the quantified mass for the <0.18 μm samples (Figure 5). The <1 μm aPMA and gPMA hydroxyl group mass fraction throughout the seasons are within 10% of each other, whereas the average hydroxyl group mass fractions are 20% different between the <0.18 μm gPMA and aPMA (81 and 61%, Figure 5). The similarity in composition between the <1 μm aPMA and gPMA samples indicates the aPMA is often representative of freshly emitted sea spray. The <0.18 μm aPMA and gPMA were similar, but not as consistent as the <1 μm pairing, further supporting the interpretation that <0.18 μm aPMA variability reflects a mixture of sea spray and transported continental components.



CONCLUSION

Three seasons of <1 μm aPMA OM in the North Atlantic had similar composition: the hydroxyl group was consistently the largest by mass at 78 (±6)% of the quantified organic mass, followed by 10 (±4)% for the alkane group, 6 (±2)% for the amine group, and 7 (±5)% for the carboxylic acid group. The aPMA OFG mass fractions were within the standard deviation of each other for all seasons, as expected given the selection criteria. OM concentrations of aMA and aPMA were not significantly different from each other (p > 0.01), suggesting that there are not strong seasonal differences in the organic mass contribution to aPMA in the North Atlantic. The aMA filters showed a wider range of OFG composition than aPMA, reflecting contributions from more non-marine sources.

The different sizes for the aPMA filters (<0.18, <0.5, and <1 μm) yielded samples with similar composition, where the majority of organic mass consisted of hydroxyl groups, followed by alkane, amine, and carboxylic acid groups. The <0.18 and <0.5 μm filters showed more variability within the filters in those size cuts than between different sizes. The variability in spectra during marine periods for <0.18 and <0.5 μm filters was larger than for the <1 μm filters, suggesting that these two smaller size cuts were likely a mixture of combustion and marine sources. This is consistent with the fact that the <0.18 and <0.5 μm particles are smaller and have longer lifetimes, making them more likely to have contributions from a variety of sources. Characterizing seasonal changes in organic composition for different sizes in the remote marine environment would require additional observations to quantify how the composition of the smaller sizes of aPMA and gPMA differ from that of the <1 μm size fraction.

Average gPMA composition was consistent across the four seasons when all latitudes were included, however there was a large range of OM/Na concentrations during each season. When the gPMA samples were separated by latitude, low latitudes (<47°N) showed negligible differences in OM/Na between seasons, but high latitudes (>47°N) showed a maximum in Autumn, with a median value that exceeded the medians of the other seasons by more than one standard deviation. The lack of change at lower latitudes in the North Atlantic is consistent with the smaller seasonal changes in sea surface temperatures and Chl a at these latitudes. The seasonal difference for high latitudes provides some caution against combining both high and low latitude regions, as this may hide the more northerly seasonal dependence. Regardless, a longer latitude-constrained time series would be needed to unravel such process-based regional differences in this dynamic area of the North Atlantic Ocean.
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JNPP
SNPPuLD

lg
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bop
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mod
Cphtyo

Oopt
Opam

PAR

Description

The North Atlantic Aerosol and Marine Ecosystem Study

Net primary production measured using '*C (mg Cm~=3d~1)
Phytoplankton division rate calculated for the surface mixed layer
(@

Modeled net primary production integrated through the euphotic
zone (g C m=2 d~ 1)

Modeled net primary production integrated through the mixed layer
(mgCm=2d~")

Median mixed layer growth irradiance (moles of photons m=2 hr—1)
Chlorophyll estimated from fluorescence line height (mg C m=2)
Particulate backscatter

Phytoplankton biomass (mg C m—3)

Observed estimates of Cpnyto derived from particulate backscatter
(mg C m=3)

Modeled estimates of Cppyto derived from the photoacclimation
model and Chiacs (mg C m~—3)

Conyto:Chl

c‘;ﬁfm:omACS

Cphyto:Chl modeled using a photoacclimation model (equations (3)
and (5))

Photosynthetically active radiation (moles of photons m=2 hr=7)
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NAAMES 1
11/6/15-12/1/15
“winter transition”

NAAMES 4
03/20/18-4/13/18
“accumulation phase”

NAAMES 2
05/11/16-6/5/16
“climax transition”

NAAMES 3
08/30/17-9/24/17
“equilibrium phase”

Min Max Mean + SD Min Max Mean + SD Min Max Mean + SD Min Max Mean + SD
MLD 7 107 584 33 6 231 110 £ 76 5 264 55 + 85 13 46 33+8
Ky 0.03 0.10 0.05 £+ 0.01 0.04 0.16 0.07 +0.01 0.05 0.28 0.11 +£0.04 0.02 0.09 0.04 +0.02
N:P 1.6 18.6 1204 5.7 4.7 283 97455 52 24.2 16.2+4.8 0.2 24.0 59+49
HPLC Chl 027 1.07 0.43+0.20 0.14 2.50 0.90 +0.55 0.43 5.30 2.32 +1.61 0.10 0.85 0.33+0.24
Chlacs 0.11 1.06 0.38+0.17  0.18 2.52 0.69 £ 0.31 0.28 6.15 152+ 1.11 0.03 0.88 0.32 +£0.27
POC 8.0 302.4 61.5+64.0 237 174.8 722 4324 31.8 534.9 172.6 £105.9 12.2 292.6 726+ 484
Cﬁﬁ@o 3.0 47.9 12.09 +7.88 6.9 56.1 17.97 £6.76 9.6 150.3 39.07 + 19.96 5.8 415 19.67 £ 10.14

MLD, mixed layer depth; Ky, the light attenuation coefficient; N:F, Nitrogen to phosphorus ratio; HPLC Chl, Chlorophyll a measured by HPLC; Chiacs, Optically-derived
estimates of chlorophyll a; POC, Particulate organic carbon; CPPP  Estimates of phytoplankton carbon derived using particulate backscatter (bpp).

phtyo’
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NAAMES 1 NAAMES 4 NAAMES 2 NAAMES 3

11/6/15-12/1/15 03/20/18-4/13/18 05/11/16-6/5/16 08/30/17-9/24/17
“winter transition” “accumulation phase” “climax transition” “equilibrium phase”
Min Max Mean + SD Min Max Mean + SD Min Max Mean + SD Min Max Mean + SD

NPP (4C) 2.13 16.33 8.27 & 4.61 4.90 59.50 29.75 + 18.44 14.82 71.25 40.14 £19.87 5.28 25.24 156.26 + 8.49

i 0.07 0.86 0.41+0.24 0.21 0.87 0.46 4+ 0.26 0.26 0.99 0.77 £ 0.27 0.37 0.88 0.65 +£0.15
JNPP 78 550 248 £ 116 593 1635 984 + 329 1004 2296 1464 + 440 297 945 602 + 192
JNPPyiD 72 425 205 + 96 226 1483 920 + 405 306 1960 1157 + 531 90 805 358 + 248

NPP (14C), discrete estimates of NPP from *C bottle incubations; [u, modeled estimates of depth-integrated u for the surface mixed layer; {NPR modeled estimates
of depth-integrated NPP for the full euphotic zone; [NPPy.p, modeled estimates of depth-integrated NPP for the surface mixed layer.
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Case Molecular weight Density (g/cm?) Number of SMLivalues  DSML « values

(g/mol) carbon
atoms
1. Control case (RuBIsCO) 560,000 16 3,025 120001 053 0.10
2. Molecular weight is decreased by 50% 280,000 16 3025 1.29.+0.01 067 +£007
3. Molecular weight is increased by 50% 840,000 16 3,005 1,20+ 001 0.44%0.10
4. Density is decreased by 50% 560,000 08 3,025 1.29 +0.01 0.38£0.10
5. Density is increased by 50% 560,000 24 3,025 1.29£001 062+ 0,08
6. Number of carbon atoms is decreased by 50% 560,000 16 1,512 1.29+ 001 038 0.10
7. Number of carbon atoms is increased by 50% 560,000 16 45538 1.20 001 062+ 0.08
8. Increased the organic concentration by 10% to 560,000 16 3,025 0.12£0.05 <261 x 10

reflect enrichment from the SML to the aerosol
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Organic assumed Supersaturation (%) NAAMES 3 Station 1 NAAMES 3 Station 6 NAAMES 4 Station 2 NAAMES 4 Station 4

6-Glucose 0.29+0.01 1.29+0.01 1.294+0.01 1.30 +£0.01 1.29+0.01
0.49 £ 0.02 129+ 001 1.29+£0.01 1.30 £0.01 1.30 £0.01
0.75 £ 0.02 1.29+0.01 1.29+0.01 1.30 £0.01 1.30+0.01
1.07 £0.06 130 £0.01 1.20£0.01 131 £0.01 1.31£001
Humic acid 029+ 0.01 129001 1.29+£0.01 130 £0.01 129001
0.49 £ 0.02 129£0.01 1.20 £0.01 1.30 £0.01 1.30 £0.01
0.75 £0.02 129£0.01 1.20£0.01 1.30 £0.01 130 £0.01
1.07 £0.06 1.30+0.01 1.29+0.01 1.31£0.01 1.31+001
RuBisCO 029£0.01 1.28 £0.01 1.28 £0.01 129 £0.01 129+001
0.49 +0.02 1.29+0.01 1.29 +£0.01 1.30 +£0.01 1.30+0.01
0.75 £0.02 129£0.01 1.20£0.01 1.30 £0.01 1.30 £0.01

1.07 £ 0.05 12904+ 0.01 1.29 + 0.01 1.30 + 0.01 1.30 +0.01
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Parameter Green algae

community

Number samples 41
Latitude (°N) 43.5
Tehla (mg m—3) 0.465
Temperature (°C) 16.3
Nitrate (umol L=1) 3.01
Fuco:Tchla 0.110
Perid:Tchla 0.019
HexFuco:Tchla 0.202
MVchlb:Tchla 0.214*
Zea:Tchla 0.060

Diatom
community

64
441
1.39
141
3.38

0.285*
0.026
0.150
0.104
0.017

Cyanobacteria
community

28
39.0*
0.156
22.4*
0.548
0.051*
0.018
0.204
0.051*
0.412*

Haptophyte
community

72
46.3
0.690
14.5
1.55
0.114
0.040
0.348*
0.135
0.068

Dinoflagellate
community

24
481
1.49
8.22*
g:16°
0.209*
oY lhirad
0.123
0.113
0.023

Red values are the highest for a given parameter; blue values are the lowest. Stars indicate that the value is significantly different from all other values for a given parameter.
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Scpas = 2674.0 — 147.125ST + 3.726SST> — 0.038SST>  (8)
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Parameter November March-April May-June August-Sept.
(NAAMES 1) (NAAMES 4) (NAAMES 2) (NAAMES 3)

Number samples 48 70 53 58

Tehla (mg m—2) 0.674 0.716 1. 7 0.383
Temperature (°C) 13.5* 16.6 10.4* e

Nitrate (umol L=1) 3.95 219 6.10 0.938
Fuco:Tchla 0.134 0.196 0.216 0.098
Perid:Tchla 0.037 0.018* 0.068* 0.038
HexFuco:Tchla 0.208 0.226 0.164 0.294*
MVchlb:Tchla D:A7z™ OE177 0.118 0.117
Zea:Tchla 0.054 0.071 0.020 0.206*

Red values are the highest for a given parameter; blue values are the lowest. Stars
indicate that the value is significantly different from all other values for a given
parameter.
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logio Zeu = 1.524 — 0.436¢ — 0.0145¢% +0.0186C°  (5)
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Station  Latitude Longitude  Bin
(°N) (W) (°N)
5 4415 —43.58 44
4 47.44 —38.67 48
3 50.11 —43.88 50
0 54.43 —46.14 54*
2 53.54 —42.25 54*
1 56.34 —46.05 56"

Subregion

Subtropical

Subtropical

Temperate

Subpolar

Subpolar

Subpolar

Date

(yyyy-
mm-dd)

2016-
05-29
2016-
05-25
2016-
06-22
2016-
05-17
2016-
05-20
2016-
05-18

cM PAM
(m) (m)
25 0
20+13 3+4
18+ 8 0
25 0
10 0
18+8 0

10.7

14.8

12.8

13.2

Mixed Mixed ANO3 NCP ADOC
DOC SiO4 (wmol N (mol C (mol C
(wmol C (wmol Si m~2) m~2) m—2)
L-1) L-1)
54.7 6.5 0.81 5.35 0.23
51.8 7.4 0.90 5.92 0.21
52.4 4.7 0.31 2.06 0.29
49.8 8.1 0.13 0.89 017
50.4 A5} 0.22 1.48 017
51.2 8.0 0.01 0.03 0.01

ADOC:

NCP

0.16

ASiOy4
(mol Si
m~2)

0.56

0.63

0.04

0.04

0.06

0.00

ASiO4:
ANO;

0.69

0.70

0.12

0.30

0.27

0.00

CM refers to the chlorophyll maximum and PAM refers to the phytoplankton abundance maximum. Mixed NOz, DOC and SiO4 are estimates of the “mixed” condition reflective of winter / spring deep convection,
estimated by redistributing the early autumn observed profiles to the maximum MLD. Stars (*) indicate latitudinal bins where only late spring data were available. In those cases, mixed conditions were estimated from
the late spring profiles. ANO3, ADOC, and ASiO4 are depth-integrated NOz drawdown, DOC accumulation, and SiO4 drawdown over the surface 100 m from the time of deep convection to the time of observation.
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Station  Latitude Longitude  Bin Subregion Date CM (m) PAM Mixed Mixed Mixed ANO3 NCP ADOC ADOC: DOC ASiO4 ASiOy4:

(°N) °w) (°N) (yyyy- (m) NO3 DOC SiO4 (wmol N (mol C (mol C NCP Export (mol Si ANO;3
mm-dd) (wmoIlN  (wmol C  (wmol Si m~2) m2) m~2) (mol C m~2)
L—1) L—1) L—1) m—2)
1A (0) 42.25 —44.72 42 GS/Sargasso 2017- 75 50 8.5 56.1 3.7 0.80 5.25 1.15 0.22 1518 0.29 0.36
09-04
1 42.39 —42.95 42 GS/Sargasso  2017- 75 50 3.8 54.7 1.7 0.25 .67 0.58 0.35 0.58 {6 3((0) 0.38
09-04
2 43.71 —42.90 44 Subtropical 2017- 50 40 10.1 53.6 5.3 0.71 4.69 0.96 0.21 0.96 0.39 0.55
09-05
15 44.37 —43.37 44 Subtropical 2017- 38+ 13 0 13.1 55.9 7.8 0.94 6.17 1.04 017 1.04 0.57 0.61
09-06
3 47.01 —40.11 47 Subtropical 2017- 34418 16+8 4.7 54.3 21 0.20 1.29 0.34 0.26 0.34 0.08 0.43
09-08
3.5 48.05 —-39.25 48 Subtropical 2017- 25 25 13.9 51.3 7.4 1.02 6.70 1.04 0.15 1.04 0.58 0.57
09-09
4 48.64 —-39.13 49 Subtropical 2017- 39+13 16+8 13.1 51.6 8.3 0.93 6.15 0.93 0.15 0.93 0.66 0.70
09-10
4.5 50.14 —39.26 50 Temperate 2017- 25 o} 10.7 52.4 4.7 0.61 4.05 0.76 0.19 0.76 0.29 0.48
09-11
5 51.68 —39.51 52 Temperate 2017- 50 10 124 56.0 75 0.86 5.70 0.83 0.15 0.83 0.54 0.63
09-12
55 52.65 —39.61 53 Subpolar 2017- 25 10+9 13.0 54.4 73 0.42 2.79 0.45 0.16 0.45 0.24 0.58
09-13
6 53.36 —39.55 53 Subpolar 2017- 18+7 10+9 12.7 52.7 6.7 0.42 2.76 0.39 0.14 0.39 0.24 0.59
09-14

Mixed NO3z, DOC and SiO4 are estimates of the “mixed” condition reflective of winter / spring deep convection, estimated by redistributing the early autumn observed profiles to the maximum MLD. ANOs, ADOC, and
ASiO4 are depth-integrated NO3 drawdown, DOC accumulation, and SiO4 drawdown over the surface 100 m from the time of deep convection to the time of observation. DOC Export refers to DOC export out of the
surface 100 m, calculated as the difference in the integrated DOC stocks (100 m to the maximum MLD for each station) between the mixed and the early autumn stratified condition.
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Latitudinal Bin ARGO profiles November-April Argo Profiles ZMax MLD Latitude of Zyox pip Longitude of Zy;.x mip Time of Z,.x mLD

(°N) n n (m) (°N) (°w) (Month-Year)
39 52 52 294 39.2 —40.3 April-2018
40 17 17 484 39.9 —421 March-2018
41 49 26 478 41.2 —41.5 March-2018
42 114 61 418 41.6 —411 February-2018
42 114 61 418 42.2 —42.2 April-2018
43 66 51 416 42.9 —43.9 April-2018
44 178 89 368 44.4 —43.7 February-2018
45 113 49 404 451 —43.0 February-2018
46 78 37 416 45.9 —38.8 February-2016
47 132 9 336 47.2 —39.1 March-2018
48 90 27 508 48.0 —38.8 March-2018
49 92 46 448 48.8 —41.7 February-2017
50 181 159 406 50.4 —40.9 March-2017
51 177 165 386 50.9 —40.5 February-2018
52 348 274 330 51.6 —44.0 February-2018
53 375 223 231 584 —40.1 March-2016
54 219 158 2238 541 —44.1 December-2015
55 39 32 241 54.8 —45.9 January-2016
56 54 11 110 55.6 —44.3 November-2015

57 56 5 284 56.7 —46.7 February-2018
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Month (cruise) Regional North Atlantic flux (Mmol S day‘1)
(% difference with L11)

L11 G18 Neural network
November (NAAMES1) 57.0 24.3 (—=57%) 46.2 (—19%)
March (NAAMES4) 515 56.2 (+9%) 65.0 (+26%)
May (NAAMES?2) 90.8 80.9 (—11%) 49.4 (—46%)
September (NAAMES3)  61.4 43.6 (—29%) 50.0 (—19%)

For simplicity, the flux calculation uses the mean wind speed measured during each
cruise (NAAMEST = 9.8 m s=1; NAAMES2 =82 m s~! NAAMES3 =76 ms™1;
NAAMES4 = 10.7 m s~ ). Percentages in brackets indicate the relative difference
between L11 and the climatologies generated with the G18 and neural network
models.
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Cruise Station Date Latitude Longitude Province SST Chl Z;¢ C-OPS IOP CTD
Casts Casts Casts

NAAMES 1 winter transition S1 12-November-2015 51.0 —43.6 Temperate  13.4 0.29 7 1 1 1
S2 13-November-2015 541 —40.2 Subpolar 5.7 0.50 57 il 1 1

S3 16-November-2015 51.1 —40.1 Temperate 7.4 1.09 - - 1 1

S4 18-November-2015 46.2 —-37.9 Subtropical 156.6  0.34 70 | 1 1

S5 20-November-2015 43.8 —-37.5 Subtropical 16.4  0.34 67 1 1 1
S5b 20-November-2015 43.6 —38.4 Subtropical  16.9 - - - - -

S6 21-November-2015 43.2 —40.2 Subtropical  17.3  0.42 - 1 1 2

S7 24-November-2015 40.6 —40.5 Subtropical  18.7  0.40 62 1 1 2

NAAMES 2 climax transition SO 17-May-2016 54.4 —46.2 Subpolar 46 1.22 - - 1 1
S 18-May-2016 56.3 —46.0 Subpolar 42 1.78 38 1 2 2

S2 19-May-2016 53.5 —42.2 Subpolar 6.2 3.10 27 1 2 1

S3 21-May-2016 50.1 —43.9 Temperate 9.0 347 - - 1 1

S4d1 24-May-2016 47.7 —39.2 Subtropical  15.4  0.39 69 1 2 1

S4d2 25-May-2016 47.6 —38.9 Subtropical  15.4  0.52 64 1 2 1

S4d3 26-May-2016 47.4 —-38.7 Subtropical  15.6  0.73 69 1 2 1

S4d4 27-May-2016 47.3 —38.3 Subtropical  15.6  1.28 45 1 2 1

S5 28-May-2016 445 —43.3 Subtropical  15.4  0.98 37 1 2 1

NAAMES 3 declining phase Sla 04-September-2017 422 —44.7 Sargasso 234 0417 2 - - 1
S1 04-September-2017 42.4 —42.9 Sargasso 223 0.09 71 il 3 1

S1.5 05-September-2017 43.7 —42.9 Subtropical  17.3  0.15 52 | 1 1

S2 05-September-2017 44.4 —43.3 Subtropical  18.4  0.13 57 1 4 2

S3 08-September-2017 47.0 —40.1 Subtropical  19.6  0.13 64 1 3 2

S3.5 09-September-2017 48.0 —-39.2 Subtropical  16.4 - - - - -

S4 09-September-2017 48.6 —39.1 Subtropical  16.8  0.21 50 1 5 2

S4.5 11-September-2017 50.2 —39.3 Temperate  15.8 - 48 1 1 -

S5 12-September-2017 51.7 —39.6 Temperate  14.3  0.40 38 1 4 2

855 13-September-2017 82.7 —39.6 Subpolar 12.2 = = = - -

S6d1 13-September-2017 53.3 —39.5 Subpolar 1.5 0.79 - - 4 1

S6d2 14-September-2017 53.3 —39.5 Subpolar 11.4 0.93 - - 4 2

S6d3 15-September-2017 53.4 —39.5 Subpolar 1.3 072 40 1 4 2

S6d4 16-September-2017 53.4 —39.6 Subpolar 114 0.82 38 1 4 2

S6d5 17-September-2017 53.4 —39.6 Subpolar 11.6 0.86 37 | 4 2

NAAMES 4 accumulation phase S1 26-March-2018 394 —43.5 Sargasso 18.8 0.57 - - 2 2
S2 28-March-2018 39.3 —41.2 Sargasso 17.7  0.99 56 1 2 2

S2.1 29-March-2018 421 —42.2 Sargasso 18.8 - - = = .

S3 30-March-2018 435 —42.2 Subtropical  18.6  0.46 - - 1 1

S4 31-March-2018 445 —38.3 Subtropical 142  0.53 - - 1 1
S2RD* 03-April-2018 40.0 —-39.9 Subtropical 179  0.45 46 1 1 5*

S2RF* 04-April-2018 39.2 —40.1 Subtropical  18.1  0.51 57 1 3 3*

*Starred stations in NAAMES 4 indicate where discrete water samples were taken from the flow-through system instead of the CTD Rosette.
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Station Latitudinal MLD.(m) Euphotic Temperature Chla (mg NPP (umolC BP (umol C BP:NPP (%) BCD (wmol BCD:NPP

Bin (°N) Zone Depth ) m=3) I~1d-1) I~1d-1) cI-'d™") (%)
(m)

Early Spring (April 2018): “Accumulation Phase”

1 39 80 106 18.3 0.67 0.60 0.03 5 0.11 19

2 39 59+ 7 98 170+£0.01 0.73+0.26 1.31 0.08 £ 0.001 6 0.30 £ 0.006 23

B 44 214 120 18.2 0.64 0.41 0.02 6 0.09 21

4 44 129 126 18.1 0.57 0.56 0.02 3 0.06 11

Overall (mean, SD) 121+69 1183+13 16.7 £ 2.1 0.67 £0.15 0.84 £ 0.43 0.05 +£0.08 b1 0.17 £0.12 19+5

Late Spring (May 2016): “Climax Transition”

5 44 34 91 15.8 1.07 0.99 0.13 13 0.50 50

4 48 73+104 116+22 165+0.03 0.85+0.30 0.82+0.16 0.04 +0.02 Bk 0.17 +£0.08 20+ 6

3 50 9 52 8.7 5.74 3.34 0.12 4 0.45 14

0 54 13 87 3.9 0.95 1.47 0.06 4 0.23 16

2 54 23 54 5.8 3.31 2.86 0.16 5 0.60 21

1 56 34 72 3.9 1.49 1.36 0.10 7 0.38 28

Overall (mean, SD) 31428 79+24 122454 154 +1.52 1.32+0.88 0.07 £0.04 648 0.28+0.17 22 +£10

Early Autumn (September 2017): “Depletion Phase”

1 42 38 244 18.0 0.18 0.11 0.03 23 0.10 87

2 44 38 207 8.0 0.21 0.23 0.03 14 0.12 55

3 47 17 200 16.6 0.13 0.18 0.02 8 0.06 32

4 49 40 188 104 0.17 0.19 0.02 11 0.08 4

5 52 17 157 8.7 0.39 0.42 0.03 6 0.10 24

6 53 35+2 103 +6 7.3+£0.6 1.38 £0.37 0.66 + 0.08 0.03 & 0.01 4 +1 0.11 £0.03 1745

Overall (mean, SD) 30 + 11 183 + 48 9.6 £4.0 0.85 + 0.67 0.46 + 0.24 0.03 & 0.01 8+6 0.10+0.08 31 +£23

Early Winter (November - December 2015): “Winter Transition”

7 40 27 98 18.3 0.57 0.25 0.04 15 0.15 58

6 43 7 103 17.1 0.49 0.19 0.03 17 0.13 67

5 44 79 103 16.2 0.48 0.17 0.03 20 0.13 75

4 46 101 126 15.5 0.45 0.17 0.03 16 0.11 62

B 51 64 59 7.2 1.41 0.11 0.03 25 0.11 96

2 54 95 104 5.5 0.87 0.18 0.03 16 0.11 61

Overall (mean, SD) 62 + 38 98 + 22 1883+55 0.71+0.38 0.179+0.045 0.03+ 0.004 18+4 0.12 £ 0.02 70 +£14

Station: where experiments were conducted; Latitudinal Bin: stations were binned to the nearest degree based on latitudinal coordinates; MLD: mixed layer depth;
Euphotic Zone Depth: 1% light level; Temperature: CTD-recorded temperature integrated and normalized to the depth of the euphotic zone; Chl a: chlorophyll a estimated
from CTD fluorescence, integrated and normalized to the depth of the euphotic zone; NPP: net primary production integrated and normalized to the depth of the euphotic
zone; BP: net bacterioplankton production integrated and normalized to the depth of the euphotic zone; BP:NPP: the ratio of BP to NPP; BCD: bacterioplankton carbon
demand or gross bacterioplankton production integrated and normalized to the depth of the euphotic zone. BCD:NPP: the ratio of BCD to NPP. Data represent means of
estimates from multiple profiles with error representing standard deviations.
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Station Latitudinal Longitudinal Max Annual To To Tstationary  Tend To BOC Tstationary ABOC  Tstationary Short-term  BGE  Short-term Short-term Tend Long-term Long-term Long-term Persistent %

bin bin MLD Doc DoC DOCss (days) (days) (umolC  BOC (wmol DoC ADOC %ADOC  ADOC DOCg, ADOC  %ADOC  ADOC DOCg, Persistent
(°N) (°w) (m) minimum  (wmol (wmol i-1) (wmol cIr) (wmol (nmol (vmol removalrate (umol (wmol C (wmol removal (wmol DOCss
(wmol  CI”)  cI) cr) cr)y cr) cr')y  (umol cr) I=1) Ci=1) rate cr
CiYy cr? (wmol
a1 cl-d)

Early Spring (April 2018): “Accumulation Phase”
1 39 —44 294 56.5 60.3 £ 0.6 4.8 8 84 0.1 11+00 10+00 569+09 34+02030+001 71+5 04+00 656+02 47+08 99+ 18 0.06 +0.01 0 0
2 39 —41 294 55.5 58.3 £ 0.1 2.8 6 83 0.2 08+01 06+01 57.6+03 NR NR NR NR 564+0.1 31+00 111+£0 0.04+00 0 0
2RD 39 —40 294 55.5 59.5 £ 0.1 4.0 7 97 0.2 17+01 15+04 57.0+05 NR NR NR NR 568+ 06 38+08 95+20 0.04+0.01 0 0
2RF 39 —40 294 55.5 58.5+ 0.0 2.4 7 96 0.1 1.2+00 1.1 +£0.0 56.7+03 NR NR NR NR 545+ 0.1 4.0 167 0.04 0 0
3 44 —42 368 55.9 58.2+0.3 23 9 82 0.1 07+01 06+01 57.7+05 NR NR NR NR 563+03 31+06 132+28 0.04+0.01 0 0
4 44 -38 368 55.9 56.7 £ 0.3 0.8 9 100 0.1 06+01 05+01 53.9+06 2.8 0.21 350 03+0.1 641+07 23 288 0.02 0 0

Overall (mean, SD) 319+ 38 556+02586+1.2 29+1.4 - - 0.1+0.05 1.0+04 09+04 566+14 32+04 027 £0.05211 £197 04+01 551+07 36+09 149+73 0.04+0.01 0 0
Late Spring (May 2016): “Climax Transition”
5 44 —43 368 55.9 65.7 £ 0.5 9.8 6 104 0.5 11+01 06+0.1 63.1+08 26+0.3 0.21 27+7 04+01 61711 40+11 41+11 004+0.01 58+1.1 59+ 11
4 48 -39 508 51.3 547 +£1.1 3.4 ¥ 8 0.2 07+00 05+00 52.6+0.0 2.1 0.24 62 0.3 534 +08 NR NR NR NR NR
3 50 —44 406 52.4 60.3 7.9 10 13, 110 0.4 ND ND 578+06 25+06 NR 32 0.3+0.1 673+06 3.0 38 0.03 4.9 62
2 54 —42 223 50.4 57.3+0.4 6.9 8 14 0.5 156+00 1.0+0.0 56.5+0.1 NR NR NR NR 55.0 £ 0.1 2.6 38 0:2 4.3 62
1 56 —46 110 51.2 545+1.0 3.3 8 17 0.4 10+01 06+0.1 519+05 26+05 022+002 77+15 03+01 512+06 33+02 98+6 0.20+0.01 0 0
Overall (mean, SD) 323+ 15752.0+ 2.1 585+ 4.7 6.3+2.9 - - 04+01 11+03 06+02 56.3+4.6 25+04 022+001 50+24 03+01 557+40 33=+07 59+31 01+009 38+26 46+ 31
Early autumn (September 2017): “Depletion Phase”
1 42 —43 418 556.4 66.8 +£ 0.2 1.4 7 69 0.2 21+04 19+04 625+01 43+0.1045+0.11 37+1 06+00 622+07 48+12 42+11 007+0.02 66+12 58+11
2 44 —43 368 55.9 743+0.7 18.4 7 68 0.5 25+01 20+00 73.7+0.6 NR NR NR NR 689+12 58+08 32+5 0.09+0.01 126+08 68+5
3 47 —40 336 54.2 68.8 £ 0.8 146 5 66 0.7 16+04 09+04 66.1+£19 2.7 0.22 18 0.5 640+02 45+13 31+10 0.07+0.02 101+£13 69+10
4 49 -39 448 51.6 66.1 £ 0.4 14.5 iz 64 0.6 10+£01 04+0.1 648+04 NR NR NR NR 629+02 38+07 26+5 0.06+0.01 10.7+0.7 73+56
5 52 —40 330 56.0 68.8 +£ 0.6 12.8 ¥ 62 1.4 1.4+02 01+02 68.0+0.2 NR NR NR NR 65.0+04 53+1.1 41+8 008+002 76+11 59+8
6 53 —40 231 52.7 60.5 +0.3 7.8 8 59 1.1 16+03 05+03 579+0.1 26+02 020+£009 33+3 0.3+00 666+1.0 650+1.1 64+15 008+0.02 28+11 35+15
Overall (mean, SD) 355+76 542+ 1.8 67.9+4.5 13.3+3.6 - - 08+04 17+05 1.0+08 655+53 32+09 030+015 29+10 04+01 632+4.0 48+10 40+15 0.08+0.02 84+35 60+14

Station: where experiments were conducted; Latitudinal bin: stations were binned to the nearest degree based on latitudinal coordinates; Longitudinal bin: binned to the nearest degree; Max MLD: maximum mixed
layer depth identified from ARGO profiling data between 2014 and 2018 for each latitudinal bin, detailed in Baetge et al. (2020); Annual DOC minimum: DOC concentration corresponding to the maximal deep winter
mixing, which was determined for each station as detailed in Baetge et al. (2020); DOCgsa: Seasonally accumulated DOC, magnitude of DOC that accumulated in excess of annual DOC minimum; To DOC: initial DOC
concentration in the DOC remineralization experiments; DOCsa: seasonally accumulated DOC, calculated as To DOC minus the corresponding annual DOC minimum; Tstationary: Stationary growth phase timepoint where
BOC and DOC(*) samples were collected; Teng: termination of experiments; To BOC: BOC at To, Tstationary BOC: BOC at Tstationary; ABOC: change in BOC from Tg t0 Tstationary; Tstationary DOC: DOC at Tstationary;
Short-term ADOC: change in DOC from Tg to Tstationary €qual to bioavailable DOC, expressed as concentration, %DOCsp, and removal rate; Teng DOC: DOC at Tgng; Long-term ADOC: change in DOC from Tq to
Teng €qual to bioavailable DOC, expressed as concentration, %DOCgpa, and removal rate; Persistent DOCgp: the fraction of DOCga remaining at Tgng, that is, DOCga,; Long-term ADOC, expressed as concentration
and %DOCsa. Data represent means of replicated experiments with error representing standard deviations. NR = Not Resolvable due to DOC or TOC removal not meeting criteria of > 2 wmol C I=; ND = No Data.
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Light Growth (g, d=1) Grazing (g, d~ ) Viral lysis (v, d=1)

Chla Syn Pico Nano Chla Syn Pico Nano Chla Syn Pico Nano
Day 1
Dark  0.20(0.19) 0.07 (0.04) 0.04 (0.01) n/a 0.00 n/d 0.00 n/a 0.34 (0.09) 0.00 0.00 n/a
13%  0.73(0.14) 0.93(0.04) 0.64(0.01) n/a 0.00 n/d 0.00 n/a 0.00 n/d 0.00 n/a
33%  0.77(0.13) 1.20(0.02) 0.80(0.03) n/a 0.00 n/d 0.00 n/a 0.00 n/d 0.00 n/a
39%  0.68(0.20) 1.10(0.11) 0.71(0.04) n/a 0.00 0.00 0.00 n/a 0.00 0.00 0.00 n/a
100% 0.40(0.07) 0.07 (0.04) 0.75(0.03) n/a 0.00 0.00 0.22 (0.02) n/a n/d 0.00 n/d n/a
Day 2
59% 1.04 (0.15) 0.81(0.01) 0.66 (0.02) n/a 0.44 (0.08) n/d 0.00 n/a n/d 0.00 n/d n/a
Day 3
Dark  0.28(0.23) 0.43(0.08) —0.02 (0.04) —0.09 (0.12) 0.32(0.12) 0.00 0.00 0.00 0.00 0.54 (0.06) 0.00 0.00
16% 1.02(0.19) 0.56 (0.03) 0.76(0.07) 1.40(0.05) 0.31(0.13) 0.39(0.03) 0.20(0.05) 0.43(0.04) 0.00 0.00 0.00 0.00
47% 1.17(0.15) 0.62 (0.05) 1.00(0.01) 1.50(0.03) 0.26(0.08) 0.60 (0.04) 0.16(0.004) 0.45(0.02) 0.00 0.00 n/d 0.00
56% 1.31(0.12) 0.77 (0.06) 1.08(0.03) 2.00(0.12) 0.30(0.09) 0.59 (0.04) 0.22(0.02) 0.62(0.06) 0.00 0.00 n/d  0.58(0.12)
100% 1.14(0.10) 0.78(0.03) 1.03(0.02) 1.40(0.12) 0.00 0.34 (0.01)  0.07 (0.01) 0.63(0.07) 0.00 0.15(0.03) n/d 0.00

Rates were estimated based on changes in chlorophyll a (Chla) and based on changes in the abundance of specific phytoplankton groups as determined by flow cytometry
(Syn, Synechococcus; Pico, pico-eukaryotes, Nano, nanoeukaryotes). Rates for nanoeukaryotes on day 1 and day 2 are not reported (n/a) due to their low abundance.
n/d, undetectable. Rates are given +1 SD of the mean of duplicate experiments. Light represents the light intensity achieved in screened incubations and is given as a
relative fraction of light in the unscreened incubation (100%).
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Station Depth (m)

5
25
75
150

25
75
2 150
2.1 25
2.1 100
2.1 300
2.1 1,000
1 2,600
3 5
25
75
150
300
5
25
75
150
300

EalE I T L

B1

19.85 +£1.91
31.00 + 1.70
42.30 +2.55
22.30 +3.82
16.50 + 0.57
20.15+1.63
81.95 +3.76
24350 + 2.12
1315021
363.00 + 141.42
20.30 4 1.56
10.95 £ 0.21
7.35+£0.29
68.85 + 16.48
1.70£1.13
11.46 £0.35
836 +1.19
9.64 £0.13
13.40 = 1.27
13.16 £ 0.35
12,256 +£0.64
19.16 £0.35
14.00 £ 0.57

HMP

0.11£0.02
021£0.01
0.60 £ 0.02
0.13£0.00
0.41£0.06
024 £0.05
1.00 £0.39
3.45+0.28
0.14£001
2.45+0.66
0.46 + 0.09
023+£0.03
0.10£0.01
028 £0.08
020+ 0.02
0.19£0.03
0.21+0.08
0.24 £0.03
0.18 £0.07
0.13+0.00
029 £0.00
0.15+0.01
0.36 £0.03

AmMP

544 £1.92
6.64 £3.20
1855+ 11.24
623 £2.62
12.40 + 4.38
5.08 £2.61
29.90 £9.33
11350 £ 9.19
415+ 1.63
61.60 + 3.96
1815 +£2.19
6.16 £ 1.70
6.31 £2.04
6.79 £ 0.54
6.51+1.36
5.90 £ 4.62
418 +£3.49
4.40 £2.90
1.76 £2.22
439 +4.56
8.50 £0.53
11.75 £ 1.48
10.00 + 8.06

HET

0.03+0.01
0.13£0.01
154 157
0.04 £0.02
1.02 £ 0.06
028+0.17
3234024
30.80 + 0.42
0.04 £0.01
0.27 £0.38
1.96 +0.26
0.37 £0.29
0.16 £0.12
0.04 £0.04
0.66 +0.03
0.20 £ 0.06
0.66 +0.09
0.94 +£0.24
0.15 £ 0.10
0.09 £+ 0.00
0.48 £0.03
0.07 £0.06
0.80 £0.13

cHET

9.67 £3.16
26.20 & 2.40
29.70 £ 1.27
5.03+1.08
9.64 +£0.38
18.05 = 2.19
145,00 + 1.41
187.50 £ 0.71
5.70 £ 0.49
56.45 + 34.01
6.78 % 4.00
587 £0.74
7.89+0861
32.50 + 14.85
9.45 £ 059
10.50 £ 0.71
3.76 + 0.34
7.90 +0.53
1276 £ 1.77
7.63+091
5.91+0.03
736+ 1.70
7.41 1,00

Values and errors are means and standard deviations of three technical replicates per sample.
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Compound

13C-Thiamin, Intemal Standard

Thiamin

HMP, 4-armino-5-hydroxymethyl-2-methylpyrimidine

AmMP, 4-amino-5-aminomethyl-2-methylpyrimidine

HET, 4-Methyl-5-Thiazoleethanol

GHET, 5-(2-Hycroxyethyl)-4-Methyl-1,3-Thiazole-2-Carboxyiic Acid

L.O.D.

149
1.99
6.38
126
6.57
126

RT.

26
26
4.5
25
6.1
8.7

Parent

m/z

269.2
265.2
140.2
139.1
144.0
188.0

m/z

122.3
144.0
1222
81.0
113.0
1706

Product

C.E.

20
20
15
20
30
20

D.P

g
25
20
40
40
30

m/z

1482
1130
81.1

1221
126.1
162.4

Product

C.E.

D.P

40
25
20
40
40
30

m/z

81.0
81.0
54.0
54.1
1121
12,4

Product

C.E.

40
50
50
50
52
30

D.P

40
25
20
40
120
30

Limit of detection (L.0.D.), nM s calculated as three times the standard deviation of the lowest standard used in analysis. Environmental values are reported in the pM range while these values are in the M range due to the six order of
magnitude concentration factor produced by the SPE procedure. Column retention time (R.T.) is presented in minutes. Mass to charge ratios (m/z) are provided for each parent-product pair. The collision energy (C.E.) and declustering

potential (D.P) are provided for each production.





OPS/images/fmars-07-606342/fmars-07-606342-g005.gif





OPS/images/fmars-07-606342/fmars-07-606342-g004.gif





OPS/images/fmars-06-00122/fmars-06-00122-g016.gif





OPS/images/fmars-07-606342/fmars-07-606342-g003.gif





OPS/images/fmars-06-00122/fmars-06-00122-g017.gif





OPS/images/fmars-07-606342/fmars-07-606342-g002.gif





OPS/images/fmars-07-606342/fmars-07-606342-g001.gif
DRENy o

100 gamol c)






OPS/images/fmars-07-606342/crossmark.jpg
©

2

i

|





OPS/images/fmars-06-00122/fmars-06-00122-g012.gif





OPS/images/fmars-07-596225/fmars-07-596225-g002.gif
Nbwizr

o 676)

Conteuion






OPS/images/fmars-06-00122/fmars-06-00122-g013.gif





OPS/images/fmars-07-596225/fmars-07-596225-g001.gif





OPS/images/fmars-06-00122/fmars-06-00122-g014.gif
® Forey

GO i W 7 G2t To 4t < ST 006 1z to_do %6 12
i i it Pafin e
UTC Date and Hour of Day UTC Date and Hour of Day





OPS/images/fmars-06-00122/fmars-06-00122-g015.gif
NAAMES &

s

sotes ooy em)

] nofights

Gl e





OPS/images/fmars-06-00122/fmars-06-00122-g008.gif
e





OPS/images/fmars-06-00122/fmars-06-00122-g009.gif





OPS/images/fmars-06-00122/fmars-06-00122-g010.gif





OPS/images/fmars-06-00122/fmars-06-00122-g011.gif





OPS/images/fmars-07-611870/fmars-07-611870-t001.jpg
VvOoC Linear regression for predicting LOD at 15°C (ppbv)
background concentrations

Acetaldehyde [Ald] =0.0890 x T + 0.436 1.8
(r? = 0.35, p = 0.005)

Acetone [Ace] =0.297 x T-2.75 1
(r® = 0.50, p < 0.001)

Acetonitrile [MeCN] = 0.00937 x T -0.0276 0.11
(2 =0.72, p < 0.001)

Dimethylsulfide [DMS] = 0.0477 x T-0.0762 0.64
(r? = 0.36, p = 0.005)

Isoprene [Ilsop] =0.0542 x T + 0.235 1.0
(2 =0.24, p = 0.03)

Methanethiol [MeSH] =0.0109 x T —0.0291 0.13
(r? =0.79, p < 0.001)

Methanol [MeOH] = 0.246 x T + 3.20 6.9

(r? = 0.34, p = 0.007)

Regressions are based on the average target VOC concentrations in the headspace
evolved from autoclaved and bubbled ASW incubated under ambient surface
seawater temperatures during the March 2018 field campaign. In the regres-
sion equations, T is the surface seawater temperature in °C. These concen-
trations essentially represent the experimental limits of detection (LOD) for our
system. For samples where >50% of the natural seawater concentrations fell
below these background ASW concentrations, the resulting net production rate
was not determined.
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Station DOY Latitude Longitude Day MLD N2 (s72) Stratification  Zg, Sample % Irr  Temperature  Salinity Chl a autofluo- Total Nutrients (M)

No. (°N) (°E) length (m) (m) depth “C) rescence Phytoplankton
(h) (m) mgL™") (x10*mL-1) POs NO3 NH; Silicate
1 97 28.7 —75.6 2:2 19 2.5 x107° Weakly 102 78 0.9 21.9 36.8 0.24 9.58 0.05 0.53 0.29 0.76
stratified
2 98 30.7 —74.0 2.2 32 2.9 x107° Weakly 93 75 4.5 22.2 36.8 0.29 7.34 0.02 0.40 0.09 0.72
stratified
3 100 32.9 —69.8 2.3 23 1.0 x 107° Non-stratified 58 15 25.0 19.7 36.7 0.24 4.78 0.04 0.09 0.1 0.71
4 102 35.9 —62.8 2.4 76 23 x 1078 Non-stratified 64 15 28.6 19.6 36.7 0.21 2.91 0.09 0.96 0.44 0.80
5 104 38.8 —56.3 2.5 245 —2.0x 10=7  Non-stratified 56 15 20.0 19.0 36.6 0.29 1.96 0.07 5.38 0.17 0.95
8 108 44.0 —4341 2.9 50 1.7 x 105 Non-stratified 37 15 20.0 9.9 34.6 0.85 1.59 0.33 266 0.28 2.25
10 110 46.9 —34.3 31 205 —3.5x 1078  Non-stratified 52 15 15.0 12.5 35.7 0.34 3.00 0.52 8.33 0.12 3.50
12 112 49.7 —24.9 3.3 69 2.6 x 1076 Non-stratified 37 15 20.0 10.6 35.3 0.78 4.07 0.65 10.76 0.08 4.37
14 118 49.9 —24.2 3.4 78 2.4 x 10-6 Non-stratified 39 15 15.0 111 35.4 0.72 4.86 0.62 10.61 0.09 4.1

Euphotic zone depth (Zey) defined as the depth at which light is 1% of its surface value and calculated according to Morel et al. (2007). Light levels for incubations (i.e., %lrr) is the percentage of PAR transmitted through
the neutral density screening applied to a given incubation bottle (measured in incubator after neutral density screening) relative to PAR just below the surface (measured in situ). %Irr was targeted to match ambient light
conditions at sample depth.
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Chli anw(443) by, (443) acpm(443) acpm Slope by, Slope

Model OC4v6 océ GSM QAA L&S QAA GSM L&S QAA GSM QAA QAA L&S
N 37 37 37 22 22 31 31 31 25 25 25 31 31
R? 0.732 0.653 0.853 0.854 0.858 0.915 0.940 0.941 0.487 0.517 0.157 0.010 0.101
Slope 0.724 0.671 1.002 0.712 0.837 0.638 0.814 0.791 0.719 0.665 —0.047 -0.082 -0.918
Intercept  —-0.155  -0.182  -0.107 -0.300 -0.185  —0.831 -0.504 -0433 -0418 -0.589 0.017 1.603 0.784
Bias -0.158  -0.185  —0.232 0.146 0.025 0.430 0.096 0.376 0.086  —0.311 —0.879 2025 -0.317
MAE 0.342 0.377 0.303 0.210 0.171 0.430 0.180 0.376 0.439 0.456 1.238 2.025 1.799
RMSE 0.393 0.448 0.364 0.280 0.235 0.519 0.292 0.452 0.536 0.552 1.747 2.216 2,124
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vocC Longitudinal correlations Latitudinal correlations

November March September May September
rs p rs P rs P rs p rs p
Acetaldehyde -0.20 0.9 0.60 0.4 -0.38 03 0.49 0.02 0.56 <0.001
Acetone — — - — — — 0.78 <0.001 —-0.23 0.4
Acetonitrile 0.20 0.5 —0.21 0.6 —0.55 0.03 0.85 <0.001 0.28 0.04
Dimethylsulfide - - 0.91 <0.001 0.52 0.2 0.53 0.006 0.38 0.03
Isoprene —0.40 0.8 0.82 0.04 — — 0.86 <0.001 -0.13 0.7
Methanethiol 0.40 0.2 0.83 <0.001 0.71 0.003 0.11 0.7 0.80 <0.001
Methanol 0.08 0.9 — — -0.42 0.1 0.73 <0.001 0.45 <0.001

Outcomes are only displayed for selected field campaigns due to the lack of latitudinal/longitudinal variability and overlap. Significant correlations (o < 0.05) are in bold.
Note that a positive rs indicates that net VOC production rates increase toward the north or toward the east (open ocean).
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Cruise Station Sampling date* Longitude Latitude Subregion Polarity  Core/periphery Retention Retentive
surface (km2)**
N1 st 12-Nov-15 43624 51046 Temperate anticyclone  periphery weak 5640
s2 13-Nov-15 -40.170 54075  Subpolar N/A N/A N/A NA
s3 16-Nov-15 —40076  51.184  Temperate cyclone periphery strong 4421
sS4 18-Nov-15 —37.872 46205 Subtropical anticyclone  periphery weak 10761
5 20-Nov-15 —37.510 43825  Subtropical N/A N/A N/A NA
S5 20-Nov-15 —38.417 43642  Subtropical N/A N/A NA NA
s6 21-Nov-15 —40243 43221  Subtropical anticyclone  periphery strong 4070

N2 S0 17-May-16 —46.153 54.445  Subpolar N/A N/A NA NA
s2 19-May-16 —42227 53528  Subpolar anticyclone  periphery weak 6041
s3 21-May-16 —43903 50091  Temperate anticyclone _ periphery strong 4262
S5 28-May-16 —43298  44.471  Subtropical cyclone periphery weak 5061

N3 Sta 4-Sep-17 —44.733 42.245  Gulf Stream and Sargasso Sea  N/A N/A NA NA
S1.5  5Sep-17 42.929 43712 Subtropical N/A N/A N/A NA
S35  9-Sep-17 —39.240 48044  Subtropical N/A N/A NA NA
s4 9-Sep-17 —80.120 48638  Subtropical cyclone periphery strong 12200
S45  11-Sep-17 -39.264  50.153 Temperate N/A N/A NA NA
S5 12-Sep-17 —39.574 51.718  Temperate N/A NA NA NA
$55  13-Sep-17 ~39.601  52.653  Subpolar N/A N/A NA NA
s6 13-Sep-17 -39542  53.376  Subpolar N/A N/A NA NA

N4 st 26-Mar-18 -43.455  39.405  Gulf Stream and Sargasso Sea  N/A N/A NA NA
s2 28-Mar-18 -41211 39279  Gulf Stream and Sargasso Sea  N/A NA NA A
S25  20Mar18 —42.187  42.115  Gulf Stream and Sargasso Sea  N/A N/A NA NA
s3 30-Mar-18 —42.167  43.493  Subtropical N/A N/A NA NA
s4 31-Mar-18 -38293  44.472  Subtropical N/A N/A NA NA
SE4  2-Apri8 —40343 43015  Subtropical cyclone periphery weak 5230
S2RD  3-Apr-18 -39.898  40.009  Subtropical N/A N/A NA NA
SoRF 4-Apr-18 -40086  39.195  Subtropical N/A N/A NA NA

Red lines refer to anticyclonic eddies, blue lines to cyclonic eddies and the yellow line refers to the mode-water eddy sampled cluring NAAMES3. Solid red and blue refer to ey cores
and light red and blue refer to eddy peripheriss. () The dates refer to the arrival on station. () Retentive surfaces correspond to the largest closed surtace around an eddy presenting
a retention higher than 4 days.
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NAAMES  Research flight

campaign number
1 1
1 2
1 3
1 4
1 5
2 1
2 2
2 3
2 4
2 5
2 6
2 7
2 8
2 9
3 1
3 2
3 3
3 4
3 5
3 6
3 7
3 8

Date

12 Nov 2015

14 Nov 2015

17 Nov 2015

18 Nov 2015

23 Nov 2015

18 May 2016

19 May 2016

20 May 2016

26 May 2016

27 May 2016

28 May 2016

29 May 2016

30 May 2016

01 Jun 2016

04 Sep 2017

06 Sep 2017

08 Sep 2017

09 Sep 2017

12 Sep 2017

16 Sep 2017

17 Sep 2017

19 Sep 2017

Take-off
time (UTC)

10:53

10:20

10:00

11:00

09:55

08:15

10:20

11:20

08:45

12:35

13.00

13:10

13:50

13:20

10:15

09:20

09:24

09:55

15:20

Landing
time (UTC)

20:45

20:00

18:50

20:47

19:16

19:00

19:25

20:05

18:35

22:50

22:05

23:30

24:25

23:40

18:20

20:00

20:06

18:35

24:45

19:44

20:45

19:28

Ship stations
overflown

81,82, 83

S1,82

1, 88, Transit"

51,83, 84

1,52, 53,54, 56
st

80-85, Transit?
52,53

S3,84

*, 80-82

83

*, 81-83

S5

*,83

$1,52,S3

s2

Transitt

$5,56

s6

S6

Description

Aircraft standard pattern at ship location. Overcast
stratus cloud conditions above the ship. High-altitude,
forward survey to Station S2 with open cellular clouds.
2 experiencing cold air outbreak conditions.

Aircraft standard pattern at ship location under cold air
outbreak conditions. Transits to/from the ship overflew
the prior Station S1; however, S1 was overcast.
Forward ocean remote sensing survey with a cloud
module completed at Station S3, which the ship had
departed on the day before. Aircrat overflew the ship
track from S3 to 4.

Aircraft standard pattern at ship location followed by a
high-alttude, backward survey over Stations S1and S3
along a portion of a CALIPSO satelite track

Cloud module at ship location and high-alttude,
backward remote sensing survey over Stations S1-S4.

Aircraft standard pattern at ship location and forward
remote sensing survey along the CALIPSO satelite track.
High-alttude remote sensing survey over Stations S0-S5
with a cloud module at the ship location.

Aircraft standard pattern at ship location with forward
survey from S2 to S3.

Aircratt standard pattern at ship location with a
low-altitude in situ survey from S4 to S3 in the particularly
shallow, foggy boundary layer. The highest DMS
concentrations observed during NAAMES (~1 ppby)
were found just northwest of former ship Station S3.

Survey of the north end of the ship cruise track (Stations
S0-52), including a cloud module and remote sensing
leg along the CALIPSO satelite track.

Aircraft standard patten at prior ship location centered in
the high satellite ocean chlorophyll-a region.

Survey fiight including Stations §1-S3 as well as
high-alttude remote sensing legs near the southwestern
coast of Greenland that targeted ice melt water outflow.

Aircraft standard patter at ship location and northward
high-alttude remote sensing survey toward Station S3
targeting a large swath of cloud-free conditions. Remote
sensing leg along GALIPSO satelite track on return to St.
John's.

High- and low-altitude survey targeting the gradient in
ocean productivity from Station S3 to the southeast
along a cloud-free sice of the atmosphere.

Aircratt standard pattern at ship location and
high-altitude forward remote sensing surveys across
future Stations S2 and S3.

Aircraft standard pattern at ship location with additional
stacked high- and low-allitude legs added further
downwind (to the northeast) of the ship.

Aircraft standard pattern at ship location with an
additional cloud modiule added to the northeast of the
ship location. Fiight coincides with the ship-based
radiosonde intensive.

Two sets of cloud modules with one at the ship location.
The modules were connected with a high-altitude remote
sensing leg. While three cloud modules were planned,
the fight encled early after the second due to poor
visibilt at SUB.

Aircraft standard pattern with a spiral instead of a cloud
modle at ship location. Forward low-altitude in situ.
survey followed by high-altitude ocean remote sensing
survey resembling a shamrock pattem over Station S6,
Aircraft standard pattern at ship location. Cold air
outbreak conditions.

Lagrangian survey of air masses upwind of the ship;
both high-altitude remote sensing and low-altitude in situ
sampling legs completed. Cold air outbreak conditions.

Low- and high-altitude surveys oriented with 4 BioArgo
floats.

Take-off and landing times are shown for each research fight (RF). The ship stations overfiown during each fiight are also given, where contemporaneous overflight of the R/V Atlantis
is given in bold, an asterisk denotes that the aircraft did not overfly the R/V Atlantis, and a dagger indicates that the aircraft overflew the R/V Atlantis as it transited from one station to

the next.
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Archive

Atmospheric Science Data Center (ASDC)
hitp://eosweblarc.nasa.gov/

SeaBASS Ocean Biology DAAC (OB.DAAC);
http://seabass.gsfc.nasa.gov/

EcoTaxa

http://ecotaxa.obs-vifr.fr/pri/

Measurement types.
Aiborne and atmospheric measurements
Ocean property and ship-based

measurements (except aerosols)
Plankton taxonomic imagery

Doi

10.5067/Suborbital/NAAMES/DATA0O1

10.5067/SeaBASS/NAAMES/DATA00 1

Data formats
ICARTT, HDF§

netCDF
SeaBASS

Various
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Name Institute

Nicole Estephan (journalist)
Lee Herrington (cameraman)

Roy Johnson AMES
Sam LeBlanc AMES
Kistina Pistone AMES
Yohei Shinozuka AMES
Susanne Craig DAL
Mark Gibson DAL
Brian Cairns GISS
Jacek Chowdhary aGiss
Ken Sinclair Giss
Snorre Stamnes aGiss
Andrze] Wasilewski Giss
Scott Janz GSFC
Matt Kowalewski GSFC
Kent Mccullough GSFC
Peter Pantina GSFC
Christopher Proctor GSFC
Sam Xiong GSFC
Bruce Anderson LaRC
Tim Berkoff LaRC
Matt Brown LaRC
Gao Chen LaRC
Ewan Crosbie LaRC
Alexis Eugene LaRC
Richard Ferrare LaRC
John Hair LaRC
Rich Hare LaRC
Dave Harper LaRC
Chris Hostetler LaRC
Yongxiang Hu LaRC
Mary Kleb LaRC
Joe Lee LaRC
Rich Moore LaRC
Ciaire Robinson LaRC
Amy Jo Scarino LaRC
Taylor Shingler LaRC
Michael Shook LaRC
John Smith LaRC
Lee Thornhill LaRC
Eddie Winstead LaRC
Luke Ziemba LaRC
Alex Mignot MIT
Hongyu Liu NIA

Bo Zhang NIA
Derek Coffman NOAA
Patricia Quinn NOAA
Ryan Bennett NSRC
Patrick Finch NSRC
Melissa Yang Martin NSRC
Steven Schill NSRC
Eric Stith NSRC
David VanGilst NSRC
Michael Behrenfeld osu
Luis Bolafios osu
Consuelo Carbonell-Moore osu
Cleo Davie-Martin osu
Nerissa Fisher osu
Steve Giovannoni osu
Jason Graff osu
Kimberly Halsey osu
Bethan Jones osu
Kelsey McBeain osu
Allen Milligan osu
Kiistina Mojica osu
Eric Moore osu
Bryce Penta osu
Jennifer Schulien osu
Brian VerWey osu
Toby Westberry osu
Kay Bidle Rutgers
Ben Diaz Rutgers
Chris Johns Rutgers
Ben Knowles Rutgers
Christien Laber Rutgers
Maryam Asgari Scripps
Raghu Betha Scripps
Chia-Li Chen Scripps
Savanah Lewis Scripps
Derek Price Scripps
Laura Rivellini Scripps
Lynn Russell Scripps
Georges Saliba Scripps
Ayssa Alsante Texas ASM
Sarah Brooks Texas ASM
Brianna Hendrickson Texas ASM
Jessica Mirrielees Texas ASM
Joseph Niehaus Texas ASM
Eiise Wibbourn Texas ASM
Jake Zenker Texas ASM
Thomas Bell ucl
Mackenzie Grieman el
Mike Lawler ucl
Oyril McCormick uct
Jack Porter uct
Eric Saltzman uci
James Allen ucss
Craig Carlson ucss
Stuart Halewood ucss
Nicholas Baetge ucss
Sasha Kramer ucss
Norman Nelson ucss
Anai Novoa ucsB
David Siegel ucss
Brandon Stephens ucss
Liz Harvey UGeorgia
Sean Anderson UGeorgia
Markus Mueller ul

Felix Piel ul

Arne Schiller ul
Stephanie Ayres UMaine
Emmanuel Boss UMaine
Alison Chase UMaine
Nils Haentiens UMaine
Lee Karp-Boss UMaine
Jordan Snyder UMaine
Jens Redemann uo
Tomas Mikoviny UosLo
Armin Wisthaler UosLo
Gayantonia Franzé URI
Susanne Menden-Deuer URI
Frangoise Morison URI
Andreas Oikonomou URI
Caitlin Russel URI
Chuanmin Hu USF
Minwei Zhang UsF
Scott Doney Wirginia
Rachel Eveleth Wirginia
Bo Yang Wirginia
Timothy Bates uw
Alice Dellapenna uw
Peter Gaube uw
Jim Johnson uw
Lucia Upchurch uw
Sean Kiby Wallops
Ben Van Mooy WHOI
Ivan Lima WHOI

AMES, Ames Research Center; DAL, Dalhousie University; GISS, Godderd Institute
of Space Studies; GSFC, Goddard Space Flight Center; LaRC, Langley Research
Center; MIT, Massachusetts Institute of Technology; NIA, Netional Institute of Aerospace;
NOAA, National Oceanographic and Atmospheric Administration; NSRC, National
Suborbitel Research Center; OSU, Oregon State University; Scriops, Scriops Institute of
Oceanography; UCI, University of Califonia, Irvine; UCSB, University of Celifomia, Senta
Barbara; UGeorgia, University of Georgia; U, University of Innsbruck; UMaine, University
of Maine; UO, The University of Okizhoma; UOSLO, University of Oslo; URY, University
of Rhode Island; UFlorida, University of South Floride; UVirgina, University of Virginia;
UW, University of Washington; Wallops, NASA Wallops Fiight Faciity; WHOI, Woods Hole
Oceanographic Institution.
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Campaign, dates, Station ID Arrival Departure Latitude Longitude Eddy Float ID*
and event

NAAMES 1 st 1/12/15 1112/15 51°27'N 43°37.4 W anticyclone metbio010d
11/6/15-12/1/15 s2 1/13/15 11/15/15 54245 N 40°102' W none metbio003d
“winter transition” nos74
s3 11/16/15 11/16/15 51°80'N 40° 45 W cyclone n0573
s4 11/18/15 11/18/15 46° 123 N 37°523 W anticyclone n0572
S5 1120115 11/20115 43° 495’ N 37°30.6' W none
s58 1172015 11/2015 43°385' N 38°26.0' W
s6 1/21/15 11/28/15 43° 133N 40°14.6' W anticyclone
s7 11/24/15 11/25/15 40° 36.6' N 40° 283 W cyclone
NAAMES 2 S0 5/17/16 517/16 54°26.7'N 46°9.2'W none
05/11/16-6/5/16 st 5/18/16 51916 56°19.4'N 46°0.7 W cyclone {lovbio030b]
“climax transition” noe48
s2 /19/16 5/21/16 53°31.7'N 42°13.8' W anticyclone (n0574)
s3 5/21/16 5/23/16 50°55 N 432542’ W anticyclone
s4 5/23/16 5/27/16 47°275'N 38°430' W anticyclone (metbio003d)
0647
S5 5/28/16 5/31/16 44°282'N 43°179 W cyclone [lovbio032b]
0646
NAAMES 3 S1A o4nT AN 42°147'N 44° 440 W none
08/30/17-9/24/17 st o4n7 U517 42°282'N 42°54.4' W anticyclone n0852
“declining phase” s15 o517 U517 43° 42.7'N 42°55.8 W none
82 95117 oTNT 44°21.9'N 48°203' W cyclone no851
s3 o8N7 9M7 47° 17N 40°6.6'W mode water n0850
835 N7 9917 48°26'N 39° 14.4' W none
s4 %97 9117 48°383' N 39° 7.7 W cyclone 0849
$45 N7 91117 50°9.2'N 39°15.8' W none
S5 1217 9A3AT 51°43.4'N 39°34.4' W none 0848
$55 1317 93T 52°392'N 39°36.1' W none
$6 91317 NINnT 53°226'N 39° 325’ W none n0847 n0846
(n0s72) T
NAAMES 4 st 3/26/18 3/27/18 39°243' N 43°27.3 W none (n0852)
03/20/18-4/13/18 s2 3/28/18 3/28/18 39° 168 N 41°126' W none (n0851)
“accumulation phase” s25 3/29/18 320118 42°69'N 42°112°W none
s3 3/30/18 3/30118 43°206'N 42°100' W none (n0850)
84 3/31/18 4118 44° 283N 38°17.6 W none (n0B49)
$45 42/18 4/2/18 43°0.8'N 41°34.2°W cyclone
S2RD 43118 4418 40°05 N 39°539' W none
S2RF 414118 4/5/18 39° 1.7 N 40°52'W none (n0851)

The rightmost column indicates ID's for floats deployed during NAAMES 1-3, with associated Workd Meteorological Organizetion (WMO) numbers provided at the bottom of the table.
Fioat ID's shown in parentheses indicate that the float was deployed during a previous campaign and used to define a station location and provide water mass history during the
subsequent campaign. Float ID's shown in square brackets indlicate the float was deployed by another program and was in the NAAMES domain during a given campaign and thus
used to identity a station location.

*WIMO numbers for each float are: lovbio01db = 6901524, lovbio030b = 6901527, lovbio032b = 6901525, metbio010d = 6901181, metbio003d = 6901180, n0572 = 5902460,
10573 = 5902461, n0574 = 5902462, n0B46 = 5903100, n0647 = 5903101, n0648 = 5903102, N0BAE = 5903103, N0847 = 5903104, n0848 = 5903105, n0849 = 5903106,
10850 = 5903107, n0851 = 5903108, n0852 = 5903109

TStation 6 of NAAMES 3 was located at the last known position of float n0572, but this float stopped transmitting data 2 weeks before arrival on station.






